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Preface

Recent large-scale penetration of distributed renewable energy sources
(RES) within the electricity grids has resulted in the need for more supervisory
control and operation. This is giving rise to different application scenarios such as
microgrids, nanogrids or just islanding of electrical energy systems within a con-
trolled environment. The main bottleneck is that energy systems simply cannot
cope with demand–supply mismatch. Therefore, further integration of clean gen-
eration such as RES entails increasing levels of complexity not only on the electric
power networks but also on the electricity market and regulations contributing to
new business and management modelling, finance and investment schemes for
sustainable energy. Hence, it is important that cost-effectiveness is also considered
together with the security and high quality of supply for customers. This book
includes different renewable and alternative energy systems integration solutions for
mostly existing infrastructures.

Chapter “Overview on Microgrids: Technologies, Control and Communications”
of this book introduces the concept of microgrids from three perspectives: (i) tech-
nologies, (ii) control and (iii) communications. Microgrids are an ideal platform to
integrate renewable energy sources on the community level, allowing for prosumers
full market participation. The aim of this chapter is to provide a brief overview on
microgrids, including the state of art about the main motivation for the emergence
of these grids. The chapter starts with a survey on some existingmicrogrids around the
world, followed by a typical microgrid’s architecture presentation. Then, in Chapter
“Hybrid Nanogrid Systems for Future Small Communities”, the principles of hybrid
nanogrid systems are introduced for future small communities where the dynamic
performances connected via ac and dc buses are explored in particular during
islanding operation.

Various aspects of grid management such as interconnectivity to support
neighbouring microgirds are discussed in Chapter “Interconnected Microgrid
Systems for Remote Areas”. A communication assisted multi-agent system
(MAS) control scheme is proposed in Chapter “Distributed Agent-based
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Coordinated Control for Microgrid Management” to establish the coordination
between the power sharing and energy management through agent communication
which further ensures the sustainable operation of microgrids by effectively con-
trolling the inverters.

The sustainable development of regional energy systems is presented through a
case study in Chapter “Sustainable Development of Energy Systems in the Baltic
Region” for the Baltic States, Lithuania, Latvia and Estonia, which until recently
operated in non-EU electricity frequency system, having comparatively low level of
interconnections between the other countries in the region. One of the main aims
of the EU internal market legal regulation, so-called the third energy market
package (electricity and gas), is to develop well-functioning energy market,
ensuring integrated net of infrastructure within entire EU territory. The idea fore-
sees to create capable enough interconnections between all the EU member states
therewith eliminating considerable dependence of particular countries on energy
imports from non-EU countries, as well as ensure that the interconnected EU
market operates according to harmonised EU principles and regulations. A closer
integration of networks is particularly important to the states considered to be
“energy islands”, when electricity and gas networks are not connected with the
other EU member states.

The most important integration bottlenecks for RES and its contribution to
energy systems sustainable development are access to the market and the grid itself.
A number of renewable energy sources and configurations are addressed in the next
four chapters. Chapters “Active Distribution Networks Operation within a
Distribution Market Environment” and “Critical Performance Evaluation of a
Few Intelligent Controllers for Effective Power Control in Variable Speed Wind
Generators” address this through wind energy integration, Chapter “Power Flow
Constrained Short-Term Scheduling of CHP Units” considers combined heat and
power units (CHPs) and Chapter “Optimal Utilization of Solar Energy Resources in
Hungary” addresses this through solar resource analysis in Hungary. The
methodologies vary from technical, semi-technical to techno-economic analysis
such as optimal power flow in Chapters “Active Operation within a Distribution
Market Environment” and “Power Flow Constrained Short-Term Scheduling of
CHP Units”.

The latest trends in the area of renewable energy integration are the
self-consumption and islanding operation. Chapter “Microgrids Operation in
Islanded Mode” investigates control and management issues in microgrids islanded
operation mode, while Chapter “Islanding of Energy System” explores the islanding
capabilities and benefits to increase the reliability of supply, especially in countries
where infrastructure is still developing.

Overall, this book collects the latest broad, holistic and different aspects of
energy systems integration for sustainable development. The importance of dif-
ferent resources and alternatives is discussed, to distinguish the advantages and
challenges for each system. The integration of systems is also covered with detailed
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experiences and lessons from different regions and states in the effort to balance
environment and development needs, and getting these to work in harmony with
other social challenges. The complexity of multi-systems integration has given this
book the approach to include some analysis to investigate the characteristics of
smart integration. This book is intended for those working in the area of sustainable
development in energy systems.

Paola, Malta Dr. Inġ. Eur. Ing. Brian Azzopardi
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Overview on Microgrids: Technologies,
Control and Communications

Antonio Carlos Zambroni de Souza, D.Q. Oliveira, Diogo Marujo,
F.M. Portelinha, Jr. and B. De Nadai N

Abstract The modern society is highly dependent on electricity. At the same time,
there is a huge concern about the greenhouse gas emissions and the current way of
power generation, mainly with fossil fuels and high costs. The deployment of
microgrids may be a solution for both questions. They are a solution to the supply
reliability problem through the existent distributed energy resources (DERs) con-
nected to the grid near customers, and the environmental concern is met by
applying renewable sources to generate power. Beyond these goals, there is a
supply cost reduction and revenue maximization through power trades with the
main grid, which is also considered as desired matches. Using proper control
strategies and robust communications techniques, microgrids generate, distribute
and regulate the flow of power to consumers through a centralized or decentralized
control. Smart microgrids are an ideal way to integrate renewable resources on the
community level and allow for customer participation in all levels of the power
market. Hence, a distribution system may evolve to a microgrid that may become a
smart grid. Because the level of intelligence, communication, and control may vary,
this chapter assumes the term microgrids in a general sense, which may stand for an
ordinary microgrid or a smart grid. The goal of this chapter is to provide a brief
overview on microgrids, including the state of art about the main motivation for the
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emergence of these networks. A survey on some existing microgrids around the
world focusing on the different architecture and applications, e.g., hospitals, mili-
tary bases and small isolated communities is carried out. Next, a typical microgrid’s
architecture is presented. Some other topics regarding generation resources, energy
storage options, suitable communication technologies, and infrastructure are dis-
cussed. From the economic and social point of view, microgrid’s effects are
addressed by highlighting the main benefits. In addition, technical issues and future
challenges are discussed in this chapter.

Keywords Microgrids � Renewable energy � Energy storage � Communication
networks � Self-healing � Smart grids

1 Introduction

Electric power systems are traditionally divided into three main parts interconnected
with each other: generation, transmission, and distribution. The generation con-
centrates the most generation sources, i.e., it represents the locations where the
plants with larger capacities are connected. The transmission system is responsible
for the interconnection between generation and loads, allowing the electrical system
to operate optimally, both from a technical and economic point of view, under
normal conditions or during emergencies. Finally, the distribution represents the
final stage in the power transfer to the individual consumer. Previously, distribution
systems were considered as passive and radial—the power flows in only one
direction: from transmission to distribution system. In recent years, this scenario has
been changing. Although it is not a new concept, the increasing use of distributed
generation in the distribution system has transformed these networks [1].

According to [2], a large number of definitions about distributed generation are
used. However, a general definition can be presented: “Distributed generation is an
electric power source connected directly to the distribution network or on the
customer side of the meter.” Regarding the capacity of the generation power plants,
no definitions have been made. Difficulties in defining the maximum capacity of
distributed generation are found since every country has adopted values depending
on the distribution system capacity and government regulations.

The integration of distributed generation influences electrical power systems
conception. In particular, distribution networks are undergoing technological
advances, remodeling the current network and allowing considerable changes in
power system planning and operation. A key issue is related to the concept of active
distribution networks (ADN). Active distribution networks are defined as networks
with distributed generation in which the power flow can be bidirectional during
some periods of the day [3].

If a part of the distribution system has enough generation capacity to supply its
loads, energy storages devices, telecommunication and management infrastructure,

2 A.C.Z. de Souza et al.



this part of the system can operate isolated from the main grid, autonomously,
forming a microgrid. The expression “Microgrids” was firstly presented in [4].
When the connection to the main grid is restored through the point of common
coupling, the microgrid has the ability to export the surplus power to the main grid,
i.e., it represents an active distribution network.

Several research projects on microgrids have been developed around the world.
An important project on microgrids in the USA was created in 1999 but fully
developed in 2002 [5]. Since it has been pursued by the Consortium for Electric
Reliability Technology Solutions (CERTS), it has been called as “CERTS
Microgrid.” When it was created, this microgrid was composed by three 60 kW
combined heat and power sources on a 160 m radial feeder of 480 V on the
low-voltage side. Some other major projects in the USA and its characteristics are
[6]:

• BC Hydro Boston Bar: 8.6 MVA hydroelectric generation connected to a feeder
with 3 MW peak load;

• Mad River: 280 and 100 kW propane and biodiesel gensets, 30 kW microtur-
bine and a photovoltaic array. The loads are composed of 12 residences and 6
commercial and industrial facilities.

An important project in Europe is called “More Microgrids: Advanced
Architectures and Control Concepts for More Microgrids.” Among other pilot
microgrids, the following pilot plants have gained prominence [5–7]:

• The Kythnos Island Microgrid (Greece): 10 kW of photovoltaic array, 5 kW
diesel genset and a nominal 53-kWh battery bank supply 12 houses;

• Continuon’s MV/LV facility (Netherlands): 315 kW of photovoltaic array
supplies 200 houses using four 400 m feeders;

• MVV Residential Demonstration (Germany): 30 kW of photovoltaic array
provide energy to a residential area composed by 1200 inhabitant.

Japan stands out in Asia. According to [5], Japan is the current world leader in
microgrid demonstration projects, since the government is encouraging the use of
renewable sources, such as solar and wind power. The main Japanese microgrids
are Aomoni, Aichi and Kyoto. The latter is composed by 50 kW of photovoltaic
array, 50 kW of wind power, 5 � 80 kW biogas gensets and 250 kW of
ER-molten carbonate fuel cell and 100 kW battery bank, covering an area of
40 km.

Beyond this initial approach to the historical evolution of the emergence of
microgrids, an overview of the subject throughout this chapter is presented.
Firstly, typical microgrid architecture is shown, in such a way that the main
devices are briefly discussed. Next, power management and communications
requirements are pointed out. The key features and requirements of microgrids are
then shown.

Overview on Microgrids: Technologies, Control and Communications 3



2 Microgrid Architecture

As presented in the previous section, several microgrids topologies can be found
around the world. These networks may present different structures due to several
factors, but mainly according to the network type (AC or DC), the topology and the
generation sources available. However, by definition, a microgrid must be formed
by generation sources, energy storage systems, and loads. Based on [8], a gener-
alized AC microgrid comprising a large number of devices is shown in Fig. 1. In
the figure, the dashed and continuous lines are the information and electric power
flow, respectively.

According to Fig. 1, an AC microgrid is composed by three feeders connected to
the main grid. The low-voltage side is connected to the high side through a
transformer. The point where a microgrid is connected to the main grid is the point
of common coupling (PCC). A circuit breaker (CB) allows decoupling the micro-
grid from the main grid in cases of disturbances, changing the operation from
grid-connected mode to islanded mode. There may be other intermediate circuit
breakers that divide the microgrid in nanogrids. Although the main part of the
microgrid shown in Fig. 1 is in low voltage, there are medium-voltage microgrids,
as in the case of rural microgrids.

LC LC MC

AC
DC

MC

AC
DC

MC

Microturbine

AC
DC

LC LC MC

AC
DC

MC

AC
DC

MC

AC
DC

Fuel Cell
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Microturbine

MC AC
DC

Ba ery
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MV

PV array

LV

Fig. 1 Generalized AC microgrid structure
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In Fig. 1, dispatchable and non-dispatchable generation sources are available. In
dispatchable sources, the generated power amount can be controlled, i.e., the pri-
mary fuel can be stored. Some examples of this kind of source are microturbines
and fuel cells. In contrast, the non-dispatchable source depends on the intermittent
renewable sources such as solar (photovoltaic panel) or wind (wind turbine). These
sources are interfaced with the help of power electronic converters (PEC). Although
these converters allow operating flexibly, no additional inertia is added to the
system from the distributed generators [9]. This low inertia can affect the system
frequency, mainly when disconnected from the main grid. In the islanded mode, the
energy storage units compensate the imbalance between generation and load; in the
connected mode, the swing bus has the responsibility for balancing load/generation
to ensure constant frequency and loss supply.

The operation and management of microgrid are controlled through local and
central controllers [3]. As depicted in Fig. 1, local controllers are represented by
load controller (LC) and microsource controller (MC). The microgrid central
controller (MGCC) coordinates the microgrid operation globally. Some of the main
functions of these controllers are highlighted in [3, 9] and listed as follows:

• Load controller: Perform control in controlled loads by
connection/disconnection of certain equipment in predetermined periods. LC
also relieves unfavorable operating condition of microgrid;

• Microsource controller: This controller uses local information to control the
microsource during disturbances. Besides the connection/disconnection of
generation sources in the microgrid, MC main function is to regulate the power
flow, voltage, and frequency on a feeder where the operating point varies
continuously;

• Microgrid central controller: It can be considered as the microgrid’s “brain.”
The MGCC is responsible for determining and sending the set points to the LC
and MC to maintain voltage and frequency within specific ranges. The latter
controllers connect/disconnect the load or change the voltage/active power
according to the set point determined by the MGCC. Through measurements,
the MGCC has the responsibility to coordinate other functions: load forecasting,
scheduling of generation, security assessment and demand side management.
Another function related to MGCC is to control the energy storage devices. The
batteries must be charged at times with excess generation. When generation is
missing, i.e., the load is bigger than the available generation, batteries should
assist the operation by supplying power to the microgrid. More details about the
MGCC functions are linked with the power management framework, which is
addressed in the next section.

Overview on Microgrids: Technologies, Control and Communications 5



3 Distributed Energy Resources

Distributed energy resources (DERs) are considered modular and small-scale
resources which could be plugged into the utility grid or directly into the costumer’s
installation to provide local supply of electricity [10]. DERs are strongly present in
the microgrids concept.

In this section, the DERs are classified in three categories: dispatchable,
non-dispatchable generation and energy storage systems (ESS). A brief discussion
about each one is presented as follows.

3.1 Dispatchable Generation

As stated before, dispatchable units have the power output controlled by the
MGCC. This kind of generation is responsible for power balancing and voltage
control since the primary fuel is available at any time and it is possible to control the
power injection and voltage output.

Some examples of dispatchable generation are microturbines, fuel cells, gensets
and small hydroelectric plants.

3.2 Non-Dispatchable Generation

Non-dispatchable generation includes the renewable-based plants. Differently from
dispatchable units, this kind of generation cannot have controlled power output as a
consequence of the volatility and intermittence of weather conditions that modify
the availability of energy throughout the day [10]. In this case, the injected power is
related to the availability of the primary source, regardless of the voltage and
frequency control. The solar and wind generation are examples of non-dispatchable
sources.

3.3 Energy Storage Systems

The ESS can operate as load or generator, depending on the balance between
generation and load. If the frequency is lower than the nominal, the ESS injects
power into the system until the capacity is exhausted; if the frequency is bigger than
the nominal, the ESS absorbs power from the grid. These devices act as controllable
sources with very fast output, e.g., low time constant of response, to face sudden
system changes, mainly in load-following situations. Thus, they are the first cor-
rective mean to restore frequency [8].

6 A.C.Z. de Souza et al.



The batteries are the main option in ESS for application in microgrids; however,
others examples have also been applied, such as flywheels, compressed air and
pumped hydroelectric.

It is not usual the direct connection of DERs in microgrids. This is related to the
characteristics of the generated power, such as the low inertia, the frequency ran-
domness of the primary source and, in some cases, the application of direct current
technology in generation. In this sense, the DERs are connected through an elec-
tronic interface, i.e., via PEC. These converters act with defined strategies to control
the pulse-width modulation (PWM) in the semiconductors bridges and, conse-
quently, the power, the voltage, and the frequency outputs. The operation mode of
each one of these DERs is defined by power management strategy adopted by
MGCC [8]. The control strategies of PECs will be discussed in the next section.

4 Power Management

Microgrids operation is quite different from the standard power distribution systems
due to the presence of small-scale renewable power generation, critical and con-
trollable loads, distributed energy storage and so on.

The power management approach should be aware of these differences, which
include but are not limited to [11]:

• steady-state and dynamic features from DERs, especially those coupled via
electronic interface;

• the intermittence from the primary sources in each site;
• planning and management of energy storage units;
• microgrid’s current status, i.e., grid-connected or islanded operation;
• the quality of power and the presence of high priority loads that demand pref-

erential service.

As the microgrid is designed to be an autonomous system, the operation must be
supported by a power and energy management system (P/EMS) and some smart
features are expected to be present. The P/EMS is responsible for [11]:

• managing the different DERs connected to the grid;
• assessing/monitoring microgrid’s frequency and nodal voltages as far as other

power quality indices;
• planning/operating the microgrid in standalone and emergency conditions;
• deciding the moment to connect and disconnect the microgrid from the main

grid;
• considering operation optimization by internal and external data;
• improving dynamic response, maintaining stability and nominal values for state

variables.

Overview on Microgrids: Technologies, Control and Communications 7



The P/EMS is responsible for assessing many variables by gathering data that
come from the advanced metering infrastructure (AMI) through a reliable com-
munication network. Considering that all data from generation and demand are
available, the P/EMS can: update the reference values for active power Pi, where i is
the electronically coupled unit; take demand management actions by connecting
and disconnecting lower priority customers; optimize the power generation aiming
to save resources and to minimize the power generation costs and power purchases
from the main grid or to maximize power exportation to increase profits in energy
market; decide whether is the best moment to connect/disconnect the microgrid
according to current energy prices and available generation resources.

The P/EMS may be accomplished using a centralized or a distributed approach.
In the centralized approach, it runs in a MGCC which collects all data and sends the
assessed variables through the bidirectional communication network. This com-
munication network should be reliable and robust, and depending on the amount of
data flow, it should have a big capacity.

The centralized approach also demands a powerful processor, robust and fast
algorithms to perform calculations in a timely manner, since these data must be sent
back. The results assessed in these conditions are optimal since all necessary data
inputs are available for calculations. Because the microgrid is located in a small
geographical area, the centralized approach is still possible due to the smaller
amount of data and time delays for communication signals.

The distributed approach demands the existence of many local controllers in the
microgrid. These controllers, called previously as LCs andMCs, can be called agents.
They are responsible for assessing local variables and communicate with their
neighbors to transfer data and initiate requests. These agents are organized in different
layers, where they can communicate to others agents in the same layer and to their
superior agent in the layer above. The superior agents are responsible for collecting
data from their subordinate agents and assess more general variables. The results are
informed to each agent in the inferior layer. This framework is kept in all microgrids
until the most superior layer, which also communicates with the external world.

This decentralized approach is possible since the PEC from renewable genera-
tion units and many different physical components have powerful microcontrollers
that assess local variables.

The power management in microgrids can also be investigated considering the
two different operation modes: connected to the grid or standalone/islanded mode.
This is possible since these are completely different scenarios which demand dif-
ferent approaches due to the respective requirements.

In connected mode, the microgrid operates connected to the main power grid.
This grid is more robust and may be considered as a slack bus. This means that the
main grid produces the frequency reference necessary to the microgrid’s DERs
synchronization and it also assures the power balance. The microgrid’s dynamic
behavior is also affected since the main grid has a higher inertia, enabling a lower
frequency variation in case of disturbances.

8 A.C.Z. de Souza et al.



During the operation in connected mode, the P/EMS optimization algorithms
may pursue some of these objectives, but are not limited to:

• minimization of power losses;
• minimization of power generation costs and carbon emissions;
• maximization of revenue by exporting power to the main grid;
• maximization of power quality indices.

Ancillary services to the main grid are also possible, including reactive power
support and black start.

In the islanded mode, the microgrid operates disconnected from the main grid.
This is a challenging situation since the biggest issue now is to provide a frequency
reference to the DERs aiming the microgrid synchronization and voltage control.
To accomplish this goal, some PEC from electronically coupled units should
operate as voltage source inverters (VSIs) to provide voltage and frequency ref-
erences to the other DERs by emulating the behavior of a synchronous machine.
This approach is called Multi-Master Operation.

Some references in the literature [8, 12] suggest using a big energy storage unit
as a slack bus for the microgrid due to the fast response and the capacity to meet
other requirements, such the power balance due to high variations in renewable
generation. In practice, this idea may be accomplished by the different droop
configurations from the DERs. The other inverters should operate in PQ mode,
supplying defined set points for active and reactive power.

In the islanded operation scenario, the P/EMS has different goals from the
connected operation mode. This is due to the different requirements from the
islanded operation, which includes but are not limited to:

• Minimization of high priority load shedding;
• Minimization of switching operations, in case of network reconfiguration due to

faults or to keep the supplying of higher priority customers;
• Maximization of supplying time for the highest priority customers, considering

the availability of power.

The islanded operation should include a load shedding scheme, which is con-
tinuously updated by the P/EMS according to the available data from the power
generation units and customers.

5 Communications

Communications play a crucial role in the context of smart grids [13]. Many
applications have been researched, but only a few real ones have been developed
[14]. The main required features in a smart grid/microgrid are self-healing, demand
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management, protection against physical and cyber-attacks, distributed energy
resources, increased energy quality and more customer participation in the energy
market [15]. Some of these requirements are possible if a reliable and robust
communications network is implemented, where information flows in a bidirec-
tional way, providing more customers and machine interaction with the grid. The
information in real time will allow isolating affected areas, to redirect the power
flow and to maintain the largest possible number of consumers supplied by helping
to prevent interruptions [16]. The machine-to-machine type of communication
(M2M) [17] describes better the microgrid scenario, where machines communicate
with each other without any human interaction. The massive introduction of sensors
and automated controls make possible to anticipate, detect and take decisions
autonomously [18].

For this to happen, a communications system must be implemented and offer
low risk of attack, resiliency, robustness and a low-cost infrastructure [19]. In the
next sections, a brief understanding of the communications requirements and the
possible technologies to be implemented is presented. The purpose of this section is
to provide to the reader a brief overview on the communications challenges and
issues in microgrid operation.

5.1 Communications Overview for Microgrids

The concept of integrated communications in smart grids provides better commu-
nication between all system components. The networks will require real-time
communication in many cases. The Information and Communications Technology
(ICT) infrastructure must be reliable, highly available, scalable, secure and easy to
manage.

The concept of smart grid communication involves multiple entities with
potential data exchange that can reach large volume of data and different response
times [20]. The performance should be scalable to allow entry of new devices.
Thus, it is necessary to understand the requirements for communication between
devices and to outline how it would be possible to build a microgrid communication
network. Each microgrid will have a limited number of smart meters ranging from a
few hundred to a few thousand linked to some substation control centers. Some
very important requirements for the operation of communications networks are
[21]:

• Latency: It is the delay in the network or how long it takes for a packet to travel
from one point to another in the network;

• Bandwidth: It means the maximum amount of data which can be sent in a
network, measured in bit per second;

• Data rate: maximum data transmission rate, which varies upon the chosen
technology;

10 A.C.Z. de Souza et al.
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• QoS—quality of service: It measures the overall performance of the system and
guarantees the quality of a service, measuring elements such as bandwidth,
latency and error rate.

The smart grid integrates advanced ICT, automation, sensing, and measurement
technologies to achieve these objectives. This network must be integrated with high
performance, high reliability, scalability and ubiquitous. The communication net-
work will be responsible for collecting and forwarding data, monitoring of all
devices and act according to the received data. Table 1 illustrates a brief review of
all requirements and their aspects in microgrid communications. The data were
retrieved of all major publication on smart grid communications requirements [22].

5.2 Communications Architectures

Communication networks are composed of layers, depending mainly on its size and
data communications requirements. Microgrid architecture can be described in three
layers according to the design operation. Figure 2 illustrates the design model [23].

The microgrid layers can be described as home area network (HAN), neigh-
borhood area network (NAN) and wide area network (WAN).

The HAN covers a very small geographical area. Its applications are mainly
customer automation. The communications requirements in this level are low. The
possible communication technologies that can be applied are Bluetooth, ZigBee,
WiFi, Ethernet and power line communication (PLC).

WAN

HAN

NAN

Genera on

Transmission

System Opera ons

Consumer

Smart
Meters

Distribu on

Fig. 2 Microgrid network
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The role of NANs in a microgrid context is more complex. The applications in
this layer are demand response, distribution automation, smart meters. As a large
number of devices from consumers will be connected, the data requirements will
increase and more robust technologies must be applied.

Wide area awareness, real-time protection, and self-healing are the main tasks of
WAN, which requires a very robust and reliable technology. Latency times can be
very low, so their time to respond to any failure must be fast. Several communi-
cations technologies can be applied to cover this layer requirement, such as wire
and wire less technologies.

Table 2 illustrates the coverage and minimum communications data rates for
each layer.

The use of known and new telecommunications technologies to meet various
applications scenarios provided by the operation of microgrid must consider reg-
ulatory aspects, technical feasibility, reliability and investment to build an infras-
tructure. In the next section, a brief overview of all detailed requirements to cover
all microgrid layer applications will be properly discussed.

5.3 Wire and Wireless Technologies Candidates

Many technologies are available for data transmission between the consumer unit
and the operation center, and from the utilities to the whole system. The choice of a
communication technology should be based on the need for reliability, security, and
availability of each service offered. The aim is to provide an overview on the
current state communication technologies, giving some key directions to choose a
communication system and how it can be interconnected with the distribution
system, considering its characteristics, applicability and availability.

The type of operation to be performed is another issue that should be taken into
account. Those considered critical, such as control and key operation will require a
more robust infrastructure, very low latency response and must be available all
time.

The objective is to deliver an intelligent electrical system which monitors,
protects and control the grid without the need of human interaction. The commu-
nication infrastructure must have a very low investment, otherwise can be con-
sidered unviable by the stakeholders. Thus, existing technologies must be
considered as solutions, decreasing the implementation costs and enabling the

Table 2 Layer requirements Microgrid layer Coverage range

Wide area network (WAN) Long distances

Neighborhood area network (NAN) Medium distances

Home area network (HAN) Small distances
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Table 3 Overview of telecommunication technologies for microgrids

Proposed
technology

Data rate Coverage
range

Advantages Disadvantages

PLC NB-PLC 1-500 kbps 150 km or
more

Low cost of
deployment

Interference
causes signal
attenuationHome plug—200 Mbps Up to 3 km

Coaxial
cable

up to 170 Mbps Up to 25 km Low cost of
deployment

Suffer influence
of noise

Optical
fibers

PON (passive optical
network) up to 1 Gbps

EPON
(Ethernet
passive
optical
network) up
to 20 km

Robustness
against noise,
achieve long
distances

High
deployment cost

SONET—Synchronous
Optical Networking /
SDH—Synchronous
Digital Hierarchy
40 Gbps

Up to 100 km

WDM 40 Gbps Up to 100 km

WiFi Up to 600 Mbps Up to 1 km Low cost of
deployment, easy
to implement

Suffer high
interference,
need of licensed
spectrum

ZigBee Up to 250 Kbps Up to 100 m Low cost of
deployment, easy
to implement

Low data rate

Bluetooth Up to 720 Kbps Up to 100 m Low cost of
deployment, easy
to implement

Low data rate

WiMax Up to 1 Gbps Up to 10 km Achieve long
distances, support
of millions of
users

High
deployment
cost, need of
licensed
spectrum

2G/3G/4G Up to 86 Mbps—
dependency on the
chosen technology

Up to 100 km Low
infrastructure
cost, high data
rate, support of
millions of users

Use of licensed
spectrum, cost
per user

Satellite Up to 450 kbps Large
geographical
areas

Achieve long
distances, high
reliability link

High
deployment
cost, not
suitable for low
latencies
scenarios
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application in microgrids. Some technologies are presented in Table 3. Note that
not all technologies available are listed.

Table 3 gives an overview on the communication systems available in the
market listing their current features. A previous study on microgrid requirements
pointed some technologies as possible candidates [24–35]. Each possible technol-
ogy is described according to latency, data rate, QoS and coverage features.
Advantages and disadvantages are also summarized in Table 3. The possible
solution for an optimal communication network can be a wired or a wireless
technology, or a hybrid solution.

6 Benefits, Issues and Challenges

The microgrids will be the most promising evolution in electrical power systems.
The strong and intelligent integration among all agents of these systems makes an
environment very different from the electrical power system current scenario,
highlighting, mainly, the massive presence of control and telecommunication net-
work and data processing. These features increase the reliability, security and
quality of electric service for any appliance to microgrids.

From technical and social points of view, some important benefits of this new
concept are listed as follows [36]:

• The improvement in grid reliability by inserting controlled distributed genera-
tion at distributed level, near the consumer;

• The contribution in the reduction in greenhouse gases emissions by considering
the integration of renewable resources;

• Ability to reach energy efficiency goals;
• The participation of the consumers in the wholesale energy market;
• The possibility to manage the consumer’s energy cost by changing the pene-

tration of renewable and non-renewable resources.

Furthermore, resiliency, reliability, emission reduction, reduced costs of recur-
ring system upgrades, enhanced energy efficiency and power quality and lower
energy costs are benefits also present in the concept of microgrids [10].

Even though microgrids have a large number of benefits, the path to popularize
this type of electric power system will not be easy. There are still many challenges
that must be overcome, mainly, concerning control and operation aspects.

For remote areas, the microgrids have already become a possible solution to
supply small communities, where there is no distribution system while the energy
supply is a result of local and renewable resources, such as solar, wind and biomass
or biogas. On the other hand, the creation of microgrids in urban communities
connected to utility grid has found some technical and environmental obstacles.

Overview on Microgrids: Technologies, Control and Communications 15



A complex change in the traditional infrastructure is necessary in order to
transform active distribution systems in microgrids. When generators are plugged
into a distribution system, the power flow that previously was unidirectional
changes to bidirectional. This requires a new adjustment on the topology of elec-
trical utility in planning and operation aspects, demanding investments which
causes, in many times, resistance by electrical utility. Another topic that should be
considered is the fact the operation of power system has not been planned to operate
with large presence of distributed generation.

In summary, some points of risks regarding microgrids implementation must be
considered to its development [36]:

• The consumer changes to the DER concept, becoming a new active agent in the
energy market;

• The absence of a large-scale control infrastructure;
• Scheduling the introduction of DERs at each customer site, considering de

demand response;
• Policies of incentive and necessary capital markets for investors;
• The utility grid needs to create new policies to manage distributed generation,

besides to educate and coordinate the regulatory agencies.

The presence of MGCC allows microgrids the ability to provide load and source
control in a way to guarantee a safe and optimized operation; telecommunication
network which interconnects all agents is the most important challenge and which
characterizes a microgrid. The presence of MGCC replaces the operator, enabling
that the decisions are made in autonomous way based on priority loads, weather
conditions, power losses and energy prices in economical market or any kind of
entry, so the MGCC is considered the brain of the microgrid. If the system cannot
operate within safe limits in islanded mode, it is not a microgrid.

Nowadays, the efforts of researches about this issue are related to attempt to
standardize the MGCC and its all components. Defining protocols of communi-
cation, policies of load shedding, control hierarchy, and synchronism strategies
among others in the microgrids level constitute an important step in direction to
modernize electrical power systems. In the future, the traditional and defined
hierarchical generation, transmission, distribution and consumer of electrical energy
will be substitute by an environment totally integrated in all levels.
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Hybrid Nanogrid Systems for Future
Small Communities

Farhad Shahnia

Abstract The power supply system of future communities can be considered in the
form of a small microgrid or a nanogrid which is mainly based on renewable energy
resources. Such a system can lead to a sustainable development of electrical sys-
tems and can help the current and future generations to access the benefits of
electricity without adding more emissions and pollutions to the environment.
A nanogrid should have adequate generation capacity in its distributed energy
resources (DERs) to supply its demand in the off-grid status. It should also be able
to exchange power with an existing utility feeder. The operation principle of a
nanogrid is discussed in this chapter. A hybrid nanogrid may consist of one ac bus
and one dc bus, which are connected via a power electronics-based converter. Some
DERs and loads of the community will be connected to the ac bus of the nanogrid,
while some DERs and loads will be connected to its dc bus. The converter facili-
tates power exchanges among the buses and also controls their voltages, during
off-grid operation. The dynamic performance of a small community nanogrid is
discussed in detail here.

Keywords Distributed energy resource � Nanogrid � Future communities

1 Introduction

Sustainable development is the core principle of maintaining our finite resources
that are necessary for our future generations. Regarding electrical systems, sus-
tainable development strongly depends on the application and control of renewable
energy resources for electricity generation instead of the fossil fuels such as coal or
gas. Also, it is highly desired to generate the electricity near the consumers such
that minimum adverse impact is imposed on the nature when building long trans-
mission and distribution lines. Environmental concerns, high electricity bills, and
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the financial incentives that are in place by the governments motivate the house-
holders to install renewable energy-based distributed energy resources (DERs) and
energy storage systems in their premises to locally generate and store energy [1, 2].
With this trend, in near future, the majority of householders are expected to have
some types of DERs that are connected to the utility feeder. Thus, merging all the
DERs of a group of neighboring householders, it is possible to envision the for-
mation of a small-scale microgrid, referred to as nanogrid [3, 4]. Thus, these
neighboring households, denoted in this chapter by community houses, can col-
lectively consume the generated power of the solar photovoltaic-type DERs and
battery-type energy storages in grid-connected as well as off-grid statuses.

The majority of the present residential electric appliances work with ac voltage;
thus, power electronics-based systems are needed for converting the dc voltage that
is generated by photovoltaic-, wind- and battery-type DERs to the ac voltage.
Recently, a dc voltage is suggested to supply certain types of residential loads such
as lights, TVs, computers directly [5]. A comparison shows that the efficiency of
supplying electricity to the residential appliances with a dc voltage of dc generators
is greater than the efficiency of supplying them with a converted ac voltage [6, 7].
This improved efficiency is due to the reduction of the power electronics-based
conversions. As an example, dc loads such as charging electric vehicles can be
supplied directly from the dc bus, eliminating the ac–dc converters. Similarly, the
first stage of ac–dc conversion in variable speed drives can be removed with an
existing dc bus. This will result in reduced power conversion losses as well as the
required power for cooling and ventilation. Additionally, a dc system has reduced
copper losses due to lower effective resistance in the conductors, owing to the
absence of skin effect and the reactive power flow in the cables [8]. These facts
contribute to the increased efficiency of a hybrid ac–dc nanogrid.

Since 2002 that the microgrid concept was introduced [9], numerous researches
have been carried out in the area of ac microgrids [10–15]. In recent years, the dc
microgrids have also gained the attention of the researchers, thanks to their better
efficiency and flexibility in their control. The hierarchical control system and an
adaptive droop control of a dc microgrid system are introduced in [16–19], while
the control of the DERs in a dc microgrid is studied in [20, 21]. The power
electronic interface to connect a dc bus with an ac bus of an MG is introduced in
[22], while a current-controlled approach has been utilized in [23] to control the
power flow and the power factor of such bidirectional converters.

2 Hybrid AC–DC Nanogrid Structure

With the above review on the existing techniques, this chapter focuses on a
limited-size, low-voltage network, denoted by nanogrid, which is assumed as the
electric supply system of future small communities. Figure 1 illustrates schemati-
cally such a network. The considered nanogrid integrates dc and ac DERs and
loads, which are linked to a dc and an ac bus. These two buses are then
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interconnected through a power electronics-based converter, referred to as
tie-converter. The nanogrid can also exchange power with the utility feeder
according to the generation of the DERs. However, it is also capable of operating in
off-grid status. The ac bus is also interlinked to the utility feeder via a static switch
(SS) and a three-phase power transformer. The ac and dc buses are required to
operate individually and independently. However, if there is an increase in power
demand or a shortage of power generation which causes voltage deviation in the dc
bus or voltage/frequency deviation in the ac bus, the tie-converter takes action to
regulate the voltage and frequency.

The AC bus is thought to be a 415-V three-phase system and is assumed to be
fed by a 30-kVA transformer, in this chapter. Two DERs are thought to be con-
nected to the ac bus through power electronic converters, while another two power
electronic-interfaced DERs are thought to be linked to the dc bus. In this study, it is
also supposed that a boosting transformer with a turns ratio of a = 2 is used in the
structure of the tie-converter. Since uVdc needs to be about 1.35–1.6 of the line
voltage of the three-phase system, Vdc has been selected as 350 V [24]. If a higher
turns ratio is chosen for the transformer, a lower dc voltage can be selected.

The nanogrid should be controlled such that it operates dynamically in the
following modes [25]:

Mode-1: isolated and independent ac and dc buses while the ac bus is isolated
from the utility feeder,

Mode-2: isolated and independent ac and dc buses while the ac bus is coupled to
the utility feeder,

Mode-3: interconnected ac and dc buses while the ac bus is isolated from the
utility feeder,

Mode-4: interconnected ac and dc buses while the ac bus is coupled to the utility
feeder,

These modes are shown schematically in Fig. 2.

DER DER

Community  1

DER

DER

DER

Community  2

DER

DER

DER

Utility Feeder

DERDER

DER

Fig. 1 Schematic illustration of future small community houses
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2.1 AC Bus

A group of DERs and loads form a three-phase ac section. Every DER is coupled to
this bus via a three-phase, voltage source converter (VSC) and an LC output filter,
as shown schematically in Fig. 3a. Every VSC comprises of three, single-phase
H-bridges, while every H-bridge consists of the insulated gate bipolar transistors
(IGBTs) and anti-parallel diodes. A single-phase transformer, with 1:a turns ratio, is
connected to the output of every H-bridge. The secondary sides of these trans-
formers are star-connected. The transformers offer galvanic isolation for the DERs.
This configuration can be utilized to supply single-phase and unbalanced loads
since it provides a path for circulation of the zero sequence component of the
current. Alternatively, a three-phase, 4-wire (neutral-clamped) VSC can be utilized.
However, three-phase, 3-wire VSCs are not suitable as they do not provide a path
for the circulation of the zero sequence component of the current and hence cannot
be used to supply unbalanced or single-phase loads. It is to be noted that a
single-phase ac section can also be formed instead of the three-phase section, when
the rating and number of the DERs and loads are small.

+ +

AC Bus DC Bus
Mode-4

+ +

AC Bus DC Bus
Mode-3

+ +

AC Bus DC Bus
Mode-2

+ +

AC Bus DC BusU lity 
Feeder

Mode-1

U lity 
Feeder

U lity 
Feeder

U lity 
Feeder

Fig. 2 Different modes of operation of the considered hybrid ac–dc nanogrid
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Fig. 3 a Considered VSC and filter structure for DERs of ac bus, b considered boost converter
structure for DERs of dc bus
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In Fig. 3a, the resistance Rf represents the switching and transformer losses,
while the inductance Lf and capacitor Cf are connected to the output of the trans-
formers to bypass the switching harmonics. A coupling inductance (LT) is installed
after Cf to provide the desired power sharing ratio among DERs [15].

The control of the ac section of the nanogrid consists of several sections, as
discussed below:

2.1.1 Monitoring of SS Status

The nanogrid runs in off-grid or grid-connected status depending on the status of the
SS. Isolation of the nanogrid from the utility feeder can be determined by observing
the SS status and the availability of a proper data transmission infrastructure to send
the data to the DERs. A suitable communication system for microgrids and
nanogrids is presented in [26], and its impact on the stability of the system is
discussed in [27].

Proper resynchronization should also be carried out before reconnection of the
nanogrid to the utility feeder. This can be achieved by monitoring the magnitude
and angle of the voltages in both sides of the SS via a phased-locked loop. Thereby,
the SS will close only when the voltage magnitude and angles difference in its sides
become smaller than a pre-defined minuscule limit. Likewise, a synchronization is
also necessary for reconnection of a voltage-controlled DER to the nanogrid.

2.1.2 Control of Output Power

The converters of the DERs in the ac section operate in constant PQ mode, based on
maximum power point tracking, when the nanogrid is in grid-connected status.
However, they need to operate in voltage-controlled mode, based on droop, in
off-grid status. To this end, dissimilar references are necessary for the converter
output voltage:

When the nanogrid is in grid-connected status, the utility feeder forces the
frequency and voltage in the nanogrid. Thus, the DERs can generate their rated
power. Under such conditions, the active (p) and reactive power (q) at the coupling
inductance terminal are [15]

p ¼ VTj j � Vcf

�� ��
xLT

sin dcf � dT
� �

q ¼ VTj j
xLT

Vcf

�� �� cos dcf � dT
� �� VTj j� � ð1Þ

where VT is the voltage of the ac bus side of the coupling inductance, Vcf is the
voltage across Cf and V = |V| ∠d is the phasor representation of v(t). The average
active power (P) and reactive power (Q) are derived by passing p and q through a
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low-pass filter. Assuming the rated values for the output active and reactive powers
and monitoring the voltage of the ac bus, the desired Vcf is calculated using (1). This
is the voltage reference for the converters in grid-connected status, in Fig. 4.

On the other hand, the frequency and the output voltage of the converters of the
DERs are modified according to the droop control and by the help of the
pre-defined droop coefficients (m > 0, n > 0) in off-grid status. In this way, the
DERs share the demand in the nanogrid with the specified ratio. The measured
output powers of a converter are utilized to define the reference voltage at the
converter output as [15]

dcf ¼ dac; rated � m Pac � Pac; rated
� �

Vcf

�� �� ¼ Vac; rated � n Qac � Qac; rated
� � ð2Þ

where the subscript rated shows the rated values and the subscript ac indicates the
ac bus.

The block diagram of the control system for the converters of the DERs, con-
nected to the ac bus, is shown in Fig. 4. Note that the SS status monitoring module
issues a command to the reference selection block to select the proper reference.

It is to be highlighted that the frequency in the ac bus reduces by Dx when a
DER of this bus increases its output active power from zero to its rated value.
Hence, the P–d droop coefficient for these DERs is

m ¼ Dx
Prated

ð3Þ

Assuming Dx to be constant for all DERs with different ratings, the ratio of P–d
droop coefficient between any two DERs of the ac section of the nanogrid is

Fig. 4 Control block diagram of the DERs in the ac section of the nanogrid
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m1

m2
¼ Prated; 1

Prated; 2

� ��1

ð4Þ

Similarly, the voltage magnitude in the ac bus reduces by DV, when a DER
increases its output reactive power from zero to its rated value. Thus, the Q–V droop
coefficient for these DERs is

n ¼ DV
Qrated

ð5Þ

Assuming DV to be constant for all DERs with different ratings, the ratio of Q–V
droop coefficient between any two DERs of the ac section of the nanogrid is

n1
n2

¼ Qrated;1

Qrated;2

� ��1

ð6Þ

In [15], it was shown that the output active ratio and reactive power ratio among
any two DERs are

P1

P2
� m1

m2

� ��1

;
Q1

Q2
� n1

n2

� ��1

ð7Þ

This technique is even suitable when the nanogrid has unbalanced and nonlinear
loads, as discussed in [28]. Furthermore, it is also suitable when the nanogrid has an
unequal distribution of single-phase DERs in the three-phase system of its ac
section, as discussed in [29].

2.1.3 Switching Control of Converter

Converter switching control is in charge of turning on and off the IGBTs of the
VSCs appropriately in such a way that the desired voltage is produced across
capacitor Cf. This is discussed in detail in [30] and is not repeated here.

2.2 DC Bus

The dc section of the nanogrid is formed by another group of DERs and loads.
Every DER is linked to the dc bus via a dc–dc converter. If the dc DER is a battery
type, the dc–dc converter needs to be a bidirectional one to facilitate current flow in
both directions, while for other DERs, a unidirectional converter is required. Boost
converters are used for connecting the DERs to the dc bus in this chapter, as
illustrated in Fig. 3b. The size of the inductor and capacitor filters in the dc–dc

Hybrid Nanogrid Systems for Future Small Communities 25



converter should be designed to limit the ripples of the current and voltage below
acceptable limits. The control of the dc section of the nanogrid consists of several
sections, as discussed below:

2.2.1 Monitoring of Tie-Converter Status

The islanding detection of the dc section of the nanogrid is realized by observing
the tie-converter status and assuming the availability of a data transmission
infrastructure to send these data to the DERs. It is to be noted that connection of the
DERs to the dc bus does not need a synchronization technique.

2.2.2 Control of Output Power

The DERs of the dc bus may operate in two modes, based on the status of the
tie-converter. When the tie-converter conducts power and the ac and dc buses are
connected, the DERs of the dc bus are controlled in constant P mode, based on
maximum power point tracking. Thus, the voltage of the dc bus is regulated by
controlling the bidirectional power flow over the tie-converter. However, if the
tie-converter is off and the buses are disconnected, the dc DERs operate under a
droop-based voltage control mode. In such conditions, the output voltage of every
DER converter is modified according to the droop control and the designed droop
coefficients (m′). In this way, the DERs share the demand of the dc bus with the
specified ratio. Hence, the measured output power of a converter (P) is utilized to
define the voltage reference for converter output as [16, 17]

Vdc ¼ Vdc; rated � m0 Pdc � Pdc; rated
� � ð8Þ

where the subscript dc denotes the dc bus.

Fig. 5 Control block diagram of the DERs in the dc section of the nanogrid
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The control block diagram of the converters of the DERs in the dc section of the
nanogrid is shown in Fig. 5. It is to be noted that the tie-converter status monitoring
module issues a command to the reference selection block to select the proper
reference.

The voltage of the dc bus reduces by DV, when a DER of this bus increases its
output active power from zero to its rated value. Hence, the P–V droop coefficient
for these DERs is

m0 ¼ DV
Prated

ð9Þ

Assuming DV to be constant for all DERs with different ratings, the ratio of P–V
droop coefficient between any two DERs of the dc section of the nanogrid is

m0
1

m0
2
¼ Prated; 1

Prated; 2

� ��1

ð10Þ

Thus, it can be shown that the output active power ratio among any two DERs is
[15]

P1

P2
� m0

1

m0
2

� ��1

ð11Þ

2.2.3 Switching Control of Converter

Converter switching control is in charge of turning on and off the IGBT in the boost
converter (or the dc–dc converters in general) in such a way that the reference
voltage is produced across the dc capacitor. This is discussed in detail in [31] and is
not repeated here.

2.3 Tie-Converter

The tie-converter has a three-phase VSC, connected to the ac bus, through an LC
filter, with a structure similar to those of DERs of the ac section of the nanogrid. In
[18, 32], a current-controlled approach is used to control such converters. In this
chapter, the voltage-controlled mode of the tie-converter is presented. In this
technique, the tie-converter corrects the voltage of its point of common coupling
(PCC) in the ac side to a balanced three-phase voltage. To this end, the converter
has to exchange reactive power with the ac bus. Moreover, the tie-converter
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regulates the voltage of its dc side (i.e., the voltage of the dc bus). This is realized
by regulating the voltage angle across Cf of the tie-converter (dcf, TC, ref) from [24]

dcf ;TC;ref ¼ kP þ kI
s

� �
Vdc; desired � V

_

dc

� �
ð12Þ

where V
_

dc is the average of the dc bus voltage, Vdc, desired = 350 V in this study,
and kP and kI are PI coefficients. The tie-converter requires a switching control,
similar to the switching control of the DERs of the ac bus.

3 Central Controller of the Nanogrid

The central controller of the nanogrid will regulate the frequency as well as the
voltage of the ac bus along with the voltage of the dc bus. This is achieved by
regulating the rated values in (2), (8) and (12), as discussed in [33]. This controller
gets activated when the ac bus is isolated from the utility feeder. In the case that the
frequency or the voltage of the ac bus or the voltage of the dc bus drops below or
rise above acceptable pre-defined limits, the central controller takes action to shift
down or up the rated values of the droop control. The new rated voltage and rated
frequency level are calculated, based on the previous (old) rated levels and the
dissimilarity between the actual voltage and frequency and the desired levels, from

xnew
ac; rated ¼ xold

ac; rated þ 2p fdesired � fð Þ
Vnew
ac; rated ¼ Vold

ac; rated þVac; desired � Vacj j ð13Þ

where f and |Vac| are the frequency and voltage of the ac bus, respectively, while in
this chapter, it is thought that Vac, desired = 240 Vrms and fdesired = 50 Hz. Likewise,
the new rated voltage of the dc bus can be calculated from

Vnew
dc; rated ¼ Vold

dc; rated þVdc; desired � V
_

dc ð14Þ

It is noteworthy that the central controller has a discrete monitoring time step
with a slow time frame.

For the nanogrid system operating in Mode-1 and Mode-3, the central controller
acts as the secondary control for every DER of both buses. In such a condition, the
central controller defines the rated frequency and voltage for the DERs of the ac
section and the rated voltage for the DERs of the dc section, as shown schematically
in Fig. 6. In the case that the frequency and the voltage of the ac bus remain below
the pre-defined minimum acceptable limits even after the operation of the central
controller, load-shedding is required in this bus. When the nanogrid system is
operating in Mode-2, the central controller is simply in charge of calculating the
rated voltage of the DERs of the dc section. Likewise, if the voltage in the dc bus
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remains below the pre-defined minimum acceptable limits even after the operation
of the central controller, load-shedding is required in this bus. The central controller
is inactive when the nanogrid system operates in Mode-4.

4 Study Cases

The community loads are driven by a specific load profile. Furthermore, the DER
generation is variable and intermittent in nature. Thereby, sudden changes in the
loads, as well as generations, can be experienced in a nanogrid. Four modes of
operation of the nanogrid are evaluated under some study cases here. Let us con-
sider the network shown in Fig. 2 with 2 DERs in the ac bus (i.e., DER-1 and
DER-2), 2 DERs in the dc bus (i.e., DER-3 and DER-4), and one load on each bus.
The ratio of the nominal capacity of DER-1 and DER-2 is 1:2. Similarly, the ratio of
the nominal capacity of DER-3 and DER-4 is 1:2. The studies are conducted based
on the technical parameters provided in Table 1.

4.1 Evaluation of Mode-1

Let us assume that neither the tie-converter nor the SS is on. Hence, the ac bus, the
dc bus, and the utility feeder are isolated from each other. In such a case, the DERs
within both buses share the demand of that bus, and the central controller will
control the voltages of the ac and dc bus in the range of ±10% and the frequency of
the ac bus in the range of ±0.5 Hz. The nanogrid is thought to be at a steady-state
condition initially, with a loading of 5 kW in the ac bus. At t = 1 s, the demand
increases by 60% and decreases by 50% at t = 2 s. Figure 7a, b illustrates the
output active power and reactive power of DER-1 and DER-2, linked to the ac bus.
From this figure, it can be seen that the ratio among DER-1 and DER-2 is main-
tained as 1:2 during the study. The ac section demand changes are illustrated in
Fig. 7c, for the same period. The frequency of the ac bus is illustrated in Fig. 7d
and is within ±0.5 Hz boundaries. The voltage rms of the ac bus is shown in

Fig. 6 The control block
diagram of the tie-converter
of the nanogrid
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Fig. 7e. From this figure, it can be seen that the voltage rms falls below −10%
following the demand increase at t = 1 s. Assuming that the central controller has
discrete time steps, it applies a modification in the droop curve of the DERs at
t = 1.5 s. Hence, the rated voltage of the DERs is increased from 240 to 258 V, as
shown in Fig. 7f. As a result of this change, the voltage magnitude of the ac bus
restores to 240 V. Following the demand reduction at t = 2 s, the voltage rms of the
ac bus increases; however, it is still below +10% limit. Thus, no further action is
taken by the central controller.

The DERs of the dc bus supply the demand of this bus. It is assumed that the
network is in a steady-state condition initially, with a loading of 3 kW in this bus.
This demand increases by 100% at t = 1 s and decreases by 17% at t = 2 s.
Figure 8a illustrates the output active power of DER-3 and DER-4, connected to
this bus. From this figure, it can be seen that the ratio of the power of these DERs is

Table 1 Technical data of the nanogrid network under consideration

Utility feeder 11 kV rms L–L, 50 Hz, R = 0.2 X, L = 10 mH

Transformer 30 kVA, 11/0.415 kV, Dyn1, 50 Hz, ZI = 5%

AC bus 415 Vrms L–L

DC bus 350 V

DERs in AC
bus

Vdc = 350 V, a = 2, Rf = 0.1 X, Lf = 0.36 mH, Cf = 50 lF, LT = 2.27 mH

DER-1: P1, rated = 2 kW, LT = 2.27 mH, m1 = 3.1416 rad/kW,
n1 = 18 V/kVAr
DER-2: P2, rated = 4 kW, LT = 1.135 mH, m2 = 1.5708 rad/kW,
n2 = 9 V/kVAr

DERs in DC
bus

DER-3: P3, rated = 1 kW, m′3 = 35 V/kW, Vdc = 350 V

DER-4: P4, rated = 2 kW, m′4 = 17.5 V/kW, Vdc = 350 V

Tie-converter
(TC)

5 kVA, Vdc, ref = 350 V, vcf, ref = 240 V, a = 2, Rf = 0.1 X, Lf = 0.36 mH,
Cf = 50 lF

Fig. 7 Analysis outcome for the ac section of the nanogrid bus in Mode-1
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sustained as 1:2. Figure 8b illustrates the demand of the dc bus. Figure 8c illustrates
the voltage in the dc bus. From this figure, it can be seen that this voltage is retained
within ±10% limits; thus, the central controller does not take any actions.

4.2 Evaluation of Mode-2

The tie-converter is thought to be off; thus, the ac bus and the dc bus are discon-
nected. However, the SS is supposed to be closed; thereby, the ac bus is coupled
with the utility feeder. In this condition, the DERs of the ac bus function in constant
PQ mode, whereas the DERs of the dc bus run in voltage droop control. The central
controller is in charge of controlling the voltage of the dc bus only. Let us assume
that the nanogrid is at a steady-state condition initially, with a loading of 7 kW in
the ac bus. This demand increases by 29% at t = 1 s and decreases at t = 2 s by
66%. Figure 9a, b illustrates the output active power and reactive power of DER-1
and DER-2. From this figure, it can be seen that their output powers remain at the
rated values at all times. Figure 9c, d illustrates the active and reactive power
exchanged between the nanogrid and the utility feeder. From this figure, it can be
seen that for t < 2 s, the utility feeder supplies a portion of the demand of the ac
bus; however, for t > 2 s, the ac section of the nanogrid exports power into the
utility feeder. The ac bus demand in this period is shown in Fig. 9e. Figure 9f
illustrates the frequency of the ac bus. From this figure, it can be seen that the
frequency is 50 Hz at all times. Figure 9e illustrates the voltage rms of the ac bus.
From this figure, it can be seen that this voltage is not affected.

4.3 Evaluation of Mode-3

Now, let us assume that the tie-converter is on; thereby, the two buses are con-
nected. The SS is thought to be off, and thereby, the nanogrid operates in off-grid

Fig. 8 Analysis outcome for the dc section of the nanogrid bus in Mode-1
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mode. Under such a condition, the DERs of each bus supply the demand of that
bus, while the tie-converter controls the voltage of both buses. In such a condition,
the central controller is the backup of the tie-converter in voltage control. Several
scenarios are considered and discussed below:

4.3.1 Demand Change in the AC Section

Let us assume that the nanogrid is at a steady-state condition initially, with a
loading of 6 kW in the ac bus. This demand increases by 33% at t = 1 s, although
the loading of the dc bus remains constant. Figure 10a illustrates the output active
power of DER-1 and DER-2. From this figure, it can be seen that the demand
variation is contributed by only these two DERs and the output active power ratio
among them is maintained as 1:2. Figure 10b illustrates the output active power of
DER-3 and DER-4. From this figure, it can be seen that the DERs of the dc bus do
not contribute to this demand variation. The load variation is shown in Fig. 10c.
The frequency and the voltage rms of the ac bus are shown, respectively, in
Fig. 10d, e. From these figures, it can be seen that both frequency and voltage rms
stay within acceptable limits. Figure 10f illustrates the voltage of the dc bus. From
this figure, it can be seen that this voltage is not affected.

Fig. 9 Analysis outcome for the ac section of the nanogrid bus in Mode-2
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4.3.2 Demand Change in the DC Section

Let us consider the nanogrid of scenario-A, with a loading of 3 kW in the dc bus.
This demand increases by 100% at t = 1 s. Figure 11a illustrates the output active
power of DER-1 and DER-2. From this figure, it can be seen that the output powers
of the DERs of the ac bus are not affected by this demand variation. Thereby, the
voltage rms and frequency of this bus will not be affected, either. Figure 11b
illustrates the output active powers of DER-3 and DER-4. From this figure, it can be
seen that these two DERs contribute to the demand variation, while the ratio of their
output powers is maintained as 1:2. The demand variation is shown in Fig. 11c.

4.3.3 AC Bus DERs Operating in Maximum Capacity

Let us consider the nanogrid of scenario-A, where the DERs of the ac bus are
thought to be operating in their maximum ratings. In this condition, the demand of
the ac bus is approximately 6 kW where its 33% is supplied by the dc bus, through

Fig. 10 Analysis outcome for the ac and dc sections of the nanogrid bus in Mode-3 (scenario-A)

Fig. 11 Analysis outcome for the ac and dc sections of the nanogrid bus in Mode-3 (scenario-B)
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the tie-converter. At t = 1 s, the demand of the ac bus increases by 30%. Figure 12a
illustrates the output active power of the DER-1 and DER-2. From this figure, it can
be seen that the output power of these DERs remains unaffected at their maximum
capacities. Hence, the DERs in the dc bus contribute to this extra load and the
power transfer over the tie-converter increases. Figure 12b illustrates the output
active power of DER-3 and DER-4. From this figure, it can be seen that the output
power of the DERs of the dc bus increases but is maintained as 1:2. The demand
variations in the ac bus of the nanogrid are illustrated in Fig. 12c.

4.3.4 DC Bus DERs Operating in Maximum Ratings

Let us consider the nanogrid of scenario-B, where the DERs of the dc bus are
operating in their maximum capacities. In this condition, the demand of the dc bus
is 3 kW, while the DERs connected to this bus generate 6 kW. Therefore, the rest
of the generated power is exported to the ac section through the tie-converter.
Figure 13a illustrates the output active power of DER-1 and DER-2, as well as the
active power, injected to the ac bus through the tie-converter. From this figure, it
can be seen that only 1 kW is delivered to the ac bus through the tie-converter due
to its power losses. At t = 1 s, the demand of the dc bus increases by 100%. Hence,
the DERs of the ac bus contribute to this extra demand and the power transfer over
the TC increases by 3 kW. As shown in Fig. 13a, the ratio of the output active

Fig. 12 Analysis outcome for the ac and dc sections of the nanogrid bus in Mode-3 (scenario-C)

Fig. 13 Analysis outcome for the ac and dc sections of the nanogrid bus in Mode-3 (scenario-D)
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power among the DER-1 and DER-2 is maintained as 1:2. Figure 13b illustrates the
output active power of the DER-3 and DER-4. From this figure, it can be seen that
the output power of these DERs remained as before. The demand variations in the
nanogrid are illustrated in Fig. 13c.

4.4 Evaluation of Mode-4

Now, let us assume that both of the tie-converter and the SS are on; thereby, the
buses are connected, and the nanogrid is operating in grid-connected mode. Under
such a condition, the DERs of the ac bus function in constant PQ mode. Likewise,
the DERs of the dc bus function in constant P mode. The extra demand of the
nanogrid is supplied by the utility feeder, or the surplus power produced by the
DERs is exported to the utility feeder. Let us assume that the nanogrid network is at
a steady-state condition initially, with a loading of 4 kW in the ac bus and 1 kW in
the dc bus. A load increase of 150% occurs in the ac bus at t = 1 s, while a load
increase of 500% occurs in the dc bus at t = 2 s. Figure 14a, b illustrates the output
active power of all the DERs, in both buses. From these figures, it can be seen that
the ratio of the output powers is maintained as desired. For t < 1 s, the excess
generated power by the DERs of the dc bus, minus the tie-converter losses, is
delivered to the ac bus. Likewise, the excess power of the ac bus is exported to the
utility feeder, as shown in Fig. 11c. As the demand of the ac bus increases at
t = 1 s, the power transferred through the tie-converter remains unaffected. In such
a condition, as the levels of the generated and consumed power in the ac bus are the
same, the level of the exchanged power between the nanogrid and the utility feeder
becomes zero. As the demand of the dc bus increases at t = 2 s, the direction of the
transferred power via the tie-converter is inverted, and it takes 2 kW from the ac
bus.

Fig. 14 Analysis outcome for the ac and dc sections of the nanogrid bus in Mode-4
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5 Conclusion

This chapter presented the structure of a small-scale nanogrid system which
facilitates the integration of renewable energy-based DERs in the electrical system
of future community houses. This is an important technique for increasing the
penetration of renewable energies for electricity generation and increases the sus-
tainability of the electricity generation area. The nanogrid structure accommodates
the ac and dc connection of the resources and supplies both dc- and ac-type loads
within the community households. The two buses are interconnected via a
tie-converter, which is in charge of controlling the voltage in both of them as it can
facilitate a bidirectional power transfer between the buses. The chapter presented
the primary control of each source as well as the central controller of the nanogrid.
Four different operation modes are possible, based on the connection/disconnection
status of the ac and the dc bus and the connection/disconnection status of the
nanogrid with the utility feeder, as discussed in detail in the chapter.

References

1. L.A. de Souza Ribeiro, O.R. Saavedra, S.L. de Lima, and J. Gomes de Matos, “Isolated
micro-grids with renewable hybrid generation: The case of Lençóis island,” IEEE Trans. on
Sustainable Energy, Vol. 2, No. 1, pp. 1–11, Jan. 2011.

2. M.V. Kirthiga, S.A. Daniel and S. Gurunathan, “A methodology for transforming an existing
distribution network into a sustainable autonomous micro-Grid,” IEEE Trans. on Sustainable
Energy, Vol. 4, No. 1, pp. 31–41, Jan. 2013.

3. J. Bryan, R. Duke and S. Round, “Decentralized generator scheduling in a nanogrid using DC
bus signaling,” IEEE Power Engineering Society General Meeting, pp. 977–982, Vol. 1, June
2004.

4. R. P. S. Chandrasena, F. Shahnia, A. Ghosh and S. Rajakaruna, “Operation and control of a
hybrid AC-DC nanogrid for future community houses,” 24th Australasian Universities Power
Engineering Conference (AUPEC), pp. 1–6, Australia, 2014.

5. A. Sannino, G. Postiglione and M.H.J. Bollen, “Feasibility of a DC network for commercial
facilities,” IEEE Trans. on Industry Applications, Vol. 39, No. 5, pp. 1499–1507, Sept./Oct.
2003.

6. N. Eghtedarpour and E. Farjah, “Distributed charge/discharge control of energy storages in a
renewable-energy-based DC micro-grid,” IET Renewable Power Generation, Vol. 8, No. 1,
pp. 45–57, Jan. 2014.

7. N. Eghtedarpour and E. Farjah, “Power Control and Management in a Hybrid AC/DC
Microgrid,” IEEE Transaction on Smart Grid, Vol. 5, No. 3, pp. 1494–1505, May 2014.

8. C. Liang and M. Shahidehpour, “DC Microgrids: Economic Operation and Enhancement of
Resilience by Hierarchical Control”, IEEE Transaction on Smart Grid, Vol. 5, No. 5,
pp. 2517–2526, Sept. 2014.

9. R.H. Lasseter, “Microgrids: distributed power generation,” IEEE Power Engineering Society
Winter Meeting, Vol. 1, pp. 146–149, 2001.

10. K. Jaehong, J.M. Guerrero, P. Rodriguez, et al. “Mode adaptive droop control with virtual
output impedances for an inverter-based flexible ac microgrid,” IEEE Trans. on Power
Electronics, Vol. 26, No. 3, pp. 689–701, March 2011.

36 F. Shahnia



11. M. Savaghebi, A. Jalilian, J.C. Vasquez and J.M. Guerrero, “Secondary control scheme for
voltage unbalance compensation in an islanded droop-controlled microgrid,” IEEE Trans. on
Smart Grid, Vol. 3, No. 2, pp. 797–807, June 2012.

12. F. Katiraei and M.R. Iravani, “Power management strategies for a microgrid with multiple
distributed generation units,” IEEE Trans. on Power Systems, Vol. 21, No. 4, pp. 1821–1831,
Nov. 2006.

13. A. Mehrizi-Sani and R. Iravani, “Online set point modulation to enhance microgrid dynamic
response: Theoretical foundation,” IEEE Trans. on Power Systems, Vol. 27, No. 4, pp. 2167–
2174, Nov. 2012.

14. M.B. Delghavi and A. Yazdani, “Islanded-mode control of electronically coupled
distributed-resource units under unbalanced and nonlinear load conditions,” IEEE Trans.
on Power Delivery, Vol. 26, No. 2, pp. 661–673, April 2011.

15. F. Shahnia, R.P.S. Chandrasena, S. Rajakaruna and A. Ghosh, “Primary control level of
parallel DER converters in system of multiple interconnected autonomous microgrids within
self-healing networks,” IET Generation Trans. & Distribution, Vol. 8, Issue 2, pp. 203–222,
2014.

16. X. Lu; J.M. Guerrero, S. Kai and J.C. Vasquez, “An improved droop control method for dc
microgrids based on low bandwidth communication with dc bus voltage restoration and
enhanced current sharing accuracy,” IEEE Trans. on Power Electronics, Vol. 29, No. 4,
pp. 1800–1812, April 2014.

17. T. Dragicevic, J.M. Guerrero, J.C. Vasquez and D. Skrlec, “Supervisory control of an
adaptive-droop regulated dc microgrid with battery management capability,” IEEE Trans. on
Power Electronics, Vol. 29, No. 2, pp. 695–706, Feb. 2014.

18. P. C. Loh, Ding Li, Yi Kang Chai, and F. Blaabjerg, “Autonomous Operation of Hybrid
Microgrid with AC and DC Subgrids,” IEEE Trans. on Power Electronics, Vol. 28, No. 5,
pp. 2214–2223, May 2013.

19. Xiaonan Lu, J. M. Guerrero, Kai Sun, J. C. Vasquez, R. Teodorescu, and Lipei Huang,
“Hierarchical Control of Parallel AC-DC Converter Interfaces for Hybrid Microgrids,” IEEE
Trans. on Smart Grid, Vol. 5, No. 2, pp. 683–692, Mar. 2014.

20. Y. Ito, Y. Zhongqing and H. Akagi, “DC microgrid based distribution power generation
system,” IEEE 4th Int. Power Electronics and Motion Control Conf. (IPEMC), Vol. 3,
pp. 1740–1745, Aug. 2004.

21. L. Xu and D. Chen, “Control and operation of a DC microgrid with variable generation and
energy storage,” IEEE Trans. on Power Delivery, Vol. 26, No. 4, pp. 2513–2522, Oct. 2011.

22. Z. Jiang and X. Yu, “Power electronics interfaces for hybrid DC and AC-linked microgrids,”
IEEE 6th Int. Power Electronics and Motion Control Conf. (IPEMC) pp. 730–736, May 2009.

23. P. Shanthi, U. Govindarajan, and D. Parvathyshankar, “Instantaneous power-based current
control scheme for VAR compensation in hybrid AC/DC networks for smart grid
applications,” IET Power Electronic., Vol. 7, No. 5, pp. 1216–1226, May 2014.

24. A. Ghosh and G. Ledwich, Power Quality Enhancement using Custom Power Devices,
Kluwer Academic, 2002.

25. R. P. S. Chandrasena, F. Shahnia, S. Rajakaruna and A. Ghosh, “Dynamic operation and
control of a hybrid nanogrid system for future community houses,” IET Generation,
Transmission & Distribution, vol. 9, no. 11, pp. 1168–1178, 2015.

26. M.A. Setiawan, F. Shahnia, R.P.S. Chandrasena and A. Ghosh, “Data communication
network and its delay effect on the dynamic operation of distributed generation units in a
microgrid,” Power and Energy Engineering Conference (APPEEC), 2014 IEEE PES
Asia-Pacific, Hong Kong, 2014, pp. 1–6.

27. M.A. Setiawan, F. Shahnia, S. Rajakaruna and A. Ghosh, “ZigBee-based communication
system for data transfer within future microgrids,” IEEE Trans. on Smart Grid, vol. 6, no. 5,
pp. 2343–2355, 2015.

28. R.P.S. Chandrasena, F. Shahnia, S. Rajakaruna and A. Ghosh, “Control, operation and power
sharing among parallel converter-interfaced DERs in a microgrid in the presence of

Hybrid Nanogrid Systems for Future Small Communities 37



unbalanced and harmonic loads,” 23rd Australasian Universities Power Engineering
Conference (AUPEC), pp. 1–6, Australia, 2013.

29. F. Shahnia, and R.P.S. Chandrasena, “A three-phase community microgrid comprised of
single-phase energy resources with an uneven scattering amongst phases,” International
Journal of Electrical Power & Energy Systems, Vol. 84, pp. 267–283, 2017.

30. F. Shahnia, S.M. Ami, and A. Ghosh, “Circulating the reverse flowing surplus power
generated by single-phase DERs among the three phases of the distribution lines,”
International Journal of Electrical Power & Energy Systems, Vol. 76, pp. 90–106, March
2016.

31. N. Mohan, T.M. Undeland, and W.P. Robbins, Power Electronics: Converters, Applications,
and Design, Wiley, 2002.

32. X. Liu, P. Wang and P.C. Loh, “A hybrid AC/DC microgrid and its coordination control,”
IEEE Trans. on Smart Grid, Vol. 2, No. 2, pp. 278–286, June 2011.

33. R.P.S. Chandrasena, F. Shahnia, A. Ghosh and S. Rajakaruna, “Secondary control in
microgrids for dynamic power sharing and voltage/frequency adjustment,” 24th Australasian
Universities Power Engineering Conference (AUPEC), pp. 1–8, Australia, 2014.

38 F. Shahnia



Interconnected Microgrid Systems
for Remote Areas

Farhad Shahnia

Abstract To reduce the frequency and necessity of load-shedding in a remote area
microgrid during autonomous operation, islanded neighboring microgrids can be
interconnected temporarily to support each other, if a proper overload management
technique is in place and an extra generation capacity is available in the distributed
energy resources in the neighboring microgrids. Otherwise, due to the unavail-
ability of a utility feeder in remote areas, load-shedding is the only alternative to
managing an overloaded microgrid. This way, the total demand of the system of
coupled microgrids will be shared by all the distributed energy resources within
these microgrids. To this end, a carefully designed overload management technique,
protection systems, and communication infrastructure are required at the network
and microgrid levels. In this chapter, first, the conditions and constraints based on
which two neighboring microgrids are coupled are described. This is extended to
develop an algorithm which identifies suitable microgrids to support the overloaded
microgrid(s) when several neighboring microgrids exist in the distribution network.

Keywords Coupled microgrids � Overload management technique �
Decision-making

1 Introduction

Supplying electricity to remote areas is a challenge due to the economic factors and
the area accessibility [1, 2]. The electrical demand of remote/rural areas can be
supplied by distributed energy resources (DERs) in an islanded scheme. Thus, their
power systems can be reflected as a microgrid operating independently and isolated
[3]. The design of these microgrids should be such that enough generation capacity
is available in their local DERs to meet their demand [4–6]. Several independent
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microgrids can supply together a remote area/town. In such a case, each microgrid
may have a different operator and each can be responsible for supplying the demand
of a particular zone of the remote area. Figure 1 illustrates the distribution network
of a remote area, composed of multiple microgrids.

The intermittency of solar and wind-type non-dispatchable DERs in addition to
the uncertainties of the demand can lead to the power generation-demand mismatch
(imbalance) in a microgrid. Any electricity generation deficiency or microgrid
overloading will result in voltage and/or frequency drop. Several solutions can be
considered when addressing the power imbalance problems in microgrids such as:

• load-shedding using under-frequency and under-voltage protective devices [7],
• using of energy storage systems such as batteries [8, 9],
• optimal capacity design of diesel/gas generator-based dispatchable DERs

[10, 11],
• connecting the microgrid to a utility feeder [12],
• coupling the overloaded microgrid to one or a group of neighboring

microgrid(s) [13].

Coupling of microgrids is introduced as a resolution to proliferate the DERs
penetration in distribution networks [14]. Under such a scheme, each overloaded
microgrid of Fig. 1 may be externally supported by one or a group of its neigh-
boring microgrid(s). This can be realized by closing the normally open intercon-
necting static switches (ISSes), positioned between the microgrids. Without
applying such a technique, load-shedding is the only option to maintain an over-
loaded remote area microgrid, unless any of the solutions mentioned above are
already in place. To this end, the overload management technique (OMT) needs to

Load

MG-N 

Load

MG-1DER

Load

MG-2DER

Load

MG-N-1DER

DER

Fig. 1 A distribution network of a remote area that consists of a few isolated microgrids
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facilitate the interconnection of the microgrids. The OMT may run under a cen-
tralized or a decentralized approach. The centralized approach is based on the
assumption of the availability of a data communication system to send the gener-
ation amount details of the DERs instantaneously, while the decentralized approach
is used when the data communication system is inaccessible momentarily or it does
not exist. The OMT appears as a module of the distribution network controller
under the centralized approach (see Fig. 2a) and as a module of the controller of the
ISS, under the decentralized approach (see Fig. 2b).

The system of an islanded microgrid with an OMT offers more adaptability
when overloaded. By coupling the microgrids with the help of the OMT, a portion
of the microgrid demand will be supplied by the neighboring microgrid, and this
will result in a reduced necessity and level of load-shedding.

2 Remote Area Network Under Consideration

First, let us consider the remote area network of Fig. 2 composed of MG-1 with N1

DERs (i.e., DER11, DER12, …, DER1N1), MG-2 with N2 DERs (i.e., DER21,
DER22, …, DER2N2), and several loads in each microgrid. Each microgrid operates
in islanded mode in normal conditions, and the voltage magnitude (V) and fre-
quency (f) at the output of each DER are controlled based on its output active power
(P) and reactive power (Q) with the help of a droop control as [15]

MG-1

Self-healing
Agent

Distribution Network Control

Load

ISS

Load

MG-1 Central 
Controller

MG-2

(a) Overload Management Technique under the Centralized Approach

MG-1
Load

ISS

Load

MG-2

CMG

Load

ISS

Load

Normal Conditions When an MG is overloaded

CMG

Load

ISS

Load

Distribution Network Control

Self-healing
Agent

Self-healing
Agent

Self-healing
Agent

DERDERDERDER

DERDER
DERDER

(b) Overload Management Technique under the Decentralized Approach

MG-1 Central 
Controller

MG-2 Central 
Controller

MG-2 Central 
Controller

MG-2 Central 
Controller

MG-2 Central 
Controller

Fig. 2 Schematic illustration of the operation of the system of two microgrids in normal condition
and after an overloading of one of them under the centralized and decentralized approach
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f ¼ fmax � mP

V ¼ Vmax � nQ
ð1Þ

where m, the P-f droop coefficients, and n, the Q-V droop coefficient, are derived
from [15]

m ¼ ðfmax � fminÞ=Pmax

n ¼ ðVmax � VminÞ=Qmax
ð2Þ

while the max and min subscripts show the maximum and minimum allowed levels
in the microgrid. Note that (1) is valid when the active and reactive powers are
decoupled by high X/R ratio of the microgrid lines. Otherwise, adaptive or gener-
alized droop techniques need to be deployed [16]. All DERs in both microgrids are
assumed to have the same fmax − fmin and the same Vmax − Vmin values even though
their capacities may be different.

3 Overload Management Technique (OMT)

Let us assume that MG-1 in Fig. 2 is overloaded, whereas MG-2 has surplus power.
In such a case, the ISS between these microgrids must close so that the DERs of
MG-2 supply a percentage of MG-1 demand. To this end, first, the overloaded
microgrid should be detected, and then, an interconnection after which the system
of coupled microgrid (CMG) may experience power mismatch must be prevented
[13]. Once the condition and constraint for the interconnection are fulfilled, the
OMT sends a command to the ISSes to close after proper synchronization. Figure 3
illustrates the operation flowchart of the OMT.
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Close ISSOpen ISS

Yes

No

Yes
Synchronization 

ProcessISS closed?

Yes

No

No

(13) or (14)
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satisfied?

Fetch f1, f2 and Pline 
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No

YesISS closed?

No(21) and (25)
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Communication 
Available

No

Open ISS
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Fig. 3 Operation flowchart of the OMT
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3.1 Centralized Approach

The unused power capacity (UPC) of MG-i (DSMG-i) can be defined as

DSMG-i ¼ ScapMG-i � SMG-ij j ¼
XNi

j¼1
ScapDER-ij �

XNi

j¼1
SDER-ij

��� ��� ð3Þ

where ScapMG-i and |SMG-i| are, respectively, the aggregated maximum capacities and
the aggregated apparent powers of all DERs in MG-i and i 2 {1,2}. Following an
interconnection, all DERs will supply the total demand of the CMG. It is preferred
to interconnect the microgrids if the UPC of MG-1 drops below a1 ScapMG-1 where
0 < a1 < 1 (e.g., a1 = 0.1), i.e., [13, 17]

DSMG-1\a1 S
cap
MG-1 ð4Þ

Nevertheless, the interconnection should be allowed if it can overload MG-2.
Therefore, the interconnection constraint is to satisfy a minimum UPC in MG-2.
Thus, the UPC of CMG should satisfy the prespecified criterion of

ScapCMG � SMG-1 þ SMG-2j j[ a1 ScapMG-1 þ ScapMG-2
� � ð5Þ

From complex number rules, we have

SMG-1 þ SMG-2j j � SMG-1j j þ SMG-2j j ð6Þ

Considering (6), Eq. (5) is satisfied if

ScapCMG � SMG-1j j þ SMG-2j jð Þ[ a1 ScapMG-1 þ ScapMG-2
� � ð7Þ

Rewriting (7) as

DSMG-1 þDSMG-2 [ a1 S
cap
MG-1 þ a 1S

cap
MG-2 ð8Þ

yields

DSMG-2 [ � a1w ScapMG-1 þ a1 S
cap
MG-1 þ a 1S

cap
MG-2 ð9Þ

where

w ¼ DSMG-1= a1 S
cap
MG-1

� � ð10Þ

Thus, the interconnection constraint becomes [13, 17]
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DSMG-2 [ a1 ð1� w Þ ScapMG-1 þ ScapMG-2
� � ð11Þ

If condition (4) and constraint (11) are fulfilled, the ISS controller receives a
command from the distribution network controller to close. It is noteworthy that
before the closing of the ISS, the stability of the new system should also be checked
to avoid an interconnection which may cause instability. This is discussed in details
in [18].

After the formation of a CMG, an apparent power of STie-line is supplied from
MG-2 to MG-1. In such a condition, the ISS must open and isolate the microgrids
when

ScapMG-1 �
XN1

j¼1
SDER-1j þ STie�line

��� ���[ a1 ð1þ b1ÞScapMG-1 ð12Þ

The microgrids will remain interconnected while STie-line is above a limit, which
can be defined from (12) considering (6) as [13, 17]

STie�linej j[ 1� a1ð1þ b1Þ½ �ScapMG1 �
XN1

j¼1
SDER-1j

��� ��� ð13Þ

Also, the two microgrids should remain interconnected while the UPC of CMG
fulfills [13, 17]

DSCMG [ a1 ð1� b2ÞScapCMG ð14Þ

If either of (13) or (14) is violated, the ISS will open immediately to isolate the
microgrids. b1 and b2 are considered in (13) and (14) to avoid continuous opening
and closing (chattering) of the ISS.

3.2 Decentralized Approach

If the data communication system is momentarily inaccessible or if it does exists,
the decentralized approach will be used in place of the centralized approach. In the
decentralized approach, the microgrids are desired to interconnect when the unused
active power capacity (UAPC) of MG-1 becomes lower than a2 times of the total
active power capacity of all the DERs of that microgrid Pcap

MG-1
� �

, i.e.,

Pcap
MG-1 �

XN1

j¼1
PDER-1j\a2 P

cap
MG-1 ð15Þ

Since all DERs have the same Df (e.g., 1 Hz), it can be determined from (2) that
(15) is fulfilled if the UAPC of each DER within MG-1 becomes lower than a2
times of the capacity of that DER, i.e.,
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Pcap
DER-1j � PDER-1j\a 2P

cap
DER-1j ð16Þ

Henceforth, the criterion for the interconnection of these microgrids can be
streamlined as

PDER-1j [ ð1� a2ÞPcap
DER-1j ð17Þ

As a result, the interconnecting necessity of two microgrids can be concluded by
only considering the loading of one DER in place of all the DERs.

From (1), the frequency of MG-1 is expressed as

f ¼ fmax � mDER-1jPDER-1j ð18Þ

Using (17) in (18), the frequency of MG-1 becomes

f\fmax � mDER-1jð1� a2ÞPcap
DER-1j ð19Þ

Substituting (2) in (19) produces

f\fmax � fmax � fmin

Pcap
DER-1j

ð1� a2ÞPcap
DER-1j ð20Þ

Therefore, overloading of MG-1 can be clear if the frequency at MG-1 side of
the ISS (fMG-1) fulfills [13, 19]

fMG-1\fmin þ a2ðfmax � fminÞ ð21Þ

After interconnection, it is desired to have

X2

i¼1
Pcap
MG-i �

X2

i¼1

XNi

j¼1
PDER-ij [ a2

X2

i¼1
Pcap
MG-i ð22Þ

to avoid overloading of CMG. Using (18) in (22) gives

X2

i¼1
Pcap
MG-i �

X2

i¼1

XNi

j¼1
ðfmax � fMG-iÞ=mij [ a2

X2

i¼1
Pcap
MG-i ð23Þ

which can be rewritten as

ð1� a2Þ
X2

i¼1
Pcap
MGi �

XN1

j¼1
ðfmax � fMG-1Þ

�
m1j [

XN2

j¼1
ðfmax � fMG-2Þ=m2j

ð24Þ

Because fmax − fMG-1 is equal for all DERs of MG-1 and fmax − f MG-2 is equal
for all DERs of MG-2, (24) can be expressed in the form of [13, 19]
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fMG�2 [ fmax �
ð1� a2Þ

P2
i¼1 P

cap
MG-i � ðfmax � fMG-1Þ

PN1
j¼1 1=m1jPN2

j¼1 1=m2j
ð25Þ

which is considered as the constraint for the interconnection. Therefore, two
microgrids will be interconnected when (21) and (25) are both fulfilled.

After the interconnection of the microgrids, the CMG has a frequency of fCMG

and an active power of PTie-line is supplied from MG-2 to MG-1. Thus, the power
consumed in MG-1 (PMG1) becomes

PMG1 ¼
XN1

j¼1
PDER-1j þPTie-line ð26Þ

The CMG must be divided into two isolated microgrids if PTie-line becomes less
than a limit. Substituting (26) in (15) gives

Pcap
MG1 �

XN1

j¼1
ðfmax � fCMGÞ=m1j þPTie-line

� 	
\a2ð1þ b3ÞPcap

MG1 ð27Þ

which can be rewritten as [13, 19]

PTie�line [ 1� a2ð1þ b3Þ½ �Pcap
MG1 � ðfmax � fCMGÞ

XN1

j¼1
1=m1j ð28Þ

The ISS must remain closed if fCMG is above a limit of [13, 19]

fCMG [ fmin þ a2ð1� b4Þ ðfmax � fminÞ ð29Þ

which is defined using (21). If either of (28) or (29) is not satisfied, the ISS will
open immediately to isolate the microgrids. b3 and b4 are also used in (28) and (29)
to avoid chattering in the ISS operation.

The UPC levels of an isolated microgrid and a CMG are a function of a1, b1, and
b2, as shown in Fig. 4 [13].

Fig. 4 UPC levels of two microgrids in isolated mode and after forming a CMG with respect to
the OMT coefficients
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4 Synchronization of Microgrids Before Their Coupling

Synchronization is necessary before interconnecting two microgrids as each
microgrid may have a different voltage and frequency. Synchronization starts as
soon as ISS controller receives a close command from the OMT. The ISS will close
when the difference of voltage angles and magnitudes on across the ISS become
very small (i.e., smaller than a predefined limit) [15]. In this way, significant
distortions in the voltage, current, and power waveforms are avoided in the
microgrids. The duration of synchronization is a function of the difference of the
voltage angles at two sides of the ISS (Dh) and the difference between the fre-
quencies of the microgrids (Df) at the time of the command. For example, the
synchronization duration is shown as a function of Dh for 0.25 � Df � 1 Hz in
Fig. 5. This figure illustrates that for each Df, the synchronization duration increases
linearly with the increase in Dh. It also illustrates that for each Dh, the synchro-
nization duration increases with the decrease in Df [13].

5 Required Level of Load-Shedding

A portion of the demand of the overloaded microgrid is supplied by the neighboring
microgrid, with the help of the OMT [13]. In the network of Fig. 2, if the micro-
grids are islanded, the level of load-shedding in MG-1 SshedMG�1

� �
can be calculated

using (4) as

SshedMG-1 ¼ SMG-1j j � ð1� a1ÞScapMG-1 ð30Þ

However, when the microgrids are coupled, the level of load-shedding does not
only depends on the instantaneous power generated by the DERs of MG-1 and their
capacities but is also a function of the instantaneous power generated by the DERs
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of MG-2 and their capacities. Therefore, SshedMG-1 can be defined for a CMG, using
(7), as

SshedMG-1 ¼
X2

i¼1
SMG-ij j � ð1� a1Þ

X2

i¼1
ScapMG-i ð31Þ

Under the decentralized approach, Pshed
MG�1 can be derived from (21) as

Pshed
MG-1 ¼

XN1

j¼1
ðfmax � fMG-1Þ=m1j � ð1� a2ÞPcap

MG-1 ð32Þ

while if a CMG is formed, Pshed
MG�1 can be defined from (23) as

Pshed
MG-1 ¼

X2

i¼1

XNi

j¼1
ðfmax � fMG-iÞ=mij � ð1� a2Þ

X2

i¼1
Pcap
MG-i ð33Þ

As an example, Fig. 6 shows the level of load-shedding in MG-1 when coupled
to MG-2 under the centralized and decentralized approaches for a given system
[13]. Figure 6a shows that load-shedding is not necessary for MG-1 when MG-2 is
loaded below 70% prior to the interconnection. It also indicates that MG-1 a
load-shedding of 5 and 10% is required if MG-2 is loaded by 75 and 80%,
respectively. Similarly, Fig. 6b shows that load-shedding is not necessary for MG-1
when MG-2 frequency is higher than 49.8 Hz prior to the interconnection. It also
illustrates that a load-shedding of 5 and 10% is required in MG-1 if MG-2 fre-
quency falls to 49.75 and 49.7 Hz, respectively.

6 Network Dynamic Performance with the OMT

Let us consider the network of Fig. 2, where each microgrid has two DERs. Three
scenarios are taken into account for the OMT operating under the centralized
approach, and three scenarios when it is running under the decentralized approach.
Table 1 lists the events considered in each simulation case in time sequence for the
centralized approach, while Table 2 is the list of the events for the decentralized

Fig. 6 Load-shedding amount in MG-1 in interconnected mode under a centralized approach,
b decentralized approach
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approach. In each scenario, MG-1 demand increases, and it becomes overloaded.
The OMT detects that MG-1 is overloaded and sends a closing command to the
controller of the ISS. The ISS closes following synchronization between the
microgrids. Later, extra demand variations are considered following which the
OMT determines whether the ISS should open or remain closed. Figure 7 illustrates
the dynamic simulation results of each microgrid for the centralized approach,
while Fig. 8 shows the results for the decentralized approach [13].

Table 1 Events in the studies of Fig. 7

t (s) Event Consequence

Case-1

0 The microgrids are isolated and operating at steady
state

1 MG-1 load increases by 83% SMG-1 increases to supply the load

1.2 Interconnection condition (4) and constraint (11)
are fulfilled

The OMT sends the ISS closing
command

2.16 Synchronization of microgrids is accomplished ISS closes to form a CMG

3.2 MG-2 load increases by 60% SCMG increases to supply the load

3.5 Conditions (13) and (14) are not violated No action is taken

Case-2

0 The microgrids are isolated and operating at steady
state

1 MG-1 load increases by 32% SMG-1 increases to supply the load

1.2 Interconnection condition (4) and constraint (11)
are fulfilled

The OMT sends the ISS closing
command

1.75 Synchronization of microgrids is accomplished ISS closes to form a CMG

3.3 MG-1 load reduces by 44% SCMG decreases to supply the load

3.5 Condition (13) is violated ISS opens, and microgrids are
isolated

Case-3

0 The microgrids are isolated and operating at steady
state

1 MG-1 load increases by 102% SMG-1 increases to supply the load

1.2 Interconnection condition (4) and constraint (11)
are fulfilled

The OMT sends the ISS closing
command

2.95 Synchronization of microgrids is accomplished ISS closes to form a CMG

3.5 MG-1 load increases by 5% SCMG increases to supply the load

3.6 Condition (14) is violated ISS opens, and microgrids are
isolated

Interconnected Microgrid Systems for Remote Areas 49



7 Complexity of Coupling Microgrids

Now, let us assume the distribution network of Fig. 1 composed of N isolated
microgrids where N′ microgrids among them are overloaded. In general, the
alternatives that can be considered to support the overloaded microgrids are com-
binations of single microgrids, two microgrids, three microgrids…, and N– N′
microgrids among N– N′ microgrids. Therefore, the possible alternatives number is
[20]

Table 2 Events in the studies of Fig. 8

t (s) Event Consequence

Case-1

0 The microgrids are isolated and operating at steady
state

1 MG-1 load increases by 115% PMG-1 increases to supply the load

1.2 Interconnection condition (21) and constraint (25)
are fulfilled

The OMT sends the ISS closing
command

2.49 Synchronization between the microgrids is
accomplished

ISS closes to form a CMG.

3.3 MG-2 load increases by 40% PCMG increases to supply the load

3.5 Conditions (28) and (29) are not violated No action is taken

Case-2

0 The microgrids are isolated and operating at steady
state

1 MG-1 load increases by 86% PMG-1 increases to supply the load

1.2 Interconnection condition (21) and constraint (25)
are fulfilled

The OMT sends the ISS closing
command

2.39 Synchronization of microgrids is accomplished ISS closes to form a CMG

3.3 MG-1 load reduces by 54% PCMG decreases to supply the load

3.5 Condition (28) is violated ISS opens, and microgrids are
isolated

Case-3

0 The microgrids are isolated and operating at steady
state

1 MG-1 load increases by 94% PMG-1 increases to supply the load

1.2 Interconnection condition (21) and constraint (25)
are fulfilled

The OMT sends the ISS closing
command

2.28 Synchronization of microgrids is accomplished ISS closes to form a CMG

3.3 MG-2 load increases by 150% PCMG increases to supply the load

3.5 Condition (29) is violated ISS opens, and microgrids are
isolated
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NA ¼ CN-N 0
1 þCN-N 0

2 þCN-N 0
3 þ . . .þCN-N 0

N-N 0 ¼ 2N-N
0 � 1 ð34Þ

where Cb
a = b!/[(b–a)!�a!] and a! = a � (a − 1) � … � 1. As an example, for a

distribution network with N = 5 microgrids in which MG-1 is overloaded (i.e.,
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Fig. 7 Dynamic performance of the network of Fig. 2 under the OMT operating in the centralized
approach
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N′ = 1), the alternative microgrids are [{2}, {3}, {4}, {5}, {2,3}, {2,4}, {2,5},
{3,4}, {3,5}, {4,5}, {2,3,4}, {2,3,5}, {2,4,5}, {3,4,5}, {2,3,4,5}]. Thereby,
selection of the appropriate microgrid(s) to couple with the overloaded microgrid
among the possible alternatives is a difficult task because of the large number of
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Fig. 8 Dynamic performance of the network of Fig. 2 under the OMT operating in the
decentralized approach
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possible alternatives, several criteria for the selection, and the different weightings
for each criterion.

To select the appropriate alternative, the OMT can utilize a decision-making
algorithm. To this end, the OMT, situated as a module within the distribution
network controller, has to send/receive information with the central controllers of
the microgrid and the ISSes continuously, as illustrated schematically in Fig. 9. It
will receive the power generated by the dispatchable DERs (Pdisp-DER (MG-i)) and
the power consumed by the loads (Pload (MG-i)). At the first step, the OMT will
recognize the microgrid(s) that are overloaded. Then, it will take a suitable action
according to the conditions of the network (e.g., the number of overloaded
microgrids and the available UPC in the other microgrids). It computes the UPC of
MG-i from

UPCi ¼
X

Pdisp-DER ðMG-iÞ �
X

Pload ðMG-iÞ48 i 2 f1; . . .;NAg ð35Þ

It is preferred to keep the UPC of every microgrid above the limit of [20]

UPCi � a1
X

Pmax
disp�DER ðMG-iÞ ð36Þ

where
P

Pmax
disp-DER ðMG-iÞ is the overall capacity of the dispatchable DERs in MG-i,

and 0 < a1 < 1 (e.g., a1 = 0.1) is a safety margin. (36) is considered as the over-
loading condition of a microgrid. If condition (36) is valid for all microgrids of the
distribution network, the OMT does not need to take any actions. But if it is invalid
for one or some of the microgrids, the OMT assesses the availability of enough
surplus power in the network from

MG-2MG-1

MG-k

MG Central 
Controller

MG Central 
Controller

MG Central 
Controller

MG Central 
Controller

MG Central 
Controller

Network 
Tertiary 

Controller

Fig. 9 Schematic diagram of
the communication links for
the OMT
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XN

i¼1
UPCi � a1

XN

i¼1

X
Pmax
disp-DER ðMG-iÞ ð37Þ

Equation (37) is assumed as the constraint for coupling the microgrids. If con-
dition (36) shows that one or some of the microgrids are overloaded, and constraint
(37) shows that the distribution network has enough surplus power to support the
overloaded microgrids, the OMT continues to select an appropriate alternative.

If condition (36) is unacceptable for n1 = N − 1 microgrids but constraint (37) is
valid, the OMT concludes that the only alternative is coupling all microgrids. It runs
a power flow analysis to confirm that coupling all microgrids does not result in
nonstandard deviations in the voltage and frequency of the CMG. The intercon-
nection is allowed if the maximum variation of voltage in all buses (DV) and the
maximum variation of frequency (DF) satisfy

DV � 0:1 and DF� 0:5 ð38Þ

If condition (36) is unacceptable for 1 < n1 < N microgrids, the OMT concludes
that several alternatives are possible, and decision-making is necessary. Then, it
runs the decision-making function to frame all possible alternatives and to select the
appropriate. After the selection of an appropriate alternative, then it sends a closing
command to the relevant ISS(es). Yet, if no appropriate alternative is chosen,
load-shedding is inevitable.

8 Multi-criteria Decision-Making Algorithm

Decision-making is a technique to choose the favorable alternative from a set of
alternatives (A), based on Nc criteria (c), where each criterion may have a dissimilar
weighting (w) where

P
j wj = 1. The multi-criteria decision-making problem can be

formulated as a matrix in the form of [21]

c1ðw1Þ c2ðw2Þ . . . cNC ðwNCÞ
A1

A2

..

.

ANA

x11 x12 . . . x1NC

x21 x22 . . . x2NC

..

. ..
. . .

. ..
.

xNA1 xNA2 . . . xNANC

2
66664

3
77775

ð39Þ

where xuv is the performance of alternative Au from the criterion cv point of view.
Equation (39) will be altered to take into account the weightings of the criteria as
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c1 c2 . . . cNC

A1

A2

..

.

ANA

w1x11 w2x12 . . . wNCx1NC

w1x21 w2x22 . . . wNC
x2NC

..

. ..
. . .

. ..
.

w1xNA1 w2xNA2 . . . wNCxNANC

2
666664

3
777775
¼

X1

X2

..

.

XNA

2
66664

3
77775

ð40Þ

The evaluation results for the alternatives (X) are calculated as [22–24]

Xu ¼ averageðwvxuvÞ ¼
XNC

u¼1
wvxuv=NC

Xu ¼ productðwvxuvÞ ¼
YNC

u¼1
wvxuv

Xu ¼ minðwvxuvÞv¼1;...;NC

Xu ¼ a3:minðwvxuvÞþ ð1� a3Þ:maxðwvxuvÞ

ð41Þ

where max(�) and min(�) and are the maximum and minimum functions, respec-
tively, and a3 2 [0,1] (e.g., a3 = 0.75) is the optimist coefficient. The alternative
that has the highest X will have the highest priority and will be chosen by the
decision-making algorithm.

The four aggregators of (41) may not essentially choose a similar alternative. To
address this issue, the risk index (R) will be computed for each selected alternative
in the matrix form of [21, 22]

c1ðxmax
1 Þ c2ðxmax

2 Þ . . . c2ðxmax
2 Þ

A1

A2

..

.

ANA

r11 r12 . . . r1NM

r21 r22 . . . r2NM

..

. ..
. . .

. ..
.

rNA1 rNA2 . . . rNANM

2
66664

3
77775 ¼

R1

R2

..

.

RNA

2
66664

3
77775

ð42Þ

where ruv for criterion cv is the variation of the performance of each alternative from
the alternative with the highest performance. It is computed from

ruv ¼ wvxuv � xmax
v ð43Þ

where xmax
v is the maximum of wvxuv for criterion cv among all possible alternatives.

From (42), the risk index (Ru) for alternative Au is defined as the maximum of ruv. If
the aggregators of (41) choose dissimilar alternatives, the chosen alternative with a
lower risk index will be selected by the decision-making algorithm as the appro-
priate alternative.

The outcome of the decision-making algorithm rests on the considered
weightings for the criteria. Thereby, these weightings need to be defined cautiously.
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In complex systems like power systems, there are no systematic ways to define such
weightings; however, an acceptable technique is a survey of the experts of the field.
A group of experts can contribute to the selection of the weightings based on their
experiences. Eventually, the weighting of each criterion will be computed as the
average of the weightings nominated by the experts for that specific criterion.

The flowchart of the multi-criteria dynamic decision-making algorithm is illus-
trated in Fig. 10.

First, the decision-making algorithm evaluates the qualification of the alterna-
tives based on the four criteria of [25]

• Criterion-1: Consent/veto of a microgrid to couple with an overloaded neigh-
boring microgrid,

• Criterion-2: Availability of surplus power in microgrids,
• Criterion-3: Maximum variation in the voltage, and
• Criterion-4: Maximum variation in the frequency.

And the performance of alternative Au for these criteria is computed from

xu1 ¼
0 MGvetoes coupling

1 MGconsents coupling




xu2 ¼
1 ju � 3

0:5 ðju � 1Þ 1� ju\3

0 ju\1 or xu1 ¼ 0

8><
>:

xu3 ¼
�10DVu þ 1 0�DVu � 0:1

10DVu þ 1 �0:1�DVu\0

0 0:1\ DVuj j or xu1:xu2 ¼ 0

8><
>:

xu4 ¼
�2DFu þ 1 0�DFu � 0:5

2DFu þ 1 �0:5�DFu\0

0 0:5\ DFuj j or xu1:xu2:xu3 ¼ 0

8><
>:

ð44Þ

where ju is the ratio of the UPC in microgrid(s) of alternative Au versus the power
deficiency level (PDL) of overloaded MG-j (i.e., ju = UPCu/PDLMG-j). If any of
the above four criteria disqualify an alternative, the performance of that alternative
for the remaining criteria is neglected, i.e.,

xuv ¼ 0 if xu1:xu2:xu3:xu4 ¼ 0
xuv if xu1:xu2:xu3:xu4 6¼ 0



8 v 2 f5; . . .;NCg ð45Þ

Another six criteria are also utilized, as discussed below [25]:

• Criterion-5: Loss in the interconnecting lines between the microgrids

The power loss rests on the distance between the overloaded microgrid and the
selected microgrid(s) and their line impedances. It is calculated from the power flow
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analysis for each alternative. It is then normalized in the [0, 1] range in which 0
represents the alternative with the maximum loss, and 1 represents the alternative
with the minimum loss. The performance of each alternative is computed for this
criterion from

xu5 ¼ 1� Ploss;u

maxðPloss;uÞu¼1;...;NA

ð46Þ

• Criterion-6: Electricity price

A microgrid operator may sell electricity to neighboring microgrids with a
dissimilar price in regard to its local costumers. Also, the price may change
dynamically over time. Assuming Ei as the electricity unit price of MG-i (in $/
kWh), the equivalent electricity cost to be paid by the operator of the overloaded
microgrid to the operators of microgrid(s) in alternative Au can be computed from

Formulating Alternatives

Weighting the Criteria

Start

Evaluating Alternatives 
with different aggregators

Qualifying Alternatives 
based on Qualifying Criteria

Calculating Performance of 
Alternatives for other Criteria

Same Alternative Selected 
by All Aggregators?

Yes

Selecting the Alternative(s) with 
Highest Dynamic Evaluation 

from each Aggregator

end

Defining the Risk Index
of Each Alternative

Defining the Risk Index
of Selected Alternative

No

Choosing the Selected Alternative 
with minimum Risk Index

Applying the Effect of Different Criteria 
Weighting in the Performance Values

Fig. 10 Flowchart of the
multi-criteria decision-making
algorithm
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Ecost;u ¼
Xp

i¼1
b

i;u
Ei ð47Þ

From (47), the performance of alternative Au is computed for this criterion from

xu6 ¼ 1� Ecost;u

max ðEcost;uÞu¼1;...;NA

ð48Þ

• Criterion-7 and 8: Reliability

It is preferred for the overloaded microgrid to couple with microgrid(s) with
higher reliability to reduce the probability of interruption to the demand of the
overloaded microgrid, after an interconnection. Several reliability indices may be
utilized such as system average interruption frequency index (SAIFI), momentary
average interruption frequency index (MAIFI), and system average interruption
duration index (SAIDI). RBf

u and RBd
u indices are defined for alternative Au com-

posed of p microgrids as

RBf
u ¼

Xp

i¼1
k1:SAIFIi;u þ k2:MAIFIi;u

RBd
u ¼

Xp

i¼1
SAIDIi;u

ð49Þ

where {k1, k2} 2 [0, 1] and k1 + k2 = 1 are the assumed weightings for SAIFI and
MAIFI, respectively. From (49), the performance of alternative Au is calculated for
these criteria as

xu7 ¼ 1� RBf
u

max ðRBf
uÞu¼1;...;NA

xu8 ¼ 1� RBd
u

max ðRBd
uÞu¼1;...;NA

ð50Þ

• Criterion-9: Supply security

A microgrid, which has a larger generated power from its non-dispatchable
DERs, may have a higher UPC in its dispatchable DERs. When such a microgrid is
coupled with an overloaded microgrid, the overloaded microgrid does not have a
high supply security as any unpredicted reduction in the generated power of the
non-dispatchable DERs may result in the CMG overloading. Supply security index
(SSu) is defined for alternative Au composed of p microgrids as
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SSu ¼
Pp

i¼1

P
Pdisp-DERðMG-iÞPp

i¼1

P
PloadðMG-iÞ

ð51Þ

where
P

Pload(MG-i) represents the average active power consumption of all loads in
MG-i. From (51), the performance of alternative Au can be computed for this
criterion from

xu9 ¼ 1� SSu
max ðSSuÞu¼1;...;NA

ð52Þ

• Criterion-10: CO2 emissions

It is preferred to choose an alternative with fewer CO2 emissions. Assuming the
total CO2 emission for MG-i as Emi, CO2 emission index is defined for alternative
Au composed of p microgrids as

CO2u ¼
Xp

i¼1
bi;uEmi ð53Þ

From (53), the performance of alternative Au is computed for this criterion from

xu10 ¼ 1� CO2u

max ðCO2uÞu¼1;...;NA

ð54Þ

9 System Performance with the Decision-Making
Technique

Let us assume the network of Fig. 1 with three isolated microgrids, each constituted
of non-dispatchable solar and wind-based DERs, a diesel generator, and some
essential and nonessential loads [25]. In Example-1 and 2, one overloaded micro-
grid is defined, and the distribution network is found to have enough surplus power
to support the overloaded microgrid. Table 3 provides the assumed data for all three
microgrids and the computed UPC and PDL for Example-1. This table shows that
MG-1 is overloaded while MG-2 and MG-3 have surplus power. Thus, three
alternatives of A1 = {MG-2}, A2 = {MG-3}, and A3 = {MG-2, MG-3} are avail-
able. Table 4 lists the assumed data for each microgrid of the alternatives for this
example. These data are employed in decision-making algorithm to define the
performance of each alternative for each criterion, as seen from Table 5. Table 6
illustrates the decision-making matrix of (39). Assuming the normalized weightings
for the criteria as listed in Table 7, the weighted decision-making matrix is
computed from (40) and is given in Table 8. It is then normalized, as provided in
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Table 9. This table is then used to define the evaluation result of each alternative,
using the aggregators of (41), as given in Table 10. For Example-1, MG-1 is
overloaded, and alternative A3 is the preferred choice of all aggregators and is
selected to couple to MG-1. The data of Table 5 should be examined to find out the
reason for the selection of A3 over the two other alternatives. This table shows that
A3 has the finest performance from criterions 2 and 3 points of view, while it has an
average performance from criterions 4, 5, 6, 9, and 10 points of view. Also, A3 has
the poorest performance from criterions 7 and 8 points of view. Finally, the
decision-making algorithm selects this alternative since criterions 2, 3, 4, and 6 had
higher weightings against criterions 7 and 8.

Table 3 Assumed data for the considered microgrids and their calculated UPC and PDL levels
[kW] P

Pload
P

Pmax
disp�DER

P
Pdisp-DER Pwind Ppv UPC PDL b

MG-1 63 58 61.4424 1.3985 0.1591 – 9.2424 –

MG-2 55 63 37.4820 17 0.5180 25.52 – 0.562

MG-3 34 49 16.8372 17 0.1628 32.16 – 0.437

Table 4 Assumed data for
each microgrid

E SAIFI MAIFI SAIDI Em

MG-2 0.2748 5.1883 6.2373 56.4762 3.5261

MG-3 0.3158 4.1663 11.2216 43.4203 4.4508

Table 5 Comparison of the parameters of possible alternatives to couple with overloaded MG-1

Consent ju |DVu| |DFu| Ploss,u Ecost,u RBu
f RBu

d SSu CO2,u

A1 1 2.76 0.080 0.383 6 0.275 11 56 0.681 3.526

A2 1 3.48 0.071 0.136 5 0.316 15 43 0.495 4.451

A3 1 6.24 0.014 0.151 5.562 0.293 27 99 0.610 3.931

Table 6 Calculated decision-making matrix

c1 c2 c3 c4 c5 c6 c7 c8 c9 c10
A1 1 0.880 0.197 0.234 0 0.130 0.706 0.668 0.681 0.208

A2 1 1 0.294 0.728 0.166 0 0.604 0.744 0.495 0

A3 1 1 0.858 0.699 0.073 0.073 0.311 0.412 0.610 0.117

Table 7 Assumed weightings for the criteria in decision-making algorithm

w1 w2 w3 w4 w5 w6 w7 w8 w9 w10

0.133 0.120 0.120 0.120 0.093 0.106 0.080 0.080 0.080 0.006
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Example-2 illustrates another case in which MG-3 is overloaded. The normal-
ized weighted decision-making matrix for this case is given in Table 11, while the
results of the evaluation by aggregators of (41) for each alternative are listed in
Table 12. This table illustrates that alternatives A1 and A3 are chosen by the

Table 8 Calculated weighted decision-making matrix

c1 c2 c3 c4 c5 c6 c7 c8 c9 c10
A1 0.133 0.106 0.024 0.028 0 0.014 0.056 0.053 0.054 0.014

A2 0.133 0.120 0.035 0.087 0.015 0 0.049 0.060 0.040 0

A3 0.133 0.120 0.103 0.084 0.007 0.008 0.025 0.033 0.049 0.008

Table 9 Normalized weighted decision-making matrix

c1 c2 c3 c4 c5 c6 c7 c8 c9 c10
A1 0.333 0.306 0.146 0.414 0 0.640 0.435 0.366 0.381 0.640

A2 0.333 0.347 0.218 0.438 0.696 0 0.373 0.408 0.278 0

A3 0.333 0.347 0.636 0.421 0.304 0.360 0.192 0.226 0.341 0.360

Table 10 Evaluation results
from considered four
aggregators and their chosen
alternative

Alternatives Average Min Product Hurwitz

A1 3.3890 0 0 0.1600

A2 3.0903 0 0 0.1739

A3 3.5207 0.1917 0.0000 0.3027

Selected
Alternative

A3 A3 A3 A3

Table 11 Normalized weighted decision-making matrix

c1 c2 c3 c4 c5 c6 c7 c8 c9 c10
A 1 0.333 0.333 0.304 0.343 0 0.381 0.428 0.400 0.571 0.633

A 2 0.333 0.333 0.114 0.348 0.243 0.279 0.419 0.412 0.069 0

A 3 0.333 0.333 0.581 0.308 0.756 0.338 0.151 0.187 0.358 0.366

Table 12 Evaluation results
from considered four
aggregators and their chosen
alternative along with their
risk index

Alternatives Average Min Product Hurwitz

A1 0.373 0 0 0.158

A2 0.255 0 0 0.104

A3 0.371 0.151 0.000 0.302

Selected
Alternative

A1 A3 A3 A3

Risk Index 0.756 0.277 0.277 0.277

Preferred
Alternative

A3
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aggregators. Thereby, a risk matrix is computed for these alternatives from (42) to
(43) and is given in Table 13. From this table, alternative A3 is eventually chosen as
the appropriate alternative as it has a smaller risk index.

10 Conclusion

An overload management technique, discussed in this chapter, can be used to
decrease the load-shedding rate of an overloaded remote area microgrid, by inter-
connecting it with appropriate neighboring microgrid(s). The OMT can operate
under a centralized and a decentralized approach, based on the availability of the
communication system. Diverse interconnection and isolation conditions are uti-
lized for each approach. Simulation studies illustrate that the OMT can define the
overloaded microgrid and the appropriate neighboring microgrid after evaluating
the interconnection conditions. The OMT can also divide the CMG into isolated
microgrids if coupling conditions or requirements are disturbed. A multi-criteria
decision-making algorithm is used when numerous neighboring microgrids are
available. To this end, the possible alternatives are first formulated, qualified, and
assessed based on some predefined criteria and the most suitable one is selected.
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Distributed Agent-Based Coordinated
Control for Microgrid Management

M.S. Rahman and A.M.T. Oo

Abstract Due to the ever-growing global concerns of climate changes and envi-
ronmental issues, renewable energies along with the distributed energy resources
(DERs) are becoming popular day by day for the sustainable operation of microgrids.
Since a number of energy sources are connected to microgrids, multiple power
electronic devices, such as inverters, are interfaced with those sources to support the
DC–AC and AC–DC conversion. Multiple inverters installed with DERs are very
effective in order to deliver adequate amount of energy from different sources to the
end users. However, the control and management of multiple inverters adversely
suffer from limited system stability due to the lack of proper coordination among
different components of microgrids. Moreover, due to the requirements of sustainable
operation of microgrids and intermittent characteristics of renewable energy, efficient
coordinated control is still quite difficult to maintain the balance between the gen-
erations and demands. In order to deliver a reliable energy supply to microgrids,
inverters need to be controlled in a more efficient way. Moreover, the integration of
battery energy storage systems (BESSs) adds a new dimension to the reliable oper-
ation of microgrids which also possesses a difficulty to manage power sharing during
the change in network configurations. In this chapter, a communication-assisted
distributed multi-agent system (MAS)-based control scheme is proposed to effec-
tively control and manage the inverter-dominated microgrids with solar photovoltaic
(PV) systems and BESSs. The MAS establishes the coordination between the power
sharing and energy management through agent communication and further ensures
the sustainable operation of microgrids by effectively controlling the inverters.
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1 Introduction

In recent years, among different renewable energy-based distributed generation
(DG) units, the photovoltaic (PV) systems are increasingly being pursued as
promising sources of energy due to their small relative size, noiseless operation, and
feed-in-tariff [1, 2]. Moreover, the inverter-interfaced plug-in hybrid electric vehi-
cles (PHEV)s equipping with battery energy storage systems (BESS)s have gained
much attention as one of the popular distributed energy resources (DER)s due to the
low environmental factors. These BESS units store extra amount of energy from the
intermittent solar PV systems and thereby ensure a reliable energy supply to the end
users when required. In this chapter, microgrids are considered as inverter-
dominated networks which are subdivided into several subsystems depending on
the number of DERs. Since several PV-based DG units and BESSs are installed in
microgrids, multiple inverters are used for DC–AC conversion in order to effec-
tively deliver electrical energy from different DERs to the residential and
commercial consumers.

In microgrids, the renewable energy sources (RES)s and energy storage devices
are connected to the feeders through power electronic inverters equipping with local
controllers in which the coordination between various control equipment is very
critical. Regardless the operating modes of microgrids, the inverters are managed
and controlled using the local individual controllers within the subsystems.
However, the control and management of multiple inverters suffer from a limited
stability margin due to the lack of information exchange among different control
equipment from different subsystems. In order to deliver and ensure reliable energy
supply, the inverter-interfaced microgrids need to be controlled efficiently in a
distributed fashion and this can be well achieved by the distributed multi-agent
system (MAS) technology.

In the past few decades, a number of control techniques within the traditional
frameworks have been used for the operation and management of microgrids [3–7].
Recently, a few multi-agent-based control techniques have been employed for the
energy management of inverter-dominated microgrids [8–10]. In [11], a
multi-agent-based coordinated control scheme along with a consensus algorithm is
proposed for microgrid energy management within the energy internet framework.
In [12], an intelligent agent-based control schemes is proposed for inverter-based
BESSs management schemes of microgrids. In [13], an agent-based methodology
for achieving coordination among the inverter-interfaced microgrids is proposed for
improving the voltage profile. In [14], a multi-agent-based intelligent control
scheme is designed for the operation and management of microgrids and in [15], a
distributed multi-agent approach is proposed for microgrid control using feedback
linearization techniques. In [16], a real-time agent-based intelligent control scheme
is proposed to control and manage the power sources and loads in microgrids with
BESSs. An autonomous software agent-based control scheme is proposed in [17]
and [18] to manage energy resources in residential microgrids. Moreover, the
introduction of communication systems in distributed controller design has brought
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the complexities and computational burdens [19]. A few more distributed
multi-agent-based coordinated control for microgrid energy management are
discussed in [20, 21].

However, the approaches, so far presented in this chapter, have some limitations
of slow response which cannot handle fast varying network configurations and
possessed limited stability margin with slow dynamics. Furthermore, most of the
approaches brought numerous computational burdens which cause higher com-
plexities to provide suitable and faster solutions to the given problems. In such
cases, microgrids are difficult to coordinate with the present control schemes other
than intelligent distributed control approach which has the ability of exchanging
information among different subsystems. In order to overcome the drawbacks of the
existing methods, a distributed agent-based scheme is designed to control and
manage multiple inverters within microgrids. In this distributed multi-agent
framework, agents take part in different activities for cost effective and reliable
operation of residential microgrids. The multi-agent framework establishes the
coordination among different subsystems and enables a communication network
among various subsystems. The agents within the multi-agent framework exchange
information with each other to decide their control actions in order to achieve the
desired control objectives. In this chapter, a linear quadratic regulator
(LQR) controller is designed for each inverter within the MAS framework for
effectively controlling the inverters of microgrids. Since the agents are working in a
distributed fashion, as a result, only the information from the neighboring sub-
systems is sufficient to coordinate the agent control actions. The performance of the
proposed agent-based scheme is investigated on a microgrid system by considering
various scenarios including faults and changes in atmospheric conditions. The
results are also validated by comparing the proposed scheme to the conventional PI
control scheme without MAS and communication.

2 Modeling of Microgrid System

Microgrids are localized group of various DERs including RESs and energy storage
systems along with electrical loads. Microgrids can operate in both stand-alone
mode (when disconnected from the utility grid) and grid connected mode (when
connected to the utility grid). A schematic diagram of a typical microgrid model is
shown in Fig. 1 which consists of total m-number of subsystems including
renewable energy-based DGs (solar PV systems) and BESSs (PHEvs). The DGs
comprise solar PV generation systems with associated power electronic inverters to
the local bus using multiple parallel inverter topologies corresponding to the DG
units and BESSs. In this microgrid model, pair of two nodes or buses is connected
by each line, whereas each bus is connected to an inverter as well as rest of the
system. The details of the physical device models of PV systems, BESSs, and loads
for a typical microgrid are given in the following subsections.
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2.1 PV System Model

In solar PV systems, each PV module consists of a PV array, a single-phase
inverter, a dc-link capacitor, and a filter inductor. A PV cell usually converts the
solar irradiation directly from the sunlight into the electric energy. The schematic
diagram of solar PV system connected to a microgrid is shown in Fig. 2 [1]. In this
chapter, the dynamical model of a solar PV system in dq-frame is used, and the
relevant equations are written as [1]:

_Id ¼ �R
L
Id þxIq � Ed

L
þ vpv

L
Kd

_Iq ¼ �xId � R
L
Iq � Eq

L
þ vpv

L
Kq

_vpv ¼ 1
C
ipv � 1

C
IdKd � 1

C
IqKq

ð1Þ
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Fig. 1 Typical microgrid model
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where Id and Iq are the dq-component of the inverter current, R is the line resistance,
L is the inductance of the filter and line, x is the angular frequency, Ed and Eq are
the dq-axis voltage, C is the dc-link capacitance, vpv is the voltage across the dc-link
capacitor, ipv is the output current of the PV array, Kd and Kq are the input switching
signals.

2.2 Energy Storage Model

In this section, the mathematical model of the BESS is presented. A BESS usually
consists of a battery, a voltage source converter (VSC), and an output filter. The
most commonly used battery model is presented in [22] and its equivalent electrical
circuit model connected to a microgrid system is shown in Fig. 3 [1]. The detail of
battery elements such as resistors (R0 and R1), capacitor (C1), and internal voltage
(Em) is found in [22]. The complete dynamical model of a BESS in dq-frame is
written as [1]:

_Isd ¼ �R
L
Isd þxIsq � Ed

L
þ vdc

L
Md

_Isq ¼ �xIsd � R
L
Isq � Eq

L
þ vdc

L
Mq

_I1 ¼ 1
T1

MdIsd þMqIsq � I1
� �

ð2Þ

where Isd and Isq are the dq-frame currents of battery connected inverters, I1 is the
current through the battery, T1 is the ratio of resistance and capacitance, Md and Mq

are the switching functions of generation modulation index in dq-frame, vdc is the
voltage across the capacitor.

In dq-frame, Ed is considered to be zero, and therefore, the real and reactive
power outputs delivered from the solar PV systems and BESSs are written as:

Pout ¼ EqIq
Qout ¼ EqId

ð3Þ
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Fig. 3 BESS unit connected to microgrid
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It is noted that the currents Id and Iq are sufficient enough to regulate the real and
reactive powers. The minimum state of charge (SOC) of the battery storage unit is
considered as 30%.

2.3 Load Model

In this chapter, an aggregated composite ZIP (Z-constant impedance, I-constant
current, P-constant power) load model is considered. The real and reactive power
characteristics of relevant ZIP load model are written as [23, 24]:

PL ¼ P0
V
V0

� �a

QL ¼ Q0
V
V0

� �b ð4Þ

where P0 and Q0 are the real and reactive power consumed at the reference voltage
V0, respectively. The exponential terms a and b depend on the type of the loads.

3 Agents and Multi-agent Systems

The background about the agents and multi-agent framework is discussed in the
following subsections.

3.1 Agents

Agents are autonomous software components which provide an interoperable
interface to an arbitrary system and behave similar to human agents working for
some clients in pursuit of some specific agenda [25]. According to Wooldridge [26],
an agent is merely ‘a software entity that is present in an environment and is able to
autonomously react to changes in that environment’ which must be observable to,
or alterable by, each intelligent agent. The environment may be a physical system,
e.g., a power system, observable through sensors or PMUs, or a computing envi-
ronment, e.g., data and computing resources obtained by messaging.

Each agent has the ability to interact with the neighboring agents over networked
communications protocol which provides high-level autonomous software
abstractions characterized by their behaviors and ontologies. Intelligent autono-
mous agents have two basic criteria [25]: knowledge base, i.e., each agent must be
aware of the status of other agents and the whole environment; and message
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functionality, i.e., all the agents use their communication capability to exchange
important message or information among themselves to achieve their common goal.

3.2 Multi-agent System (MAS)

A MAS framework is a distributed and coupled network composed of multiple,
interacting agents within an environment [25]. Agents within a MAS work together
to achieve a particular goal by solving a certain problem in a specific domain. The
intelligence of an agent includes a few methodical, functional, procedural, and
algorithmic searches, and a find and processing approach [27]. MASs are used in a
wide range of applications require flexibility and adaptability for rapidly changing
environments due to their distributed nature, modularity and ease of implementation
[28]. The MAS offers an ideal means of achieving system integration by wrapping
disparate systems as intelligent systems which often forms a distributed MAS. In a
distributed MAS environment, agents collect local measurements or data from or
send information to remote sites and receive or reproduce it at local sites. Recently,
the MAS provides a more flexible way of increasing both the resilience of smart
grids by combining top-down and bottom-up intelligent autonomous decision
making in their communication and control architecture [29].

Agents and MAS technologies differ from existing systems and traditional
engineering approaches since they have distributed characteristics which provides
them dynamic adaptability and flexibility to cope with the physical systems. The
potential advantages gained through this difference have motivated power engineers
to explore applying MASs to power engineering problems [25]. The key compo-
nent of the MAS is the communication principle where the intelligent agents can
communicate with each other and each agent encapsulates a particular task or set of
functionalities, in a similar way to object-oriented programming [30]. Agent use
standard agent communication languages (ACLs) to cooperate and negotiate with
neighboring ones to implement independent control actions.

4 MAS Framework for Sustainable Microgrids

In this chapter, a multi-agent system (MAS) framework is developed for a physical
microgrid model. Two types of agents are designed within the MAS—(i) network
agent (NA) and (ii) control agents (CA). The NA comprises the network infor-
mation about the DERs including RESs and BESSs, and aggregated load models.
Since the microgrid has several subsystems, a CA is designed for each
inverter-interfaced DER within a local subsystem. The primary responsibility of the
NA is to share the information to each CA of the local subsystems. Based on the
information provided from the NA, the CA will adjust the control settings
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accordingly to control the inverters, and thereby, manage the power sharing for the
sustainable operation of microgrids.

In this chapter, a directed graph (diagraph) theory is used to incorporate the
bidirectional communication and coordination of agents. The
communication-assisted agents obviates the requirements for a central controller
and complex communication network to improve the system reliability. The
communication diagraph for the agent framework can be presented by the following
graph theory:

G ¼ V ;AGð Þ ð5Þ

where V is the set of buses or nodes connected to the inverter-interfaced DERs
within individual subsystems and AG is the relevant adjacency matrix
AG ¼ aij

� � 2 RN�N . This graph provides the available bidirectional communication
links among different agents through which they can coordinate their activities. For
each subsystem, it is desirable that the power injection from the inverters can be
shared properly to their nominal values to maintain the frequency and voltage,
respectively. The NA can communicate with the CAs through the diagraph and
each local CA can further exchange information with its neighboring CA via the
same diagraph. The bidirectional communication topology is shown in Fig. 4 in
which the dashed line represents the communication link among various agents. In
this chapter, it is considered that the communication channel is ideal in nature, i.e.,
there is no time delay in agent communication. The communication network that
superimposed on the physical layer of the microgrid is assumed to be strongly
connected without any data loss [31, 32].

In the proposed MAS framework, the agents continuously perform their internal
activities based on the real-time network information and share the information to
others. Moreover, each CA has the full access to the local information of neigh-
boring CAs to coordinate the control activities and, thereby, respond to the mes-
sages already being sent. As a result, the agents can enjoy the benefits of using local
as well neighboring information which make the system fully distributed.

NA

CA1 CA2 CAm

Fig. 4 Communication
topology among agents
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5 Agent-Based Controller Design

The Pulse-width modulation (PWM) technique is used to generate the switching
pulses to drive the IGBT switches for controlling the inverter in such a way that the
output signal is sinusoidal. The main control objective of the CA is to obtain the fast
transient response with a minimum error. In an agent-based inverter control scheme,
the NA provides the information of load voltage and inverter current obtained from
the voltage and current sensors to the CA. After receiving the information from the
NA, the CA will track the reference output and hence, control the dq-component of
the inverter current. The close-loop system within the CA is written as:

u ¼ f F;F�; y; y�; uðeÞð Þ ð6Þ

where F represents all structural online information, F� is the estimation of F, y is
the measured output, y� is the reference output trajectory, e is the tracking error
signal, and u is the control input to the system. A LQR control scheme is designed
within each CA for the control action and the controller design algorithm is dis-
cussed in the following subsection.

5.1 LQR Controller Design

The LQR control scheme is designed to determine the optimal control law for
minimizing the cost function. In order to design the LQR controller for both PV
systems and BESSs model, the linearized form of Eqs. (1) and (2) is written as:

_xðtÞ ¼ AxðtÞþBuðtÞ
yðtÞ ¼ CxðtÞ ð7Þ

where x 2 Rn is the state vector of matrix A, u 2 Rm is the input vector of matrix B,
and y is the output vector of matrix C. Therefore, after linearization, Eqs. (1) and
(2) are written as:

• for PV system:

_x ¼
_Id
_Iq
_vpv

2
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• for BESS system:

_x ¼
_I1
_Id
_Iq

2
4

3
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� 1
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0 0
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L 0
0 vdc

L

2
4

3
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� 	

In all cases, the output of the controller can be written as:

y ¼ Id Iq½ �

The performance index of the LQR controller is chosen as:

min
Klqr

J ¼
Z1

0

xTðtÞQxðtÞþ uTðtÞRuðtÞ� �
dt ð8Þ

where Q is a semi- or positive definite state-weighting matrix normally chosen as
QT � 0 and R is a real symmetric positive definite control weighting matrix usually
chosen as RT [ 0. Since the key focus of the LQR controller design is to find the
optimal control law with minimum J, the optimal control law can be written as:

uðtÞ ¼ KlqrxðtÞ ð9Þ

For reduced cost function, the optimal gain matrix of the LQR controller can be
written as:

Klqr ¼ R�1BTP ð10Þ

where P is a positive definite unique solution of the following control algebraic
Riccati equation (ARE):

ATPþPA� PBR�1BTP ¼ 0 ð11Þ

The designed controller within the CA is used to control the parameters Id and Iq
to make them rapidly track their respective current commands Idref and Iqref which
syntheses the modulating functions according to the real power reference signal Pref

and reactive power reference signal Qref, respectively. Since the NA shares a
continual streaming of measured voltage and current information, the CAs can
adjust the gain of the LQR controllers according to the changes in system con-
figurations. The CA uses the control signal to drive the PWM generator by con-
trolling the inverter. A proper gain selection of the controller will ensure accurate
tracking and short transients in the output parameters.

74 M.S. Rahman and A.M.T. Oo



5.2 Selection of Weighting Matrices

In all LQR design algorithm, a key issue is to choose the state and control
weighting matrices in such a way that the closed-loop system performances can
satisfy the desired control objectives. In order to avoid the computational burdens
and complexities of tradition LQR design, the weighting matrices are chosen in the
following way to obtain the satisfactory results:

Q ¼ CTC

R ¼ 1
ð12Þ

The designed controller within the CA is used to maintain the balance between
the generation and demand, thereby, manage the effective power sharing for sus-
tainable microgrid operation. The performance of the proposed scheme is evaluated
on a microgrid and illustrative examples with results are discussed in the following
section.

6 Performance Evaluation and Case Studies

In order to evaluate the performance of the proposed scheme, a typical microgrid
system, very similar to a practical system, as shown in Fig. 5 is considered in this
chapter. This microgrid system operates at 50 Hz and consists of two
inverter-interfaced solar PV units, one inverter-interfaced BESS unit, and aggre-
gated electrical load. This system is considered to be running in stand-alone mode
and since the solar PV generation is intermittent in nature, it is necessary to
maintain the balance between the generation and the demand. In such case, BESS
units are utilized to provide supply to the loads and the inverters need to be
controlled in a proper way. In this microgrid system, two PV units, each of 8 kW,

PV
unit

PV
unit

BESS

Load

8 kW 
300 V

8 kW 
300 V

18 kWh

18.5 kW
8 kVAr

1

2

3

4

5

PCC

Fig. 5 Single-line diagram of
microgrid system
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300 V, are connected to bus-1 and bus-2 to supply to the aggregated electrical load
of 18.5 kW, 8 kVAr, at bus-4, and the excess power is stored in the BESS unit
(18 kWh) connected at bus-3. In this system, bus-5 is the PCC since all the com-
ponents are commonly connected to it. The dc-link capacitor value of this system is
200 lF, and the line resistance is 0.2 X with the inductance of 12 mH. The
switching frequency of each inverter is considered as 4 kHz. The value of the solar
irradiation is considered as 1000 Wm−2 and the temperature as 25 °C.

When there is a change in the system configuration, perhaps due to faults or
weather conditions, the system behavior changes significantly. As a result, some
fluctuations appear in the voltage and current profiles which can be minimized by
regulating the inverter switches through proper control actions. In order to
demonstrate the superiority of the proposed agent-based scheme, the following two
case studies are considered for the performance evaluation, and finally, the pro-
posed scheme is compared to a conventional PI control scheme without MAS. The
brief description of a typical PI controller can be seen in [33].

• Case-1: Performance evaluation under faulted condition
• Case-2: Performance evaluation for change in atmospheric conditions.

6.1 Performance Evaluation Under Fault Condition

In this case study, a short-circuit fault is applied at bus-1 at 0.2 s, and it is cleared at
0.3 s. In such condition, the PV unit-1 will not supply any power into the load and
the BESS unit supplies energy. In such condition, it is essential to regulate the
inverter switches to control the current in order to maintain stable load voltage and
current which is done perfectly by the agent coordination. The NA sends the
information of the measured signals to the CA which will take the main control
decisions to control the inverters.

The load voltage and current profile for this case study are shown in Figs. 6 and 7,
respectively. From Figs. 6 and 7, it is seen that the load voltage and current have
some unstable fluctuations immediately after clearing the fault when conventional
control scheme is used. On the other hand, from Figs. 6 and 7, it is seen that the
proposed agent-based scheme maintains a post-fault steady-state voltage and current
as soon as the fault is cleared. Moreover, the load voltage and current waveforms are
nearly smooth due to the proper control actions taken by the CA, whereas they are
producing some ripples when conventional PI control scheme is used. That means,
the designed MAS scheme maintains the stable load voltage and current profiles in a
better way as compared to the conventional PI control scheme without MAS and
communication.

If the clearing of the fault is not performed at the zero crossing of the voltage, the
voltage profile fluctuates more when the fault is cleared, and it is shown in Fig. 8.
From Fig. 8 it is seen that, the proposed scheme performs well as compared to the
conventional scheme. The real and reactive powers shared from the BESS unit are
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shown in Figs. 9 and 10, respectively, in which it is seen that the real and reactive
powers are settled down very quickly at the post-fault period when the proposed
scheme is used. On the other hand, it is also seen that the real and reactive powers
oscillates and take longer time to settle at the post-fault period when the conven-
tional scheme is used. That means, the proposed agent-based scheme brings the
system to a steady-state condition very quickly after the fault is cleared and this
ensures the effectiveness of the proper utilization of the BESS units through the
agents.
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Fig. 6 Load voltage profile for short-circuit fault at 0.2 s
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Fig. 7 Load current for short-circuit fault at 0.2 s
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6.2 Performance Evaluation for Changes in Atmospheric
Conditions

In this case study, the simulations are carried out for a change in the atmospheric
conditions. In practice, since the direct sunlight is not available all the time in a day,
the solar irradiation and temperature are variable. As a result, the output voltage and
power of the PV array change significantly. In order to observe the impacts of
change in the atmospheric condition to the microgrid, the solar irradiation is
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Fig. 8 Voltage profile for fault cleared other than zero crossing of voltage
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changed from 1000 to 550 Wm−2 at 0.2 s and continues till 0.7 s with a total
duration of 0.5 s. It is considered that, after 0.7 s, the system is again running
normal at standard atmospheric conditions with solar irradiation 1000 Wm−2.

The load voltage profile for this change in atmospheric condition is shown in
Fig. 11 in which it can be seen that the voltage profile varies significantly and
contain much ripples when the conventional PI control scheme is used, whereas the
voltage appears nearly sinusoidal when the proposed MAS scheme is used. The
corresponding real and reactive power outputs are shown in Figs. 12 and 13,
respectively. From Figs. 12 and 13, it can be seen that their amplitudes change
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when the solar radiation is drops down from 1000 to 550 Wm−2 at 0.2 s. It is also
seen that, the real and reactive powers return to the previous condition at 0.7 s and
become much improved when proposed agent-based scheme is used as compared to
the conventional control scheme. From the simulation results, it is obvious that the
proposed scheme provides a good steady-state performance under the change in the
weather conditions.
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7 Conclusion

In this chapter, an innovative multi-agent framework is developed for the sus-
tainable operation of microgrids. The agents dynamically adapt to the changes in
the system configuration and thereby, take appropriate actions for enhancing the
stability and reliability of the microgrid. From the simulation results, it is clear that
the proposed MAS scheme performs much better than the traditional control
scheme and all operations are performed in a smarter way based on the information
exchange among various agents over the network.
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Sustainable Development of Energy
Systems in the Baltic Region

Jurijs Spiridonovs and Olga Bogdanova

Abstract This Chapter addresses the challenges of the energy sector in the Baltic
States, which are quite similar by size and the path of economic development;
however unique in their energy policies at the same time. The Chapter provides
wide information on the situation in power generation, infrastructure for power and
gas, explains the situation on formation the energy markets in the region, as well as
touches the issues of energy security, which are particularly sensitive for the Baltic
States being still insufficiently connected to the rest of the European Union.
Particular attention is paid to sustainability issues and increase of share of renew-
able energy sources in energy mix, reflecting the experience of the Baltic States in
applying the state support mechanisms. The Chapter provides a common picture of
the recent developments in the energy sector of the region and demonstrates the
most important projects to be implemented in the coming years, drawing future
perspectives and conclusions. The best practices and the experience gained from the
implemented policies of the Baltic States could be also applied in other regions.
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1 Introduction

TheBaltic States (Lithuania, Latvia and Estonia) are unique inmanyways: still hugely
dependent on one-source gas supplies, operating in non-EU electricity frequency
system, having comparatively low level of interconnections between the other coun-
tries in the region and the largest functioning underground gas storage in the region.
The issue of energy security still determines the development path in the region,
making impact on development scenario in the mentioned economies. Despite many
similarities, these three countries do represent versatile aspects of energy policy:
nuclear energy developments in Lithuania, lignite as themain energy source in Estonia
and more than 38% of energy coming from renewable energy sources in Latvia.

One of the main aims of the EU internal market legal regulation, so-called third
energy market package (electricity and gas), is to develop well-functioning energy
market, ensuring integrated net of infrastructure within entire EU territory. The idea
foresees to create capable enough interconnections between all the EUmember states
therewith eliminating considerable dependence of particular countries on energy
imports from non-EU countries, as well as ensure that the interconnected EU market
operates according to harmonized EU principles and regulations. A closer integration
of networks is particularly important to the states considered to be “energy islands”,
when electricity and gas networks are not connectedwith the other EUmember states.

Necessity for government to execute certain economic policy is determined by
the new challenges appearing from changes in the economic processes, as well as
the need to establish the appropriate mechanisms for addressing these changes,
identifying the necessary resources for implementing selected governmental eco-
nomic policy. In case of the Baltic Countries, this also means, on the one hand,
overcoming of historic heritage and, on the other hand, reacting to the modern
economic and political questions: dramatic decrease of population, slow economic
growth rates and risks of political insecurity in the wider region.

Moreover, transition process to market-based relations in the field of energy has its
impact on all the aspects of the energy policies in the Baltic States, changing the
traditional perception of industries and households of the services of energy companies.

The goal of this chapter is to explore basic facts and challenges of the Baltic region
for its sustainable development in the perspective of EU Energy Union project.

2 The Baltic States: Basic Facts

Estonia, Latvia and Lithuania are located in the Eastern Europe and are rather
different from the rest of Europe in terms of energy policy due to their current
situation in energy sector and the historical heritage. All the three countries (Baltic
region) of the European Union have population of 6.2 million people, territory of
175,000 km2, GDP of about 15 thousand USD dollars per capita and the annual
energy consumption of 748,000 PJ (Fig. 1).
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Practically, it means that energy market in terms of territory, number of final
consumers and intensity of energy consumption is relatively small. Another
peculiarity of the region is having about 200 days of heating season due to climatic
conditions, making it reasonable to produce above 35% of electricity in CHP mode,
as electric power generation in condensation regime is less cost-efficient.

Level of economic development of the Baltic State is similar also in the aspect of
public spending in comparison with GDP (see Fig. 2): these countries are rather
dependent on the support from the EU structural funds and centralized financial
instruments. Therefore, in pursuit of development of the necessary energy infras-
tructure, the countries heavily rely on availability of EU financing, e.g. Connecting
Europe Facility (CEF), and similar ways of funding. Within the first CEF financing
call in October 2014, the Baltic region has received grants for implementation of
energy infrastructure projects for 506,49 million EUR, which is 78% of all the CEF
allocated budget during the first call.

Fig. 1 Basic facts on the Baltic States. Source Eurostat
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Generally, theprimaryenergymixof theBalticStates is relativelygooddiversified.As
it is demonstrated in Fig. 3, petroleum products, solid fuels, renewable energies and gas
take the leadingpositions of theBaltic energy consumptionbasket. The threeBalticStates
have high share of renewable energy sources in the energymix in comparison with other
countries of the EU. Furthermore, the region has quite ambitious goals for further RES
power generation development—Latvia, which is the second greenest country among all
the EU member states, has RES target 40%, Estonia—25% and Lithuania—23%.
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Within the last years, the decentralized power generation from RES in the Baltic
States has been rapidly increasing, reaching a growth rate of more than 11%
compared to 1995. In times when many EU countries find it challengeable meeting
20% RES target in 2020, the Baltic States demonstrated excellent results already in
2014 and all of them are to fulfil the RES share obligation by 2020.

At the same time, the Baltic region still remains being highly dependent on
energy imports, which make the region vulnerable to external economic shocks and
sensitive to geopolitical risks (Fig. 4).

In 2013, the general energy source import dependency in Lithuania and Latvia
was higher than the EU average, but for oil and petroleum products (please notice
that Lithuania actually imports oil and produces petroleum)—considerably higher
than the EU average. The critical situation was in gas sector, having all the natural
gas imported to all the three Baltic States. Moreover, the gas supplies ensured from
the non-EU country Russia were dominated.

Therewith, the biggest challenges of energy policy are related to increasing
energy supply security in electricity and gas sectors.

3 Power Generation

Currently, the Baltic region in general is self-sufficient in terms of installed power
generation capacities; however, situation differs from country to country. Due to the
market conditions and the available generation capacities, Estonia has surplus of
generated power (generating 128.4% of domestic consumption), when Latvia and
even more Lithuania are considerably import-dependent (Table 1).

Nevertheless, generally the energy mix in electricity power generation is diverse
both by technology and by energy source. Efficient cooperation between trans-
mission system operators makes the power system operation stable and reliable.

In 2010, the situation in power generation of the Baltic States substantially
changed due to closing of the Lithuanian Ignalina Nuclear Power Plant having two
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units of 1500 MW of installed capacity. The Ignalina NPP ensured about 40%
(*10 TWh) of all the generated power in the region, so its decommissioning
turned the region from export-oriented to import-oriented.

The power system of Estonia has at present 2.7 GW of generation capacity
installed and that capacity is sufficient to cover peak loads. In 2013, power in
Estonia was mainly produced by large thermal power plants (Eesti, Balti and Iru),
with a total generation of 11,892 GWh/year and renewable sources, mainly wind
power, accounting for 451 GWh/year. Regarding the generation adequacy scenario
developed by ENTSO-E, generation adequacy of the Estonian system should not be
at risk up to 2020. The most important investments from the security of supply
point of view were construction of a second electricity interconnection between
Finland and Estonia with a capacity of 0.65 GW and construction of the new power
plant in Estonia with 0.25 GW as an emergency reserve. Nevertheless, the Estonian
network may occasionally experience lower voltages compared with the other two
Baltic State power systems (Latvia and Lithuania), especially in cases, when the
interconnections between Estonia and Finland (named Estlinks) are under heavy
load conditions. Reactive compensations may be needed, particularly around the
area of Tallinn. Even though the existing installed wind turbine capacity of Estonia
is the highest among the three Baltic States, this is still not enough to give Estonia
the same strategic market position as Latvia has.

The power system of Latvia has advantages in comparison with its neighbour
countries due to the high ratio of renewable energy—mainly hydro—in its elec-
tricity generation mix. The most of electric power in Latvia is generated by CHPs
and HHPs. The two CHPs in Riga (Rigas CHP1 and Rigas CHP2) ensure the base
load and have the installed capacity of 1.025 GW. The cascade of hydropower
plants (Rigas HPP, Kegums 1 & 2 HPP and Plavinas HPP) on the Daugava River is
used as a reserve for covering demand during peak hours and has capacity of
1.575 GW. The only limitation for the power generation by the HPPs is water
inflow in Daugava. There are a number of small gas CHPs in Latvia having capacity
of 130 MW. The highest increase in generation capacities is expected in wind and
biomass/biogas fields. Currently, Latvia has around 80 MW of wind capacity
installed, which according to conservative scenario is going to increase to around
500 MW in 2025. The biomass/biogas generation type dominates for the coming
years, and Latvian TSO is expecting that biomass/biogas generation will reach 130–

Table 1 Self-sufficiency in
primary energy sources and
electricity generation

Self-sufficiency Primary energy
sources

Electricity sector

year 2013
(%)

2014
(%)

2013
(%)

2014
(%)

Latvia 49 55 82.10 68.90

Lithuania 24 25 40.70 36.60

Estonia 94 97 137.00 128.40

The Baltic States 56 59 87 78

Source Eurostat
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190 MW. The generation of solar is very insignificant. In 2013, the Latvia’s HPPs
produced 2912 GWh/year, CHPs—2869 GWh/year, but wood and wind power
plants generated 119 GWh/year.

After closing the Ignalina NPP, the generation capacity of Lithuania is explicitly
negative and Lithuania heavily relies on energy import. The Lithuanian generation
capacity is 4323 MW, consisting of hydropower and pumped storage power plants
for 1066 GWh/year (Kaunas and Kruonis plants); gas, black fuel or oil for
2615 GWh/year (Vilnius, Mazeikiu, Kaunas and Elektrenai power plants); and
wind produced 649 GWh/year. A new nuclear power plant in Visaginas with
capacity of 1350 MW is still under consideration. However, a range of important
issues (such as safety and cost efficiency) are to be resolved before the project could
be considered for being realized.

Despite the power generation deficit, the internal electricity network of Lithuania
is quite powerful and can sustain large quantity of imports. The hydropump station
is important for the shifting of generation resources and thus plays a key role in
reducing the system marginal cost. Moreover, from 2016 Lithuania has new
interconnections with Sweden and Poland (700 and 500 MW, respectively),
ensuring possibility to import the power deficit in a cost-efficient way.

4 Gas Market Developments

Natural gas takes 20% of the primary energy mix of the Baltic States. The total gas
consumption of the region was 2739.2 mcm in 2014, including 1294 mcm of gas
consumption in Latvia, 912.2 mcm in Lithuania and 533 mcm in Estonia. More
than 80% of gas is used for power and heat generation, households use about 12%
of gas, but gas consumption in industrial sector is relatively small (however, almost
half of gas consumption in Lithuania goes to one fertilizer manufacturer).

Generally, the gas consumptionwithin the last decadehas been constantly decreasing.
The volume of consumed gas is strongly correlated with the following factors:

– Outside temperature and climate conditions;
– Overall development of economy;
– Shift from fossil to renewable energy sources for power and heat generation;
– Energy efficiency measures (Directive 2012/27/EU of the European Parliament

and of the Council of 25 October 2012 on energy efficiency, amending
Directives 2009/125/EC and 2010/30/EU and repealing Directives 2004/8/EC
and 2006/32/EC),1 etc.

1The 2012 Energy Efficiency Directive establishes a set of binding measures to help the EU reach
its 20% energy efficiency target by 2020. Under the Directive, all the EU countries are required to
use energy more efficiently at all stages of the energy chain from its production to its final
consumption. EU countries were required to transpose the Directive's provisions into their national
laws by 5 June 2014.
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Compared to the last year, winters were relatively warm requiring less energy
sources for heat generation. At the same time, the world economic crisis of 2008
affected significantly the economic situation of the Baltic States, and many repre-
sentatives of manufacturing sector faced insolvency problems. The region in many
aspects of economic development has still not recovered till the before-crisis level.
Due to the stipulated RES targets, the share of gas consumption constantly shifts in
favour of local green energy, but energy efficiency measures allow to save con-
siderable part of generated energy.

The energy efficiency issue is very much linked to the issue of energy security,
which is crucial for the Baltic States: the less natural gas is being consumed, the less
it is imported.

5 Renewable Energy Sources

The primary aim of the policies addressing the renewable energy refers to the
promotion of the environmental protection, particularly highlighted in the package
of the European Union regulatory enactments in the field of environment and
energy. The purpose of the initiative is to decrease the carbon emissions, as well as
achieve by 2020 the stipulated in the Directive 2009/28/EC of the European
Parliament and of the Council of 23 April 2009 on the promotion of the use of
energy from renewable sources and amending and subsequently repealing
Directives 2001/77/EC and 2003/30/EC target—20% share produced from RES
energy in gross final energy consumption.

The Baltic Countries are quite different when it comes to the issue of renewable
energy sources. These differences include both the starting positions in achieving
the binding goals of the directive (see Fig. 5) and the actions taken. It should be
noted that Latvia historically, already starting from late thirties of twentieth century,
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has quite significant share of RES used in electricity production by Daugava cas-
cade hydropower plants (48.8% in 2013 according to Eurostat).

Dependency on energy supplies makes the RES an essential part of the coun-
tries’ energy policies. On the other hand, it makes the policies on the development
of natural gas market more complicated to implement: in pursuit of gas market
liberalization, the aspect of diminishing markets (also due to increasing share of
RES in energy mix) may be an important argument of those opposing the market
approaches.

Currently, the Baltic States do not cooperate on the issue of creating joint
support mechanisms (or similar incentives) for the RES. Such cooperation would be
definitely beneficial for the investors in the region ensuring economy of scale, as
applying different support mechanisms within one commercial market (Nord Pool)
distorts fair and transparent market conditions. However, at the same time, inde-
pendency of policy making plays crucial role when it comes to possible competition
for the investors. Despite this approach, the composition of the supported tech-
nologies is quite the same across the countries (see Table 2).

Nevertheless, the case of state support mechanism in Latvia proved to be the
most discussed in the region, creating hot political debate and bringing three cases
to the Constitutional Court.

To achieve the renewable energy target set out for Latvia, the state support
mechanism was established for electricity generation from renewable sources or in
high-efficiency cogeneration in a form of feed-in tariff. Aid beneficiaries according
to the Latvian legislation are such merchants that produce electricity from RES, as
well as in high efficient cogeneration by using biomass or biogas, or fossil energy
resources (natural gas), and meet the qualification requirements for receiving the
right to sell the produced electricity within the aid mechanism, receiving the fixed
remuneration per kWh or for power stations above 4 MW—fixed amount of pay-
ment for capacity. According to the latest data at the disposal of the Ministry of
Economics of Latvia, as on 1 January 2015, the number of the previous benefi-
ciaries of the aid mechanism or power stations from which the electricity is pur-
chased within the framework of the “mandatory procurement” or which receives the
guaranteed payment for the installed electric capacity, is 389.

Table 2 Production of RES by the source (technology)

Primary
production
(thousand toe)

Share of total, 2013 (%)

2003 2013 Solar
energy

Biomass
and waste

Geothermal
energy

Hydropower Wind
energy

EU28 104,094 191,961 5.5 64.2 3.1 16.6 10.5

Latvia 1728 2137 0.0 87.8 0.0 11.7 0.5

Lithuania 794 1288 0.3 92.1 0.1 3.5 4.0

Estonia 667 1122 0.0 95.7 0.0 0.2 4.1

Source Eurostat
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Figure 6 quite clearly demonstrates that the support for the effective cogenera-
tion or payments for the stability of the system (e.g. capacity payments) do not
count as the country’s or the European Union’s effort in reaching RES goals (the
other conclusion is that the biomass in the Baltic region is much more important
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Fig. 6 The share of energy from RES in gross final energy consumption (2013 and 2020):
European Union. Source Eurostat

Table 3 Payment made to the RES producers in Latvia (by technology) in 2014

Produced
amount of
electricity,
MWh

Amount paid
to producers,
MEUR

Support paid to producers
(above the electricity market
price), MEUR

RES 685,257 116.73 83.07

Biogas 335,539 62.39 45.64

Biomass 195,292 32.92 23.24

Wind (on shore) 87,786 9.42 5.36

Small-scale hydropower
(till 5 MW)

66,641 12.00 8.83

CHP (fossil energy
sources)

598,329 79.23 49.72

Capacity payment (RES) – 5.16

Capacity payment (CHP
fossil energy sources)

107.78

Total 1283,586 308.90 245.74

Source Ministry of Economics of the Republic of Latvia, 2015
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than the other RES). However, in Latvia, capacity payment support was mixed with
the traditional RES support. The gradually growing “mandatory procurement
component” (the levy) cost in the total electricity bill of the final consumer has
created general public non-acceptance of any support measures regarding the RES.
The data in Table 3 actually show that the allocation of support was not entirely
linked to the RES goals, but more to the overcoming the capacity and
self-sufficiency concerns.

Given that Latvia has reached 37.1% by 2013, additional measures to achieve the
renewable energy objective until 2020 would be required. Since the Latvian legislation
requires that all electricity end-consumers are paying the levy proportionally to their final
electricity consumption, reduced levy for energy-intensive companies will make it pos-
sible to maintain the competitiveness of businesses without affecting the renewable
energy target. The cost of electricity is one of the main factors affecting the competi-
tiveness of each economic sector, not only at national, regional, EU, but also on the
international level. In particular, this aspect is applicable to those industries that have
expanded their core business in energy-intensive sectors. The energy costs of the men-
tioned companies could reach up to 40% of the operational costs, which is much higher
than similar companies have outside EU—for instance in Russia, USA, China, etc.

In recent years, the electricity cost in EU has been increased and individual EU
member states have developed specific support mechanisms to support
energy-intensive industries, at least to some extent to compensate the increase of the
electricity cost. This existence of such support schemes had created the market
distortion in export markets of Latvian energy-intensive companies putting those
undertakings in a worse position.

The government decided to apply the support with the aim to reduce the negative
impact on the competitiveness of the energy-intensive companies in export markets,
where the electricity costs could be up to 2–3 times lower than that in Latvia.
Therefore, the country filed to the EC the state aid scheme for energy-intensive
industries in 2015 with no formal decision yet obtained (as of March 2016).

The state aid provisions proved to be complicated for the Baltic Countries: it
took more than two years for Estonia to get approval of the state aid scheme and
took more than 2.5 years for Latvia already (pre-notification started in late 2013).
This is also caused by the turnover in state aid legislation, leading to the fact that for
some period of time state aid schemes have not been considered as the state aid. In
the Danish State aid case Statsstøtte N 618/2003—Danmark Forlængelse af N
1037/1995 for visse kombinerede kraftvarmeværker—when Commission consid-
ered that a scheme designed to support combined production of electricity and heat,
did not qualify as State aid, grounded the EU member states’ confidence about
whether feed-in tariff is not to be considered State aid. In Danish circumstances, the
Commission concluded that “[t]here is therefore no loss of State funds” and that
“the supplement which the power supply companies must pay above the market
price of electricity […], which is then passed on to final customers, does not
constitute State aid within the meaning of Article 87(1) [EC]”.

This changed by the following court procedures and finally had been settled in
the legislative proceedings—Guidelines on State aid for Environmental Protection
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and Energy 2014–2020. The final opinion of the European Commission is that the
system of feed-in tariffs is to be considered as the state aid even if no direct public
funds involved in the financing of the scheme.

Latvia’s experience with application of support mechanisms is interesting due to
introduction of subsidized electricity tax. In order to retain the aid in production of
electricity by using RES or high-efficiency cogeneration plants and at the same time
prevent substantial increase in levy, retaining it at the level of 2013
(2.69 EURcents/kWh), subsidized electricity tax has been introduced in Latvia. The
subsidy payment provided to the RES produces has been set as the tax object.
However, the maximum period of 4 years for tax application has been introduced.
The subsidized electricity tax is one of the measures across the EU to reduce the
payments to RES produces, which caused many discussions on predictability of
European investment climate as well as on the necessity of current RES support
mechanisms as lacking real market impact on the competition of the technologies.

5.1 Infrastructure and Interconnections

The built-in the last century approach in energy supply focuses on large-scale,
centralized power production mainly using fossil fuels, as markets are not inter-
connected well enough. The main aim of the base-load-oriented system is to ensure
a certain area with sufficient energy capacity for efficient development of a region
without taking into account other neighbouring regions. The Energy Union strategy
changes the approach and optimizes the available in the region capacities.
Therewith, sufficient interconnections are the crucial precondition for optimal
functioning of energy market.

Baltic electricity system has sufficient interconnections with European (North
Europe) networks between Estonia and Finland, the direct current cables Estlink 1
(Harku–Espoo; transmission capacity—350 MW) and Estlink 2 (Puusi–Anttila;
transmission capacity—650 MW) connecting to Estonia’s and Finland’s energy
systems respectively.

At the end of 2015, the interconnection Lithuania–Sweden NordBalt (connecting
Klaipeda, Lithuania and Nibro, Sweden) was finished, ensuring additional trans-
mission capacity of 700 MW. This project is important for the integration of the
Baltic States into the European systems enhancing energy supply security, as well
as development of the regional market providing access to the rich with hydroen-
ergy Nordic region.

Parallel to NordBalt at the end of 2015, the first stage of the Lithuania–Poland
electricity interconnection LitPolLink 1 with transmission capacity of 500 MW was
finished. The network connects Kruonis hydroaccumulation power station
(Lithuania) and Elk (Poland). After the implementation of the second stage, the
transmission capacity of the interconnection will be increased till 1000 MW.
Moreover, the discussions on necessity to build the LitPolLink 2 project are also
going on. This project could become an important element in case of change of
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electricity system operation of the Baltic States to the synchronous mode with the
continental Europe (Fig. 7).

To further strengthen Baltic transmission networks related to NordBalt project,
the internal electricity line on western part of Latvia, so-called Kurzeme Ring, is
being constructed. Kurzeme Ring is 330-kV electricity line planned to be finished in
2019.

The third Latvia–Estonia interconnection aiming to increase the transmission
capacity between Latvia and Estonia by 500–600 MW is planned to be constructed
by 2020. It will connect the Riga Thermal Electro station TEC2 and
Kilingi-Nomme in Estonia. Both mentioned infrastructure projects are included in
the third list of the EU projects of common interest according to the regulation
No. 1316/2013 and have received financing from the European Union through
Connecting Europe Facility financial instrument.

Fig. 7 Existing and planned electricity infrastructure projects. Source ENTSO-E
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5.2 Gas Infrastructure

The main gas supply route to Latvia is 700-mm transmission pipeline Pskov-Riga
which is an arm of Yamal–Europe gas pipeline coming from Russia. The trans-
mission pipelines of the Baltic States are well developed and have capacity reserve
of 40%. Practically, it means that the pipelines’ capacity allows to deliver twice
more gas as it is transported now.

Incukalns underground gas storage (IUGS) with total capacity of 2.3 bcm of
active gas is the only functioning gas storage in the Baltic States, and it ensures the
stability of gas supply in the region. During the summer period (April–September)
when gas consumption is relatively low, gas is injected into IUGS and some part of
it is delivered directly to consumers. During the winter period (October–March),
gas from the gas storage is delivered not only to the Latvian customers, but also to
the consumers in Estonia, Northern–Western Russia and in some cases to Lithuania.
Since 2015 when Klaipeda LNG terminal started its operation, IUGS is also used
for storing gas delivered from Klaipeda.

The maximum injection capacity of IUGS is 18 mcm/day. At the beginning of
gas extraction period (October), the withdrawal capacity of IUGS can reach
30 mcm/day; however, at the end of extraction period (March), the withdrawal
capacity falls till 10 mcm/day. Taking the big importance of the IUGS for the
security on gas supply of the region, during the period from 1997 till 2013 for the
modernization of IUGS 384.7 million EUR was spent, improving its
injection/withdrawal daily capacity and safety standard.

Lithuania receives gas mainly by the pipeline interconnection from Belarus
through another arm transmission pipeline of Yamal–Europe pipeline, as well as
delivers in transit a part of gas to the Kaliningrad Region. A cross-border inter-
connection between Latvia and Lithuania ensures Lithuania the possibility to get
gas from IUGS in case of emergency or planned construction works, as well as use
storage services of IUGS.

The situation with security of gas supply in the region considerably improved
with starting operation of Klaipeda LNG terminal in 2015. The terminal for the first
time ensured alternative gas supply routes and sources to the Russian gas delivered
by pipelines. Moreover, the capacity enhancement of Klaipeda–Kiemenai pipeline
made it physically possible to ensure considerable gas supplies to all the three
Baltic States.

The Estonian gas system is connected by transmission pipelines with Latvia and
Russia. During the summer period, the gas to Estonian customers is delivered
directly from Russia. However, during the winter season, the Estonian consumers
are supplied mainly by gas from IUGS or from Russia through the gas metering
station Värska. In particular cases, the gas is supplied from Russia through Narva.

Gas supply scenario in the Baltic States during the winter season in normal
conditions is displayed in Fig. 8 and consists of the following key elements:

– Gas supply through Kotlovka (Belarus) GMS—19.75 mcm/day;
– Gas supply from Klaipeda LNG terminal—4.25 mcm/day;
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– Gas transit to Kaliningrad through Sakiai GMS—7.0 mcm/day;
– Gas supply from IUGS—23.5 mcm, including:

• to Latvia—12.0 mcm/day;
• to Karksi GMS—4.77 mcm/day;
• to Verska GMS—1.94 mcm/day;
• to Russia through Korneti GMS—4.8 mcm/day;

– Gas supply through Imatra (Finland) GMS—25.68 mcm/day.

Fig. 8 Gas supply scenario in winter season in normal conditions. Source AS Latvijas Gaze
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In case gas supply from Russia is disrupted, the gas flows within the region
could be arranged either from Incukalns UGS in Latvia or from Klaipeda LNG
terminal (Table 4).

Despite the existence of the Klaipeda LNG terminal, the Baltic States are still
lacking physical interconnection with the European gas networks. Due to the impor-
tance of gas in the structure of the primary energy mix, diversification of gas supply
routes and sources remains standing high on the Baltic agenda. Due to this, the Baltic
States agreed on implementation of the following infrastructure projects of strategic
importance till 2020: Poland–Lithuania gas interconnection (GIPL), Balticconnector
(Finland–Estonia gas interconnection), regional LNG terminal (in Estonia or Finland)
and modernization of IUGS. The projects are not considered as commercial projects
due to their focus on energy security priority. The costs for the implementation of the
projects are to be covered by the EU funds (Connecting Europe Facility financial
instrument) and public financing sources, mostly through system tariffs.

These projects are significant elements for achieving the EU energy policy aim
on completion of the EU internal energy market. The projects will eliminate the
isolation of the three Baltic States and reduce dependency on a dominant supplier,
ensure diversification and security of gas supplies, as well as enhance a competition
among gas suppliers in the Baltic States gas market.

GIPL is particularly highlighted in the list of the strategic projects, as it will
ensure physical integration of the Baltic States to the EU networks and make the
Baltic a part of EU common gas market. The physical connection plays crucial role
for building competitive gas market in the region, building solidarity-based security
of supply mechanisms and implementation of harmonized common market rules.2

6 Market Drivers

6.1 Electricity Market

To facilitate competition on the Baltic States’ electricity market and develop
cross-border trade, the Baltic region joined Nord Pool Spot power exchange. The

Table 4 Maximum capacities of the main gas infrastructure within the region

– Withdrawal capacity of IUGS—30 mcm/d, volume of active gas—2.3 bcm.

– Entry capacity from LNG terminal in Klaipeda—10.24 mcm/d.

– Cross-border capacity from Latvia to Estonia—7 mcm/d.

– Cross-border capacity from Latvia to Lithuania—6.24 mcm/d.

– Cross-border capacity from Lithuania to Latvia—6.48 mcm/d.

Source ETSO-G

2http://www.entsog.eu/public/uploads/files/publications/GRIPs/2014/GRIP_002_140514_
BEMIP_2014-2023_main_low.pdf.
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Latvian trade zone started to operate in 2013, Lithuanian—in 2012, but Estonian—
in 2010. Currently, all the trade transactions are realized only via Nord Pool.

Nord Pool Spot operates in Europe’s leading power markets, offering both
day-ahead and intraday trading to its members. Three hundred and eighty com-
panies from 20 countries trade on Nord Pool Spot’s markets in the Nordic and
Baltic regions, and on UK market N2EX. In 2014, the group had a total turnover of
501 TWh traded power [nordpoolspot, annual report].

In the situation of liberal electricity market even for countries having sufficient
generating capacities, quite often it is beneficial to buy energy at NordPool and to
run own generation units in case there is a need to cover the balance. It is determined
by the cheap electricity in the Nordic region generating power mainly by HPPs and
NPPs. In 2014 the average electricity price in Latvia’s and Lithuania’s price zone
was for 40% higher than that in Sweden and for 20–30% higher than that in Estonia.
It is justified by the strong interconnection lines between Latvia and Lithuania and
congestion on Latvia–Estonia border’s electricity lines. After launching Lithuania–
Sweden interconnection at the beginning of 2016, the prices in Latvia and Lithuania
dropped by approximately 30% and became almost equal to Estonia.

The key indicators provided in Table 5 demonstrate the similarities of Latvia and
Estonia in the structure of generation capacities (89 and 87%, respectively). On the
other hand, Lithuania is quite different with the lowest market share of the largest
power generation company (25%) and having six main power generating compa-
nies. However, the number of generating companies making 95% of the power
market in Estonia is only 6, Latvia has 17, but Lithuania has 30 players.

6.2 Gas Market

Another factor acting as a strong argument for the Baltic States towards integration
to the EU gas market is price difference. Traditionally, the lowest wholesale gas
prices are in the trade platform of the UK National Balancing Point (NBP). The
price-forming principles differ from country to country, and the price comparison

Table 5 Key indicators: Electricity (2014)

Estoniaa Latviab Lithuaniac

Number of companies representing at least 95% of
net power generation

6 17 30

Number of main power generation
companies

1 1 6

Market share of the largest power
generation company (%)

87 89 25

Source Countries’ reports to the EC
ahttps://ec.europa.eu/energy/sites/ener/files/documents/2014_countryreports_estonia.pdf
bhttps://ec.europa.eu/energy/sites/ener/files/documents/2014_countryreports_latvia.pdf
chttps://ec.europa.eu/energy/sites/ener/files/documents/2014_countryreports_lithuania.pdf
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could be done only for indicative purposes. Nevertheless, at time when in the first
half of 2014 the gas price on NBP was 21.80 EUR/MWh, the gas prices on other
trading platforms during equal period varied from 21.57 to 28.80 EUR/MWh.

Traditionally, the Baltic States belong to the group of countries in Europe with
comparatively high price range from 27.51 to 30 EUR/MWh. During the referred
period, the gas price in Latvia was 28.86 EUR/MWh, Lithuania—35.20, but
Estonia—31.32 EUR/MWh. However, in contrast to the Baltic region, the HUB
price in Poland was 22.22 EUR/MWh, in Germany 21.81 EUR/MWh and, for
example, Holland—21.56 EUR/MWh.

The gas prices considerably influence the ability of local power generation
installations to produce and offer to the market competitive electricity and heat
products. In time of fierce competition and rapid development of RES using power
generation technologies, the ability to ensure competitive gas price to the region
will play an important role on a map of power base loads versus cross-border
energy flows of the region.

The gas price in a particular region depends on global gas market trends,
cross-border transmission congestions and competition level being directly affected
by the legal framework, regulating the rules of the game in a certain country. To
make the fifth EU freedom—free movement of energy—possible, the implemen-
tation of the third energy package is required. Historically, all the three Baltic states
had vertically integrated gas companies ensuring transmission, distribution services
(and storage in Latvia) and trade. Lithuania and Estonia have already completed gas
market liberalization; however, Latvia intends to open the gas market on 3 April
2017. The gas opening deadline in Latvia respects the terms of privatization
agreement signed between the strategic investors, when in 1997 the majority of the
state-owned shares were sold to private entities. According to the Agreement,
Latvijas Gāze JSC has exclusive rights on transmission, storage, distribution and
trade until 2017. Nevertheless, the third-party access is ensured in all the three
Baltic countries and market players can benefit from having access to the gas
transmission systems and storage facility based on technical capabilities.

The key indicators provided in Table 6 demonstrate once again the similarities
of Latvia and Estonia and quite different structure of the gas market in Lithuania.
This difference is justified by the existence of the Klaipeda LNG terminal, estab-
lishing the real possibilities of alternative gas supplies.

The Klaipeda LNG terminal (Lithuania) has considerably widened the market
possibilities of the region bringing gas supply alternatives in addition to Gazprom
supplies. Consequently, in Lithuania gas is imported by five companies, including

Table 6 Key indicators: Natural gas (2014)

Estonia Latvia Lithuania

Number of entities bringing
natural gas into country

1 1 5

Number of main gas entities 2 1 4

Market share of the largest entity bringing natural gas (%) 86.5 100 69

Source Countries’ reports to the EC
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three gas supply companies (AB Lietuvos Dujos, UAB Dujotekana and UAB
Haupas) and two major importers AB Achema and UAB Kauno Termofikacine
Elektrine (Kaunas CHP), importing mainly for its own purposes.

In Estonia, practically two companies import natural gas—AS Eesti Gaas, which
is a wholesaler on the market of Estonia, and AS Nitrofert, importing gas for own
purposes. In Estonia are operating 24 distribution companies.

In Latvia, gas is imported by two companies—JSC Gazprom and less significant
Itera Latvia delivering up to 25% of gas consumption in Latvia. Latvijas Gāze JSC
remains the only distributor of gas on retail market.

7 System Security and Integration

Due to the historical reasons, the Baltic States have unique situation, as their
electrical energy systems are operating in parallel synchronous mode not with the
European systems, but with IPS/UPS (Integrated Power System/Unified Power
System of Russia) region covering Russian energy system/Ukraine, Belarus,
Kazakhstan, Kirgizstan, Azerbaijan, Georgian, Tajikistan, Moldavian and
Mongolian integrated energy system, managed from Russia. The cross-border
operation of electricity market between Baltic States, Russia and Belarus is regu-
lated by the BRELL agreement signed between transmission system operators of
Belarus, Russia, Estonia, Latvia and Lithuania (BRELL—abbreviation from
Belarus, Russia, Estonia, Latvia, Lithuania). The Baltic States are responsible for
the power system quality indicators within their territories. In the current situation,
the Baltic electricity system is operated by Russia and directly depends on power
generation process in the other third countries of IPS/UPS system. Practically, it
means that launching or decommissioning of power installations within the system
has impact on system security of the Baltic States. However, the Baltic region
cannot affect the decisions on power generation units outside its borders. Moreover,
the BRELL agreement restricts information exchange due to confidentiality,
thereby fracturing the EU internal energy market.

Despite the fact that currently the system operation is technically stable, the
functioning of electricity system remains strongly dependent on the third countries,
which is the reason for the Baltic States to be called “energy island”. Therewith, the
Prime ministers of the three Baltic States have taken a decision on Baltic States
power system synchronization with European networks. Currently, the synchro-
nization project is high on the agenda of the region aiming at electricity market
integration and increasing energy security.

The importance of synchronization project is highlighted in many political
documents, such as European Council conclusions, European Energy Security
Strategy and Declaration on Energy Security of Supply of the Baltic States signed
in January 2015.

The synchronization with Continental Europe network is not a simple task, and it
involves a range of infrastructure interconnections projects. Part of them is already
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under construction, attracting also the EU financing (e.g. NordBalt or Lithuania–
Sweden interconnection, Kurzeme Ring, LitpolLink1), and another part is on a way
(e.g. the third Latvia–Estonia interconnection, BalticCorridor).

Since 1998, six different studies on de-synchronization of the Baltic States from
IPS/UPS system have been implemented. The results of the studies show that the
change of operation mode is technically possible, and the several solutions exist.
The feasibility study “Integration of the Baltic States into the EU internal electricity
market” was realized by the Swedish consulting company “Gothia Power”, and the
three Baltic transmission system operators “Augstsprieguma tīkls”, “Elering” and
“Litgrid” analysed the possible operation of the Baltic system with the continental
Europe applying three different scenarios:

• Baltic States synchronous with IPS/UPS
• Baltic States and Kaliningrad synchronous with Continental Europe
• Baltic States synchronous with Continental Europe, but asynchronous with

Kaliningrad.

The study also analysed the impact of large-scale power generation facility
integration on the synchronization project. The findings showed that the proposed
generation facility with capacity of 1350 MW (considering Visaginas Nuclear
Power Plant project in Lithuania) is too big for the region with such small energy
consumption as Baltic.

The synchronization project is also politically sensitive, as it influences operation
of the electricity networks of the third countries. One of the questions to be answered
is whether the Kaliningrad region should be included into the synchronous operation
together with the Baltic States or not. The research showed that both the solutions are
technically possible. The political decision should be taken first.

At the end of 2015, the Baltic States and the European Commission agreed to
make another study on alternative solutions involving Joint Research Centre—the
operation of the Baltic States in autonomous mode and synchronous operation of
the Baltic States with the Nordic region. The study will cover the missing from the
previous study elements, such as costs and benefits of the solutions, power gen-
eration costs (including CO2 costs), system safety analysis, energy storage
requirements and need for export/import, and operation interconnections.

The results of the study will be available at the end of 2016. The decision on the
appropriate solution for de-synchronization from the IPS/UPS electricity system
could be taken only after thorough analysis of the results of all the studies. The
change of operation mode is planned for 2025.

8 Medium- and Long-Term Policy Vision

Due to the recent trends and ongoing infrastructure projects, the following factors
will influence electricity prices in the region:
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Infrastructure projects:

– Latvia–Estonia third electricity interconnection 500–600 MW (2020)
– Lithuania–Poland electricity interconnection LitPolLink, the second stage

500 MW (2020)
– Lithuania–Poland gas interconnection (2020)
– Balticconnector (2020)
– Regional LNG terminal (2020)

Generation capacities:

– Olkiluoto NPP in Finland 1600 MW (2018)
– Hanhikivi NPP in Finland 1200 MW (2024)
– Decommissioning of four NPPs in Southern Sweden (till 2020)
– Development of renewable energy sources

Generation costs:

– Change in prices for gas and oil;
– Changes due to CO2 policy (2030).

Trends in the development of the electricity markets are and will be much linked
with the integration to the European electricity networks, both in terms of infras-
tructure and pricing zones; however, the major challenge will be linked with the
synchronization project:

Vision The policy challenge 

- Synchronized electricity network 
with European Union  
- Diversification of supply of energy 
resources with focus on RES  
- Adequate generation capacities to 
cover demand 

- Integration to the European 
electricity networks,  
- Increasing a share of electricity 
produced from renewable 
sources   
- Electricity market design, smart 
network development 
- Self-sufficiency with generation 
capacity 
- Further improvement of retail 
electricity market  

Existing situation 

- Self-sufficiency with primary energy 
sources 59% in 2015, with electricity 
– 78%  
- Synchronous  system mode with the 
3rd countries (UPS/IPS) 
- Not enough interconnections with 
European networks 
- Wholesale electricity trade via 
NordPool 
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Taking into account the existing situation and the ongoing trends in the gas
sector, the policy of the Baltic region is oriented on diversification of gas supply
routes and sources, effective functioning of the gas market in the free market
conditions and regional gas market development.

Vision The policy challenge 

- Diversified gas supply routes and 
sources, ensuring security of gas 
supply and competitive gas prices 

- Diversification of gas supply 
routes and sources 
- Effective functioning of the gas 
market in the free market 
conditions 
- Regional gas market 
development 

Existing situation 

- The natural gas share in primary 
energy consumption in 2014 - 20% 
- Dominant supply of Natural gas from 
Russia 
- LNG terminal in Klaipeda (Lithuania)  
- GIPL, Balticconnector, LNG terminal, 
gas storage development 

9 Future Perspective and Conclusions

On 9 June 2015, the European Commission and eight Member States of the Baltic
Sea Region—Denmark, Germany, Estonia, Latvia, Lithuania, Poland, Finland and
Sweden—concluded a memorandum of understanding on the reinforced Baltic
Energy Market Interconnection Plan “BEMIP” (the BEMIP Memorandum) in order
to continue this successful practice. That is also one of the proofs of highly suc-
cessful attractions of EU funding for financing the infrastructure of joint interest.

Despite these successful efforts in ensuring development of energy systems, it is
more evident now that the prices for energy for the final consumers are substantially
higher than those in the competing regions. Undoubtedly in such conditions, EU
Energy Efficiency Directive and Directive on the promotion of the use of energy
from renewable sources do influence the region and may be also seen as the
additional burden, complicating the communication process on the necessary
reforms with the general public much more than that in the other regions of the EU.

The Baltic States have proved on numerous occasions that cooperation matters
for smaller states both in terms of market integration and finance-intensive
investment projects. However, a range of challenges are still ahead:
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1. Synchronization project. It is not evident which scenario will be approved for
implementation of the project, which is politically agreed to be completed by
2025. Extensive financial needs with simultaneous possible development of the
Visaginas nuclear power plant make the project both technically and financially
impossible to handle without extra support from the European Commission.

2. The electricity market is not yet fully completed: Lithuania still has the regulated
process for the households; issue of the vulnerable consumers is to be addressed.
Still the major issue is the construction of missing infrastructure lines given the
fact that financing for these purposes has been granted.

3. The gas market is not fully liberalized: Latvia is on the way to catch the
developments of the neighbouring countries; future model of operations of the
market is an open issue. The countries should still agree on the gas pricing
principles with the dependency on a single source of supplies remaining quite
high.

4. Better cooperation in designing and implementation of the RES support
schemes would have ensured more coherent investment policy in the sector. The
future operations under BEMIP will be also linked to the Energy Efficiency
Directive and RES since these are the integral parts of the whole energy policy
concept. The issue of RES is linked to the issue of energy security in the Baltic
States as these resources are indigenous energy resources of the region with the
best chances to last for very long periods of time.

5. Generation capacity of the region has its weakness for the long-term perspective
and should be addressed not obligatory by implementing a joint project, but also
by coordinated implementation of various RES projects. Due to the safety
concerns, the self-sufficiency of the region should be widened even if conflicting
with the current price levels on the market.
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Active Distribution Networks Operation
Within a Distribution Market
Environment

Geev Mokryani

Abstract This chapter proposes a novel method for the operation of active dis-
tribution networks within a distribution market environment taking into account
multi-configuration of wind turbines. Multi-configuration multi-scenario
market-based optimal power flow is used to maximise the social welfare consid-
ering uncertainties related to wind speed and load demand. Scenario-based
approach is used to model the uncertainties. The method assesses the impact of
multiple wind turbine configurations on the amount of wind power that can be
injected into the grid and the distribution-locational marginal prices throughout the
network. The effectiveness of the proposed method is demonstrated with 16-bus
UK generic distribution system.

Keywords Wind power � Active network management � Social welfare �
Market-based optimal power flow � Distribution network operators � Distribution-
locational marginal prices

1 Introduction

1.1 Motivation and Approach

Renewable energy sources (RES) integration into distribution networks introduces
several technical and economic challenges to distribution network operators
(DNOs). The optimal allocation of distributed generators (DGs) may define several
benefits including positive capacity margin, losses reduction, energy savings,
voltage control, ancillary services, transmission and distribution capacity deferral
and higher power quality. The impacts of RES connection on the network rely on
different parameters such as: size, type and location of the new connections,
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the density of installations and proximity to the load, the pattern and timing of
output, the state of the network and the overall amount of capacity [1–4].

Renewable energy sources are supposed to develop the design and operation of
distribution networks. On the other hand, emerging active network management
(ANM) schemes have proved to be advantageous for DNOs, compared to passive
network management [5]. ANM schemes can increase the operation of the assets of
network that allow the distribution networks to accommodate more distributed
generators (DGs) within the existing infrastructure. The main ANM schemes
include coordinated voltage control (CVC) of on load tap changers (OLTCs) and
voltage regulators, adaptive power factor control (PFC) of DGs and energy cur-
tailment [6, 7].

This chapter provides a novel approach for DNOs to assess the amount of wind
power that can be injected into a distribution network considering uncertainties
related to the stochastic variations of wind power generation and load demand,
multiple WT configurations and ANM schemes including CVC and PFC. The
method also characterises the impact of the above-mentioned factors on the
distribution-locational marginal prices (D-LMPs). Multi-configuration multi-
scenario market-based optimal power flow (MMMOPF) is utilised to maximise
the social welfare (SW) considering above-mentioned uncertainties. A distribution
market model is presented here under a distribution market structure based on pool
and bilateral contracts within DNO’s control area [8]. Here, the DNO is defined as
the market operator of the distribution market, which determines the price esti-
mation and the optimisation process for the hourly acquisition of active power [9].

Many works have been carried out about the power system operation. A method,
based on bi-level modelling, for the optimal planning of incentives to promote wind
power investment in transmission networks is described in [10]. A procedure to
determine the optimal allocation of wind capacity in transmission networks con-
sidering security constraints is proposed in [11]. A methodology for wind power
investment in transmission networks from the point of view of the network operator
is proposed in [12]. A stochastic mathematical program with equilibrium con-
straints (MPEC) is used to minimise consumer payments. In [13], a method is
proposed to identify the wind power plants to be built in transmission networks
with the aim of maximising the profit of investors. The model is based on a
stochastic MPEC model within a pool-based electricity market. In [14], wind power
investment within a market environment in the context of a feed-in tariff scheme is
investigated. The optimal wind power investment plan is selected by using
mixed-integer nonlinear programming and a screening and ranking technique.

Several studies have been reported on the benefits of ANM and its applications.
Some of them revealed implementations, and experiences of ANM [15, 16] and
online ANM application [17, 18]. The cost–benefit analysis of investments and
operation costs for various combinations of ANM schemes and techno-economic
evaluation are studied in [19–21] and compared with passive network management
scheme.

To the best of author’s knowledge, no stochastic method for the operation of
active distribution networks within a distribution market environment considering

108 G. Mokryani



multiple WT configurations has been reported in the literature. In the above-
mentioned references, the authors have not addressed the impact on the overall DG
penetration level when one or more existing DGs are absent. Moreover, the pres-
ence of a distribution market environment has not been addressed in the above-
mentioned studies. One of the main contributions of this chapter is proposing a
novel MMMOPF-based approach, which takes into account the operational status
of WTs, and assesses the dispatched active power of WTs considering different
multi-configurations within the DNO acquisition market environment which has not
been addressed so far. It provides detailed analysis and results on how multiple WT
configurations could impact the amount of wind power that can be injected into
active distribution networks as well as the D-LMPs throughout the network.

The rest of this chapter is organised as follows: Multi-WT configurations and
uncertainty modelling are discussed in Sects. 2 and 3, respectively. Problem for-
mulation is described in Sect. 4. Section 5 presents the 16-bus UK generic distri-
bution system (UKGDS) and simulation results. Conclusions are presented in
Sect. 6.

2 Multi-Wind Turbine Configurations

In this chapter, the MMMOPF method aims to incorporate multi-WT configura-
tions, which is defined as the operational status of WTs, and is chosen based on the
DNO’s decisions. The total number of all possible multi-configurations for any
number of WTs can be expressed as follows:

1�NC�ð2NW � 1Þ ð1Þ

where NC and NW are the number of configurations and WTs, respectively.
The total configurations are referred as the number of multi-WT configurations.

For example, if a system has three WTs, there will be up to seven possible
multi-WT configurations for the DNOs to choose. A binary parameter is defined to
represent the operational status of WTs at ith bus for configuration c. The opera-
tional status of each WT and all WTs are described in (2) and (3), respectively.

bi;c ¼ 1; if a wind turbine at ith bus is operating
0 otherwise

�
ð2Þ

b ¼

b1;w1
b1;w2

� � � b1;wN

b2;w1
b2;w2

� � � b2;wN

..

. ..
. . .

. ..
.

bc;w1
bc;w2

� � � bc;wN

2
6664

3
7775
ðNC�NWÞ

ð3Þ
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In the proposed method, there is capacity constraint for WTs according to its
operational status for each configuration which is described as follows:

0�Pw
i;c � bi;cP

w
i;c ð4Þ

Pw
i;c ¼

0�Pw
i;c �Pw;max

i;c ; 8 bi;c ¼ 1
0; 8 bi;c ¼ 0

�
ð5Þ

where b is the operational status of each WT. bi,c is operational status of WTs at bus
i and configuration c. NC and NW are, respectively, number of WTs and config-
urations. Pw

i;c is the active power generated by WTs at bus i and configuration c.

3 Uncertainty Modelling

Using the technique described in [22, 23], the PDF of wind speed is divided into
several intervals, and the probability of falling into each interval is calculated.
A mean value is also assigned for each interval as an indicator of the corresponding
interval. Load demands are also modelled by a normal PDF in which the mean and
variance are known. It is assumed that the load demand and wind power generation
scenarios are independent, therefore the scenarios are combined to construct the
whole set of scenarios as follows:

ps ¼ pD � pw ð6Þ

where pD, pw and ps are the probabilities of Dth load, wth wind and whole set of
scenarios, respectively.

4 Problem Formulation

4.1 DNO Acquisition Market Formulation

A DNO energy acquisition market model called the DNO acquisition market is
presented here under a distribution market structure based on pool and bilateral
contracts. The DNO is defined as the market operator of the acquisition market,
which determines the price estimation and the optimisation process for the acqui-
sition of active power. Loads and WTs send active power offers and bids to the
DNO acquisition market in the form of blocks for each hour. More details about this
can be found in [24–28]. Under the assumed DNO acquisition market, the market
clearing quantity and price are determined by maximising the SW considering
network constraints. The MMMOPF is formulated as follows:
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Maximize SW ¼
XNS
s¼1

ps
XNQ
q¼1

XNB
i¼1

XNS
s¼1

XNY
y¼1

CD
i;qP

D
i;q;s

(
�
XNT
t¼1

XNB
i¼1

XNS
s¼1

XNC
c¼1

Cw
i;tP

w
i;t;s;c

)

�
XNT
t¼1

XNB
i¼1

XNC
c¼1

CG
i;tP

G
i;t;c

ð7Þ

subject to

(a) Equality Constraints: Active and Reactive Power Balance at Each Bus

XNT
t¼1

XNG
i¼1

PG
i;t;c þ

XNT
t¼1

XNB
i¼1

Pw
i;t;s;c �

XNQ
q¼1

XNB
i¼1

PD
i;q;s

 !

¼
XNB
j¼1

Vi;s;cVj;s;cTijGij cosðdi;s;c � dj;s;cÞþBij sinðdi;s;c � di;s;cÞ ð8Þ

XNT
t¼1

XNG
i¼1

QG
i;t;c þ

XNT
t¼1

XNB
i¼1

Qw
i;t;s;c �

XNQ
q¼1

XNB
i¼1

QD
i;q;s

 !

¼
XNB
j¼1

Vi;s;cVj;s;cTijGij sinðdi;s;c � dj;s;cÞ � Bij cosðdi;s;c � di;s;cÞ ð9Þ

where ðP=QÞDi;q;s is the active/reactive consumption of loads at bus i, block q,
scenario s and configuration c. ðP=QÞwi;t;s;c is the active/reactive power generated by

wind turbines at bus i, block t, scenario s and configuration c. ðP=QÞGi;t;c are the
active/reactive power at slack bus, block t and configuration c. CD

i;q is the price for
the energy bid q at bus i submitted by load D. Cw

i;t is the price for the energy selling

t at bus i by WT w. CG
i;t is the price for the energy selling t at slack bus. Vi;s;c=di;s;c

are, respectively, the voltage/voltage angle at bus i, scenario s and configuration
c. Gij=Bij are the real/imaginary part of the element in the admittance matrix cor-
responding to the ith row and jth column.

(b) Inequality Constraints

– Branch flow constraints

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
G2

ij þB2
ij

� �
V2
i;s;c;y þ

V2
j;s;c;y

T2
ij

� 2Vi;s;c;yVj;s;c;y cosðdi;s;c;y � di;s;c;yÞ
Tij

 !vuut � Imax
ij ð10Þ

where Imax
ij is maximum current flow of wires.
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– Voltage limits at each bus

Vmin
i �Vi;s;c �Vmax

i ð11Þ

dmin
i � di;s;c � dmax

i ð12Þ

where Vmin
i =Vmax

i and dmin
i =dmax

i are min/max values of voltage and voltage angle at
each bus, respectively.

– WTs generation constraint

0�Pw
i;t;s;c � cwi;s;c � Pw

i;rated ð13Þ

Qw;min
i �Qw

i;t;s;c �Qw;max
i ð14Þ

where cwi;s;c is the percentage of active power generated by WTs at scenario s and

configuration c. Pw
i;rated is WTs rated active power. Qw;min

i =Qw;max
i are min/max

values of reactive power of WTs.

– Capacity constraints at slack bus

PG;min
i �PG

i;t;c �PG;max
i ð15Þ

QG;min
i �QG

i;t;c �QG;max
i ð16Þ

where PG;min
i =PG;max

i and QG;min
i =QG;max

i are min/max values of active and reactive
power at slack bus, respectively.

– ANM Schemes [29–32]

(1) Coordinated Voltage Control

Tmin
ij � Tij � Tmax

ij ð17Þ

where Tij is the tap magnitude of OLTC. Tmin
ij =Tmax

ij are the min/max values it can
assume.

(2) Adaptive Power Factor Control

/w;min
i �/w

i;s;c �/w;max
i ð18Þ

where /w
i;s;c is the power factor angle of WTs at bus i, scenario s and configuration

c. /w;min
i =/w;max

i are the min/max values they can assume.

112 G. Mokryani



5 Case Study and Simulation Results

In this section, the distribution system used to test the proposed method is
described. The following analyses are based on 33 kV 16-bus rural weakly meshed
UKGDS whose data are available in [33]. The single-line diagram of the distri-
bution system is shown in Fig. 1.

The feeders are supplied by two identical 30-MVA 132/33 kV transformers.
Two OLTCs, allocated between buses 1 and 2 has a target voltage of 1.05 p.u. at
the secondary. A voltage regulator (VR) is located between buses 8 and 9, with the
latter having a target voltage of 1.03 p.u..Voltage limits are taken to be ± 6% of
nominal value, i.e. Vmin = 0.94 and Vmax = 1.06 p.u. and the power factor of WFs
ranges from 0.95 leading to 0.95 lagging. In this paper, it is assumed that buses 5, 7
and 9 are three possible WFs locations, but it is notable that the selection of possible
WFs’ locations relies on non-technical factors such as legal requirements,
space/land availability and other amenities. Three states for loads and three states
for wind power generation are considered, respectively, by using normal and
Weibull PDFs. By incorporating these scenarios, as explained in Sect. 3, nine
combined wind load scenarios are obtained as given in Table 1.

Three 15 MWwind farms (WFs) are installed at buses 5, 7 and 9. Each of them is
composed of 5 � 3 MWWTs. It is assumed thatmaximum fourWFs can be allocated
at each candidate bus. For each scenario and configuration, this is represented by four
equal blocks in theWF’s offerwith the same price. The offer price ofWFs is calculated
using the method described in [24–28] which is equal to 27.84 £/MWh for each WF.
The offer price at slack bus is assumed to be 150 £/MWh. Regarding the bids of loads,
it is assumed that there are two blocks for each load as presented in Table 2 at
maximum load. Table 3 presents all the possible multi-WT configurations for the
three WFs locations using (1).
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Fig. 1 16-bus UKGDS with candidate locations for WFs
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Figure 2 shows the total dispatched active power of WFs for each configuration.
Configuration 2 has the lowest dispatched active power compared to other con-
figurations, while configurations 1 and 3 (i.e. one WF at buses 5 and 9, respectively)
have the higher dispatched active power compared to that at bus 7. This is mainly
due to the higher bid price and lower bid quantity, as presented in Table 2,

Table 1 Combined wind and
load scenarios and
corresponding probabilities

Scenario # Load (%) Wind (%) ps
s1 98 100 0.015

s2 100 100 0.07

s3 102 100 0.015

s4 98 85 0.12

s5 100 85 0.56

s6 102 85 0.12

s7 98 75 0.015

s8 100 75 0.07

s9 102 75 0.015

Table 2 Bid quantity and
price of loads

Bus No. Quantity (MW) Price (£/MWh)

Block 1 Block 2 Block 1 Block 2

2 4.00 1.50 250 200

3 1.00 0.99 250 200

4 0.06 0.06 200 200

5 10.00 9.20 150 150

6 1.06 0.90 300 200

7 0.30 0.25 350 150

9 1.05 0.95 300 200

10 1.50 1.20 225 175

11 2.15 0.70 150 150

12 0.42 0.39 150 125

13 0.51 0.50 100 100

14 0.48 0.10 200 200

Table 3 Description of
multi-WT configurations

Multi-configurations WT status/location

Bus 5 Bus 7 Bus 9

1 1 0 0

2 0 1 0

3 0 0 1

4 1 1 0

5 1 0 1

6 0 1 1

7 1 1 1
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and voltage constraints at bus 7 compared to those at buses 5 and 9 as well as the
thermal limits of the lines connecting the buses. Configuration 5 has the higher
dispatched active power compared to that in configurations 4 and 6. This is because
of the higher bid quantity and lower bid price at buses 5 and 9 compared to those in
configurations 4 and 6. It is seen that the dispatched active power in configuration 4
is almost equal to that in configuration 3. It is evident that configuration 7 with three
WFs installed at candidate buses has the highest dispatched active power compared
to that in other configurations.

The total SW for each configuration is shown in Fig. 3. It is seen that config-
urations 2 and 7, respectively, have the lowest and highest values of SW compared
to others. This is mainly because of the lowest and highest dispatched active power
at these configurations, respectively, as WTs allocation allows increasing the SW.
Figure 4 shows the D-LMPs at candidate buses for each configuration. It is
observed that at bus 7 and configuration 2, the D-LMP has the highest value. This is
mainly because of the lowest dispatched active power at this bus and configuration.
It is seen that the D-LMP in configuration 3 at bus 9 is about 500 £/MWh,
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while this value in configuration 4 is about 480 £/MWh. This is due to the almost
equal dispatched active power at these configurations as shown in Fig. 2. Therefore,
configurations 1, 3 and 5 are more economical than configurations 2, 4 and 6. Thus,
the method can be used as a useful tool for DNOs to install WTs at more advan-
tageous locations in terms of consumers’ benefits and cost reduction.

6 Conclusions

This chapter proposes a stochastic method for the operation of active distribution
networks within a distribution market environment. MMMOPF is used to maximise
SW considering uncertainties related to wind speed and load demand. It is revealed
that the multi-WT configurations under ANM schemes could increase the potential
of wind power penetration at certain locations and consequently decrease D-LMPs
throughout the network. The proposed method can be used as a tool for DNOs to
assess the impact of wind power penetration on a given network in terms of
technical and economic effects.
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Critical Performance Evaluation
of a Few Intelligent Controllers
for Effective Power Control in Variable
Speed Wind Generators

Rajiv Singh and Asheesh Kumar Singh

Abstract Active and reactive power controls are the two major grid code issues for
effective grid integration of wind farms. In this chapter, a novel inverse artificial
neural network (ANN) controller has been proposed for effective control of grid
side power in a variable speed wind generator. Its performance was tested on a full
capacity grid-connected squirrel-cage wind generator. A two-level ac-dc-ac con-
verter was used as buffer between the grid and the wind generator. The inverse
ANN controller was designed using neural network system identification
(NNSYSID) approach. The performance of inverse ANN controller was compared
with adaptive neuro-fuzzy inference system (ANFIS) and a conventional
proportional-integral (PI) controller. ANFIS and inverse ANN controllers can
cognize the nonlinear dynamics of a plant for performing the control action. A vast
amount of input and output data generated from a plant can be used for training
while designing these nonlinear controllers. Hence, their design is relatively easier
as compared to any other nonlinear controller. A PI controller is designed by linear
approximation of a nonlinear plant near an operating point. However, if the
operating point of the plant shifts beyond the range of design, the performance of PI
controller deteriorates. The use of intelligent ANN and ANFIS controllers can
overcome this problem. This study shows the better performance of proposed
inverse ANN controller than the ANFIS and PI controllers.
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1 Introduction

Wind power has in the past two decades emerged as a credible source for generation
of electricity. The technological advancements in the wind turbines, power elec-
tronic equipment, and controllers have brought the wind generators at par with the
conventional generators. Several intelligent and robust control techniques for the
control of parameters such as power and frequency, and power factor in
grid-connected wind generators have been reported in the past. It is required to
control these parameters such that the wind generators comply with the standard
grid code conditions of the utility, where they are connected. In spite of several
intelligent schemes reported earlier, the quest for new and more reliable controllers
has not ended. The work presented in this chapter is an outcome of this quest. Here,
a few intelligent inverse ANN and ANFIS controllers are designed for controlling
the grid side real and reactive power in a variable speed wind generator. The
conventional PI controllers are generally designed by approximating a nonlinear
plant with a linear model. The wind generators together with power electronic
converters exhibit nonlinear dynamics. So, a controller based on linear model of
wind generator may be manifested with severe performance limitations, especially
when the range of operation goes beyond the linear range of design. Inverse ANN
and ANFIS controllers are relatively easier to design as compared with their
counterparts. This is because they can be designed by using the input and output
data generated from a plant model.

Before proceeding with the actual design task, an allusion on the pre-existing
controllers for control of power in various configurations of variable speed wind
generators is justified here. Lin et al. [1] proposed neural and fuzzy controllers for a.
c. and d.c. electric drives. Their scheme was similar to the techniques used for
maximum power point tracking (MPPT) in the wind generators. Krichen et al. [2]
had developed a method aimed to impose an acceptable voltage profile and to reduce
active losses of an electrical supply network including wind generators in real time.
While, Ko et al. [3] compared the performance of a PI and ANN controller for power
control in a DFIG. It was observed that the ANN controllers performed better as
compared to the PI controllers. Jerbi et al. [4] have adopted a fuzzy logic controller
(FLC) for a control of rotor side converter in a DFIG. Similarly, Singh et al. [5] have
designed intelligent ANFIS controller for power electronic converters in wind
generators. While, Orlando et al. [6] designed and implemented a fuzzy PI controller
for a DFIG and compared its performance with conventional PI controllers.

Martinez-Rojas et al. [7] provided PSO-based optimization for reactive power
dispatch in wind farms by taking into account the reactive power at PCC. Amimeur
et al. [8] proposed a robust nonlinear sliding mode control (SMC) algorithm for
dual stator DFIG. The SMC was designed for full range of wind speed between the
cut-in and cutout wind speeds. Tang et al. [9] have proposed an ANN controller for
reactive power control of wind farms with DFIG. Here, they investigated the online
learning and control approach based on adaptive dynamic programming (ADP) for
wind farm control and integration with the grid.
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Most of the controllers discussed above have been implemented either on a
DFIG- or PMSG-based wind generator. A DFIG generally uses reduced capacity
power converters capable of handling power equivalent to one-third of the gener-
ator power ratings. This is because only rotor power is handled by the power
converters. Low power handling capacity of power converters in DFIG reduces the
complicacies of controller design. Other configurations of variable speed wind
generators involving SCIG use full capacity power convertors. Hence, the design
and implementation of controllers for full capacity wind generators are more
complex than DFIG. Therefore, in this chapter, a case of SCIG-based full capacity
wind generator is considered for the design and implementation of controllers.
The ANFIS and ANN controllers are generally compared with their fuzzy coun-
terparts. For generating the rule base in a fuzzy controller, very precise knowledge
of a plant is required. Any gap or discrepancy in acquiring the knowledge of plant
behavior may lead to inaccurate fuzzy controller designs. The inverse ANN con-
trollers, however, can easily learn the input–output dynamics of a nonlinear system
from a given data set and work in accordance with the training provided, when put
in unknown situations. Similarly, in ANFIS controllers, the rule base and mem-
bership functions can be generated from the input and output data of the plant using
adaptive algorithms. Hence, the design of inverse ANN and ANFIS controllers
becomes comparatively easier than any other nonlinear controller. Therefore, these
controllers have been chosen for study and analysis. Now-a-days, multi-agent based
control technologies have unleashed novel dimensions for the smart integration of
renewable energy-based generation with the grid.

This chapter is organized as follows: a brief illustration of wind grid codes is
presented in Sect. 2 while in Sect. 3, the mathematical models of system compo-
nents are described. The proposed control scheme and design of controllers are
described in Sect. 4. Finally, the results and conclusions are presented in Sects. 5
and 6, respectively. The Appendix contains the necessary data used for simulations,
and references are presented in end of the chapter.

2 Wind Grid Code

Grid codes are the technical requirements for connecting and disconnecting the
generation and load in a power system [10–12]. These technical requirements and
associated technical supports should be strictly followed by the wind farm opera-
tors, in order to ensure reliable and qualitative power generation, from a wind
power plant. Generally, these technical requirements are the commonly agreed
issues decided by the transmission system operators (TSO) and the power plant
operators. The objectives underlying these conditions are based on the mutual
benefits of both the TSO and power plant operators, without compromising the
overall security of the power system. Most of the countries have formulated the
wind grid codes according to their specific needs, but essentially their basic
framework is similar comprising issues such as (a) low voltage ride through
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(LVRT), (b) voltage and reactive power control, and (c) frequency–active power
control [13–15].

Active and reactive power controls are the two prominent grid code issues in a
grid-connected wind farm. Power control is generally required during (a) wind
speed changes, (b) voltage variations, and (c) frequency changes. Active power
control is generally defined in terms of ramp rates for the above first two conditions
and in the form of frequency-active power curve as depicted in Fig. 1 for the third
case. Active power and frequency are related quantities in power system; hence, it
is required to regulate the active power according to the changes in system fre-
quency in order to maintain its stability. The allowable ramp rates for active power
exhibit worldwide variations, for instance, German grid code allows a ramp rate of
10% per minute of the generator power rating, while the Irish grid code allows a
ramp of 1–30 MW/min. But, the Denmark grid code allows a ramp rate of
10–100% of rated power per minute [16].

Reactive power control at a node in a power system is generally required for
maintaining the voltage stability. Very small deviation in the node voltage is desired
for achieving better voltage stability [17]. Hence, for the control of voltage at a
node, it is desired that the generating units supply controlled leading/lagging
reactive power at grid connection point. Most of the wind grid codes desire that the
reactive power control by wind farms should be accomplished in a manner similar
to the conventional generators. Generally, the wind grid codes represent the reactive
power requirements in the form of a voltage–power factor curve depicted in Fig. 2.

For appropriate accomplishment of wind grid code requirements, it is desired to
use efficient and robust controllers for active and reactive power control. More
accurate and appropriate controllers adopting robust algorithms for the control of
active and reactive power are required in view of the increasing stiffness in the grid
codes. Here, a few intelligent techniques for power control have been analyzed and
compared.
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Fig. 1 Frequency–active
power characteristics of wind
generators
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3 System Description and Modeling

Figure 3 depicts a simplified diagram of the test system considered in this chapter.
The wind generator contains a three-blade wind turbine coupled with a
squirrel-cage induction generator (SCIG) through a gearbox. The SCIG power,
voltage, and frequency ratings are 30 kW, 460 V (L–L), and 60 Hz, respectively.
The turbine coupled with the generator operates at optimum pitch angle and
delivers rated power at base wind speed of 12 m/s. The equivalent circuit param-
eters of SCIG are given in the appendix. An appropriate value of capacitor bank not
included in Fig. 3, is connected at the SCIG stator terminals for providing reactive
power support. The output power from generator is fed to the grid through two
VSCs connected by a d.c. link capacitor and line impedances. The VSC connected
toward the generator is called generator side converter and the one connected
toward grid is called grid side converter (GSC). These VSCs are capable of han-
dling rated power produced by the generator. Hence, this kind of wind generator
configuration is also sometimes called full capacity wind generator. The first VSC is
used for speed control of the generator, and GSC is used for power control at PCC.
The purpose of speed control is for MPPT by the wind generator. Vector control
scheme is used here for MPPT. The line impedance represents resistance and
reactance of power cables, and other equipment such as transformers connected
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between the generator and the grid. The grid operates at a balanced 3-/ voltage of
460 V (L–L) r.m.s. and a frequency of 60 Hz. The grid is a weak grid with short
circuit capacity of 100 MVA and X/R ratio 10. A three-phase load of 30 kW and
25 KVAR is also connected at PCC. The mathematical models of wind turbine,
induction generator, and the VSCs are described in the subsequent sections.

3.1 Wind Turbine Model

The aerodynamic power output from wind turbine is modeled using (1)

Pmech ¼ 0:5qAwtrV
3
wCpðk; bÞ ð1Þ

where Pmech is the mechanical power developed by the wind turbine rotor, q is the
air density in kg/m3, Awtr is the area swept by the wind turbine rotor in m

2, Vw is the
velocity of blowing wind in m/s, Cp(k, b) is the power coefficient also called Betz
coefficient.

Pmech depends mainly on Cp, which is considered as a very important design
parameter affecting the efficiency of a wind turbine. The maximum theoretical value
of Cp is 0.59. Its value depends on k (tip-speed ratio) and b (blade pitch angle).
Here, a fixed pitch turbine is considered with blade pitch angle b = 0°. From the
turbine characteristics depicted in Fig. 4, it can be observed that for every wind
speed the power output from turbine is maximum at a particular turbine speed [18].
The expression for Cp(k, b) is given by (2).
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Fig. 3 Grid-connected variable speed wind generator system
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Cpðk; bÞ ¼ C1
C2

ki
� C3b� C4

� �
e
�C6
ki þC8k ð2Þ

where the values of constants C1 − C6 are C1 = 0.5176, C2 = 116, C3 = 0.4,
C4 = 5, C5 = 21, and C6 = 0.0068, respectively, and the intermediate term ki is
given by (3).

1
ki

¼ 1
kþ 0:08b

� 0:035

b2 þ 1
: ð3Þ

3.2 Drive Train Model

In a wind turbine, there are several rotating components such as blades, the turbine
hub, gears, and the rotor of coupled generator. Some of these components rotate at
higher speeds, while others rotate at lower speeds due to gearbox. These compo-
nents are generally termed as drive train. As these components rotate, the associated
mechanical quantities such as inertia, spring constants, and damping coefficients
interact with one another, thereby affecting the power output from the turbine. The
drive train dynamics incorporate low frequency oscillations in the output torque of
the wind turbine. An oscillatory torque consequently leads to oscillations in the
electric power output from the generator. The drive train model is generally
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connected between the turbine aerodynamic model and the generator model [19].
There are several drive train models such as one-mass model, two-mass model,
three-mass model, and six-mass model used in previous works. Figure 5 depicts the
most accurate six-mass drive train model used in this work and the symbols for the
model are explained in Table 1. In a six-mass model, the drive train contains six
rotating masses represented by their respective inertia. The inter-component tor-
sions are represented by spring constants, and both the self and the inter-component
damping are represented by damping coefficients. All the quantities in the model
such as inertia, spring constants, and damping coefficients are referred to uniform
speed of rotation using (4).

Ihs
Ils

¼ Shs
Sls

¼ shs
sls

¼ N2
hs

N2
ls

ð4Þ

where Ihs is the inertia on high speed side, Ils is the inertia on low speed side, Shs is
spring constant on high speed side, Sls is the spring constant on low speed side, shs
is the damping on high speed side, sls is the damping on low speed side, Nhs and Nls

are the speeds on the high and low speeds sides, respectively.
The above drive train model was simulated in Simscape, which is the physical

system modeling tool in Simulink. In this model, the total friction has been con-
sidered to be referred on the generator side. It is also assumed that each of the three
turbine blades share equal aerodynamic torque. Effect of unequal torque sharing by
the blades can also be explored; however, it has not been included in this work.
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3.3 Generator Model

The generator used in this work is a SCIG modeled in d–q (synchronous) frame of
reference. For obtaining the equations, it is assumed that the stator and the rotor
windings are sinusoidal and symmetrical [20]. The model is described mainly by
three set of equations (a) voltage equations, (b) flux linkage equations, and
(c) equation for motion. The d–q axis voltage equations used for modeling are given
in (5).

Vds ¼ RsIds þD/ds � x/qs; Vqs ¼ RsIqs þD/qs þx/ds
Vdr ¼ RrIdr þD/dr � x� xrð Þ/qr; Vqr ¼ RrIqr þD/qr þðx� xrÞ/dr

�
ð5Þ

The flux linkage equations are given in (6)

/ds ¼ LsIds þ LmIdr; /qs ¼ LsIqs þ LmIqr
/dr ¼ LrIdr þ LmIds; /qr ¼ LrIqr þ LmIqs

�
ð6Þ

The electromagnetic torque equation and the equation for motion are given by
(7) and (8), respectively [20].

Tm ¼ 3PLm
2Lr

Iqs/dr � Ids/qr

� �� ð7Þ

JDxm ¼ Te � Tmg ð8Þ

where Vds, Vqs, Vdr, Vqr are d–q axis stator and rotor voltages; Ids, Iqs, Idr, Iqr are
d–q axis stator and rotor currents; /ds, /qs, /dr, /qr are d–q axis stator and rotor
fluxes; Rs, Rr are stator and rotor winding resistances; x, xr, xm are rotating speed
of arbitrary reference frame, rotor electrical angular speed and rotor mechanical
speed, respectively; D is the differentiation d/dt; Ls, Lr, Lm are stator
self-inductance, rotor self-inductance and magnetizing inductance; J is moment of
Inertia; P is number of pole pairs; and Tm, Te are mechanical torque from generator
shaft and electromagnetic torque.

Table 1 Symbol description for drive train model

S.No. Symbol Description

1. fik and Sik Mutual damping and spring constant between ith and kth inertia

2. fm and Sm Self damping and spring constant of mth inertia

3 I Inertia

4. Subscripts b, h, gb, and gn represents blade, hub, gearbox and generator,
respectively.
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3.4 Power Converter Model

A two-level converter depicted in Fig. 6 is an ac-dc-ac converter, which contains six
unidirectional commanded IGBTs functioning as rectifier and equal number of
unidirectional commanded IGBTs as an inverter [21]. Hence, there are six IGBT
switches for the rectifier as well as for the inverter. In each switch, a freewheeling
diode is also connected antiparallel with the IGBT. The switches are arranged on the
legs of the converter. So both the rectifier and the inverter have three legs with two
switches connected on each leg. The legs also represent three phases of the power
converter. The IGBTs connected on a leg k of the converter are identified by index
i = 1, 2. Hence, each IGBT switch on a leg can be denoted by a pair of indexes (i, k).
A function Sik (switching function or conduction state) represents the state of con-
duction for the IGBT switches. A switching variable ck is used to activate the
switching function Sik for deciding the conduction state of the IGBT i on leg k of the
converter. Respectively, the index k with k 2 {1, 2, 3} denotes the rectifier legs and
k 2 {4, 5, 6} identifies legs of the inverter. The switching variable for a leg is the
function of logical conduction states (switching function) given by (9) [21].

ck ¼ 1; S1k ¼ 1 & S2k ¼ 0ð Þ
0; ðS1k ¼ 0 & S2k ¼ 1Þ

� �
k 2 1; . . .; 6f g ð9Þ
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Fig. 6 Two-level converter
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However, the logical conduction states are given by (10).

X2
i¼1

Sik ¼ 1 k 2 1; . . .; 0:6f g ð10Þ

The logical conduction states (Sik) depend on the conduction and the blocking
states of the IGBTs.

The voltage of capacitor (Vdc) is modeled by (11).

dvdc
dt

¼ 1
c

X3
k¼1

ckik �
X6
k¼4

ckik

 !
ð11Þ

Hence, a two-level converter can be modeled by (9)–(11).

4 Control Scheme and Design of Controllers

For a two-level GSC used in the wind power system represented in Fig. 3, the
current control scheme as depicted in Fig. 7 is adopted. The power being injected
into the grid by the wind generator is controlled by regulating the 3-/ GSC cur-
rents. The objective here is to control the active and reactive power at the grid
connection point (PCC) in the wind generator system. The decoupled P–Q control
strategy is implemented in a–b reference frame. Using the reference power com-
mands (Pref. & Qref.), the current reference signals in a–b reference frame are
generated according to (12) and (13), respectively [22]. The currents Ia and Ib at the
GSC terminals are measured and compared with the reference currents Iaref. and
Ibref,. respectively. The corresponding errors after comparison are fed to a controller,
which can either be a conventional PI controller or their intelligent counterparts
such as the inverse ANN and ANFIS controller. The controller outputs are trans-
formed from a-b reference frame to a–b–c frame and given to a pulse width
modulator (PWM). It produces modulating signals for deciding the firing sequence
of the IGBT switches. The firing sequence is controlled in such a way that the
values of output currents are regulated satisfactorily.

Iaref: ¼ 2
3ðV2

apcc þV2
bpccÞ

ðVapccPref þVbpccQrefÞ ð12Þ

Ibref: ¼ 2
3ðV2

apcc þV2
bpccÞ

ðVapccPref � VbpccQrefÞ ð13Þ
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4.1 Inverse ANN Controller

Evolutions in computational intelligence (CI) have produced novel approaches for
design of intelligent controllers, especially where the conventional methods fail in
realizing the appropriate plant/process dynamics for computing an appropriate
control law [23]. ANN offers alternative approach for synthesizing effective non-
linear controllers by precisely learning the nonlinear plant dynamics from the
information obtained using experiments on a plant [23]. In this work, a novel direct
inverse ANN control method with low computational complexity is introduced.
This method involves training of ANN to mimic the inverse of a plant dynamics. As
the plant and its inverse dynamics connected in cascade cancel out, the resultant
unity transfer function causes the plant to follow the reference input. Here, a single
ANN model is used as control law which calculates the current values of manip-
ulated variables fed as input to the plant at discrete time intervals. The past values of
input and output variables in a plant are used for training the ANN model, and
desired values are used as reference.

4.1.1 Inverse Dynamic Model for Controller Design

For a SISO system described by ‘n’ state variables, a discrete dynamic model
correlating the next value of output (controlled) variable with the current values of
state variable and the input (manipulated variable) is given by (14).
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Fig. 7 Current control scheme for two-level VSC
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yðkþ 1Þ ¼ f ðxðkÞ; uðkÞÞ ð14Þ

where y is the output, x is the state vector, u is the input, and f is a nonlinear
function. The system in (14) can be described by inverse dynamics given in (15).

uðkÞ ¼ wðxðkÞ; yðkþ 1ÞÞ ð15Þ

where w is the function representing the inverse dynamics of the plant in (14). In
(15), if we replace the next value of controlled variable y(k + 1) with the current
value of reference r(k), a control law in (16) can be obtained, which can decide the
value of manipulated variable to be applied as input at any discrete time instant, so
that process is driven from its current state to the reference value.

uðkÞ ¼ wðxðkÞ; rðkÞÞ ð16Þ

The unknown function w (inverse dynamics) can be approximated with the help
of a neural network, which can be used as a controller. The controller receives the
values of reference and state variables at each discrete time instant for calculating
the value of manipulated variable to be applied to the system at the next instant
[24]. The operation of inverse ANN controller is depicted in Fig. 8.

4.1.2 System Identification Approach and Nonlinear ARX Model
Estimation

The process of constructing models of a dynamic system from the experimental
data is called system identification. This approach for obtaining the system model is
used for complicated systems, where the first principles of physics for creating
models become cumbersome. The information about system dynamics is obtained
from the experiments conducted on a plant using measured outputs by applying
known inputs. System identification generally involves three steps (a) experimental
planning, (b) model structure selection, and (c) parameter estimation for obtaining a
plant model. Different approaches for system identification are used with the help of
different data forms obtained from the system. When only input–output observa-
tions are used, behavioral or black box model can be constructed. In black box
modeling, neural networks play an important role. A number of neural network

Reference
r(k)

ANN Controller Plant/Process

Manipulated
Variable

u(k) State Vector
x(k)

Fig. 8 A neural controller based on inverse plant model

Critical Performance Evaluation of a Few Intelligent Controllers ... 131



techniques such as back-propagation network, Hopfield network, and Kohonen
network have been used in system identification. The back-propagation neural
networks applied here can be used to empirically map any function using measured
experimental data. The estimated models depicted in Fig. 12 are nonlinear ARX
models obtained by extending the linear ARX model structures given by (17) and
(18).

yðtÞ ¼ a1yðt � 1Þþ a2yðt � 2Þþ � � � þ anayðt � naÞ
¼ b1uðtÞþ b2uðt � 1Þþ � � � þ bnbuðt � nbþ 1Þþ eðtÞ ð17Þ

ypðtÞ ¼ ½�a1;�a2; . . .;�ana; b1; b2; . . .bnb��
½yðt � 1Þ; yðt � 2Þ; . . .; yðt � naÞ; uðtÞ; uðt � 1Þ; . . .; uðt � nb� 1Þ�T ð18Þ

where y(t −1), y(t − 2), … , y(t − na), u(t), u(t − 1),…,u(t – nb − 1) are delayed
input and output variables called regressors, and a1, a2,…, ana, b1, b2,…, bnb are
weighted coefficients of outputs and inputs, respectively. From the above equations,
it can be observed that the current output y(t) is calculated from the past input and
output values and the current input values. The above model can be extended to
create a nonlinear ARX model in (19).

ypðtÞ ¼ f ðyðt � 1Þ; yðt � 2Þ; yðt � 3Þ; . . .; uðtÞ; uðt � 1Þ; uðt � 2Þ; . . .Þ ð19Þ

where f is nonlinear mapping function having model regressors as the input.
A nonlinear ARX model can be generated in two stages as depicted in Fig. 9.

The first step involves computation of regressors from the current and past input
values along with the past output data. The second stage which is nonlinearity
estimator contains a linear function in parallel with a nonlinear function. The
nonlinearity estimator block maps regressors to the model output using a combi-
nation of both these functions. If the nonlinearity estimator is described by (19)

f ðxÞ ¼ LTðx� rÞþ dþ gðQðx� rÞÞ ð20Þ

u Regressors

u(t),u(t-1),y(t-1)

Non-linearity estimator

Non-linear
function

Linear
function

y

Fig. 9 Nonlinear ARX model in simulation environment
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where x is a vector of the regressors, LT(x − r) + d is the output of the linear
function block and d is the scalar offset, g(Q(x − r)) is the output of nonlinear
block, r is the mean of the regressors, x and Q are the projection matrix [24, 25].
While estimating the nonlinear ARX model, its parameter values such as L, r, d,
and Q are computed using the pre-specified parameter g. In this work, ANN
described in the next section is used as the nonlinearity estimator.

4.1.3 Controller Design Using NNSYSID Approach

Here, NNSYSID approach is adopted for the design of inverse ANN controller.
A feed-forward ANN with one hidden layer containing 10 neurons and one
input/output layer each containing single neuron was created for this purpose. The
training data for system identification was obtained from the simulated plant model
depicted in Fig. 3 on the basis of implemented control scheme presented in Fig. 7
using PI controllers. The same input–output data set was used for designing the
controllers for both a and b current control loops as shown in Fig. 7. Randomly
varying signals representing errors (Ia

e) and (Ib
e) in a and b components of GSC

currents were given as input to the plant model and the corresponding GSC terminal
currents Ia and Ib were taken as output signal. In order to capture the plant dynamics
effectively, the data in fixed samples was obtained for a wide range of operation.
The input and output data thus obtained was used to identify the inverse ARX
model of the system using ANN with the help of system identification toolbox in
MATLAB according to (17)–(20). Preprocessing techniques such as detrenting,
which involves removing means and linear trends in the data, were applied to bring
the data in its final shape. For training of the ANN using back-propagation tech-
nique, the output data from the plant was used as input to the ANN and input data to
the plant was taken as output. Then, the trained ANN was called into the Simulink
model for testing its performance as controller. The input–output data for training
and testing are depicted in Figs. 10 and 11, respectively, while Fig. 12 shows the
various ARX inverse system models identified using ANN.

From Fig. 12, it can be observed that first curve (Test Data) represents the
reference data for testing and validating the identified models. The second curve
(Model 1) represents the first identified system representing the inverse plant
dynamics. The accuracy of Model 1, when compared with test data, is just 60.91%,
and hence, it is not suitable to be used as a controller. The curve Model 2 exhibits
85.36% accuracy. This model was obtained by considering Model 1 as initial
model. Similarly, Model 3 obtained by considering model 2 as initial model is
87.16% accurate. The similar identification procedure was followed for obtaining
Model 4 and Model 5 with the accuracies of 95.03 and 86.7%, respectively.

Model 4 being the most accurate, is most suitable to be used as controller in this
study. The performance of Model 4 is tested by calling the trained ANN object into
the Simulink plant model from the MATLAB workspace. The test results are
presented in Sect. 5.
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4.2 Adaptive Neuro-Fuzzy Inference (ANFIS) System

It is a hybrid technique involving ANN and fuzzy logic for creating a fuzzy
inference system (FIS). The neural networks possess excellent learning capability
from a set of input–output data and perform accordingly on the basis of gained
knowledge. The process of learning is alleged to be similar to our brain [24]. But,
the information processing in our brain is quite different from ANN. A trained ANN
itself can be used as controller for regulating a desired quantity in a plant. However,
the ANN is more or less representative of a black box type system cognizing the
information as weights and biases relatively difficult to understand. The fuzzy logic
is more explanatory and easy to understand than ANN. This is because the rep-
resentation of information is in the form of linguistic (if-then) rules. The fuzzy
systems, however, are manifested with a disadvantage that they cannot learn like
ANN. In order to explore the ‘self-learning’ character of ANN and ‘easy repre-
sentation’ character of fuzzy systems, a hybrid ANFIS scheme is generally used.
The ANFIS systems can substitute ANN and fuzzy systems in almost every
application; hence, they can also be used to control plants or processes [26, 27].

4.2.1 Description and Design of ANFIS Controller

The ANFIS controller used for controlling active and reactive power in a
grid-connected wind generator system is depicted in Fig. 13. The controller sup-
ports Sugeno-type FIS containing four major components, i.e., a fuzzifier, data set
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Fig. 12 Inverse system models obtained using the ANN
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as knowledge base, the ANN for training and finally a defuzzifier. The controller
accepts two inputs, i.e., error and change in the error are given by (21) and (22).

e nð Þ ¼ Ia refð Þ � Ia tð Þ ð21Þ

De nð Þ ¼ e nð Þ � eðn� 1Þ ð22Þ

The fuzzifier unit converts crisp data into a set of linguistic rules. The defuzzifier
block is responsible for conversion of non-crisp information (rule base) into
numerical (crisp) output. The design procedure of ANFIS controller is depicted in
Fig. 14. The training data was obtained from the conventional PI controller by the
transient simulation of wind generator system depicted in Fig. 3. The previously
obtained input/output data as depicted in Figs. 10 and 11 along with the data for
change in error (De) generated from simulation was used for ANFIS design. Like
the input/output data, the change in error data was also preprocessed for removing
the anomalies in it. Similar to inverse ANN design case, the data for change in error
was also generated in a very wide operating range, so as to capture even the minute
dynamics of the plant.

The initial FIS with 49 rule base was generated from the available data using
sub-clustering approach. Triangular membership functions depicted in Figs. 15a, b
were chosen for the inputs. An initial rule base was generated from the data set and
used by the ANN block for training. ANN was trained using the available data set
to modify the initial rule base such that the input and output conditions were
satisfied. Here, again back-propagation technique was used for ANN training. The

Fuzzifier Data Set ANN

Defuzzifier

Wind Generator
Model

Rule Base

Ref.
Power

+

-

Output
Power

ANFIS Controller

Fig. 13 Block diagram of ANFIS control for variable speed wind generator
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tuning of initial rule base during training stage is very important part of ANFIS
design for appropriate rule base selection. The defuzzifier block is used for con-
version of non-crisp information (rule base) into numerical (crisp) output. The
surface generated for the initial FIS is shown in Fig. 16a, and the surface generated
after ANFIS training is depicted in Fig. 16b.

5 Results and Discussion

The results obtained from simulation are presented in this section. The performance
of designed controllers has been tested for a step change in the wind speed as
depicted in Fig. 17. Step function exhibits a sudden increase or decrease in the
value of a physical quantity and, hence, is most suitable for testing the performance
of controllers. The wind speed suddenly drops from base speed (12) to 10.8 m/s at
0.1 s. Consequently the value of mechanical torque produced by the wind turbine
also decreases from base value (−195 N.m) to −137 N.m, as depicted in Fig. 18.
The negative sign indicates the working of machine model in generating mode. It is
required to control the turbine speed for MPPT at the reduced value of wind speeds.
Moreover, for grid code accomplishments, the active power at PCC should also be
changed as quickly as possible corresponding to the change in wind speed. The
turbine reference speed and reference active power signals corresponding to a

Reference

PI
Controller

Controlled
Variable

Controlled
Variable

Reference

ANFIS

Controlled
Variable

Controlled
Variable

d/dt

Fig. 14 Design of ANFIS controller
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(a) Membership function for input1.

(b) Membership function for input2.
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particular value of wind speed are obtained from the turbine power curves shown in
Fig. 4. These values are represented in Table 2.

The quantities such as turbine rotor speed and machine electromagnetic torque
are depicted in Figs. 19 and 20, respectively. As the wind speed decreases from 12
to 10.8 m/s., it is desired that the turbine speed also changes from 193 to
173.7 rad/s. as quickly as possible for MPPT. It can be observed from Fig. 19; the
change is achieved at 0.275 s. Unlike the reference (step) signal, the change in
speed is gradual (ramp function). This is due to the inertia constant of the turbine
rotor. The drop in the rotor speed is due to the corresponding increase in the
electromagnetic torque from 195 to 300 N.m at 0.1 s. Figures 21 and 22 depict the
controller performance designed in the previous sections. As the wind speed
changes from 12 to 10.8 m/s, it is desired that the value of active power at PCC also
gets reduced from 30 kW (rated value) to 21 kW. From Fig. 21, it can be observed

(a) Initial FIS surface plot.

(b) Final FIS surface plot.
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Table 2 Values of reference turbine speed and active power at different wind speeds

S. No. Wind speed (m/s) Ref. rotor speed (rad/s) Ref. active power (kW)

1 12 193 30

2 10.8 173.7 21
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that the PI, ANFIS, and inverse ANN controllers perform satisfactorily in regulating
the value of active power at PCC. Moreover, the ANFIS and inverse ANN con-
trollers having computational intelligence perform better than the conventional PI
controllers. However, the inverse ANN controller is the best among the three in
terms of design and performance. The PI and the ANFIS controllers exhibit
oscillatory response and have large settling time. However, the response of inverse
ANN controller is less oscillatory and reaches the steady state value in lesser time.
Figure 22 depicts the performance of controllers for reactive power control at PCC.
The reference signal for reactive power was decided, so as to match the power
factor requirements according to the grid code. As per the grid code requirements, it
is generally desired that the power factor at PCC lies in the range from 0.95 to 1. It
can be observed from the response that the reactive power control exhibited by the
inverse ANN controller is best as compared with the PI and the ANFIS controller.
This is because the settling time in case of inverse ANN controller is minimum;
however, the peak overshoot though maximum is tolerable.

6 Conclusion

The PI controllers possess relatively simpler control structure due to their linear
nature and ease in hardware implementation. The ANFIS and ANN controllers with
computational intelligence (CI) have complex structure and exhibit better dynamic
response under wider range of operation. They also exhibit better damping and
lower settling time as compared with PI controllers. Hence, the shortcomings of PI
controllers can be effectively mitigated with the help of controllers with CI.
Moreover, the tuning efforts in the intelligent controllers are quite less vis-à-vis PI
controllers. The case study presented in this chapter is sufficient enough to cor-
roborate the superiority of intelligent controllers over the conventional PI con-
trollers. The PI controllers are designed with a linear plant model or by linearization
of a nonlinear plant at a particular operating point. When the operating point
changes, the performance of PI controller deteriorates, but the nonlinear controllers
can perform with accuracy even beyond the range of operation. Due to simplicity in
design and training, the inverse ANN controllers are relatively better than their
ANFIS counterparts. Hence, in many nonlinear control applications, the inverse
ANN controllers can be used satisfactorily. Also, it can be concluded that the
controllers with CI have enormous potential for applications in the control of power
electronic systems for wind generation purposes.

Appendix

(1) Turbine Parameters: Nominal Power = 30 kW, Base Wind Speed = 12 m/s,
Cut-in wind speed = 3 m/s, Cutout wind speed = 14 m/s
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(2) Generator Parameters: Nominal Power = 30 kW, Nominal Voltage = 460 V
(L-L), frequency = 60 Hz, J = 1.6 kg m2, P = 2, Rs = 0.087X, Rr = 0.228,
Ls = Lr = 0.8 mH, Lm = 34.7 mH.

(3) PI controller parameters: Kp = 5, Ki = 1000.
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Power Flow Constrained Short-Term
Scheduling of CHP Units

Manijeh Alipour, Kazem Zare and Heresh Seyedi

Abstract The electric power system consists of units for electricity production,
devices that make use of the electricity, and a power grid that connects them. The
aim of the power grid utilities is to enable the reliable transportation of electrical
energy from the production to the consumption, while satisfying system constraints,
and all these for the lowest possible price. Conventional power system is facing the
problems of gradual depletion of fossil fuel resources, poor energy efficiency, and
negative environmental effects. These problems have persuaded system utilities to a
new trend of power generation. The new trend incorporates power production at
distribution voltage level by using non-conventional or renewable energy sources
such as natural gas, biogas, wind power, solar photovoltaic cells, fuel cells, com-
bined heat and power (CHP) systems, and micro turbines. Microgrids (MGs) are
accounted as the building blocks of the future power systems known as smart girds.
This chapter presents the power flow constrained short-term hourly scheduling of
DG units. In the most of the MG scheduling literature, the physical constraints of
electric power transmission, known as power flow constraints, has not been taken
into account. This simplification may result in a solution that is not technically
acceptable. In this study, a MG incorporating cogeneration facilities, conventional
power units, and heat-only units are considered. The optimal scheduling determines
the performance of units in order to supply whole electrical and thermal demand of
the MG as well as determining the amount of exchanging power between main and
microgrid. In addition, the heat–power dual dependency characteristic in different
types of CHP units are considered, and all technical constraints of generation units
have been satisfied as well. A mixed-integer linear formulation has been employed
to model the non-convex feasible operation region of CHP unit. In this study, a heat
buffer tank, with the ability of heat storage, has been incorporated in the proposed
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framework. Moreover, in order to consider realistic model of the problem, network
operation constraints such as voltage magnitude of buses and line flow limits are
taken into account.

Keywords Microgrids � Distributed generation (DG) � Short-Term scheduling �
Combined heat and power (CHP)

1 Introduction

In recent years, the rapid escalation in implementation of fossil fuel, poor energy
efficiency, and environmental issues have been a significant concern for many
utilities, modern societies, and researchers [1, 2]. Effectively use of distributed
energy resources (DER), (e.g., wind, biomass, solar, and hydro), combined heat and
power (CHP) systems and energy storage technologies may result in a more flex-
ibility, low cost, environmentally, friendly and reliable energy [3, 4]. Aggregation
of various DERs, storage devices, and loads, at medium and low voltage distri-
bution systems, forms small power systems called microgrids (MGs). The MGs can
be utilized either interconnected or isolated from the main distribution grid as a
controlled entity [1, 5].

Recently, incorporating CHP units in MGs have drawn more attention [6].
Utilizing the CHP systems for simultaneous supply of electrical and thermal energy
is the primary motivation. In addition, conversion of primary fossil fuels, even by
the most modern combined cycle plants, could only achieve efficiencies between
50% and 60%. However, during electricity generation process of CHP units
employing waste heat to provide thermal energy will result in fuel conversion
efficiencies of the order of 90% [7]. It should be mentioned that the heat and power
outputs of CHP units are non-separable and dependent to each other. In other
words, in a CHP system, the power generation limitations depend on the heat
generation of system, and the heat generation borders depend upon the power
generation of the system. In [8, 9], the CHP economic dispatch (CHPED) problem
is handled envisaging heat–power dependency feature.

In deregulation and restructured power system, the MG owner tries to supply the
MG electrical and heat demand at minimum cost. In this regard, the MG owner
would use various resources such as self-generating facilities and highly competi-
tive electricity markets. Due to MGs major technological and regulatory innovation
of small-scale on-site CHP-based DERs, MG has become empowering to compete
with traditional centralized electricity plant [10]. However, the CHP-based MG
owner should consider network operation constraints as well as all technical con-
straints of generation units in the scheduling problem.

Most researchers concentrate on the management and scheduling ofMGs [11–14].
In [11], an intelligent MG energy management with aim of emission and operation
cost minimization has been investigated. In [12], a model to make energy trading
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decisions has been proposed. The proposed model in [12] determines scheduling of
units envisaging systems constraints.

The scheduling problem of a MG with islanding constraints is studied in [13].
The objective of [13] is to minimize the MG total operation cost. The problem is
decomposed into a grid-connected operation master problem and an islanded
operation subproblem. A stochastic framework for operation management of MGs
has been proposed in [14]. This paper considers the grid-connected mode, which
includes photovoltaic panel (PV), wind turbine (WT), micro-turbine, fuel cell, and
energy storage devices.

Operation of CHP units in terms of satisfying both thermal and electrical demand
has been investigated in many works [9, 15, 16]. In these works, the hourly
scheduling of industrial and commercial customers with cogeneration facilities has
been studied, taking the feasible operation region of CHP units into account. In
[17], operation of a micro-CHP-based residential MG has been investigated.
Thermal load has been studied in [17] in terms of the required hot water and desired
building temperature. A mathematical framework for operation of micro-CHPs in a
MG has been addressed in [18]. In this work, the grid-connected mode is consid-
ered for MG, in which, the MG is able to interchange the electrical energy with the
main grid. The objective of the proposed model in [18] is to minimize total costs
while meeting heat demand of the grid. In [19], a stochastic programming frame-
work for optimal 24-h scheduling of CHP-based MGs has been proposed. The
authors of [19] aim at finding the optimal set points of energy resources for profit
maximization, considering uncertainties and demand response programs.

Considering the physical constraints of electric power transmission in the MG
scheduling is very vital, especially in the presence of multiple demands.
Operational challenges of a MG associated with renewable energy resources
(RES) and controllable loads have been addressed in [20]. The power flow
(PF) constraints have been taken into account in [20]. Power flow constraints in MG
scheduling problem with multiple demands have not been taken into account in all
above mentioned works.

In the current chapter, 24-h PF-constrained scheduling of CHP-based MG is
conducted. The purpose of the work is to take advantage of the opportunity, to sell
any excess electricity to the market in order to maximize the revenue regarding to the
prices in the day-ahead market. The unit’s operating costs as well as start-up and
shutdown costs and cost of power purchases from the power market have been taken
into account while satisfying the heat and power demand of the MG. Moreover,
network operation constraints such as voltage magnitude of buses and line flow
limits have been considered to simulate more realistic model of the problem.

This chapter assumes that the MG possesses a power-only unit, a boiler unit, and
two cogeneration facilities. In addition, a heat buffer tank, with the ability of heat
storage, has been incorporated in the proposed model. The solution of the scheduling
problem meets the terms of technical constraints of all facilities, comprising of
minimum up/down time of the facilities, minimum and maximum capacity of units,
and dual dependencies of heat and power generation in the CHP systems. The
detailed descriptions of proposed model are provided in the following sections.
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2 Problem Statement and Mathematical Formulation

The optimal loadflow constrained schedulingproblem is formulated as amixed-integer
nonlinear programming optimization problem. The objective of the optimal operational
scheduling of the CHP-based MG is minimizing the cost of power and heat procure-
ment over a day-ahead period of time, in the presence of several constraints.

2.1 Objective Function

The objective function of the scheduling problem is to minimize the total cost. The
facilities’ operation cost is of importance in the MG scheduling problem. Owing to
severe problems of frequent turning on and off [18], the diminishing of units’
start-ups and shutdowns is indispensable. Hence, against the most existing works,
the all units’ start-ups and shutdowns are incorporated in the objective function. It is
noteworthy to say that it is assumed that the MG is utilized in grid-connected mode
that can buy/sell the electricity from/to the main grid regarding to the market prices.

It is assumed that the CHP-based MG is equipped with conventional power and
heat-only units, CHP units, and the heat buffer tank. Therefore, the objective
function in the load flow constrained self-scheduling problem of MG to be mini-
mized encompasses the units’ start-up and shutdown costs, units’ operational cost,
expense of procuring energy from the utility as well as taking advantage of selling
power to the market:

OF ¼
X24
t¼1

ðPgrid
t � ktÞþ

XNCHP

k¼1

CkðPCHP;HCHPÞþ
XNP

l¼1

ClðPPÞþ
XNb

m¼1

CmðHbÞ
(

þ
X

h2k;l;m
CSUh;t � SUh;t þCSDh;t � SDh;tÞ

)
h 2 k; l;m

ð1Þ

where k, l and m represent the indices for cogeneration units, power-only units and
boiler units, respectively. Pgrid

t is the amount of electricity sold to the main network,
and kt indicates the forecasted market price at time t. Also, CSUh;t=CSDh;t stand for
the start-up/shutdown cost and SUh;t=SDh;t show the binary variables representing
the start-up/shutdown status of hth system at time interval t. Cht is the total oper-
ation cost of generation facilities, which will be described in the following section.

The total operation cost of a CHP unit [21], conventional power-only, CP
l;t, and

heat-only, CB
m; t, units, respectively can be defined as:

CCHP
k;t ¼ ak � PCHP2

k;t þ bk � PCHP
k;t þ ck þ dk � HCHP2

k;t þ ek � HCHP
k;t þ fk � HCHP

k;t

� PCHP
k;t

ð2Þ
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CP
l;t ¼ wl � PP

l; t ð3Þ

CB
m;t ¼ wm � HB

m;t ð4Þ

The binary variables SUh;t and SDh;t are used to model the start-up and shut-
down status of the facilities, as follows:

SUh ;t ¼ Uh; t � ð1� Uh;t�1Þ h 2 k; l;m ð5Þ

SDh;t ¼ ð1� Uh;tÞ � Uh ; t�1 h 2 k; l;m ð6Þ

where, Uh; t is binary variable, which is equal to 1 if the hth generation unit is
selected at time interval t; otherwise it would be zero. ak; bk; ck; dk; ek and fk
represent cost coefficient of cogeneration facility, wl and wm indicate the linear cost
coefficient of power-only and heat-only facilities, respectively.

2.2 Constraints

The objective function is restricted by equality and inequality constraints, which are
as follows.

2.2.1 Load Flow Equations

This chapter considers PF equations in the CHP-based MG scheduling problem in
order to simulate more realistic framework of the problem. The following equations
characterize the flow of power throughout the system, which are determined by
Kirchhoff’s laws:

Pgrid
t þPg

i;t � Ui;t � Pl
i;t ¼

XNbus

j¼1

ð Vi;t

�� �� Vj;t

�� �� Yij
�� �� cosðhij;t � di;t þ dj;tÞÞ ð7Þ

Qgrid
t þQg

i;t � Ui;t � Ql
t ¼ �

XNbus

j¼1

ð Vi;t

�� �� Vj;t

�� �� Yij
�� �� sinðhij;t � di;t þ dj;tÞÞ ð8Þ

which are the active and reactive power flow equations, respectively. Nbus is
number of buses of the MG. Also, Pg

i;t and Qg
i;t are active and reactive power flow of

DERs located on bus i, respectively. Pgrid
t and Qgrid

t stand for active and reactive
power bought from the utility through the bus which is connected to the main grid
at time t, respectively. Vi;t is the voltage of bus i at time interval t. Yij and hij;t are
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magnitude and phase angle of feeder’s admittance. Pl
i;t and Ql

i;t are active and
reactive load of bus i at time t, respectively.

(a) Voltage limits

Voltage limits refer to the requirement for the system bus voltages magnitude,
Vi;t, to be kept at permissible range. Moreover, the voltage magnitude for substation
buses, Vs, should be maintained at the nominal value Vn

s :

Vmin � Vi;t

�� ��� Vmaxj j ð9Þ

Vsj j ¼ Vn
s : ð10Þ

(b) Exchangeable power limit

Exchangeable apparent power with the main grid has to be in a limited bound in
order to have the stable operation [22].

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pgrid2

i þQgrid2

i

q
� Sgridmax ð11Þ

(c) Apparent power Flow limits for branches

It is essential to keep the apparent power flowing from each branch, Sbr;t of MG
in its admissible range:

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
P2
br;t þQ2

br;t

q
� Smax;br ð12Þ

2.2.2 Generation Units Constrains

The operating constraints of generation units contain the minimum up/down time
limits, ramping rate constrains, and the generation capacity of facilities. The time
duration for which the generation units are on/off at time t, Xon

h;t ;X
off
h;t , could be

expressed as follows:

Xon
h;t ¼ ðXon

h;t�1 þ 1Þ � Uh;t�1 � Uh;t þð1� Uh;t�1Þ � Uh;t h 2 k; l;m ð13Þ

Xoff
h;t ¼ ðXoff

h;t�1 þ 1Þ � ð1� Uh;t�1Þ � ð1� Uh ; tÞþUh;t�1 � ð1� Uh;tÞ h 2 k; l;m

ð14Þ

where, Uh;t is a binary variable defining on/ off status of the hth generation unit.
Minimum up/down time (UT=DT) limits are imposed by:
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ðXon
h;t�1 � UTÞ � ðUh;t�1 � Uh;tÞ� 0 h 2 k; l;m ð15Þ

ðXoff
h;t � DTÞ � ðUh;t � Uh;t�1Þ� 0 h 2 k; l;m ð16Þ

The following equations formulate the ramping up/down rate limits (Rup=Rdown)
of power generation and CHP systems:

Ph;tþ 1 � Ph;t �Rup h 2 k; l ð17Þ

Ph;t � Ph;tþ 1 �Rdown h 2 k; l ð18Þ

(a) CHP units

It is noteworthy to say that the power and heat productions of the CHP units are
mutually dependent and could not be organized separately. Two types of feasible
operating region (FOR) can be defined for CHP systems [23]. The first and second
types FOR of a CHP unit are exposed in Fig. 1. The first type FOR may be
characterized utilizing linear formulation and Eqs. (19)–(23) model this FOR in the
CHP-based MG scheduling problem [24].

PCHP
k;t � PCHP

k;A � PCHP
k;A � PCHP

k;B

HCHP
k;A � HCHP

k;B
HCHP

k;t � HCHP
k;A

� �
� 0 ð19Þ

PCHP
k;t � PCHP

k;B � PCHP
k;B � PCHP

k;C

HCHP
k;B � HCHP

k;C
ðHCHP

k;t � HCHP
k;B Þ� � ð1� Uk;tÞ �M ð20Þ

PCHP
k;t � PCHP

k;C � PCHP
k;C � PCHP

k;D

HCHP
k;C � HCHP

k;D
ðHCHP

k;t � HCHP
k;C Þ� � ð1� Uk;tÞ �M ð21Þ

P(
M

W
)

P(
M

W
)

A
B

C
D

H(MWth)

A
B

F

H(MWth)

C

D
E

G

Sec I Sec II

(a) (b)

Fig. 1 Power–heat feasible region for a CHP units a type 1, b type 2
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0�HCHP
k;t �HCHP

k;B � Uk;t ð22Þ

0�PCHP
k;t �PCHP

k;A � Uk;t ð23Þ

where M is a sufficiently large number, and indices A, B, C, and D represent four
bordering points of the FOR in the first type of CHP system. Equation (19)
expresses the area under the curve AB. The area upper the curve BC and CD are
modeled implementing Eqs. (20) and (21), respectively. Referring to the Eqs. (20)–
(21), the output power for a decommitted unit (UK;t ¼ 0) would be zero. Moreover,
the heat and power generations for a decommitted unit have to be set to zero, which
would be executed by Eqs. (22) and (23), respectively.

As can be seen from Fig. 1, the FOR related to type two is non-convex which
may be divided into two-convex subregions, namely subregion I and subregion II,
as shown in Fig. 1. The type 2 FOR is surrounded by the boundary curve
ABCDEFG. Along the boundary curve BC, the power capacity decreases as the
heat generation of system increases, while the power capacity declines along the
curve CD. In this case, by employing the customary formulation, similar to the first
FOR type representation, the colored region (FEG) could not be developed.
Therefore, this non-convex area is handled by employing binary variables X1 and
X2 [23]. Hence, the non-convex region should be divided into two-convex subre-
gions I and II. The subsequent equations model the FOR of CHP unit in the MG
scheduling problem, [24]:

PCHP
k;t � PCHP

k;B � PCHP
k;B � PCHP

k;C

HCHP
k;B � HCHP

k;C
ðHCHP

k;t � HCHP
k;B Þ� 0 ð24Þ

PCHP
k;t � PCHP

k;C � PCHP
k;C � PCHP

k;D

HCHP
k;C � HCHP

k;D
ðHCHP

k;t � HCHP
k;C Þ� 0 ð25Þ

PCHP
k;t � PCHP

k;E � PCHP
k;E � PCHP

k;F

HCHP
k;E � HCHP

k;F
ðHCHP

k;t � HCHP
k;E Þ� � ð1� X1Þ �M ð26Þ

PCHP
k;t � PCHP

k;D � PCHP
k;D � PCHP

k;E

HCHP
k;D � HCHP

k;E
ðHCHP

k;t � HCHP
k;D Þ� � ð1� X2Þ �M ð27Þ

HCHP
k;t �HCHP

k;E � � ð1� X2tÞ �M ð28Þ

HCHP
k;t �HCHP

k;E �ð1� X1tÞ �M ð29Þ

X1t þX2t ¼ Uk;t ð30Þ
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0�HCHP
k;t �HCHP

k;C � Ui;t ð31Þ

0�PCHP
k;t �PCHP

k;A � Uk;t ð32Þ

In the second type, again indexes A, B, C, D, E, and F represent the connection
points of the FOR relevant to Fig. 1b. Equations (24) and (25) describe the region
under the curve BC and upper the curve CD, respectively. The upper area of the
curves EF and DE are described using (26) and (27), respectively. In Eqs. (26–29),
CHP unit operation in the first (second) convex subdivision of FOR could be
modeled by using X1t ¼ 1 (X2t ¼ 1). Referring to Eq. (30), the operation region of
CHP unit type 2 can be either I or II as the unit status is ON and none of them
whenever the unit turns OFF. Furthermore, for a decommited unit, Eqs. (31) and
(32) will fix the heat and power production to zero.

(b) Power-only and heat-only units’ constraints

The capacity restrictions of power and heat-only units can be stated as below:

PP;min
l � Ul;t �PP

l;t �PP;max
l � Ul;t ð33Þ

Hb;min
m � Um;t �Hb

m;t �Hb;max
m � Um;t ð34Þ

2.2.3 Heat Buffer Tank

The heat buffer tank has been developed from the model presented in [18]. The heat
buffer tank is subjected to the boiler and CHP units. In the proposed system, the
heat storing is also possible. The total produced heat, Ht, could be calculated as:

Ht ¼
XNCHP

k¼1

HCHP
k;t þ

XNb

m¼1

Hb
m;t ð35Þ

As the heat exposed to the heat buffer tank is, respectively, effected by the loss
(bloss) and extra heat generation (bgain) during shutdown and start-up periods, the real
heat, Ht, that the buffer tank would be supplied could be presented as follows [18]:

Ht ¼ Ht � blossSUh;t þ bgainSDh;t h 2 k; l;m ð36Þ

Hence, the existent heat in the heat buffer tank, Bt, could be stated as:

Bt ¼ ð1� gÞBt�1 þHt � HD
t ð37Þ

where g and HD
t are heat loss rate and heat demand at time interval t (MWth). In

addition, the capacity of heat storage is constrained as:
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Bmin �Bt �Bmax ð38Þ

In this chapter, the practical state of heat storage system is simulated by
envisaging the ramping up/down rates as below:

Bt � Bt�1 �Bcharge
max ð39Þ

Bt�1 � Bt �Bdischarge
max : ð40Þ

3 Simulation Studies

In this section, at first the structure of the considered MG is introduced, and
afterward the simulation results of optimal PF-constrained scheduling are presented.

3.1 Microgrid Structure

To investigate the validity and outperformance of the proposed scheduling model, a
six-bus meshed MG has been implemented as the test bed here. The single line
diagram of this system is depicted in Fig. 2. In the studied case, bus 1 is connected
to the main grid, and the MG is able to procure the power from the grid according to
the pool market prices. Referring to Fig. 2, the studied MG comprises a power-only

Bus 2

Bus 4

Bus 5

Bus 6

Bus 3

Bus 1

P

H Power only unit

P

H

Heat buffer tank

Boiler

1

63

7

2

4

8 9

CHP unit 1

CHP unit 2

5

Fig. 2 Single line diagram of six-bus meshed MG
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unit and a boiler unit, two cogeneration units with different FORs, and a heat buffer
tank along with the electrical and thermal loads. The location of all units is illus-
trated in Fig. 2. The fundamental network data including the active and reactive
loads for all buses and impedance of branches are presented in Fig. 3 and Table 1,
respectively [19, 25]. The admissible range for the voltage magnitudes of all buses

Fig. 3 Bus data a active loads, b reactive loads

Table 1 Line data (in per
unit)

Line no. Start bus End bus R X B

1 1 3 0.0342 0.18 0.0106

2 3 4 0.114 0.6 0.0352

3 1 2 0.0912 0.48 0.0282

4 3 4 0.0228 0.12 0.0071

5 3 5 0.0228 0.12 0.0071

6 1 3 0.0342 0.18 0.0106

7 2 4 0.114 0.60 0.0352

8 4 5 0.0228 0.12 0.0071

9 5 6 0.0228 0.12 0.0071
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has been determined to be between 0.95 and 1.05 p.u, respectively. The heat
demand of MG is developed from [19, 25] and provided in Table 2. In addition,
Table 2 presents the hourly market price in $/kW. The FOR of cogeneration units is
portrayed in Fig. 4. Characteristics of the heat buffer tank are provided in Table 3.
The start-up and shutdown cost of units are presented in Table 4. Table 5 provides
the cost function coefficients of CHP systems. The cost functions of power-only and

Table 2 Hourly thermal load of the MG and market prices

Hour
(h)

Thermal load at bus 2
and 5 (p.u.)

Market price
($/kWh)

Hour
(h)

Thermal load at bus 2
and 5 (p.u.)

Market price
($/kWh)

1 0.211 0.2704 13 0.324 0.4331

2 0.223 0.2662 14 0.249 0.3866

3 0.172 0.2036 15 0.359 0.6114

4 0.090 0.2178 16 0.383 0.6965

5 0.128 0.2565 17 0.276 0.6178

6 0.264 0.3174 18 0.357 0.4217

7 0.282 0.4466 19 0.316 0.4092

8 0.305 0.4789 20 0.372 0.5974

9 0.265 0.4975 21 0.405 0.4866

10 0.274 0.5427 22 0.404 0.3494

11 0.340 0.5145 23 0.333 0.4368

12 0.261 0.4008 24 0.260 0.4075

H(kWth)

247

98.8

180

215

104.8

81

P(
kW

)

P(
kW

)

H(kWth)

125.8

44
40

15.9 32.4 75 135.6

110.2

(a) (b)

Fig. 4 Power–heat feasible region for CHP units a unit 1, b unit 2

Table 3 Characteristics of
the heat buffer tank

bgain bloss g Bcharge
max Bdischarge

max Bmax Bmin

0.3 0.6 1% 5 5 30 0
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heat-only are supposed to be linear and stated in Eqs. (41)–(42), respectively. The
proposed optimization problem is a mixed-integer nonlinear programming
(MINLP) that considers the load flow constraint. Hence, the problem can be
classified as an optimal power flow problem, focusing on the energy resource
management in the MG. Mathematical modeling of the load flow constrained
CHP-based MG scheduling problem is solved by using SBB/CONOPT solver [26]
under General Algebraic Modeling System (GAMS) environment [27]. The SBB is
a GAMS solver for MINLP models. It is based on a combination of the standard
Branch and Bound method known as mixed-integer linear programming (MILP)
and the standard nonlinear programming (NLP) solvers, which are already sup-
ported by GAMS.

Cl;tðPPÞ ¼ 0:5� PP
l;t 0�PP

l;t � 150 kW ð41Þ

Cm;tðHbÞ ¼ 0:234� Hb
m;t 0�Hb

m;t � 200 kWth ð42Þ

In this chapter, two case studies have been investigated:

Case 1: CHP-based MG scheduling neglecting PF constraints.
Case 2: CHP-based MG scheduling considering PF constraints.

3.2 Simulation Results

3.2.1 Case Study 1

CHP-based MG scheduling In this case, the MG scheduling problem has been
solved using proposed framework. All technical and economic constraints
excluding PF constraints have been envisaged. Table 6 and Fig. 5 summarize the
results of case 1. Regarding Table 6, the cost of MG energy supply would be
$339.298. In addition, the MG revenue from the electricity market participation

Table 4 Operational constraints and economic data of generation units

Unit/characteristic Rup (kW) Rdown (kW) UT (h) DT (h) CSU CSD

CHP unit 1 100 100 2 2 10 10

CHP unit 2 60 50 2 2 10 10

Power-only unit 20 20 2 2 6 6

Boiler – – – – 4 4

Table 5 Cost function
coefficients of CHP units

Unit a b c d e f

CHP unit 1 0.0345 14.5 2.65 0.03 4.2 0.031

CHP unit 2 0.0435 36 1.25 0.027 0.6 0.011
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over 24-h time horizon would be $237.014. According to Fig. 5, CHP units 1 and 2
will produce about 62 and 26% of total produced power, respectively. Moreover,
power-only unit produces only 12% of total generated power. This fact is due to the
less operation cost of CHP units, in comparison with power-only unit and also CHP
units’ heat-power dependency.
Figure 6 illustrates the produced power of all units at the scheduling horizon. As
can be seen from Table 6 and Fig. 6, the MG would not purchase power from the
market. Due to low operation cost of CHP units, the MG prefers to sell the power to
the macrogrid regarding the market prices. It should be mentioned that the amount
of exchangeable power with grid has not been limited in this case. Hence, the CHP
unit 1 produces power in its maximum capacity at all time intervals, taking into

Table 6 Summarized simulation results of case studies

Generation
cost

Revenue from the
sale of power

Cost of buying
power

Value of objective
function

Case 1 $339.298 $237.014 $0 $102.284

Case 2 $288.951 $155.652 $0 $133.299

Fig. 5 Percentage of energy supply by different sources

Fig. 6 Generated and interchanged power results of the case 1
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account its ramp up rate constraint in order to take advantages of market partici-
pation. The CHP unit 1 does not produce heat at any intervals. Therefore, CHP unit
2 would provide all heat demand of the MG. According to simulation results, the
boiler would not participate in supplying heat demand, due to its higher operation
cost in comparison with CHP units.

3.2.2 Case Study 2

In the second case, the effect of PF constraints in the CHP-based MG scheduling
problem is scrutinized. The MG scheduling problem is solved, considering all
technical and economic constraints as well as PF constraints. The results regarding
case 2 are provided in Table 6. According to Table 6, the MG revenue from the
market participation would be $155.652. This revenue comes from selling the
excess electrical energy to the market as it is operating in the grid-connected mode.
The revenue has been decreased about 34.3% in comparison with the case study 1.
In addition, the generation cost is decreased to $288.951. This fact is due to PF
constraints which will limit the apparent power flowing from each branch of MG.
Moreover, according to Fig. 7, about 7% of produced power will be lost in the
branches of network.

Figure 8 presents the voltage magnitude of all buses. According to this figure,
the voltage magnitude of all buses is limited between 0.95 and 1.05 p.u. The
generated power of units has been depicted in Fig. 9. In this case, again,
power-only unit provides power, only in few hours of the day. Referring to Fig. 9
and market prices in Table 2, the MG sells power to the market according to the
pool market prices, namely the MG would sell more power in high market price
time intervals and less in low price hours to take the most advantages of
grid-connected mode and market participation. The heat production of units is
portrayed in Fig. 10. As can be seen from Fig. 10, the CHP units produce heat
according to their generated power and FOR. The boiler unit does not produce heat
at all, due to its high operation cost. Moreover, the buffer tank will be discharged

Fig. 7 Percentage of energy
spend on various items
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Fig. 8 Voltage magnitude of buses

Fig. 9 Generated and interchanged power results of the case 2

Fig. 10 Generated heat results of the case 2
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completely till hour eight, considering its ramp down rate. After hour eight, the
produced heat of CHP unit 1 meets the hourly heat demand of MG. Hence, there is
no need to store heat in the buffer tank.

4 Conclusions

This chapter presented a power flow constrained programing framework for opti-
mal hourly scheduling of a CHP-based MG, including two conventional power and
heat generation units, two types of cogeneration units, and a heat buffer tank. In the
optimal scheduling problem of the MG, the objective is to minimize thermal and
electrical energy supply cost of MG, as well as taking advantage of market par-
ticipation to sell excess power in high market price hours and purchase it in low
price time intervals. In this chapter, the CHP systems with heat–power dual
dependency characteristic are modeled using mixed-integer linear programming
formulation. This chapter discussed two case studies in order to scrutinize the
impact of PF constraints in the optimal hourly scheduling of CHP-based MGs.
According to the simulation results, the proposed model can cover the total thermal
and electrical demands with respect to economic criteria as well as physical con-
straints of the network. The results show that by applying PF constraints the value
of objective function has been increased about 30% from $102.284 to $133.299. In
addition, total amount of sold power to the pool market has been decreased com-
paring to the base case (case without PF constraint). This fact is due to PF con-
straints which will impose apparent power flowing from each branch of MG
limitation and power losses in the network.
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Optimal Utilization of Solar Energy
Resources in Hungary

Attila Talamon and Bálint Hartmann

Abstract By adopting the 2009/28/EC directive, Hungary has committed to
increase the share of renewable sources in its gross final energy consumption mix to
14.65% by 2020. In line with this commitment, in 2011 the Hungarian Ministry of
National Development has announced the publication of the final version of the
Hungarian Renewable Energy Utilization Action Plan (or National Renewable
Action Plan–—NREAP) for the period between 2010 and 2020. The goal of the
NREAP was to guarantee maximal total social recovery by building on the envi-
ronmental, economical, social, cultural and geopolitical potential of Hungary.
However, as the European Commission has also highlighted in 2013, a change of
the attitude is needed in many European countries to foster developments in order to
achieve the previously undertaken targets. This situation encouraged the joint work
of the Hungarian Ministry of National Development and the Hungarian Academy of
Sciences which prepared a revision of the NREAP in order to determine future
scenarios to utilize the country’s renewable energy potential as efficiently as pos-
sible and to reach the 2020 targets. The manuscript presents the continuation of the
study, prepared in 2014, focusing on the optimal use of solar energy resources. The
aim of the chapter was to achieve maximal possible solar primary energy gain by
deploying of either solar photovoltaics or solar collectors on the building stock on
the country. Since only 1–2% of the stock is exchanged annually, it is very
important to increase the energy efficiency of the existing buildings. The study
shows that the building sector is able to deliver large energy consumption and CO2
reduction at low costs. The methodology is based on two main database, the
building typology from the EPBD-based (Energy Performance of Buildings
Directive 2002/91/EC) Hungary Building Energy Strategy, and the LAU-1 (Local
Administrative Units, previous NUTS-4) level solar energy potential assessment,
both partly created by the authors. Additionally, statistical data on infrastructure,
provided by the Hungarian Central Statistical Office, were used to support the
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decision making process. The study examines possible maximal solar primary
energy gain, the ratio of domestic hot water and electricity needs and possible
energy generation on a monthly basis. This chapter provides a methodology and an
example, how countries can select the best solutions to benefit the most of their
solar resources at low costs.

Keywords Solar photovoltaics � Solar collectors � Energy potential assessment �
Building typology

1 Introduction

1.1 Policy Background

Directive 2009/28/EC of the European parliament and of the Council [1] sets
mandatory national targets for the overall share of energy from renewable sources
in gross final consumption of energy and for the share of energy from renewable
sources in transport. Previous communication of the Commission demonstrated that
a 20% target for the overall share of energy from renewable sources and a 10%
target for energy from renewable sources in transport would be appropriate and
achievable objectives.

As defined in Article 4 of [1], each European Member State has to provide a
National Renewable Energy Action Plan (NREAP) to the European Commission,
detailing projections for renewable energy development up to the year 2020. In line
with the 2020 climate and energy package of the European Union, in 2011 the
Hungarian Ministry of National Development has announced the publication of the
final version of the Hungarian Renewable Energy Utilization Action Plan for the
period between 2010 and 2020 [2]. The goal of the NREAP was to guarantee
maximal total social recovery by building on the environmental, economical, social,
cultural and geopolitical potential of Hungary. Considering solar potential of the
country, the NREAP has indicated an economical potential of 65 and 25 PJ/a for
heat and electricity generation, respectively. However, as the European
Commission has also highlighted in 2013, a change of the attitude was needed in
many European countries to foster developments in order to achieve the previously
undertaken targets. This situation encouraged the joint work of the Hungarian
Ministry of National Development and the Hungarian Academy of Sciences which
aimed to prepare a revision of the NREAP in order to determine future scenarios to
utilize the country’s renewable energy potential as efficiently as possible and to
reach the 2020 targets.

A multiple-criteria decision analysis of all potential renewable technologies and
their respective fuels served as a basis for the most competitive scenarios. The study
focused on five aspects: economy, environment, climate, job creation and inno-
vation. Properly quantified indicators and expert weighting were assigned to these
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five criteria. The aspect of economy included investment and operation and
maintenance (O&M) costs. In the case of investment costs, Hungarian and inter-
national values were compared, and learning curves were created for each tech-
nology, based on recently fulfilled leading project data to show their future potential
as well. The aspect of environment and climate both included the examination of
life-cycle physiological effects and greenhouse-gas emissions. The effect on job
creation was considered with the number of new jobs proportioned to the amount of
energy generation during the operation of the power plant. Finally, the number of
related patents was chosen as the traditional measure of innovation. When exam-
ining the electricity and heating/cooling sectors, regional potentials (wind, hydro,
solar, forestry and agricultural by-products, municipal waste, geothermal energy)
and demands (heat demand of family houses, apartment houses and block houses)
were assessed. The ranking of the potentials and demands was dynamic, in order to
enforce market saturation and potential depletion during the optimization.

Results of the multiple-criteria decision analysis have shown that if not sup-
ported by direct subsidies or proper policies, solar-based energy generation tech-
nologies are not likely to gain momentum; target potential for heat and electricity
generation was 1.4 and 0.03 PJ, respectively.

Fortunately, new building energy legislations are much in favour of utilization of
locally available solar energy resources. Stochastically changing energy usage costs
of the building sector, aspects of environmental protection, economics, sustain-
ability, significant dependence on imported primary energy resources and
increasing emphasis on comfort theory during the design process all justify an
increasingly detailed elaboration and continuous update of building energy
regulations.

Directive 2006/32/EC of the European Parliament and of the Council [3] pre-
scribes elaboration and periodical revision of national energy efficiency action
plans. Member States shall adopt and aim to achieve an overall national indicative
energy savings target of 9% for the ninth year of application of the Directive
(2016), by decrease of 1% annually, compared to the average of years 2002–2006.

According to the COM/2010/0639 communication from the European
Commission [4], there is a need to rebalance energy actions in favour of a
demand-driven policy. In particular, the transport and construction industries must
pursue an active energy savings policy and diversify towards non-polluting energy
sources. To stimulate higher energy savings, the Commission should help create
appropriate market conditions.

Directive 2010/31/EU of the European Parliament and of the Council [5] has
been implemented in the Hungarian legal system by the 1246/2013 (IV.30.)
Governmental Decree. The new requirements of the directive bring a “paradigm
shift” not only for building energy design and scaling, but also for the relationship
of environmental protection and the building industry. The directive regulates
construction of new buildings, but the defined significant renovations are also
subject of the policy. Strict dates were set for the implementation of new rules:
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“Member States shall ensure that:

(a) by 31 December 2020, all new buildings are nearly zero-energy buildings; and
(b) after 31 December 2018, new buildings occupied and owned by public

authorities are nearly zero-energy buildings”.

The definition of “nearly zero-energy building” means a building that has a very
high energy performance. The nearly zero or very low amount of energy required
should be covered to a very significant extent by energy from renewable
sources, including energy from renewable sources produced on-site or nearby.

According to the Hungarian implementation of the Directive, “nearly
zero-energy building” is a building, which is realized on cost-optimal level (ac-
cording to the governmental decree on certification of building energy character-
istics) or better, in which at least 25% of annual primary energy consumption is
supplied by local or nearby renewable energy sources.

Such buildings can be designed and constructed in various ways, but it is cru-
cially important that policymakers did not only emphasize the previously defined
criteria of energy efficiency, but also aspects of reaching the cost-optimal level
(according to EU methodology), and minimizing the environmental impact of
buildings. International and Hungarian experience have both shown that the goals
are feasible by using local energy sources.

The implementation of Directive 2002/91/EC of the European Parliament and of
the Council [6] has happened through multiple Hungarian decrees.

• 7/2006 (V. 24.) Minister Without Portfolio Decree on the definition of building
energy characteristics (and the modificatory 40/2012 (VIII. 13.) and 20/2014
(III. 7.) Ministry of Interior Decree)

• 176/2008 (VI. 30.) Governmental decree on the energy certification of buildings
• 264/2008 (XI. 6.) Governmental decree on the audit of heat production and air

conditioning systems.

The most important among these four is the first decree, which includes the
calculation methodology for the evaluation of buildings. The same methodology is
used for building certification, the legal framework of which process is regulated by
176/2008 (VI. 30.) Governmental decree.

As the above shown regulations indicate, a change is expected in the sector in
the near future, and for this reason, the authors have decided to make another
revision of the national goals, aiming to achieve maximal possible solar primary
energy gain by deployment of either solar photovoltaics or solar collectors on the
country’s building stock.
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1.2 Building Stock of Hungary

Before detailing how the building stock of the country was assessed, a short
introduction on the Hungarian administrative system is given.

Hungary is divided into 19 counties. In addition, the capital city of Budapest is
independent of any county governments. The counties and Budapest are NUTS 3
administrative units. Currently districts (or ridings) serve as the second-level
division of the country. (so-called LAU-1 level.) The 198 districts have replaced the
175 sub regions in 2013. Due to the various population density of Hungary, districts
are formed by as few localities as 2 (Debrecen and Hajdúböszörmény districts) to as
much as 84 (Zalaegerszeg district). The populations ranges between 9000 and
240,000, and the structure of the building stock also shows huge differences. The
latest and most proper picture is given by the 2011 census [7], data of which are
cited in the following.

The number of flats and residential resorts was 4,390,302 in 2011, an 8%
increase compared to 2001. The rate of the growth has exceed the extremely low
rate of the previous decade (5.5%) but was still below the steady growth of the
1960–1990 period, which was characterized by an annual rate of 10%. After 1990,
number of new constructions has declined; the new increase in the early 2000s was
the results of state funded loan programs. After the peak of 2004, a downward trend
can be observed, which was accelerated by the financial crisis of 2008 (see Fig. 1).

Growth of the building sector was also spatially diverse. The most dynamic
increase was observed in the capital and in county seats, exceeding 10%. Other
cities had an 8% increase (similar to national average), while in the case of
municipalities the numbers did not reach 5%. Among the regions (NUTS 2 level),
the biggest growth was in Central Hungary and Western Transdanubia. (The growth
of Pest county, Győr-Moson-Sopron county and Budapest was 2014 and 10%,
respectively.) The slowest growth was observed in Borsod-Abaúj-Zemplén, Nógrád
and Békés counties, where the expansion of the building stock was below 2%.

Fig. 1 Construction of new buildings in Hungary (orange—great depression, yellow—World
War II, brown—socialist planned economy, green—introduction of market economy, blue—EU
membership, pink—financial crisis) (Color figure online)
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Of the national building stock, 21% is located in Budapest, 51% in cities and the
remaining 29% in municipalities. All settlements are characterized by an increasing
amount of uninhabited or only seasonably used flats, reaching 11% in 2011. The
key drivers of this process are population decline, unemployment, concentration of
enterprises in cities and the increased number of seasonably used flats.

The number of inhabitants per 100 flats was 248, a slight decrease from 2001’s
level (269). The lowest is the housing density in Budapest (213), and the highest is
in municipalities. Among the counties, Pest and Szabolcs-Szatmár-Bereg ranks as
the highest, while Budapest, Békés and Csongrád are at the other end of the
spectrum.

In the last ten years, a small restructuring of the heating of flats has happened.
There was a decrease in the number of flats with individual room heating or district
heating, but a 9% increase in the share of central heating systems. The latter type of
heating represents almost half of the Hungarian building stock, followed by indi-
vidual room heating (37.7%) and district heating (15.5%).

District heating systems are concentrated in bigger cities of the country; their
share is 28.1% in Budapest and above 30% in county seats, but is below 0.5% in
municipalities. Regional differences can also be observed. District heating is more
likely to be used in the regions of Central Hungary, Central- and Southern
Transdanubia, while individual heating is the most popular solution in the eastern
regions. Detailed statistical data are shown in Table 1.

2 Methodology

One of the major challenges of the research work was to create a unified building
typology that is able to cover the datasets of previously published important and
valuable studies, while also providing a relatively simple overview of the building
stock. In the following, three widely used building typologies are introduced.

Table 1 Heating of buildings in Hungary

Settlement
type

Central
heating

Including district
heating

Individual room
heating

Total

Capital 573,478 221,380 213,856 787,334

County seats 529,542 249,126 193,804 723,346

County cities 77,049 27,512 29,018 106,067

Other cities 717,906 107,137 477,414 1,195,320

Cities subtotal 1,324,497 383,775 700,236 2,024,733

Municipalities 539,032 2,423 561,300 1,100,362

Total 2,437,037 607,578 1,475,392 3,912,429
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2.1 Typology of the Hungarian Central Statistical Office

The Hungarian Central Statistical Office (HCSO) publishes detailed information on
the building stock of the country [7]. Such databases are compiled for each
county, separating settlements by their legal status; thus the building stocks of
county seats, cities and municipalities are assessed separately. The database types
the buildings according to their construction date and the number of flats, located in
them. The exact categorization concerning the construction date is the following:
built before 1946, between 1946–1960, 1961–1970, 1971–1980, 1981–1990,
1991–2000, 2001–2005 and 2006–2011. Concerning the number of flats, the fol-
lowing categories are defined: 1, 2, 3, 4, 5–10, 11–20, 21–50 and over 51. Table 2
shows the total building stock of the country, using the typology of the Hungarian
Statistical Office.

2.2 Typology Used by the National Building Energy
Strategy

A more energy-driven approach was used in the typing, created for the National
Building Energy Strategy [8]. Although this typing process has made several
assumptions and simplifications, it still resulted in the definition of 15 types. (It is
easy to prove that another 3–5 types could have been added, since multiflat
buildings are handled as a single category.) These types and their corresponding
data are shown in Table 3.

2.3 Typology Used for the Requirements of Nearly
Zero-Energy Buildings

In 2012, the Ministry of Interior has ordered a study, serving as the basis for the
definition of nearly zero-energy buildings [9]. The study required the creation of a
building typology, which was based on actual buildings, selected as typical rep-
resentations of different construction technologies, construction periods and geo-
metrical parameters. This was necessary in order to properly assess the existing
building stock, which could not be done using fictitious, automatically generated
geometries, an assumption generally used for new buildings. The examination of
superstructures also required knowledge of the actual state of the buildings. During
the creation of the typology, Geographic Information System of settlements and
districts were used, while database of Google Earth and norc.hu provided a useful
support as well. The advantage of latter databases is that they allow the fast
overview of large areas and many buildings, enabling to determine and choose
representative ones. In the next step, concrete units were selected for each building
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type. Using the available construction plans, construction and slope of the roof, and
the maximal useful area for the placement of solar photovoltaic and/or solar thermal
units were examined (an example is shown in Fig. 2). Larger roof constructions
could be identified using solely GIS, due to their adequate resolution.

Examination of block of flats (so-called large panel system buildings) was car-
ried out in a more detailed way for two reasons. First, these buildings are charac-
terized by a relatively high net energy consumption due to the large number of
apartments, while having small roof area. Second, this part of the building stock has
been constructed according to uniform plans, and thus they are easily typified.

Table 3 Building stock of Hungary, NBES typology, 2013

Name Construction
date

Walling Number
of
buildings

Number
of flats

Type 1 Family house −1944 Brick, stone, pise 400,537 400,537

Type 2 Family house −1944 Brick, stone, pise 269,508 269,508

Type 3 Family house 1945–1979 brick, stone, pise 449,213 449,213

Type 4 Family house 1945–1979 Brick, stone, pise 672,128 672,128

Type 5 Family house 1980–1989 Brick, stone, masonry 378,942 378,942

Type 6 Family house 1993–2001 Brick, stone, masonry 198,938 198,938

Type 7 Family house or
row-house

After 2001 Brick, stone, masonry 157,885 157,885

Type 8 Apartment house
with 4–9 flats

–2001 Brick, stone, masonry 43,981 258,261

Type 9 Apartment house
with 4–9 flats

2001– Brick, stone, masonry 6285 32,241

Type 10 Apartment house
with 10 or more
flats

–1944 Brick, stone, masonry 10,819 250,871

Type 11 Apartment house
with 10 or more
flats

1945–2001 Brick, stone, masonry 16,825 268,386

Type 12 Apartment house
with 10 or more
flats

Medium or large
concrete block,
poured concrete

10,575 152,567

Type 13 Apartment house
with 10 or more
flats

−1979 panel 11,502 324,617

Type 14 Apartment house
with 10 or more
flats

1980–1989 Panel 9635 225,830

Type 15 Apartment house
with 10 or more
flats

2001– Brick, other 3770 115,757

Total 2,640,543 4,155,681
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A total of nine categories (types) were defined; classification was performed
based on two set of aspects. The first group includes building properties that can be
used to conclude net energy consumption. Energy needs for domestic hot water
(DHW) production were defined according to regulations in force (30 kWh/m2a).
Energy needs for heating were determined using structure, construction time and
geometrical properties of the buildings. The second group includes properties that
are related to the possible use of solar energy. Useful roof area was calculated using
the land area covered by the building, after subtracting the areas used by unmovable
and permanent objects, like chimney, elevator machine room, corridor, etc. Other
objects (vents, antennas) do not play a significant role during the installation, since
they can be relocated or bypassed. Of course, individual buildings of the same type
may show differences, but since the aim of the work was to determine the mag-
nitudes, such assumptions can be made.

During the typing process, orientation of the buildings was the only examination
that was not based on actual buildings, but on five fictitious orientations of the main
facade. These five different arrangements are south, southeast, east, northeast and
north orientation. Since southwest, west and northwest orientations, considering
solar energy gain, are almost the same as southeast, east and northeast orientations,
all major possibilities are covered by the selected five arrangements. In the case of
centrally symmetric buildings, examination of three orientations is sufficient.

At first, installations of solar collectors on a flat roof may seem an easy task, but
surprising experience was gathered during the assessment, and useful areas may
prove to be significantly smaller than expected. Roof objects, such as the elevator
machine room, not only occupy but also shadow large areas. In the case of flat
roofs, solar collectors must be mounted on steel structures to provide proper
inclination. Similar loss of roof area is caused by safety regulations, which prescribe
leaving at least 1 m between the solar units and the edge of the roof. Proper fixing
of the structure must also be guaranteed, and self-shadow effect of the solar col-
lectors has to be taken into consideration in the case of flat roof mounting. Another
question is whether to increase area of the collectors (accepting that useful area is
lost at times due to self-shadowing) or to avoid self-shadowing during the
installation.

Fig. 2 Assessment of roof areas, and installable solar collectors (orange) or photovoltaic panels
(yellow), [10] (Color figure online)
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During the study, the second approach was chosen, so that none of the collectors
are shadowed either by roof objects or by other collectors. (The approximate length
of periods without shadowing is 6 h.) To determine maximal energy gain, it was
assumed that the collectors are operating all year long. This parameter requires
optimization as well; the higher the gain during winter months, the fewer collectors
can be installed on the roof.

In the case of high roofs, chimneys, dormer windows and skylights had to be
taken into consideration. Even if the examined building had one object on the room,
it was assumed to be located on the sunny side, to model worst case scenarios. In
addition, 0.5 m safety gap was left between roof objects and the collectors, which is
inevitable for the mounting as well. Modification of the roof structure in order to
have a better placing for the solar panels was not an option during the study. It also
has to be considered that solar collectors and photovoltaic panels are produced in
unified sizes, and therefore dead spaces will surely occur during the placing. To
minimize this, small panel sizes were chosen.

2.3.1 Comparative Methodology of Energy Needs and Energy
Production

During the examination of maximal solar primary energy gains, annual and
monthly ratio of DHW and electricity needs and the solar gain was calculated to
decide which technology would be more beneficial—solar collectors or solar
photovoltaics.

To determine the energy needs of DHW production, 40/2012 (VIII. 13).
Ministry of Interior Decree was used. Overproduction of heat energy is considered
as a loss in this case. In contrast, electricity needs are handled as theoretically
infinite, since legal, technical and economical boundary conditions support the
feed-in of electricity to the grid. Thus overproduction of electricity is not considered
as a loss.

In Hungary, Act LXXXVI. of 2007 and the 273/2007 (X. 19.) Governmental
Decree have introduced the definition of small and micro household generation. An
electricity generator is considered a micro generator, if:

• it is connected to the public utility grid directly or via a low-voltage line
• nominal capacity of the generator does not exceed maximal permitted con-

sumption of the consumer
• the maximal nominal capacity of the unit is below 50 kVA.

Based on their operation, two types of micro generators can be distinguished. In
the first case, all produced electricity is consumed locally and thus there is no
injection into the utility grid. In the second case, produced electricity is at least
partly injected into the grid. Current legislations allow the customers to use the
distribution network as a virtual energy storage, and thus production and con-
sumption periods may differ.
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2.3.2 Calculating Primary Energy Needs of Domestic Hot Water
Production

To determine the energy needs of DHW production, definitions of the 40/2012
(VIII. 13.) Ministry of Interior Decree were used, as follows:

EDHW ¼ qDHW � 1þ qDHW;v

100
þ qDHW;t

100

� �
�
X

Ck � ak � eDHWð Þ
þ EC þEKð Þ � ev

ð1Þ

where

EDHW: primary energy need of domestic hot water [kWh/m2a]
qDHW: net energy need of domestic hot water [kWh/m2a]
qDHW, v: loss of domestic hot water distribution [−]
qDHW, t: specific losses of storage [−]
Ck: capacity factor of domestic hot water production [−]
ak: system proportion [−]
eDHW: primary energy conversion factor [−]
EC: auxiliary energy need of circulation [kWh/m2a]
EK: auxiliary energy need of domestic hot water [kWh/m2a]
ev: primary energy conversion factor (electricity) [−]

This equation is divided into two components, representing the boiler and the
solar collector:

EDHW ¼ qDHW þ qDHW;v;boiler þ qDHW;t;boiler
� � � Ck;boiler � ak;boiler � eDHW;gas

þ qDHW þ qDHW;v;collector þ qDHW;t;collector
� � � Ck;collector � ak;collector � eDHW;renewable

þ EC þEKð Þ � ev
ð2Þ

Net DHW needs are approximately 30 kWh/m2a for both components. Storage
losses are equal, since the same storage media is used (the boiler operates as a peak
producer), but distribution losses may show small differences. Due to the reason
that erenewable ¼ 0, distribution losses of the collector and the effect of capacity
factors can be neglected (according to the Decree), and thus (2) can be simplified to
the following form:

EDHW ¼ qDHW þ qDHW;v;boiler þ qDHW;t;boiler
� � � Ck;boiler � ak;boiler � eDHW;gas

þ 0þ EC þEKð Þ � ev
ð3Þ

A major factor affecting the primary energy need of DHW production is the floor
area of the building. According to the regulations of the 40/2012 (VIII. 13.)
Ministry of Interior Decree, the bigger the floor area, the less the specific energy
need (EDHW).
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2.3.3 Energy Gain of Solar Collectors

Energy gain of solar collectors was determined assuming high-quality selective flat
plate collectors (Bosch FKT-1S) and vacuum tube collectors (Bosch VK180).
Detailed introduction of the arrangement of the collectors on different roof
geometries exceeds the scope of present work. The authors have aimed to use
maximal roof area, taking into consideration the previously mentioned limitations
(objects, safety gaps and shadows). Since the arrangements also determine the
number of collectors that can be installed on typified buildings, energy gain can be
easily calculated.

In the following, the process is demonstrated on the example of a block of flats
building.

Data of the building:

• Orientation: N-S
• Useful room area: 165.8 m2

• Daily energy need for DHW production: 209 kWh
• Annual energy need for DHW production: 76,285 kWh
• Number of installable collectors: 16

Data of the solar collector:

• Orientation: S
• Inclination: 40°
• Correction factor: 0.98
• Collector type: flat plate
• Absorber area: 2.23 m2

Daily and monthly per area energy gain was determined, which is used to
calculate annual heat energy production of the collector field:

Qcollector annual ¼ k � Ncollector � Aabsorber �
X

Qcollector monthly ð4Þ

where

Qcollector annual: maximal annual energy production of the collectors [kWh/a]
k: correction factor, indicating the difference to optimal installation (southern facing,
45° inclination)
Ncollector: number of installable collectors
Aabsorber: absorber area [m2]P

Qcollector monthly : maximal monthly production of a single collector
[kWh/m2month]

Concerning the maximal utilizable irradiation, the results have to be modified
based on the actual installation of collectors. In Hungary, the optimal installation for
whole year production is southern facingwith inclination angles between 40° and 43°.
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Since DHW needs of the building and energy production of the collectors were
known, their ratio was calculated, giving the so-called solar ratio. The solar ratio for
present example is 28.38%; detailed results are shown in Table 4.

According to the design regulations, solar ratio should reach 70% in Hungary in
the case of heat production, and thus the collectors are capable of supplying DHW
needs fully during summer months and partially during winter months. Following
the practice, the absence of seasonal storage has been taken into consideration
during the work, which means that overproduction is lost.

2.3.4 Energy Gain of Solar Photovoltaic Panels

When determining the energy gain of solar photovoltaic panels, the same instal-
lation arrangements were used as in the case of the collectors. 240 W polycrys-
talline modules (Aleo-Bosch S18) were assumed. The PVGIS database, which is
based on location, nominal capacity and positioning of the panels, was used to
determine the energy gain (number of full load hours). In case one would like to
calculate the amount of primary energy that is replaced by the electricity production
of the panels, the results have to be multiplied by 2.5. (Primary energy conversion
factors are determined by the 40/2012 (VIII. 13.) Ministry of Interior Decree).

2.4 Unification of Building Typologies

As it can be seen from previously detailed building typologies, types and definitions
show (in cases significant) difference. Also, the large number of building types

Table 4 Example for calculating solar energy gains

Month Solar energy gain of the collector Heat
energy
production
(kWh)

Monthly
energy need of
DHW
production
(kWh)

Solar
ratio
(%)

kWh/
(m2day)

Days
in
month

kWh/
(m2month)

January 0.35 31 10.85 379.4 6479 5.86

February 0.75 28 21.00 734.3 5852 12.55

March 1.35 31 41.85 1463.3 6479 22.59

April 2.05 30 61.50 2150.4 6270 34.30

May 2.35 31 72.85 2547.3 6479 39.32

June 2.65 30 79.50 2779.8 6270 44.34

July 2.85 31 88.35 3089.3 6479 47.68

August 2.85 31 88.35 3089.3 6479 47.86

September 2.55 30 76.50 2674.9 6270 42.66

October 1.65 31 51.15 1788.5 6479 27.61

November 0.65 30 19.50 681.8 6270 10.82

December 0.25 31 7.75 271.0 6479 4.18
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makes it more difficult to perform general analysis, without deep understanding of
the underlying methodologies. Since the primary aim of the authors was to present
results on potential solar energy use, that are easily interpreted by investors and
policymakers as well, simplification of the typology was indispensable.

After reviewing the common points of the three typologies, three general groups
could be defined, that were present in all of the typologies, with minor differences.
These three types are family houses, apartment houses and block of flat buildings
(panel houses), which can be usually distinguished, based on their construction date
and the number of flats per building.

During our examinations, the following assumptions were used. The type of
family houses involves all buildings that have a maximum of 3 flats, regardless of
the construction date. This definition involves row-houses (terraced houses) as well,
which might be used as apartment buildings, but concerning their geometrical
parameters, they are closely related to traditional single family houses. The type of
block of flat buildings involves buildings with at least 11 flats, if they were built
between 1946 and 1990, but with different shares. For the 1971−1990 period, all
such buildings were assumed to be block of flats. For 1961−1970 and 1946−1960,
20 and 15% of such buildings were typed as block of flats. The third type (apart-
ment houses) involved all remaining buildings.

The next step of the process focused on the division of the building stock among
LAU-1 level districts. For this, database of the 2011 census was used again (see
Sect. 2.1), which included the number of buildings and flats that are located in
county seats, cities and municipalities, for all counties and the capital. Assuming
that the settlements, belonging in the same category, have similar building stock,
the total amount of each building type was divided according to the number of flats
in each district. For example, if the county has a total of 100 flats, and 20 of those
are located in the examined district, 20% of each building type is assigned to the
district. Of course, since districts dominantly include both cities and municipalities,
this diversity is also represented after the division of the building stock. After the
division, buildings and flats belonging to each of the three building types (family
houses, apartment houses and block of flat building) are summed. These values are
used to calculate energy needs and solar energy gain.

Considering energy needs, primary energy and electricity are handled differ-
ently. Since the National Building Energy Strategy prescribes average specific
primary energy needs for the three building types, we used these values. Primary
energy need of family houses, apartment houses and block of flat buildings are
384.85, 276.98 and 212.05 kWh/m2a, respectively. (We can see that as the size
[volume] of the buildings increases, the relative floor area and thus specific energy
needs will decrease.) To determine electricity needs, average district level house-
hold consumption of the 2008−2012 period was used; these data are collected by
the HCSO. No distinction was made based on wealth of the population, and each
flat was assumed to consume the same amount of electricity.

Considering energy production, results of the NZEB typology (Sect. 2.3) were
used to determine the maximal installable amount of solar collectors or solar
photovoltaic panels, on each of the building types. For solar collectors, annual
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energy gain was determined based on operational experience. Since overproduction
of solar collectors is handled as a loss, as mentioned previously, the bigger the total
heat energy need of the building, the higher full load hours were assumed. The
exact numbers were determined as 175, 190 and 205 for family houses, apartment
houses and block of flat buildings, respectively. Total floor area of the buildings
was also taken into consideration, and the average energy production of solar
collectors for the three types was calculated as a weighted sum. As a result, annual
average solar collector-based energy production of family houses, apartment houses
and block of flat buildings was chosen as 527,022,427 and 14,760 kWh/a,
respectively, for each building. Knowing the exact building stock of the districts,
total energy productions were calculated.

For solar photovoltaic panels, full load hours were determined using the PVGIS
database for each district, calculating the average irradiation on panels with east and
west orientation. Since the maximal installable power of solar photovoltaic panels
has been already determined by the NZEB typology, annual average electricity
production of the building types could be calculated. These values show small
differences based on the geographical location and the climate characteristics of the
districts.

After performing the above detailed calculations, primary energy and electricity
needs, and maximal heat energy and electricity production volumes were deter-
mined for each building type in all LAU-1 level districts. By comparing these
values, primary energy replacement ratio of solar collectors and photovoltaics, and
electricity replacement percentages were calculated. In the case of primary energy
needs, electricity production of photovoltaic units has a multiplier of 2.5, while in
the other two cases, no multiplication is prescribed by the current regulation. The
results are detailed in Table 5 (900 full load hours were assumed for solar photo-
voltaic panels).

3 Results and Discussion

The authors work has included several aspects to analyse the installations possi-
bilities of solar collectors and photovoltaic panels. Not only technical, but also
economical and social effects were taken into consideration. Due to space limita-
tions of the format of present publication, only some selected results are detailed,
focusing mostly on the aspect of maximizing energy production of solar resources.

3.1 Primary Energy Replacement

As it was detailed Sect. 2.3, according to current regulations, primary energy needs
of a building can be replaced by either heat or electricity production; although the
replacement factor will be different. In the case of heat energy production, a 1:1
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replacement factor is assumed, which means that the production of the solar col-
lectors will directly replace heat energy needs of the building. On the other hand, if
electricity is produced locally, a 2.5:1 factor has to be used, resulting better
replacement factors if solar photovoltaics are used.

Another significant difference between the two technologies is that the pro-
duction of solar collectors was limited to avoid overproduction (and thus unnec-
essary losses), while production of solar photovoltaics had no such limitations, and
injection of surplus electricity into the grid is an available option. Because of these
boundary conditions, replacement factors of solar collectors will be influenced more
by the composition of the building stock, and regions with worse solar irradiation
characteristics can also perform well from this aspect. In the case of solar photo-
voltaics, the number of full load hours will have a much bigger effect on replace-
ment factors, but the composition of the building stock is also an important factor.

The spatial distribution of replacement factors for solar collectors and photo-
voltaics are shown in Figs. 3 and 4, respectively. It can be seen in both figures, that
highly urbanized districts (mostly county seats) have the smallest replacement
factors around the country. This is the result of the high share of block of flats and
apartment houses in the building stock, since the specific roof area of such buildings
is significantly lower than of family houses.

In the case of solar collectors, the five worst performing districts are Budapest,
Miskolc, Székesfehérvár, Debrecen and Tatabánya, which are all county seats.
Interestingly the five best districts are located in the same county: Baktalórántháza,

Fig. 3 Spatial distribution of primary energy replacement factors, solar collectors
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Csenger, Fehérgyarmat, Nyírbátor and Vásárosnamény are all among the least
urbanized areas of the country.

In the case of solar photovoltaics, the worst replacement factors are found in the
districts of Budapest, Miskolc, Debrecen, Tatabánya and Veszprém. The top five
includes districts of Sellye, Bácsalmás, Baja, Mórahalom and Kunszentmárton.

To highlight the effect of the composition of the building stock, Fig. 5 details
how well each building type performed during the analysis. It can be recognized
that in general, solar photovoltaics have a higher replacement factor, regardless of
the type of the building; this is on one hand the result of the different multiplier, but
on the other hand, result of the possibility to inject surplus electricity into the grid. It
also can be seen that the highest factors occurred in the case of apartment buildings,
but this type shows the highest spread as well.

3.2 Electricity Replacement

The second possibility, that the authors have examined, is the case, when solar
photovoltaic production is not considered to be used for the replacement of primary
energy, but electricity needs. The major difference is that in this comparison, no
multipliers are used in favour of photovoltaics. The spatial distribution of the results
(see Fig. 6.) is significantly different than the in the previous cases, shown in

Fig. 4 Spatial distribution of primary energy replacement factors, solar photovoltaics
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Sect. 3.1. At first, no clear correlation with full load hours can be noticed, since
well-performing districts are located in both the southern and northern parts of the
country. The underlying characteristic, which is not shown directly by the figure, is
the volume of household electricity consumption. Districts with the best replace-
ment factors (Mezőkovácsháza, Cigánd, Tiszaújváros, Enying, and Nagyatád) have

Fig. 5 Primary energy replacement of solar collectors (SC) and photovoltaics (PV) for different
building types

Fig. 6 Spatial distribution of electricity replacement factors, solar photovoltaics
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relatively low per capita electricity consumption. Therefore, if no major difference
is observed in the composition of the building stock, such districts will perform well
in this aspect. At the other end of the spectrum, districts with the lowest replace-
ment factors are Budapest, Pécs, Debrecen, Oroszlány and Tatabánya; all of them
are county seats with the exception of Oroszlány.

Effects of the composition of the building stock are shown in Fig. 7. It can be
seen that family houses in all districts of the country could produce more electricity
than they consume, and in average, apartment houses are also near to the point of
being “self-suppliers”. The results of this figure also indicate that if the penetration
of solar photovoltaics continues to grow, regions with large share of family houses
in their building stock will present the first challenges for utility grid operators, in
terms of reverse power flows. However, one of the key aspects of efficient inte-
gration of variable renewable energy sources is the so-called system-friendly
installation, which assumes that electricity injection into the grid is minimized on an
annual level. This technological limitation was also examined by the authors.

3.3 Primary Energy Replacement with Limitation

If we assume that with the growth of solar photovoltaics penetration, feed-in
possibilities will be limited, the technology will suffer similar overproduction losses
as discussed previously in the case of solar collectors. To take this also into con-
sideration, primary energy replacement factors were recalculated for the scenario,
when the volume of replaced energy must not exceed the volume of local electricity
needs. The results and the comparison with the previous case are shown in Fig. 8. It
can be recognized that replacement factors drop significantly, in average from 27 to
17%. The change is mostly caused by family houses, while the other two building
types are practically not affected by such change of the regulation.

Fig. 7 Electricity replacement of solar photovoltaics for different building types
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Since this new calculation method (and the concerning regulations) is expected
to change the spatial distribution of districts with favourable replacement factors,
the authors have performed a comparison of the two scenarios. Figure 9 shows the
difference in the primary energy replacement factors between solar collectors and

Fig. 8 Primary energy replacement of solar photovoltaics for different building types, with and
without limitations

Fig. 9 Primary energy replacement of solar photovoltaics for different building types, with and
without limitations
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solar photovoltaics. If values are negative, the district is more suitable for
deployment of solar photovoltaics, even in the case of possible new regulations. If
values are positive or near the break-even, installation of solar collectors can be
considered as a real option. The best performing districts are Cigánd, Edelény, Ózd,
Tiszaújváros and Enying, several of whom have been already mentioned in this
section.

It has to be emphasized, though, that current regulations are much in favour of
solar photovoltaics, primarily as the result of the different multiplier of the
replacement factor.

4 Conclusions

By adopting the 2009/28/EC directive, Hungary has committed to increase the
share of renewable in its gross final energy consumption mix to 14.65% by 2020.
So far, very little improvement has been made in the field of small-scale renewable,
especially solar energy technologies. Although the revision of the National
Renewable Action Plan, carried out by the Hungarian Ministry of National
Development and the Hungarian Academy of Sciences, has indicated the need for a
change in 2014, clear policies are yet to be defined for the sector. In their absence,
investors still find solar technologies favourable, and the penetration has shown an
exponential increase in the last couple of years. In late 2015, the authors have
prepared a study, which focused on the optimal use of solar energy resources.

The aim of the work was to achieve maximal possible solar primary energy gain
by deploying of either solar photovoltaics or solar collectors on the building stock
on the country. Since only 1–2% of the stock is exchanged annually, it is very
important to increase the energy efficiency of the existing buildings. The method-
ology was based on the unification of three separate building typologies, all of
which are only partly suitable for easily interpretable decision support systems. The
unified typology consists of three building types (family houses, apartment houses
and block of flat buildings), the corresponding primary energy and electricity needs,
and maximal solar energy gains. Using statistical data, provided by the Hungarian
Central Statistical Office, LAU-1 level assessment of the building stock was per-
formed, and the potentials of solar collectors and photovoltaics were examined on
district level.

Results of the work have shown that in the current regulation environment,
installation of solar photovoltaics is more favourable in practically all districts of
Hungary, due to the increased multiplier of primary energy replacement. However,
if new policies aim to limit reverse power flows in the distribution grid (as a results
of solar photovoltaics overproduction), solar collectors will have better performance
in the comparison. Results have also highlighted the importance of the proper
assessment of the building stock; future work aims to improve the unified typology,
to better understand needs and opportunities of Hungarian regions.
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Microgrids Operation in Islanded Mode

A.C. Zambroni de Souza, B. De Nadai N., F.M. Portelinha, Jr.,
Diogo Marujo and D.Q. Oliveira

Abstract The smart grid concept is intended to improve power system operation
and control. A feasible path to make the system smarter is through microgrids
deployment. A microgrid is a small scale-power system with its own power gen-
eration units and deferrable loads, and it may work islanded or connected to the
main power grid. The main objective of microgrids in islanded mode is to allow the
system to operate even in adverse scenarios, such as faults in main grid, high prices
of main grid’s power, and supplying remote areas. In the case of an islanding, high
priority loads, such as hospitals, transportation and telecommunication facilities
must have their supply assured. This is possible due to the penetration of
Distributed Energy Resources (DERs), including renewable, fossil, combined heat
and power, and energy storage units. However, the operation of microgrids in
islanded mode requires more attention due to the higher outage risk since the power
generation capacity is limited. Consequently, microgrids may be provided by an
Energy Management System (EMS) responsible for managing the scarce power
resources to maintain the supply for the highest priority customers connected to the
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grid. Such management strategy is a complicated and ambitious task and demands a
robust and reliable communication system. This chapter investigates some control
and management issues in microgrids islanded operation mode. Firstly, the main
features and requirements of islanded mode in comparison with connected mode are
described. Some discussions about control requirements on different control levels
are presented. Communications networks are also discussed. These communica-
tions networks enable the expected smart features in the microgrids through the
bidirectional data flow. The steps for designing a mobile telecommunication net-
work for a microgrid are described, and a study case considering a small microgrid
is investigated to show the communication network design steps and the operation
of an islanded microgrid during one day.

Keywords Islanded microgrids � Energy management systems � Communication
networks � Smart-grids

1 Introduction

Microgrids are a feasible way to deploy the smart grids, since connecting small and
smart micro systems in different sites is more realistic and less expensive than
building a completely new infrastructure [1, 2]. These distributed microsystems
should have their own Distributed Energy Resources (DERs), e.g., wind turbines,
photovoltaic arrays, energy storage systems (ESSs), and fossil-fuel microturbines.
They also have a communication network, which enables some data exchange
between the local controller and Microgrid’s Central Controller (MGCC), or
between distributed agents. Metering and sensing are also expected features that
enable grid smartness.

The microgrid’s capacity to operate in islanded mode, the proper operation of the
protection schemes and the application of different methodologies of grid recon-
figuration enables the self-healing capacity. The continuity of power supply in
islanded mode depends on the existence of enough DER installed capacity, proper
energy management and other issues related to grid dynamic behavior, e.g. power
balancing, low grid inertia, and higher frequency variations.

The islanded operation has some tighter requirements than connected operation.
Larger frequency variations, nodal voltage limits, lack of high inertia power
sources, and the randomness of the renewable power generation are some issues
that should be faced.

This chapter aims to discuss the architecture of a MGCC and the communication
infrastructure necessary for its proper operation in islanded mode. The designing
process of a mobile telecommunication network for a microgrid is also detailed.
Finally, a study case of an islanded microgrid is also presented, where the ideas and
concepts previously presented are further investigated.
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2 Microgrids Operation in Islanded Mode

One of the desired features of a microgrid is the capacity to operate both in islanded
and grid-connected modes. The islanding process occurs by the opening of
upstream switches at the substation that interconnects the microgrid and the utility
grid. This switching operation may occur due to any intentional operation action or
disturbance issues [3].

In an eventual scenario of islanding, the microgrid must be able to supply as
many consumers as possible considering safety and quality aspects, i.e., in
acceptable ranges of voltage and frequency and assuring a minimal load shed. Thus,
the presence of a MGCC able to manage and control all the agents inside the system
in islanded mode becomes indispensable.

Some functions of the MGCC should be highlighted, such as [3]:

• To restore voltage and frequency in islanded mode;
• To determine connection and disconnection’s policies of loads;
• To optimize the operation based on prices of energy market, weather conditions

and load profile;
• To manage the buying and selling of power;
• To guarantee a smooth reconnection and islanding process.

The implementation of a MGCC with all of the previously stated items requires a
complex infrastructure regarding data processing and telecommunication networks,
enabling a secure and intelligent operation. This differentiates the active distribution
system from a microgrid.

In the microgrid, the control is executed by the MGCC and local controllers at
the loads and microsources, named here as LC (Load Control) and MC
(Microsource Control), respectively [4]. This creates two distinct control approa-
ches: centralized and decentralized.

In the centralized approach, the microgrid is centrally controlled by the MGCC,
typically located at the main substation, with a number of functions distributed in a
defined hierarchy control.

In the decentralized approach, MC and LC exchange information with the
MGCC, providing the set points. The LCs operate considering the priority of load,
i.e., if necessary, load shedding is performed in low priority loads while important
loads like hospitals, telecommunication and transportation services have maintained
the power supply. The MCs control the active and reactive power generation of
each micro source based on local information and reference set points sent by
MGCC [4].

Both approaches, however, follow a hierarchy defined by the control levels –

primary, secondary, and tertiary. This hierarchy proposed in [5] is based on
ANSI/ISA-95—an international standard for developing an automated interface
between enterprise and control systems. The hierarchy adapted for application in
microgrids is made as follows:
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• Primary Control: the droop method is used to emulate the behavior of syn-
chronous machines. In this level, the virtual impedance can also be implemented
to improve the X/R ratio;

• Secondary Control: guarantees the restoration of frequency and voltage by
changing the operation set points of primary control. This level also can include
a strategy to resynchronize the microgrid with the utility grid;

• Tertiary Control: controls the power flow between microgrid and utility grid,
executed only when microgrid operated in connected mode.

In summary, considering the generation and the adopted hierarchy, the local
control is the first level, i.e., the primary control; and the centralized control—the
MGCC—is responsible for the secondary and tertiary controls. Figure 1 shows the
hierarchy of control in a microgrid. In the pyramid, the bandwidth required to
information and data processing issues increases nearer the base.

It is not usual the direct connection of synchronous generators in a microgrid,
even they are normally responsible for voltage and frequency control in conven-
tional power systems. For the renewable-based power units, the connection is made
by an electronic interface between the power plant and the system, called Power
Electronic Converter (PEC) [4]. In this context, the MCs operate the Pulse Width
Modulation (PWM) algorithm inside the electronic interface, which is responsible
for controlling the active and reactive power injection.

The application of PECs in microgrids constitutes an important issue, since they
are responsible for microgrids’ operational flexibility, i.e., enabling the transition
between connected and islanded mode. In AC microgrids, the PECs, usually iden-
tified as inverters, are the final stage , transforming the direct current source into 50Hz
alternating current. In general, PECs have two possible operation modes [4, 5]:

Decentralized
 Control

Centralized 
Control

Droop Response

Voltage Restore
Frrequency Restore
Reconnec on Strategy

Economic Issues
Losses Reduc on
O mizated Opera on

Fig. 1 Hierarchy of control adopted to microgrids
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• PQ mode:
In PQ mode, the PECs operate like current sources, by injecting defined values
of active and reactive power. In this case, these sources are not able to control
the frequency and the voltage of the system. This kind of converter is syn-
chronized by the PLL (Phase Locked Loop) with the grid’s frequency. The set
point values can be defined locally by a Maximum Power Point Tracker (MPPT)
in the case of photovoltaic models, for example, or by the MGCC. The
renewable-based units, which depend on the volatility and intermittence of the
weather, cannot be controlled by the MGCC, but are prevalent in PQ mode. In
these cases, the power available in the primary source is injected into the grid.
PQ converters are generally modeled as “negative load” during power flow
simulations they keep injecting constant power regardless the voltage and fre-
quency values [6];

• VSI (Voltage Source Inverter) mode:
In VSI mode, the converters operate as a voltage source. The voltage and fre-
quency are controlled according to the demand. The droop method is used to
guarantee the proper response of voltage and frequency based on the range of
active and reactive power, respectively [5, 6].
The VSI mode is often implemented in devices that control the frequency and
voltage through dispatchable units, or in ESSs, according to their capacities.

It is important to mention that, when operating in islanded mode, only MCs in
VSI mode can control the frequency and the voltage in the microgrid. Then, only
these sources have the primary and secondary levels of control. When the microgrid
is connected to the utility grid, the VSI converters change to PQ mode since the
utility grid is responsible for the frequency and voltage controls.

Figure 2 shows a schematic diagram of the control in a generalized microgrid
considering the presence MGCC, loads and MC in PQ and VSI mode. The dashed
line represents the information flow while the continuous one points out the power
flow. In the next subsections, these three levels of control are discussed.

2.1 Primary Control

The primary control is basically composed by the droop response of the converter.
As stated before, the main idea is to reproduce the behavior of the traditional
generation connected to the transmission system, i.e., the frequency and voltage
vary when the load changes [5].

The principle of the droop method is implemented in the inverter with VSI
operation mode considering the coupling P=f and Q=V (although P/V and Q/
f coupling are observed in some cases in distribution systems), as shown in Eqs. (1)
and (2). The coefficients m and n define the inclination of the droop, i.e. its feature
[4–6].
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f ¼ fref � mðP� PrefÞ ð1Þ

V ¼ Vref � nðQ� QrefÞ ð2Þ

where:

f ;V : the frequency and voltage outputs;
fref ;Vref : the frequency and voltage reference values;
P;Q : the demanded active and reactive power;
Pref ;Qref : the reference of active and reactive power;
m; n : the active and reactive droop coefficients.

If there is an increase in the active power demand, the frequency of the system
will reduce in the proportion of the m coefficient; if there is a decrease in the active
power demand, there is an increase in the frequency. Likewise, the voltage output in
the PEC is controlled by the reactive power, according to the n coefficien. These
responses are shown in Fig. 3.

The primary control enables the dispatchable sources to operate based on their
terminal measurements to calculate the injection of active and reactive power
through the droop method. This is the reason for the needless of communication in
this control level, which is the main advantage of this method.
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Fig. 2 Schematic diagram to a generalized microgrid
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2.2 Secondary Control

The secondary control is assembled centrally at the MGCC to restore the values
resulted from the droop response. In general, PI controllers are used to correct the
error between the operation point and the reference [5, 7]. The communication
network exchanges information between the MCs and the MGCC.

In this level of control, the operation point is moved in a vertical line. Thus, the
frequency is changed while the power output is kept constant according to the
demand. This is done by changing the reference of frequency and voltage from fref
and Vref to f �ref and V�

ref . Figure 4 depicts the principle of secondary control.
More information about mathematic models, strategies of synchronism and

restoration belonging the secondary control can be found in [5, 7, 8].

2.3 Tertiary Control

The tertiary control changes the reference of powers in Eqs. (1) and (2).
Considering the fact that, in connected mode, the voltage and frequency are
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controlled by the grid, the PECs, even in VSI mode, operate similarly to PQ
mode. Note that, in this case, only the frequency is kept constant during power
variations because it is a global variable (the same for the whole system). This
level of control also needs a communications network to receive the set points
from the MGCC.

In some cases, the possibility of the MGCC does not have secondary and tertiary
control should be considered. This happens mainly in rural and poor communities
that do not have financial investment for implantation of a complete MGCC with a
complex infrastructure of communication. Thus, to preserve the system’s integrity,
a simpler strategy of resources management must be implemented instead of these
levels of control. A load shedding policy can also be an alternative.

A load shedding policy consists of defining a hierarchy to load shedding, i.e.,
non-priority loads can be shed to relieve the system’s loading and improve
frequency and voltage. The essential loads like hospitals can be preserved and
supplied with safe and quality ranges of voltage and frequency.
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3 Communications in Microgrids

As mentioned in the previous section, secondary and tertiary control communica-
tions play a key role in microgrid operation. A reliable, efficient and robust com-
munication network must be implemented since the MGCC operation is essential
for the system reliability.

The major purpose of an intelligent network is to modernize the electrical sys-
tem, allowing a two-way flow of energy and information between the consumer and
the utility [9].

Systems will interact with the environment and take decisions autonomously.
Extensive technologies including sensors, meters and advanced control systems are
installed to accomplish this autonomous operation.

Smart grids should offer communication systems that are secure, reliable and
adaptive to their environment. The amount of information that will flow across the
network is high and an analysis of each application is required [10].

The communication network architecture is divided into layers and there is an
interaction between each layer. This interaction makes possible the inclusion of a
new infrastructure model called Advanced Metering Infrastructure (AMI) [11],
which will allow the bidirectional flow of information, increasing control on
demand power distribution and other functionalities.

3.1 The Design of a Communication Network
for an Islanded Microgrid

The major purpose of the microgrid network is to provide power reliably and
efficiently. The smart grid has advanced communication techniques that have
reliability, security, interoperability and efficiency as main features.

In this section, the main steps to designing a communication network for
microgrids are described. Although it is possible to fulfill the above requirements
using a plenty of technologies, the described case applies wireless communications.
Wireless communications are flexible, robust, and cover large geographical areas.
They are suitable for low latency applications, and also have high reliability and
low infrastructure cost [12].

The basic configuration for any mobile communication system consists of three
main blocks, independently of the technology used [13]. These blocks are:

• The Central and Communication Control;
• The Radio Base Station, and;
• The User.

In this model, the users are connected in a direct radio link with the radio base
stations. The Radio Base Stations (RBS) are connected to the central and
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communications control through a physical transmission, which connects to the
backhaul network, mainly by optical fibers or microwave link. The connection
through the users, provided by the RBSs, is called access networks. In the inves-
tigated case, presented later, the users are the components performing monitoring
and control of the grid. An access network has the purpose to provide the internet
connection to the users.

There are more functions that are performed by the central control, but con-
sidering it is out of the scope, the focus will be on the functionality of the RBSs and
their influence according to the coverage area and its demanded power to meet the
communication demand.

3.1.1 Radio Base Stations

The basic idea of the cellular system is the division of a coverage area into smaller
areas called cells. Each cell is served by a base station that through transceivers
transmit power, allowing communication. In this way, it is possible to find some
problems concerning the base stations, for example when transmission power
increase in proportion to coverage area [14].

When the number of devices connected to the network increases, e.g. more
sensors and smart meters, the power consumption of access networks also increases
[15]. Cellular networks are responsible for the highest CO2 emissions in wireless
networks [16], mainly caused by Radio Base Stations (RBS) [17].

The power consumption of a base station can be modeled in two parts. The
first one describes non-load dependent and the other the load dependent part [17].
The items with the greatest impact on the power consumption of a base station
are: the power amplifier; the transceiver; the signal processing; the cooling sys-
tem; the rectifier, and; the microwave link which connects the RBS to the
backhaul network.

Each cell is divided into a number of covered sectors, which contributes to an
increase in the power consumption of each RBS. Besides, a RBS is modeled by its
size, and can be categorized with different models, depending on its covered area:
macrocells, microcells and femtocells [18].

For the calculation of base stations, some of the parameters already mentioned
above must be considered, such as environmental characteristics, coverage area,
power transmission, antennas’ gain, losses on receiving and transmitting and wiring
losses.

In this chapter, the power consumption of all system’s components for a
microcell is modeled. The amplifier efficiency, n, is defined. The symbol η is the
ratio between the RF (Radio Frequency) power delivered to the amplifier output and
the power delivered to the amplifier input, which can be related as in Eq. (3) [17]:
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g ¼ Ptx

Pamp
; ð3Þ

where Ptx is the amplifier output power, and Pamp is the input power for each
antenna.

According to Eq. (3), the power consumed by the power amplifier can be
determined using Eq. (4):

Pamp ¼ PTX

g
ð4Þ

As a microcell environment is considered, the power consumption for each RBS
is given by Eq. (5):

PRBS=micro
¼ PRBS=nonload þPRBS=load :Li

� �
; ð5Þ

where PRBS=micro
is the micro RBS power consumption, PRBS=nonload andPRBS=load are

the load and non-load power consumption, and Li is the load factor.
The load and non-load power consumption may be assessed as Eqs. (6) and (7):

PRBS=nonload ¼ Pa=c þPrect ð6Þ

PRBS=load ¼ Pamp þPtransceiver þPdsp; ð7Þ

where Pa=c and Prect are the power consumption of the air conditioning and the
rectifier, and Pamp;Ptransceiver; and Pdsp are the power consumption of the amplifier,
transceiver and digital signal processing, respectively. Notice that a microcell
scheme does not support more than one sector and air conditioning is not always
implemented, but as the complete power consumption model is considered, it will
be included in it. Table 1 illustrates the power consumption of components of a
Long-Term Evolution (LTE) RBS.

The study presented in the next section, LTE is the adopted technology [18].
LTE is a wireless broadband technology, also known as the fourth generation

Table 1 Power consumption
parameter for a LTE base
station [17]

Component Parameters Power consumption

Digital signal processing Pdsp 100 W

Efficiency g 12%

Input power PTX 33 [dBm]

Power amplifier Pamp 156 W

Transceiver Ptransceiver 100 W

Rectifier Prect 100 W

Air conditioning Pa=c 60 W

Load factor Li 1
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mobile (4G). Developed by 3GPP (Third Generation Partnership Project), this is
one of the recent standardization of mobile telephony. The main features of LTE
technology are the transmission of data at high transmission rate and low latency.

3.1.2 Planning a Mobile Network for a Microgrid

The network planning process is carried out to extract the highest performance
coverage with the least amount of equipment possible. Several steps have to be
fulfilled to achieve these goals. The first planning stage is to obtain information
such as the desired coverage area, the distribution of RBSs in the coverage area, and
the required Quality of Service (QoS).

The amount of users who will access the communication networks using RBS
should be assessed. This represents 60–80% of energy consumption in a radio
access network [19]. The result will give a minimum density of RBS to be installed
to meet the desired coverage area. The following topics will describe step by step
the cell planning of a micro network for a microgrid considering the LTE as a
candidate technology.

The first stage is to calculate the Link Budget, where the maximum propagation
loss allowed for users who may receive the signal at the edge of this system is
calculated.

After designing the Link Budget, the next step is to determine the radius of the
cell, allowing an estimation of the number of base stations required to cover the
desired area to be connected. Finally, it is possible to assess the total power con-
sumption of communications network.

A detailed analysis of the site where the LTE wireless communication system
will be implemented is necessary, taking into account characteristics of the envi-
ronment, the place where the RBSs will be installed, topography, and population
density.

During the designing of cellular networks, it is necessary to calculate both the
downlink and the uplink link budget [20]. The uplink is important because it
measures the power and sensitivity of the user, while the downlink considers
coverage constraints. As the main objective here is to provide communications for
the maximum area available, the worst value of sensitivity is considered.

After determining the coverage area, the next step is assessing the link budget for
both the downlink and the uplink. Then, it is possible to determine the maximum
loss per way, which is an important variable to calculate the radius of the cell [20].
Equation (8) assesses the link budget in decibels [dB]:

L ¼ Ptx þGtx � Ltx � SNRrequired � Srx þGrx � Lrx þGdv ð8Þ

where, L is the path loss for downlink, Ptx is the transmission power [dBm], Gtx is
the transmit antenna gain [dBi],Ltx are the loss of transmission [dB], SNRrequired is
the Required Signal Noise Ratio [dB], Srx is the required receiver sensitivity [dB],
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Grx is the receiver antenna gain [dBi], Lrx are the losses in reception [dB], Gdv is the
diversity gain [dBi].

Therefore, the calculation of the maximum propagation loss for the link prop-
agation is described in Eq. (9):

MPpropagation ¼ L� Lpenetration � BL� F½dB�ð9Þ ð9Þ

where Lpenetration indicates the loss of radio signal due to obstruction, BL is the
losses due to obstruction by a body and F is the fade margin, it means the minimum
acceptable receiver level. The maximum path loss calculation uses Table 2 values
[23].

3.1.3 Range and Number of Base Stations

For the design of wireless communication systems, it is necessary to choose a
proper propagation model. These models aim to provide estimates of propagation
loss considering the distance between transmitter and receiver, terrain factors, the
height of the transmitting and receiving antennas and the frequencies used.

The basic SUI (Stanford University Interim) model proposed by the IEEE is
applied. It is based on Erceg’s model [21] and the range is assessed using Eq. (10)
[23]:

Table 2 Parameters for path
loss calculation

LTE link budget and path loss parameters

Frequency 2600 MHz

Maximum input power of base station 33 [dBm]

RBS’s antenna gain 4 [dBi]

RBS’s feeder loss 2 [dB]

Fading margin 8.1 [dB]

Bandwith 20 MHz

Penetration loss 2.6 GHz
20 [dB]

Thermal noise −174 [dBm]

SNR sensitivity −92 [dBm]

Installation loss 2 [dB]

Duplexing TDD

Path loss model SUI—Erceg

Coverage requirement 98%

Heigth of base station 30 m

Heigth of mobile station 2 m

Area type Urban

Body loss 4 [dB]
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R ¼ f�1 L� Fjf ; huser; hBSð Þ; ð10Þ

where R is the maximum range in meter, huser and hBS are the antenna and RBS
height in meters. After this stage, it is possible to determine the number of RBS for
a predetermined circular area applying Eq. (11) [23]:

Number RBS ¼ Desired Coverage Area
p � R2 ð11Þ

So, the maximum power consumption from all RBSs (Pmax) is assessed
according to Eq. (12):

Pmax ¼
XNumberBS

i¼1

PRBS=micro ð12Þ

where PRBS=micro is the power consumption from each RBS and NumberBS is the
total number of RBS.

4 Operation of Islanded Migrogrids: A Case Study

In this section, an example of a microgrid operating in islanded mode is presented,
considering the previous topics (except the secondary and tertiary controls). The
system used here is the IEEE 13 Bus Test Feeder. However, some modifications are
made to the original version, as listed below.

• The equivalent power in each bus is the average of all phases in this bus;
• Spot loads are equally divided between the two buses in the corresponding line;
• The line impedance is represented only by the positive sequence;
• Generation units and Energy Storage System are inserted in this distributed

system to characterize a microgrid.

The intention of these simplifications is to transform the original unbalanced
system into a balanced one with some characteristics of a microgrid. This enables
one to use the method proposed in [6] to find de voltages, angles and frequency
deviation. The complete system’s data used here can be found in [24]. Note,
however, that these assumptions are considered for simplicity, since [25] applies the
droop method for three-phase unbalanced microgrid.

For the design and implementation of a homogeneous cellular network in the
microgrid, it must be considered the steps which were described in the previous
section. As the power amplifier efficiency is given the input power, it can be derived
from Eqs. (3) and (4) as described in Eq. (13),
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Pamp ¼ ð1033=10Þ � 0:001
0:12

¼16:62 W ð13Þ

From Table 1 and Eqs. (6) and (7), the load and non-load power consumptions
are assessed in Eqs. (14) and (15):

PRBS=nonload ¼ 60þ 100 ¼ 160W ð14Þ

PRBS=load ¼ 16; 62þ 100þ 100 ¼ 216:62W ð15Þ

From Eq. (5) and the results accomplished in Eqs. (14) and (15) for a maximum
load factor, the power consumption of one microcell base station is assessed
according to Eq. (16),

PRBS=micro
¼ 160þ 356:1ð Þ ¼ 376:62W ð16Þ

So, the total power consumption from one RBS is 376.62 W. As the proposed is
to determine the number of RBS to cover the microgrid system, Now, it is time to
calculate the link budget for both downlink and uplink.

Considering Table 2 and from Eq. (8), the path loss for the downlink is given by
Eq. (17),

Ldown ¼ 33þ 4� 2� 0� �92ð Þþ 0� 0þ 0 ¼ 127 ½dB� ð17Þ

From Eq. (9), it is possible to calculate the maximum propagation loss which
will be taken into account the number of necessary base stations to achieve
real-time cellular communications for the case of study, according to Eq. (18):

MPdown ¼ 127� 20� 4� 8:1 ¼ 94:9 ½dB� ð18Þ

As the main objective here is to provide communications for the maximum area
available, the worst value of sensitivity is considered, it is calculated the link budget
for the uplink and it is chosen the worst scenario for further considerations, the
same steps are done and the link budget assessed for the uplink is shown in
Eqs. (19) and (20),

Lup ¼ 139:5 ½dB� ð19Þ

And

MPup ¼ 104:9 ½dB� ð20Þ

As it can be seen above the worst scenario is the in the uplink, as the users must
be connected into the edge of the cell. The next step is to evaluate the maximum
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range of a RBS given by Eq. (10) and for data retrieved from Table 2, it can be
assessed as in Eq. (21)

R ¼ 10 L�M jf ;huser ;hBSð Þ ¼ 0:2543 m ð21Þ

The desired coverage area is illustrated in Fig. 5 below,
From the Fig. 5 and Eq. (11), it is determined the number of base stations for the

desired area as in Eq. (22),

NumberRBS ¼ 0:6

p � ð0:25Þ2 ¼ 3 ð22Þ

And finally, the total power consumption for a LTE system network imple-
mented for communications in a microgrid, is assessed in Eq. (23), as described
earlier in Eq. (12),

Pmax ¼ 3 � 376:62 ¼ 3 � 376:62 ¼ 1130 W ð23Þ

After discussing the communications network design for this specific study case,
the modifications to the power grid need to be described further. Three dispatchable
units are considered, one ESS, three renewable units and three base stations. The
topology of the proposed microgrid is illustrated in Fig. 6.

The RBSs were dimensioned considering the power demand and the size of the
system. According to the approach described in the previous section and to cover
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Fig. 5 Modified IEEE 13 bus
system coverage area
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the whole area, three base stations should be installed. Each one consumes 1.13 kW
and they are located as depicted in Fig. 6.

During the islanded operation, the power supply to all loads must be kept.
However, a large piece of the power generation from the microgrid is based on
small-scale renewables. Their intermittent feature may cause a large variation in the
power generation, which is regulated by the presence of ESSs.

Connected to the microgrid, there are high priority customers which must be
supplied at any time. Therefore, an operation framework must be developed to
ensure the supply of the highest priority loads by applying some actions, e.g. load
shedding schemes.

Some important pieces of information about loads values and generation
schedule, both dispatchable and non-dispatchable, are presented in Tables 3 and 4,
respectively. In Table 4, the droop coefficients and the maximum power of the
dispatchable units are also presented.

Photovoltaic arrays and wind turbines are considered as non-dispatchable units.
In this case, they operate in PQ mode. The models used for photovoltaic arrays and
wind turbines are presented in [26, 27]. The ESSs have PQ inverters that control the
injected power based on the system’s demand. The data regarding renewable
sources and ESS are summarized in Table 5.
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Fig. 6 The Microgrid test
system
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In Table 5, ns and np are the numbers of serie and parallel photovoltaic arrays.
The cut-in, cut-off and rated speed of the wind turbine are represented by xci, xco

and xr, respectively. Besides, the injected power by photovoltaic arrays depends on
cell temperature and solar irradiance; the injected power by wind turbine depends
on the wind speed.

In the example presented here, the operation of an islanded microgrid is
investigated during one random day. The weather conditions and the load profile
are illustrated in Fig. 7.

Table 3 Load characteristics

Bus Equivalent demand [kW] Power factor Priority

650 10 0.92 High

632 34 0.87 Low

633 0 0.92 Low

634 134 0.83 Low

645 57 0.81 Medium

646 77 0.87 Low

671 400 0.85 Low

684 0 0.92 High

611 57 0.9 Low

652 43 0.83 Low

680 0 0.92 Low

692 57 0.75 Medium

675 281 0.87 High

Table 4 Dispatchable units generation schedule

Bus Droop coefficient m Droop coefficient n Maximum power [pu]

650 Variable Variable 0.6

632 0.025 0.00001 0.6

633 0.025 0.00001 0.6

Table 5 Renewable and ESS
configuration

Solar

Bus ns np P½pu]
680 20 20 0,35

Wind turbine

Bus xci½m/s] xco½m/s] xr½m/s] P½pu]
645 4 12 8 0,1

692 4 12 8 0,1

Batteries

Bus Capm�ax½pu:hr� Capmin½pu:hr] P½pu]
633 0.03 0.002 0,01
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Figure 8 shows the time continuous power balance result for the microgrid. Note
that, the total generation is a little higher than the load, since the total generation
must supply the losses. The dispatchable generation is the responsible for the power
balance of the system, however, the renewable generation has a considerable par-
ticipation. Whenever there is an increase in renewable penetration, the dispatchable
generation is reduced. On the other hand, dispatchable generation increases the
amount of generation during certain periods where the renewable generation is
scarce.
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Figure 9 shows the frequency response. The under-frequency limit is 59.5 Hz,
while the over-frequency limit is 60.5 Hz, considering that the nominal frequency
of the system is 60 Hz. When the frequency is over the limit, there is an excess of
generation. In this scenario, the batteries are connected as load, consuming power to
charge to its maximum capacity. On the other hand, when the frequency is under
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the limit, the batteries are injecting power into the system and discharging until the
minimum capacity is reached. This behavior is depicted in Fig. 10.

Finally, Fig. 11 shows the voltage profiles of all buses. It is possible to see that
Buses 632 and 646% a variable voltage profile during the day even being gener-
ation buses, i.e., PV buses in the power flow. This occurs because of the reactive
droop response, that change the voltages based on the reactive power demand.
While the voltage at the reference bus is kept constant, all others buses are PQ and
their voltage changes according to the load demand and power generation during
the day.

5 Conclusions

This chapter presents some background on the operation of an islanded microgrid.
Considering a centralized control approach, the primary, secondary, and tertiary
control levels are described. The communications requirements for a microgrid are
also presented and the designing of a communication network for a microgrid is
described step-by-step.

Although there is a plenty of technologies that may be applied to develop a
communication network, the wireless technology, in particular the LTE, is rec-
ommended . This recommendation is supported by the infrastructure costs and other
technical requirements, e.g. coverage area, quality of service, and reliability.
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The Operation of an islanded microgrid during one day is investigated in a case
study. The LTE communication network for this case is also designed according to
the previously described steps. The power consumption of the RBSs are a concern
for this scenario, since even the communication network is important, its power
consumption affects the microgrid energy autonomy in this emergency scenario.
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Islanding of Energy System

Jayesh Joglekar

Abstract The availability of electrical energy ensures development and progress of
a country while its non-availability means economic stagnation or ‘backtracking’.
The condition of ‘No Power’ is the costliest state and leads to social, economical
and production loss. Power system blackout means inconvenience and hardship to
society. Therefore, reliable and disturbance-free electric power supply is recognised
as a key to societal progress throughout the world. Uninterrupted power supply is
therefore essential for a higher national productivity and improvement in the social
structure. Grid failure can occur due to a variety of causes such as: continued
over-stressing, low frequency operation, increased load demand, peaking charac-
teristics of the demand, ineffective load control, reduced level of security due to
opening of interstate lines and violation of grid discipline. Separating healthy part in
the system during fault at pre-determined points is called as islanding. This is to
ensure supply of power to industries to reduce economic losses. In a complex
system, intentional islanding becomes necessary to save healthy part to recover
from the blackout. In this research work, Thermal Power Stations (TPS) are con-
sidered for intentional islanding as they have the highest installed capacity in India.
Due to the effect of grid disturbance, a generating station usually experiences a
shortfall of power for running its auxiliaries.

Keyword Islanding � Restoration � Bottom-up approach

1 Introduction

Large interconnected power systems may be seriously affected by severe occur-
rences that could lead to a cascade of automatic actions. The power systems operated
by the utilities in developing countries suffer from a large gap between demand and
generation, inadequate transmission capacity and non-uniform location of the load
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centers and generating stations. In most of the cases, occurrences of faults in such
systems end up with the worst consequence, which is complete blackout. After
occurrence of severe system disturbances, the system may split into parts, which
may or may not survive depending on the load generation balance. The part system
containing the generation sources and certain loads, which are planned to be sepa-
rated from the main grid during system disturbance at preconceived points either
through under frequency and/or directional power relays are called ‘Islands’. The
availability of electrical energy ensures development and progress of a country while
its non-availability means economic stagnation. The condition of ‘No Power’ is the
costliest state than no power. Uninterrupted power supply is therefore essential for a
higher national productivity and improvement in social structure. The power grid
failures, causing widespread blackouts, can occur due to a variety of causes such as:
continued over-stressing, low frequency operation, increased load demand, peaking
characteristics of the demand, ineffective load control, reduced level of security due
to opening of interstate lines and violation of grid discipline.

2 Islanding Methods

The concept of islanding in power system is referred as supplying electricity to the
load isolated from grid using the generator within the system. The system stability
during widespread cascading grid failure can be restricted using islanding of healthy
part within the system to recover the restoration. Different approaches and logical
methodologies of power system restoration have common requirement of start-up
power or black start power. There are broadly two methods for islanding as per the
situation, namely planned or intentional islanding and forced or un-intentional
islanding. The idea of intentional islanding is concurrent to all ways of quick grid
restoration. Intentional islanding is joint venture of sufficient generation, stable load
and a strong communication system. The generation in islanded sub-system is mostly
unconventional and hence its modular structure can be located near the load for better
performance. This chapter discusses a new algorithm and its comparison with con-
ventional methodologies to find out the location for modular source. The forced
islanding is referred as a corrective measure to save small part of grid or system to
avoid cascade tripping or complete blackout. This method is operated for small time
duration depending on system condition. Due to emergency islanding, in this method
power number (MW/Hz) is very small, hence this method is very unstable in practice.

3 Islanding Conditions: Proposed New Algorithm

The proposed algorithm is divided into two parts. In first part, contribution of the
source in MW is calculated for each node and based on that, the node ranking is
done. In this ranking, the node with maximum contribution of source is given first
rank and given the first preference for intentional islanding.
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The second part of the algorithm is executed after obtaining real time node and
source weight (power in MW). With the help of computer program, nodes are
short-listed using node ranking. The node ranking is based on the ratio of source
weight to node weight which lies between 1.0 and 1.1. The total ranking for
short-listed nodes decides boundary of intentional islanding scheme.

The generalized formula is:-

1:0\
Pi¼1

i¼1 Gi
Pk¼1

k¼1 Lk
� 1:1 ð1Þ

where,

Gi value of ith generation available in mw
Lk value of kth radial feeder load in MW
I number of generators in the system
K number of radial feeders in the system

Steps

1. Read network as a directional graph model
2. Read source and node weight
3. Consider one source at a time and its weight named as ‘a’

Part-I

4. Run the DC load flow for the given network
5. Redraw the directional rooted graph model with ‘a’
6. Draw sub-graph by considering permutation—combination of graph branches

connected with node
7. Calculate ratio of average incoming weight to each node weight in each sub

graph
8. Calculate average ratio for each node
9. Average ratio of each node is source ‘a’ contribution in each node

End
Part-II

10. Read source contribution in each node
11. Assign rank to each node based on source contribution
12. Allot first rank to the node with maximum source contribution and subse-

quently allot ranking to the other nodes.

13. Calculate ratio in limit condition as 1:0� Source weight
Node weight � 1:1

h i
and make a

group of such nodes
14. Choose the highest ranking group of nodes for intentional islanding

End
The flow chart of algorithm is shown in Fig. 1.
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Fig. 1 Flow chart of
algorithm
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4 Intentional Islanding: Demonstrating the NewAlgorithm

Figure 2 represents single line diagram of hypothetical system for understanding the
algorithm. In the network, generator is connected with seven different loads (L1–L7).
One generator is considered at a time for this algorithm graph theory line diagram as
shown in Fig. 3. Figure 4 shows load contribution of a generator in each load. The
load ranking is assigned based on contribution. Rank 1 is given to the load which has
maximum generator contribution. In the same way, all loads connected in the

Fig. 2 Single line diagram of
a hypothetical system

Fig. 3 Generator and load
connection

Fig. 4 Generator and load
pair ranking
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network are given ranking. Figure 5 shows the generator and load combinations
which satisfy the G/L ratio as mentioned above. The rank total (RT) is calculated
based on ranking. The generator—load combination with lowest RT is selected for
intentional islanding and active source installation as it has load with maximum
generator contribution. In this way location of active source is decided.

5 Application of Graph Theory in Islanding

The optimal selection of group of loads near to a generator in which it has maxi-
mum contribution is necessary for stable islanding procedure. Two methods are
used for load selection. In the first method load selection is done which will satisfy
Eq. 1. This method helps to short-list loads from connected network for a particular
generator. The second method is for selection of load (s) in which particular gen-
erator has maximum contribution. For this method, graph theory is used [1]. The
procedure for applying graph theory is as explained below:

1. Run DC Load Flow for network with generator and load.
2. Convert the network into graph: Generator bus will be solid dots, load bus will

be hollow dots, transmission line will be branches of graph and direction of
power flow will be indicated by directional arrow on every branch.

3. Next step is to separate the graph into directed sub-graphs with generation as its
roots.

4. Find generator and load combinations which satisfy ratio of generator power to
load power in between 1.0 and 1.1. (please refer Eq. 1).

5. Find out contribution of a particular generator by formula: Cij = Receiving
power/Load power for all sub-graphs, where i is the generator and j is the load.

6. Averaging all the sub-graph values, contribution of all generators in the network
for a particular load can be determined. The above procedure is applied to IEEE
14 bus test system as shown in Fig. 6.

Fig. 5 Development of
Generator and load pair
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Table 1 Generator
contribution in IEEE 14 bus
system

Bus
no.

Load
(MW)

Generator contribution

G1 %age G2 %age

2 21.7 14.08 64.88 7.62 35.12

3 94.2 77.85 82.64 16.35 17.36

4 47.8 41.86 87.57 5.94 12.43

5 7.6 7.04 92.63 0.56 7.37

6 11.2 10.45 93.30 0.75 6.70

9 29.5 25.81 87.49 3.69 12.51

10 9.0 8.09 89.89 0.91 10.11

11 3.5 3.26 93.14 0.24 6.86

12 6.1 5.68 93.11 0.42 6.89

13 13.5 12.59 93.26 0.91 6.74

14 14.9 13.36 89.66 1.54 10.34

Fig. 6 Graph Theory model
for IEEE 14 bus system

A sample calculation using above method is shown below for load bus 3:

1. Load bus: 3
2. Generator bus: 1
3. Cij = Receiving power/Load power = 69.96/94.20 = 0.7426. Generator 1 con-

tribution in load bus 3 is 74.26%.
4. Generator bus: 2
5. Cij = Receiving power/Load power = 24.24/94.20 = 0.2573. Generator 2 con-

tribution in load bus 3 is 25.73%.

The generator contribution for each load in IEEE 14 bus system is calculated and
summarized in Table 1. From the tabular results it is clear that for every load in the
network one particular generator has maximum contribution. The loads with
maximum contribution of generator are paired and such load-generator pairs are
considered for sub-system connection and islanding.
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The above approach is applied for IEEE 14 bus system. Initially in Case-I, only
one generator G1 is considered with the load connected as shown in Fig. 7 and
corresponding loads in Table 2.

Using computer program, combination of loads with generator are obtained
which satisfies Eq. 1. The load combinations having G/L ratio near to 1.0 and near
to 1.1 are tabulated in Table 3.

Similarly considering generator G2 as case-II, for finding out load connected as
shown in Fig. 8 and corresponding loads in Table 4.

The load combinations having G/L ratio near to 1.0 and near to 1.1 are shown in
Table 5.

Fig. 7 Generator and load
pair in IEEE 14 bus system
with Generator 1

Table 2 Generator-1 and load pair in IEEE 14 bus system

Generator: 1 Load: 10

G [1]: 165.82 L[1]: 94.19 L[6]: 9.0

L[2]: 47.80 L[7]: 3.50

L[3]: 7.60 L[8]: 6.10

L[4]: 11.20 L[9]: 13.50

L[5]: 29.50 L[10]: 14.90

Table 3 Generator-1 and load pair in IEEE 14 bus system satisfying Eq. 1

Sr. no Combination

G/L ratio Generator Load (s)

1 1.098873 G1 L1 + L3 + L5 + L8 + L9

2 1.000121 L1 + L3 + L5 + L8 + L9 + L10
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The load generation pair obtained for case-I and case-II with G/L ratio approach
are shown in Fig. 7 (Fig. 9).

The proposed algorithm is executed on IEEE 14 bus test system graph model.
The source node ‘a’ contribution in other nodes is calculated as shown in Table 6.

In the second part of the algorithm, nodes for intentional islanding are found
based on the ratio of source weight to node weight as shown in Table 7.

The node combinations having ratio lying between 1.0 and 1.1 are shown in
Table 8.

Fig. 8 Generator and load
pair in IEEE 14 bus system
with Generator 2

Table 4 Generator-2 and load pair in IEEE 14 bus system

Generators: 1 Load: 10

G[2]: 71.480003 L[1]: 94.199997 L[6]: 9.000000

L[2]: 47.799999 L[7]: 3.500000

L[3]: 7.600000 L[8]: 6.100000

L[4]: 11.200000 L[9]: 13.500000

L[5]: 29.500000 L[10]: 14.900000

Table 5 Generator-2 and load pair in IEEE 14 bus system satisfying Eq. 1

Sr. no Combination

G/L ratio Generator (s) Load (s)

1 1.099185 G2 L2 + L3 + L7 + L8

2 1.0007 L3 + L4 + L5 + L7 + L8 + L9
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Fig. 9 Generator and load pair in IEEE 14 bus system satisfying Eq. 1

Table 6 Generator-1
contribution in IEEE 14 bus
system with ranking

Sr.
no.

Node Load
(MW)

Source contribution

Node
‘a’

%age Ranking

1 b 7.6 7.04 92.63 5

2 c 47.8 41.86 87.57 8

3 d 94.2 77.85 82.64 10

4 e 29.5 25.81 87.49 9

5 f 3.5 3.26 93.14 3

6 g 11.2 10.45 93.3 1

7 h 6.1 5.68 93.11 4

8 i 13.5 12.59 93.26 2

9 j 9 8.09 89.89 6

10 k 14.9 13.36 89.66 7
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Based on the node ranking and group of nodes selected from the proposed
algorithm, the summation of ranks in first group (b + c + f + g) of nodes is
(5 + 8 + 3 + 1 =) 17. Similarly rank total is also found out for second group of
nodes. It is observed that the ranking of the nodes: b + c + f + g is higher hence the

Table 8 Generator-1 load pair in IEEE 14 bus system satisfying Eq. 1

Sr. no Combination

G/L ratio Generator Load (s) Rank total

1 1.019686 a b + c + f + g 17

2 1.0007 b + g + e + f + h + i 24

Fig. 10 Generator and load pair in IEEE 14 bus system satisfying Eq. 1 with source location

Table 7 Generator-1 load pair in IEEE 14 bus system

Source: 1 Node: 10

Source node ‘a’ b: 7.600000 g: 11.200000

c: 47.799999 h: 6.100000

d: 94.199997 i: 13.500000

e: 29.500000 j: 9.000000

f: 3.500000 k: 14.900000
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active source can be located with these nodes when intentionally islanded.
The execution time for the second part of the algorithm which depends on real time
weight of node was observed for 5 s clock time (Fig. 10).

6 Impact of Islanding on System Stability

The proposed approach is applied on test system. The graph theory is used for
finding out generator contribution in each load bus and location for active source
based sub-system. The system is tested for three different locations using MATLAB
Simulink platform as illustrated in Fig. 11. The location 1 is obtained from pro-
posed algorithm whereas location 2 and 3 are selected arbitrarily.

The voltage response obtained after three phase to ground fault and single phase
to ground fault during 1–1.5 s and 2–2.5 s respectively from three locations is
shown in Fig. 12. The location of active source is determined using the proposed
algorithm.

Fig. 11 MATLAB Simulink circuit for testing
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(a) Load voltage at location 1

(b) Load voltage at location 2

(c) Load voltage at location 3 

Fig. 12 Sub system load voltage at three different locations
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With reference to Fig. 12a the list of Events is as below:

Sr.
no.

Event Description

1. 0� t\1:0 s It is a normal working condition of the system. Load voltage is 1.0 pu

2. 1:0� t\1:5 s Three phase to ground fault is present on the system. The per unit load
voltage is decrease slightly during this period after a small spike of
voltage due to inductance in the circuit

3. 1.5 s Three phase to ground fault is clear

4. 1:5� t\2:0 s It is a normal working condition of the system. Load voltage is 1.0 pu

5. 2:0� t\2:5 s Single phase to ground fault is present on the system. The per unit load
voltage is decrease slightly during this period after a small spike of
voltage due to inductance in the circuit

6. 2.5 s Single phase to ground fault is clear

7. 2:5� t\3:0 s It is a normal working condition of the system. Load voltage is 1.0 pu

With reference to Fig. 12b the list of Events is as below:

Sr.
no.

Event Description

1. 0� t\1:0 s It is a normal working condition of the system. Load voltage is 1.0 pu

2. 1:0� t\1:5 s Three phase to ground fault is present on the system. The per unit load
voltage is decrease to 0.9 during this period

3. 1.5 s. Three phase to ground fault is clear

4. 1:5� t\2:0 s It is a normal working condition of the system. Load voltage is 1.0 pu

5. 2:0� t\2:5 s Single phase to ground fault is present on the system. The per unit load
voltage is decrease to 0.95 during this period

6. 2.5 s Single phase to ground fault is clear

7. 2:5� t\3:0 s It is a normal working condition of the system. Load voltage is 1.0 pu

With reference to Fig. 12c the list of Events is as below:

Sr.
no.

Event Description

1. 0� t\1:0 s It is a normal working condition of the system. Load voltage is 1.0 pu

2. 1:0� t\1:5 s Three phase to ground fault is present on the system. The per unit load
voltage is increase to 1.05 during this period after a small spike of
voltage due to inductance in the circuit

3. 1.5 s Three phase to ground fault is clear

4. 1:5� t\2:0 s It is a normal working condition of the system. Load voltage is 1.0 pu

5. 2:0� t\2:5 s Single phase to ground fault is present on the system. The per unit load
voltage is increase to 1.05 during this period after a small spike of
voltage due to inductance in the circuit

6. 2.5 s Single phase to ground fault is clear

7. 2:5� t\3:0 s It is a normal working condition of the system. Load voltage is 1.0 pu
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7 Conclusion

The location of active source is determined using the proposed algorithm. For stable
operation of the sub-system during intentional islanding, the active source is located
close to the nodes having maximum source contribution with which it is islanded.
Hence with the help of an algorithm, shortest path or minimum Relative Electrical
Distance for nodes is calculated. When Dijkstra algorithm is used the time taken to
calculate shortest path is found to be proportional to the number of nodes in the
graph. Consequently it can be seen that proposed algorithm will take less time for a
network with large number of nodes.
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