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Preface

Dynamics of Civil Structures represents one of ten volumes of technical papers presented at the 35th IMAC, A Conference
and Exposition on Structural Dynamics, organized by the Society for Experimental Mechanics, and held in Garden Grove,
California, January 30–February 2, 2017. The full proceedings also include volumes on Nonlinear Dynamics; Model
Validation and Uncertainty Quantification; Dynamics of Coupled Structures; Sensors and Instrumentation; Special Topics
in Structural Dynamics; Structural Health Monitoring and Damage Detection; Rotating Machinery, Hybrid Test Methods,
Vibro-Acoustics & Laser Vibrometry; Shock & Vibration, Aircraft/Aerospace and Energy Harvesting; and Topics in Modal
Analysis & Testing.

Each collection presents early findings from analytical, experimental, and computational investigations on an important
area within structural dynamics. Dynamics of Civil Structures is one of these areas which cover topics of interest of several
disciplines in engineering and science.

The Dynamics of Civil Structures Technical Division serves as a primary focal point within the SEM umbrella for
technical activities devoted to civil structure analysis, testing, monitoring, and assessment. This volume covers a variety
of topics including damage identification, human-structure interaction, hybrid testing, vibration control, model updating,
modal analysis of in-service structures, sensing and measurements of structural systems, and bridge dynamics. Papers cover
testing and analysis of all kinds of civil engineering structures such as buildings, bridges, stadiums, dams, and others.

The organizers would like to thank the authors, presenters, session organizers, and session chairs for their participation in
this track.

Columbia, SC, USA Juan Caicedo
Bethlehem, PA, USA Shamim Pakzad
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Chapter 1
Semi-Active Base Isolation of Civil Engineering Structures Based
on Optimal Viscous Damping and Zero Dynamic Stiffness

Felix Weber, Hans Distl, and Christian Braun

Abstract Spherical friction pendulums (FP) represent the common approach to isolate civil engineering structures against
earthquake excitation. As these devices are passive and friction damping is nonlinear the optimal friction coefficient for
minimum absolute acceleration of the building depends on the peak ground acceleration (PGA). Therefore, the common
procedure is to optimize the friction coefficient for the PGA of the design basis earthquake (DBE) and to verify by simulations
that the absolute structural acceleration for the maximum considered earthquake (MCE) is within a tolerable limit which is far
from optimal. In order to overcome this drawback of passive FPs, a semi-active FP based on real-time controlled oil damper
with the use of the collocated bearing displacement only is described in this paper. Four different semi-active control laws
are presented that target to produce controlled dynamic stiffness depending on the actual bearing displacement amplitude
in order to control the isolation period in real-time. The desired damping is formulated based on optimal viscous damping
taking into account the passive lubricated friction of the spherical surface. The four control laws are compared in terms of
absolute structural acceleration, bearing force, bearing displacement and residual bearing displacement. The results point
out that the approach of zero dynamic stiffness at center position of the slider and nominal stiffness at design displacement
of the FP improves the isolation of the structure within the entire PGA range significantly and at the same time minimize
maximum bearing force, maximum bearing displacement and maximum residual bearing displacement.

Keywords Control • Damping • Seismic • Semi-active • Negative stiffness

1.1 Introduction

Spherical friction pendulums (FP) are widely used to significantly reduce the absolute structural acceleration due to ground
excitation by their effective radius that shifts the fundamental time period of the isolated structure into the region of
attenuation and their friction damping that augments the damping of the structure [1]. The inherent drawback of FPs is
that friction damping is nonlinear whereby the optimal friction coefficient depends on the displacement amplitude of the FP
and consequently peak ground acceleration (PGA) [2]. The common approach is therefore to optimize the friction coefficient
for the PGA of the design basis earthquake (DBE) and, subsequently, to check if the absolute structural acceleration due to
the maximum credible earthquake (MCE) is acceptable. In addition, it must be checked if the isolation of the structure at very
small PGAs is acceptable from the comfort point of view since the constant friction coefficient being optimal for the PGA of
the DBE may lead to clamping effects in the FP whereby the relative motion stops in the FP and consequently the structural
absolute acceleration is equal to the ground acceleration. In order to overcome these drawbacks of FPs several types of
adaptive FPs have been developed: FPs with several sliding surfaces with different friction coefficients and effective radii [3]
and pendulums that are extended by an external active or semi-active actuator such as hydraulic cylinders and controllable
dampers on the basis of oil dampers with controlled bypass valve or magnetorheological fluids [4–7]. Controllable dampers

F. Weber (�)
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are seen to provide a promising solution as the resulting closed-loop is unconditionally stable and their power consumption is
very low compared to hydraulic actuators. This paper describes a novel approach of a semi-active isolator with the following
main features:

• controlled dynamic stiffness depending on the actual displacement amplitude of the pendulum,
• optimum viscous damping, and
• collocated control based on one displacement sensor.

1.2 Systems Under Consideration

1.2.1 Friction Pendulum

The common way to decouple the building/structure from the shaking ground is to support the building by FPs. The
effective radius Reff D R � h of the FP is selected to shift the time period T of the non-isolated structure from the region
of amplification, i.e. T is typically in the region 0.5–2.0 s, to the region of attenuation with associated isolation time period
Tiso of typically 3–4 s. Subsequent to the design of the effective radius the friction coefficient � of the sliding surface is
optimized for minimum absolute structural acceleration for given Tiso. As friction damping is nonlinear, the optimal value
of � depends on the bearing displacement amplitude and consequently on PGA. As a result, � is commonly optimized
for the PGA of the DBE. Finally, the structure with the designed FP is computed for the PGA due to the MCE to check if the
absolute structural acceleration resulting from the MCE is acceptable and to know the displacement capacity of the FP that
is required for the MCE.

1.2.2 Viscous Pendulum

In addition to the passive FP an “ideal” pendulum without friction but with linear viscous damping is considered as
benchmark for passive isolators. Its effective radius is equal to that of the FP to ensure the same isolation time period
Tiso. Its viscous damping coefficient c is optimized for minimum absolute structural acceleration. Thanks to the linear
behavior of viscous damping the optimization of c in independent of the bearing displacement amplitude and therefore
independent of PGA.

1.2.3 Semi-Active Isolator

The semi-active isolator consists of a passive FP and a semi-active damper that is installed between ground and top bearing
plate of the pendulum (Fig. 1.1). The design of the effective radius will be explained in the section “CONTROL LAW” as it
is related to the formulation of the control law. The sliding surface of the passive FP is lubricated to minimize the passive
and therefore uncontrollable friction damping of the semi-active isolator and thereby to maximize the controllability of
the total isolator force. The dissipative force of the semi-active damper is controlled by the electromagnetic bypass valve.
The desired control force is computed by the real-time controller based on the measured bearing displacement which is
identical to the relative motion between damper cylinder and damper piston. Based on the desired control force a force
tracking module computes the valve command signal such that the actual force of the semi-active damper tracks closely its
desired counterpart in real-time.

1.3 Modelling

Due to the large isolation time period Tiso D 3.5 s of the building with isolator the building may be modelled as a single
degree-of-freedom system [1]. The according equation of motion becomes

ms Rus C cs .Pus � Pu/C ks .us � u/ D �ms Rug (1.1)
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Fig. 1.1 Schematic of structure with semi-active isolator

where ms, cs, ks denote the modal mass, the viscous damping coefficient and the stiffness of the building, Rus, Pus and us

denote the acceleration, velocity and displacement of the structure relative to the ground, Pu and u are the velocity and
displacement of the top bearing plate relative to the ground and Rug is the ground acceleration given by the accelerogram of
the El Centro North-South earthquake. The mass ms is determined by the typical vertical load of W D 6 MN on the isolator,
cs D 2 �s

p
ks ms is computed based on the damping ratio �s D 1% and ks D 24.15 MN/m is selected such that the natural

frequency of the building without isolator is 1 Hz representing a typical value for structures that require base isolation. The
equation of motion of the top plate of the isolator with mass m and with actual force f actual

semi�active of the semi-active oil damper is

m Ru C fh C W

Reff
u D cs .Pus � Pu/C ks .us � u/ � f actual

semi�active � ms Rug (1.2)

where fh is the friction force of the curved sliding surface and W/Reff is the restoring stiffness due to the effective radius
Reff D R � h of the pendulum. The force fh is modelled by the hysteretic damper modelling approach [8]

fh D
�

kh u W pre � sliding
� W sign .Pu/ W sliding

(1.3)

where kh is the pre-sliding stiffness that is selected two orders of magnitude greater than W/Reff . In case of the passive
pendulum without any friction but linear viscous damping fh in (1.2) is replaced by the term copt Pu where copt denotes the
optimal viscous damping coefficient of the isolator.

1.4 Control Law

1.4.1 General Formulation

The desired active control force is formulated as follows

f desired
active D

�
kcontrol u C �

copt � c�
� Pu W c � c� � 0

kcontrol u W c � c� < 0
(1.4)
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in order to produce:

1. the controlled stiffness kcontrol that is controlled as function of the bearing displacement amplitude U to compensate
for the passive stiffness of the curved surface given by W/Reff and thereby produce zero dynamic stiffness by kcontrol < 0
for maximum decoupling of the structure from the ground, and

2. the controlled damping force
�
copt � c�

� Pu that dissipates the same amount of damping as resulting from optimal
linear viscous damping.

The desired optimal viscous damping coefficient copt is reduced by the viscous damping coefficient c� that is energy
equivalent to the friction damping of the lubricated curved surface [2]

c� � 4

�

� W

!iso U
(1.5)

in order to dissipate the cycle energy of optimal viscous damping. Since c� is inversely proportional to the displacement
amplitude U of the isolator, i.e. c� � U�1, c� may become greater than copt at small U which necessitates the distinction
of cases in (1.4). Notice that (1.5) represents an approximation because c� according to Eq. (1.5) is derived based on the
constant isolation radial frequency

!iso D
r

g

Reff
(1.6)

but the actual frequency of the bearing displacement due to earthquake excitation is time-variant and therefore not detectable
in real-time. However, the approximation (1.5) represents a good engineer’s solution as the actual frequency is in the
vicinity of ! iso. The actual force of the semi-active oil damper can only produce the dissipative forces of the desired active
control force f desired

active , that is

f actual
semi�active D

�
f desired
active W Pu f desired

active � 0

0 W Pu f desired
active < 0

(1.7)

The formulation (1.7) assumes that control force constraints such as minimum and maximum forces of the semi-active
oil damper and control force tracking errors do not exist. Hence, the formulation (1.7) of the semi-active force represents the
ideal behavior of a controllable damper.

1.4.2 Adaptive Controlled Stiffness

The maximum decoupling of the structure from the shaking ground and therefore minimum absolute structural acceleration
Rus C Rug is obtained from zero dynamic stiffness of the isolator [9]. Since the passive (and positive) stiffness of the isolator
is given by W/Reff , the controlled stiffness kcontrol must be negative to reduce the total stiffness ktotal of the isolator to zero
under dynamic operation. However, ktotal D 0 for the entire bearing displacement range could not re-center the structure
sufficiently. Hence, four adaptive stiffness control laws are suggested that produce zero dynamic stiffness either at U D 0 or
at U � Umax due to the MCE:

• Control law #1 (CL #1, Fig. 1.2a): The effective radius Reff of the curved surface is 50% of the nominal effective
radius Reff � no min al generating the targeted isolation time period Tiso D 3.5 s. The controlled stiffness is formulated to
produce ktotal D kcontrol C W/Reff D kR � eff � no min al D W/Reff � no min al at U D 0 and zero dynamic stiffness, i.e. ktotal D 0, at
U � Umax D 0.25 m. Between U D 0 and U D Umax the controlled stiffness is a linear function of U.

• Control law #2 (CL #2, Fig. 1.2b): The effective radius Reff of the curved surface is 50% of Reff � no min al. The controlled
stiffness is formulated to produce zero total stiffness at U D 0 and ktotal D W/Reff � no min al at U � Umax D 0.25 m. Between
U D 0 and U D Umax the controlled stiffness is a linear function of U.

• Control law #3 (CL #3, Fig. 1.3a): The effective radius Reff of the curved surface is equal to Reff � no min al. The controlled
stiffness is formulated to produce ktotal D W/Reff � no min al at U D 0 and zero dynamic stiffness at U � Umax D 0.25 m.
Between U D 0 and U D Umax the controlled stiffness is a linear function of U.
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Fig. 1.2 Controlled stiffness and total bearing stiffness due to (a) control law #1 and (b) control law #2
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Fig. 1.3 Controlled stiffness and total bearing stiffness due to (a) control law #3 and (b) control law #4

• Control law #4 (CL #4, Fig. 1.3b): The effective radius Reff of the curved surface is equal to Reff � no min al. The controlled
stiffness is formulated to produce zero dynamic stiffness at U D 0 and ktotal D W/Reff � nom at U � Umax D 0.25 m. Between
U D 0 and U D Umax the controlled stiffness is a linear function of U.

The main difference between CL #1 and CL #3 (and between CL #2 and CL #4) is that the maximum (positive) and
minimum (negative) controlled stiffness coefficients due to CL #1 (and CL #2) are only 50% of the maximum negative
controlled stiffness of CL #3 (and CL #4) due to the different designs of Reff for CL #1 (and CL #2) and CL #3 (and CL
#4). The control law leading to smaller controlled stiffness is more suitable for controllable dampers since the emulation
of large stiffness with semi-active dampers is inherently combined with the generation of damping that is larger than the
desired viscous damping given in (1.4) whereby the actual stiffness and damping of the actual semi-active force are far from
their desired counterparts. Detailed information on the emulation errors of desired stiffness and damping with controllable
dampers is beyond the scope of this paper but can found in [10]. The main difference between CL #1 (and CL #3) and CL
#2 (and CL #4) is that CL #1 (and CL #3) results in zero dynamic stiffness at U D Umax which improves the isolation of
the structure at large PGAs due to earthquakes between DBE and MCE while CL #2 (and CL #4) generate zero dynamic
stiffness at U D 0 which improves the isolation of the structure due to earthquakes up to DBE.
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1.5 Results

1.5.1 Optimized Friction Pendulums

The effective radius of the passive FP is designed to produce the targeted isolation time period Tiso D 3.5 s. Given this
effective radius the friction coefficient � is optimized for minimum max

�jRus C Rugj� for the PGA of the DBE that is assumed
to be 5 m/s2 (Fig. 1.4b). The optimization of � is also performed for PGA D 3.5 m/s2 and PGA D 6.5 m/s2 (Fig. 1.4a,
c) to demonstrate that the best performance of the optimized FP is only obtained at the PGA value used for optimization
highlighted by the green circles Fig. 1.4e.

1.5.2 Pendulum with Optimized Linear Viscous Damping

The effective radius of the pendulum is the same as for the FP in order to guarantee equal time periods. The viscous
damping coefficient is optimized for minimum max

�jRus C Rugj� (Fig. 1.4d) which does not depend on the PGA of the ground
acceleration as can be seen from the linear behavior of max

�jRus C Rugj� as function of PGA depicted in Fig. 1.4e.

1.5.3 Semi-Active Pendulum

The isolation performance in terms of absolute structural acceleration of the semi-active pendulum with passive friction of
1.5% (lubricated) resulting from the four suggested control laws is depicted in Fig. 1.5a. The main observations are:

• CL #1 and CL #2 perform better than CL #3 and CL #4 because the maximum controlled stiffness of CL #1 and CL #2
are only 50% of the maximum value due to CL #3 and CL #4 whereby the actual stiffness and actual damping produced
by the semi-active damper are closer to their desired counterparts for CL #1 and CL #2 than for CL #3 and CL #4; further
information on stiffness and damping emulations with semi-active dampers are available in [10].

• CL #1 performs better than CL #2 at large PGAs because CL #1 is formulated to produce zero dynamic stiffness at
U � Umax D 0.25 m whereas CL #2 outperforms CL #1 at smaller PGAs because CL #2 produces zero dynamic stiffness
at U D 0.

In order to select the “best performing control law” not only the maximum reduction of the absolute structural acceleration
should be considered but also the maximum force of the isolator (costs!, Fig. 1.5b), the maximum bearing displacement
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Fig. 1.6 Maximum displacements (a) and residual displacements (b) of all considered isolators

(costs!, Fig. 1.6a), the re-centering capability (Fig. 1.6b, re-centering error must not be larger than 50% of the bearing
displacement capacity, i.e. 50% of 250 mm) and the maximum force of the semi-active damper (costs!, Figs. 1.7 and 1.8).
The review of all these results reveals that CL #1 and CL #2 represent promising solutions. None of these two control laws
can be denoted as superior as the project specifications alone determine if CL #1 or CL #2 is more appropriate for the isolation
task, i.e. if the absolute structural acceleration should be minimized for PGAs corresponding to DBE and earthquakes beyond
of DBE (CL #1) or for PGAs corresponding to DBE and earthquakes below DBE (CL #2).

1.6 Summary

This paper presents a novel semi-active base isolator based on a pendulum with uncontrollable lubricated friction of 1.5%
and a semi-active oil damper in parallel. Four different control laws are formulated that target to control the total stiffness of
the semi-active isolator in real-time as function of the actual bearing displacement amplitude and to produce optimal viscous
damping. The numerical results demonstrate that the semi-active isolator significantly improves the isolation of the structure
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Fig. 1.7 Force displacement trajectories of (a) semi-active control force and (b) total force of semi-active isolator due to control law #1
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Fig. 1.8 Force displacement trajectories of (a) semi-active control force and (b) total force of semi-active isolator due to control law #2

compared to optimized friction pendulums and a hypothetical pendulum without friction but optimal viscous damping. This
result is achieved without getting larger bearing displacements and forces and the re-centering requirement is also fulfilled
semi-active base isolator.
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Chapter 2
Long-Term Performance of Specialized Fluid Dampers Under
Continuous Vibration on a Pedestrian Bridge

Alan R. Klembczyk

Abstract In 2001, Taylor Devices Inc. developed special Viscous Dampers for use on the Millennium Bridge in London,
England. These dampers were specified and designed to be used for mitigating the dynamic response of the bridge due to
pedestrian traffic. Prior to the integration of the dampers, the bridge had experienced unacceptable movements, especially
during periods when larger crowds of people were on the bridge. The result was that the bridge had to be closed until a
solution was found. Much research was done and several papers were published about the nature of that problem and the
ensuing solution. After successful component level testing and the installation of 37 Taylor Viscous Dampers, the bridge was
re-opened to the public in February, 2002. Tests with approximately 2000 people demonstrated a much improved dynamic
response. Since that time, the dampers have been subjected to almost constant dynamic input, some more than others. Due
to the location of the bridge in central London, there has been nearly constant pedestrian traffic on the bridge each day
and even throughout the night. However, because of the specialized nature of the damper design, no degradation in damper
performance or in the dynamic response of the bridge itself has been experienced. This paper will outline the specifics in
quantifying the continued damper performance through an intermediate inspection after 7 years, followed by a successful
comprehensive inspection after 11 years. This included the removal, dynamic testing, and re-installation of three selected
dampers.

Keywords Millennium Bridge • Bridge damper test results • Fluid viscous dampers • Continuous vibration • Vibration
damper

2.1 Introduction

The unique design and the resulting unacceptable response of the Millennium Bridge in central London (see Fig. 2.1) have
been well publicized and documented. The specifics of this dynamic response and the resulting solution will not be reiterated
within the context of this paper. However, in order to provide a necessary background, a short summary is presented here.

In June 2000, the bridge was first opened to the public. Shortly thereafter, with substantial pedestrian traffic present, the
bridge began to sway in a lateral motion to the discomfort of many of the pedestrians. The bridge was subsequently shut
down and significant studies were performed to provide solutions to stop the excessive swaying. Since the response frequency
was near the frequency of human footfalls during walking, it was determined that stiffening of the structure was not a
practical solution. The unique design and its aesthetic appearance would have been sacrificed if structural modifications were
made to keep the various modal frequencies away from walking frequencies. A more acceptable solution was determined
to substantially increase the damping level of the bridge over all input conditions in order to prevent pedestrian traffic
from exciting the bridge. The required amount of added damping was determined to be nearly 20% critical, a value that is
effectively unachievable with typical solutions, such as tuned mass dampers, frictional elements, or structural modifications.

Many challenges became immediately apparent when proposing a damping solution for this unique structure. One of the
most significant was the fact that the owner of the bridge required a permanent and maintenance-free solution that would
last throughout the life of the bridge; this being in excess of 50 years. Since the expected pedestrian traffic was such that
the dampers would cycle nearly continuously at 1.3 Hz, it was necessary to specify a cycle life of 2 � 109 cycles minimum.
Due to this stringent requirement, Taylor Devices proposed the use of specialized Fluid Dampers that employed the use of
flexing metal bellows seals, rather than traditional sliding seals that are elastomeric in nature and therefore subject to wear
and degradation over long-term environmental and cyclic conditions.
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Fig. 2.1 The Millennium Bridge

2.2 Specialized Damper Design [1]

Taylor Devices’ Fluid Dampers with metal bellows seals had been previously used exclusively by NASA and other U.S.
Government agencies for space based optical systems. These previous applications had similar requirements for long life
and high resolution at low amplitudes, but required relatively low damper forces from small, lightweight design envelopes.
Figure 2.2 is a photograph of a pair of typical dampers of this design, used in space on more than 70 satellites to protect
delicate solar array panels. This figure also shows the metal bellows seals; one in the compressed position and one in the
extended position. This type of seal does not slide, but rather flexes without hysteresis as the damper moves. This patented
design is known as a Frictionless Hermetic Damper.

A cutaway of a typical damper of this type is shown in Fig. 2.3. Two metal bellows seals are used to seal fluid in each
damper, one at each end of the damping chamber. As the damper moves, the two metal bellows alternately extend and retract,
by flexure of the individual bellows segments. Since the seal element elastically flexes rather than slides, seal hysteresis is
nearly zero. The volume displaced by the compressing bellows passes through the crossover ports to the extending bellows
at the opposite end of the damper. While this is occurring, damping forces are being produced by orifices in the damping
head, and the pressures generated are kept isolated from the metal bellows by high restriction hydrodynamic labyrinth
bushings. Because hydrodynamic bushings are used, no sliding contact with the piston rod occurs, assuring near-frictionless
performance.

Adapting this basic design for use on the Millennium Bridge largely involved simply scaling the small satellite Dampers
to the required size range. All parts, including the metal bellows seals, were designed with low stress levels to provide an
endurance life in excess of 2 � 109 cycles. The metal bellows and other moving parts were constructed from stainless steel
for corrosion resistance. To assure a high resolution output, it was required that all damper attachment clevises be fabricated
with fitted spherical bearings and fitted mounting pins, such that zero net end play existed in the attachment brackets.

A total of 37 dampers of this design were manufactured, component-level tested, and installed on the bridge in late 2001.
There are three basic types of dampers. These are referred to as the Pier Dampers, the Deck Dampers, and the Vertical
Dampers and are described below:

Damper Nomenclature: Pier Damper
Quantity on the Bridge: 16
Description: Two Pier Dampers are located on each side of each of two piers on both the east and west side of the bridge,

for a total of eight dampers per pier. Damping coefficient values for the eight dampers connected directly to the center
span of the bridge are significantly higher than the other Pier Dampers. Dampers have varying over-all lengths due to the
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Fig. 2.2 Space satellite dampers

Fig. 2.3 Cutaway of frictionless hermetic damper

location of the attachment points, the longest being 8.3 m long. These dampers are quite apparent to pedestrians when
crossing the bridge as illustrated in Figs. 2.4 and 2.5 below.

Damper Nomenclature: Deck Damper
Quantity on the Bridge: 17
Description: The Deck Dampers are located under various deck sections. A very limited number can be seen from under

the north end of the bridge. Most deck dampers are not visible since they are situated directly under the deck panels.
Lateral motions of the bridge are transmitted to the dampers through pairs of relatively long V-shaped chevron braces as
shown in Figs. 2.6 and 2.7 below.

Damper Nomenclature: Vertical Damper
Quantity on the Bridge: 4
Description: Vertical Dampers are located in two pairs under the south end of the bridge with damper ends connected

between a structural arm and the ground. As illustrated below in Figs. 2.8 and 2.9, the dampers are directly accessible to
pedestrian traffic. Nearly continuous damped motion is felt and observed with even low to moderate pedestrian traffic on
the bridge overhead.
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Fig. 2.4 4 of 16 pier dampers

Fig. 2.5 Moving end of pier damper over the River Thames

Fig. 2.6 Deck damper shown with chevron connection
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Fig. 2.7 Deck panels removed deck damper showing

Fig. 2.8 Inspection of vertical damper pair

Fig. 2.9 Vertical damper pair with pedestrian access
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2.3 Intermediate Inspection After 7 Years in Service

A visual inspection of each damper was performed looking for corrosion, damage to the unit from use or the surrounding
environment, and for fluid leakage. The units were all found to be in 100% working condition with minimal signs of physical
damage or deterioration, as well as no signs of fluid leakage. There were only minor signs of corrosion and some external
contamination noted. The units had been subjected to nearly constant cycling for a period of use of over 7 years at the time
of this inspection. The total estimated cycles after 7 years was as many as 2.0 � 108. The owner required no formal testing
of installed dampers at this time.

2.4 Principal Inspection and Testing After 11 Years in Service

The Principal Inspection after 11 years of service included two phases. The first was a visual inspection of all Pier Dampers
and all four Vertical Dampers. All dampers appeared to be in 100% working order. A sample of five of the seventeen
deck dampers were inspected per the owner’s request to minimize deck panel removal costs. Similar to the case for the
Intermediate Inspection 4 years earlier, there were only minor signs of corrosion and some external contamination noted.
This minor corrosion and contamination appears to have been caused by caustic chemicals from the exhaust plumes from
boats and ships navigating under the bridge. Dampers located under the deck of the bridge near the shore or over land
exhibited nearly new appearance. Two of the five Deck Dampers and one of the four Vertical Dampers were temporarily
removed for testing purposes as outlined below.

The second phase of the Principal Inspection consisted of performing dynamic tests on the three dampers that were
removed. These three dampers were shipped to the Taylor Devices facility in North Tonawanda, New York so that they could
be tested to the original Acceptance Test Procedure and compared to the original acceptance tests from 2001. This was done
to determine if any of the performance outputs had deteriorated in any way. This Acceptance Test Procedure consisted of
two types of tests. The first type consisted of subjecting the dampers to a series of sinusoidal input tests throughout the
specified velocity range. These tests are referred to as the “Force vs. Velocity” tests. The second type of test was performed
at approximately 0.50 mm amplitude. These tests are referred to as the “Low Amplitude” tests. The Low Amplitude test
demonstrates the ability of each Damper to produce substantial damping force for very small vibrations, and demonstrate
that there has been no loss of fluid. If any loss of fluid had occurred, the damper would demonstrate an inability to produce
any substantial force for these small displacements.

Figures 2.10, 2.11, and 2.12 show the results of the Force versus Velocity tests for each Damper, measuring the output
force at several velocity inputs. These plots also show the data points recorded through the same testing methods 11 years
prior. The graphical data illustrates the fact that there is virtually no difference in output characteristics when comparing the
results from 2001 to the results from 2012.

Figures 2.13, 2.14 and 2.15 demonstrate the results of the Low Amplitude Tests for each of the three dampers that were
tested. Note that in each case, the hysteresis loops (force vs. displacement) show no signs of free-play, loss of fluid, excessive
friction, wear or degradation of any sort. It should be noted that the dampers were tested with their spherical bearings in
place and their end attachment brackets still connected. Therefore, no degradation to these components has occurred and the
bearings have maintained their tight fit requirement that is necessary to produce damping for very low displacements.

Subsequent to the successful testing of these three dampers, they were sent back to London and reinstalled on the bridge
in January 2013.

2.5 Conclusions

The results of the 7-year Intermediate Inspection, the 11-year Principal Inspection, and dynamic testing show that the
Millennium Bridge dampers have experienced no physical or functional deterioration. The dampers displayed no measurable
change in output, as well as no signs of leakage after 11 years of continuous service and nearly constant cycling.
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Fig. 2.10 Force vs. Velocity test results of deck damper 2001 & 2012

Fig. 2.11 Force vs. Velocity test results of deck damper 2001 & 2012
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Fig. 2.12 Force vs. Velocity test results of vertical damper 2001 & 2012
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The dampers were originally designed and built for this nearly constant cycling over a period of more than 50 years,
projected to total approximately 2 � 109 (2 billion) cycles. Due to the fact that the results of the intermediate and principal
inspections and testing show no signs of degradation, it is anticipated that the dampers will be able to meet this expected life
time as anticipated.
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Chapter 3
Analysis of Variation Rate of Displacement to Temperature of Service
Stage Cable-Stayed Bridge Using Temperatures and Displacement Data

Hyun-Joong Kim

Abstract Because stage cable-bridge have long spans and large members, their movements and geometrical changes by
temperatures tend to be bigger than those of small or medium-size bridge. Therefore, it is important for maintenance
engineers to monitor and assess the effect to temperature on the cable-supported bridges. To evaluate how much the
superstructure expands or contracts when subjected to changes in temperature is the first step for the maintenance. Thermal
movements of a cable-stayed bridge in service are evaluated by using long-term temperatures and displacements data.

Keywords Cable-stayed bridge • Thermal movements • Temperature effect • Correlation analysis

3.1 Introduction

Since cable-supported bridges are long and sizable, their movement and transportation amount are quite considerable
compared to those of general bridges. Thus, in order for the maintenance of cable-supported bridges, it is important to
analyze and evaluate the influence of temperature on the existing bridges; in terms of such temperature evaluation, assessing
elastic superstructures of bridges depending on the change in temperature is known to be the most basic analyzing techniques.
Recently, there are a variety of ongoing research projects to evaluate the structures more precisely as the existing period of
cable-supported bridges getting extended and the amount of their accumulated data is increasing [2–4].

In our research, in order to study the influence of temperature on cable-supported bridges, we employed the previous
methods such as using an expansion displacement meter or single measuring method with data gathered from Global
Navigation Satellite System (GNSS). Then, based on the cases that evaluated temperature expansion behaviors using different
datasets to enhance their statistical reliability, we measured the expansion per unit temperature using the temperature data
and the GNSS displacement data of existing cable bridges and confirmed the structural integrity of the bridges through the
comparison between our results and theoretical values.

3.2 The Subject Bridge and Data Collection Method

3.2.1 Subject Bridge

The bridge used for this research is Cheong-Poong Dae-Kyo (Bridge) located in Jechun, Choong-Cheong-Book-Do, which is
a 5-consecutive-span complex cable-stayed bridge with the full length of 472 m (center: 327 m, side span: 57.5 m, abutment:
30 m) and width of 13 m and has RC cross sections for its side spans and composite cross sections consisting of precast
concrete floor slap and I-shaped structural steel cross sections for its main spans. Its tower has a H-shaped concrete cross
section with the height of 103 m and was completed in May 2012; it is currently under the management of Structural Health
Monitoring System (SHMS).
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Fig. 3.1 Installation place of GNSS and thermometer

3.2.2 Data Collection Method

We collected our data using the sensors utilized to measure the expansion of Cheong-Poong Dae-Kyo in the 2 receivers in
the central girder and the rest 4 GNSSes except for 2 reference stations among the 8 previously installed GNSS receivers
as shown in Fig. 3.1 and also the member thermometer installed at the ¼ location of the stiffner. The duration of our data
collection was a year, from January 1st, 2014 to December 31st, 2014, and we performed a correlation analysis of GNSS
displacements along the direction of the bridge using the 10-min average data of GNSS. The GNSS data consists of three
components, dN, dE, and dH, and we defined directions as “perpendicular” and “corresponding” to the bridge line by turning
the azimuth 22ı counterclockwise when our Y-axis is due north (N) and X-axis due east (E).

3.2.3 The Analysis of Expansion per Unit Temperature

The amount of expansion due to the temperature change of a structure is calculated as shown in the formula (3.1). Here,
�L implies the temperature change, L the expansion length, and ’ the coefficient of linear expansion of a material. In the
formula (3.1), ’ and L become the values for the boundary conditions depending on the used material and the member length,
respectively. We can see that this is a linear relationship between the expansion amount and temperature and define it as the
formula (3.2) shown below. ST is defined as the expansion per unit temperature (mm/ıC) [1]

�LT D ’ ��T � L (3.1)

�LT=�T D ’ � L D ST (3.2)

The calculation of expansion per unit temperature using measured data is to estimate the linear regression (3.3) from the
measured values, ˇ0, ˇ1 of two variables using the least square method (3.4) and its formula is presented below.

y D ˇ0 C ˇ1x (3.3)

b̌
1 D

P�
xi � �

x
� �

yi � �
y
�

P�
xi � �

x
�2 D Sxy

Sxx
(3.4)



3 Analysis of Variation Rate of Displacement to Temperature of Service Stage. . . 23

−15 −10 −5 0

80
GPS(p2-L) GPS(PY1-L)

GPS(p2-L) GPS(PY1-L)

(a) (b)

(c) (d)

70

60

50
y = −2.323x + 35.64

R2 = 0.923

y = −2.323x + 35.64
R2 = 0.923

y = −1.831x + 41.07
R2 = 0.848

y = −1.831x + 41.07
R2 = 0.848

40

30

20

10

−10

−20

−30

0

60

40

20

−20

−40

−60

−80

0

0

5 10
Temperature (°C)

D
is
pl

ac
em

en
t 
(m

m
)

80

60

40

20

−20

−40

−60

−80

D
is
pl

ac
em

en
t 
(m

m
)

D
is
pl

ac
em

en
t 
(m

m
)

70

60

50

40

30

20

10

−10

−20

−30

0D
is
pl

ac
em

en
t 
(m

m
)

15 20 25 30 35 40

−15 −10 −5 0 5 10
Temperature (°C)

15 20 25 30 35 40 −15 −10 −5 0 5 10
Temperature (°C)

15 20 25 30 35 40

−15 −10 −5 0 5 10
Temperature (°C)

15 20 25 30 35 40

Fig. 3.2 Relationship between air temperatures and displacement. (a) Relationship between air temperatures and P2. (b) Relationship between air
temperatures and PY1. (c) Relationship between air temperatures and PY2. (d) Relationship between air temperatures and A2

Sxy D
X

xiyi �
�X

xi

� �X
yi

�
=n (3.5)

Sxx D
X

x2i �
�X

xi

�2
=n (3.6)

3.3 The Analysis

Through the analysis of measured data, we confirmed a high correlation between two variables as shown in Fig. 3.2 by
setting the effective temperature considering expansion directions of bridges and the expansion measured at each location of
the bridge as two variables and displayed their distribution [5–8]. We found our coefficient of linear expansion as 0.00001
after calculating the slope of the linear regression equation as displayed in Fig. 3.3. We estimated the theoretical expansion
amount per unit temperature as shown in Table 3.1 after applying the coefficient of linear expansion analyzed through our
measurement, put it into the formula (3.4), and compared the expansion amounts per unit temperature of temperature and
displacement data as presented in Table 3.2.
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Table 3.1 Analytical
comparison of variation rate of
displacement to temperature

P2 �LT
�T D ’� LP2 D 0:0001� 221 D 2:21 mm=ıC

PY1 �LT
�T D ’� LPY1 D 0:0001� 163:5 D 1:635 mm=ıC

PY2 �LT
�T D ’� LPY2 D 0:0001� 163:5 D 1:635 mm=ıC

A2 �LT
�T D ’� LA2 D 0:0001� 221 D 2:21 mm=ıC

Table 3.2 Comparison of
variation rate of displacement to
temperature

Location P2 PY1 PY2 A2
L (m) �221 �163.5 163.5 221
ST (mm/ıC)

Measurement �2.323 �1.831 1.593 2.13
Theory 2.21 1.635 1.635 2.21

3.4 Conclusion

After analyzing correlation (from January 1st, 2014 to December 31st, 2014) through the temperature change and GNSS
bridge displacement data, we found a high linear correlation between two variables and confirmed that the coefficient of
linear expansion of Cheong-Poong bridge was 1.00E-05/ıC. In addition, as we compared the theoretical expansion amount
per unit temperature with the measured expansion amount, we found a similar result.

After considering the previous research results that a sound structure system showed a linear correlation with strong
elastic behaviors depending on the change in temperature and comparing the expansion amount per unit temperature
that can evaluate its soundness, we assessed that the structure system and long-term temperature expansion behaviors of
Cheong-Poong bridge were quite sound. In order for a precise evaluation of soundness in the future, we expect that a multi-
dimensional analysis of different temperature datasets would be necessary.
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Chapter 4
Triple Friction Pendulum: Does It Improve the Isolation Performance?

Felix Weber, Peter Huber, Hans Distl, and Christian Braun

Abstract The working philosophy of the triple friction pendulum (FP) is to generate low friction in the region of 1.5–2%
combined with high stiffness due to the small effective radii of the articulated slider assembly at low peak ground
accelerations (PGAs), to produce medium friction around 3–5% and medium stiffness by simultaneous sliding on surfaces
1 and 4 at PGAs corresponding to the design basis earthquake (DBE), to generate increasing friction with further increasing
PGAs up to the maximum credible earthquake (MCE) by the high friction of surface 4 in the region of 10% and, eventually,
to produce considerably increased stiffness at PGAs beyond of MCE in order to reduce the maximum required displacement
capacity of the triple FP. This study first investigates if this design philosophy results in enhanced isolation of the primary
structure compared to the conventional FP. For this, the triple FP according to the above mentioned design concept is
numerically tested for several earthquakes that are scaled to various PGAs in order to operate the triple FP within all its
sliding regimes with associated isolation efficiencies. These results are compared to those of the conventional non-adaptive
double FP with equal friction coefficients on its sliding surfaces and same effective radii as those of concave plates 1 and
4 of the triple FP to ensure equal isolation time periods. The first study demonstrates that the conventional FP outperforms
the triple FP for most of the PGAs except for very small PGAs below 1–2 m/s2 depending on the earthquake. This finding
is explained by the facts that the small effective radii of the articulated slider assembly reduce the isolation time period and
therefore the isolation of the structure and splitting the friction into medium and high values on surfaces 1 and 4 cannot
improve the isolation performance since the relative motion amplitudes on surfaces 1 and 4 are reverse whereby the energy
dissipation is not enhanced compared to the conventional double FP with equal friction coefficients. The second study shows
a way how the triple FP with four friction coefficients, four effective radii and four displacement capacities can be optimized
for maximum isolation of the primary structure. This study points out that the optimized triple FP converges to the optimized
double FP which explains the similar isolation performances. Thus, the triple FP does not improve the isolation of the
structure compared to the conventional friction pendulum.

Keywords Curved surface slider • Earthquake • Friction • Isolation • Pendulum • Seismic

4.1 Introduction

Conventional spherical friction pendulums (FP) such as single and double FPs are often used isolator. The triple FP with the
articulated slider assembly in between of the two main concave sliding surfaces has become famous because it generates
displacement amplitude dependent stiffness and friction behaviors [1, 2]. According to [1, 2] the triple FP is intended
to produce low friction and high stiffness at small bearing motion amplitudes and peak ground accelerations (PGA),
respectively, to exert increasing friction at significantly reduced stiffness at medium bearing displacement amplitudes and
PGAs, respectively, due to the design basis earthquake (DBE), to generate further increasing friction at further lowered
stiffness at large bearing displacement amplitudes and PGAs, respectively, due to earthquakes between DBE and the
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Fig. 4.1 Sketches of triple FP (a) with articulated slider assembly and double FP (b) without articulated slider

maximum credible earthquake (MCE), and to exhibit stiffening behavior for earthquakes beyond of MCE to limit the required
maximum displacement capacity. This paper investigates if the above mentioned behavior improves the isolation of the
structure.

4.2 Friction Pendulums Under Consideration

4.2.1 Triple Friction Pendulum

The triple FP consists of the articulated slider assembly with sliding surfaces 2 and 3, the articulated slider in between and
the main sliding surfaces 1 and 4 (Fig. 4.1a). The common design is that the effective radii 2 and 3 (Reff � 2, Reff � 3) are equal
and approx. 8 times smaller than the equal effective radii 1 and 4 (Reff � 1, Reff � 4) that determine the isolation time period of
the bearing

Tiso D 2 �

s
Reff �1 C Reff �4

g
(4.1)

The friction coefficients �2 and �3 are usually selected to be small in the range of 1.5–2% while �1 is designed to produce
medium friction around 3–5% and �4 high friction in the region of 8–11%. The restrainers on sliding surfaces 2 and 3 are
required to initiate sliding on surfaces 1 and 4 and consequently always included in the triple FP. In contrast, the restrainers
on surfaces 1 and 4 are not always included but are needed when the intended stiffening behavior due to sliding regime V for
earthquakes beyond of MCE is desired and when the structural engineer specifies that the bearing must include end stoppers.
For the first study of this paper the triple FP is designed according to the published design [1, 2] which represents a mock-up
triple FP: Reff � 1 D Reff � 4 D 0.435 m, Reff � 2 D Reff � 3 D 0.053 m, �1 D 3.1%, �2 D�3 D 1.75% and �4 D 11.4% where
the friction values represent average values identified from testing [2]. The displacement capacities are d1 D d4D0.064 m
and d2 D d3 D 0.019 m that yield the total displacement capacity dtot D 0.166 m. For the second study of this paper the
parameters of the triple FP are optimized for minimum absolute structural acceleration which is described in the penultimate
section.

4.2.2 Double Friction Pendulum

The conventional, i.e. non-adaptive, double FP is composed of two bearing plates with equal effective radii Reff � 1 D Reff � 2

and friction coefficients �1 and �2 that must be equal because the relative motions on surfaces 1 (u1) and 2 (u2) are coupled
due to the non-articulated slider (Fig. 4.1b). For the first study the isolation time period given by the sum (Reff � 1 C Reff � 2)
is equal to that of the triple FP (1), the equal friction coefficients �1 D�2 are tuned by trial and error and dtot is the same
as for the mock-up triple FP. For the second study of this paper a double FP with articulated slider is assumed which allows
optimizing the double FP by different �1 and �2.
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4.3 Assessment Criterion

The isolation performances of the triple FP and the non-adaptive double FP as benchmark are assessed in terms of the
extreme value of the absolute acceleration of the structure

max
�jRus C Rugj� (4.2)

where Rus denotes the acceleration of the structure relative to the shaking ground and Rug is the ground acceleration given by
the El Centro North-South (NS), the Kobe, the Loma Prieta and the Northridge earthquakes. In order to operate the triple FP
within all its sliding regimes with associated different isolation performances the above mentioned accelerograms are scaled
to the following PGAs

PGA D Œ0:5 W 0:5 W PGAmax� (4.3)

where PGAmax describes this PGA value at which the full displacement capacity of the triple FP is used.

4.4 Modelling

4.4.1 Approach

In order to compute the maximum acceleration response of the structure with triple and double FPs the coupled nonlinear
(friction damping) equations of motion for the lumped mass of the building and the masses of all bearing plates are
formulated. The resulting stiff system of nonlinear differential equations is solved in the time domain in Matlab

®
using

the solver ode15s(stiff/NDF) with maximum relative tolerance 1e-3 and variable step size with upper bound of 1e-5 s. The
excitation force is given by the PGA-scaled accelerograms of the aforementioned earthquakes. Subsequent to the dynamic
simulations the assessment criterion (4.2) is determined from the time histories of the absolute structural acceleration.

4.4.2 Coupled Nonlinear Equations of Motion

The building with isolator is modelled as a single degree-of-freedom system

ms Rus C cs .Pus � Pu4/C ks .us � u4/ D �ms Rug (4.4)

where ms, cs, ks denote the modal mass, the viscous damping coefficient and the stiffness of the building, Rus, Pus and us

denote the acceleration, velocity and displacement of the structure relative to the ground while Pu4 and u4 are the velocity and
displacement of the top bearing plate of the triple FP relative to the ground. cs in (4.4) is computed based on the damping
ratio �s D 1%. For study with the mock-up triple FP ks is selected so that the isolation time period (1), which is 1.87 s, is two
times higher than the natural period of the non-isolated structure; for the second study the isolation time period is set to the
typical value of 3.5 s in order to shift the structure out of the frequency range of most earthquakes and the natural period of
the non-isolated structure is set to the typical value of 1.2 s. The equation of motion of concave plate 4 of the triple FP with
mass m4 becomes

m4 Ru4 C fh�4 C W

Reff �4
.u4 � u3/C fr�4 D cs .Pus � Pu4/C ks .us � u4/ � m4 Rug (4.5)

where fh � 4 is the friction force of the curved sliding surface, W/Reff � 4 is the restoring stiffness due to the vertical load
W D 9.81 ms on the bearing and the effective radius Reff � 4 D R4 � h4; Pu3 and u3 are the velocity and displacement of bearing
plate 3 of the triple FP relative to the ground. The force fh � 4 is modelled by the hysteretic damper modelling approach [3]

fh�4 D
�

kh�4 .u4 � u3/ W pre � sliding
�4 W sign .Pu4 � Pu3/ W sliding

(4.6)



30 F. Weber et al.

where kh � 4 is the pre-sliding stiffness that is selected two orders of magnitude greater than W/Reff � 4. The force of the
restrainer of concave plate 4 is assumed as linear stiffness force if it is triggered

fr�4 D
�

kr�4 .ju4 � u3j � d4/ sign .u4 � u3/ W ju4 � u3j � d4
0 W ju4 � u3j < d4

(4.7)

where kh � 4 denotes the restrainer stiffness which is also assumed to be two orders of magnitude greater than W/Reff � 4. The
equations of motion of concave plate 3 (i D 3) and slider mass 2 (i D 2) have the same form

mi Rui C fh�i C W

Reff �i
.ui � ui�1/C fr�i D fh�.iC1/ C W

Reff �.iC1/
.uiC1 � ui/C fr�.iC1/ � mi Rug (4.8)

where the friction and restrainer forces fh � i and fr � i are formulated analogically with (4.6) and (4.7). The equation of motion
of concave plate 1 is given by Eq. (4.8) with i D 1 and ui�1 D Pui�1 D 0. The equation of motion of concave plate 2 of the
double FP is given analogically with (4.5) and the equation of motion of the slider (index 1) of the double FP is given by
(4.8) with i D 1 and ui�1 D Pui�1 D 0.

4.5 Isolation Performance of Mock-Up Triple Friction Pendulum

The isolation results of the triple FP that is designed according to the literature [1, 2] and of the double FP with same isolation
time period and equal friction coefficients �1 D�2 that are tuned by trial and error are depicted in Figs. 4.2 and 4.3 for the
four chosen accelerograms. The following main observation can be made:

• The triple FP generates a worse isolation of the structure for most of the PGAs (PGA�2.2 m/s2 for El Centro NS,
PGA�0.59 m/s2 for Kobe, PGA�0.85 m/s2 for Loma Prieta, PGA�1.12 m/s2 for Northridge) than the double FP whose
equal friction coefficients are tuned by trial and error (suboptimal tuning).

• The isolation due to the triple FP deteriorates dramatically when sliding regime V is triggered due to the stiffening
behavior at reduced friction of sliding regime V [4].

• The fact that the restrainers of the double FP with same total displacement capacity are triggered at larger PGAs than in
case of the triple FP demonstrates that the double FP does not only generate better isolation of the structure but also that
the total bearing displacement is smaller.

0 1 2 3 4 7 8

El Centro NS

7.
8

0

2

4

6

8

1

3

5

7
restrainers
triggered
(triple and
double FPs)

sliding regime V triggered

2.
2

a

restrainers
triggered

sliding regime V
not triggered

double FP, μ1=μ2=6.0%

without isolator
(max=19.1m/s2)

double FP, μ1=μ2=6.5%

triple FP, μ1=4%, μ4=13%
triple FP, μ1=5%, μ4=15%

5 6
0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

5

5.5

0 0.5 1 1.5 2 2.5 3 3.5 4

Kobe

restrainers
triggered
(triple and
double FPs)

0.
59

3.
82

sliding regime V triggered

sliding regime V not triggered

without isolator
(max=12.22m/s2)

double FP, μ1=μ2=5.5%
double FP, μ1=μ2=6.5%

b
triple FPtriple FP

PGA (m/s2) PGA (m/s2)

m
ax

( 
| ü

s+
ü g

 | 
) 

(m
/s

2 )

m
ax

( 
| ü

s+
ü g

 | 
) 

(m
/s

2 )

Fig. 4.2 Isolation performances of triple FP according to literature and conventional double FP tuned by trial and error for El Centro NS (a) and
Kobe (b) accelerograms



4 Triple Friction Pendulum: Does It Improve the Isolation Performance? 31

0

1

2

3

4

5

6

0 0.5 1 1.5 2 2.5 3 3.5

Loma Prietaa

0.
85

3.
2

sliding regime V
triggered

(triple and
double FPs)

sliding regime V
not triggered

triple FP

without isolator
(max=6.936m/s2)

double FP, μ1=μ2=6.5%
double FP, μ1=μ2=4.5%

0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

5

5.5
Northridge

1.
12

6.
45

0 1 2 3 4 6 75

sliding
regime V
triggered

sliding regime V
not triggered

without isolator
(max=6.107m/s2)

double FP, μ1=μ2=6.5%
double FP, μ1=μ2=4.5%

b
triple FP

PGA (m/s2) PGA (m/s2)

m
ax

( 
| ü

s+
ü g

 | 
) 

(m
/s

2 )

m
ax

( 
| ü

s+
ü g

 | 
) 

(m
/s

2 )

restrainers
triggered

restrainers
triggered
(triple and
double FPs)

Fig. 4.3 Isolation performances of triple FP according to literature and conventional double FP tuned by trial and error for Loma Prieta (a) and
Northridge (b) accelerograms

As Fig. 4.2a shows also two triple FPs with slightly different friction tunings of the main sliding surfaces 1 and 4 are
computed. These simulations show that increased friction on the main sliding surfaces 1 and 4 avoids that the triple FP is
operated in sliding regime V which improves the isolation performance compared to the triple FP according to literature
[1, 2]. Nevertheless, these two triple FPs also perform worse compared to the double FP.

4.6 Isolation Performance of Optimized Triple Friction Pendulum

4.6.1 PGAs of Optimization

Due to the nonlinearity of friction damping of both FPs their isolation performance depends on their relative motion
amplitude [5] and consequently on PGA. Therefore, the optimizations of both FPs must be done for selected PGAs. The
following PGAs for optimization are chosen here:

• PGAopt D 2.5 m/s2 representing a small DBE,
• PGAopt D 5 m/s2 representing a medium to large DBE, and
• PGAopt D 7.5 m/s2 representing a large DBE.

4.6.2 Isolation Time Period

The optimizations of both FPs are made for the typical situation where the fundamental time period of the non-isolated
structure is 0.83 s (1.2 Hz), the vertical load W is 12 MN, �s D 1% and the selected isolation time period is 3.5 s in order to
shift the isolated structure into the time period range of good isolation. This leads to effective radii Reff � 1 D Reff � 4 D 1.522 m
for the triple FP and Reff � 1 D Reff � 2 D 1.522 m for the double FP.

4.6.3 Articulated Slider Assembly of Triple FP

As the intention of the articulated slider assembly of triple FP is to trigger relative motion in the bearing at even very small
PGAs the friction coefficients �2 D�3 are assumed to be 1.75% similar to the published data. According to the design
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philosophy of the triple FP the effective radii Reff � 2 D Reff � 3 are designed to be smaller than Reff � 1 D Reff � 4 so that sliding
regime II is activated without force step due to triggered restrainers on concave plates 1 and 3. In order to comply with this
design methodology, Reff � 2 D Reff � 3 are selected to be eight times smaller than Reff � 1 D Reff � 4 as Reff � 1/Reff � 2 D 8 is in
accordance to the design given in [1, 2]. The displacement capacities d2 D d3 are scaled by approx. the same factor as the
effective radii which yields d2 D d3 D 0.07 m.

4.6.4 Restrainers 1 and 4

The previous study demonstrated that the activation of sliding regime V due to restrainers 1 and 4 worsens the isolation of
the structure dramatically. The previous study further demonstrated that the isolation deteriorates completely when the full
displacement capacity of the bearing is used, i.e. all restrainers are triggered. Therefore, restrainers 1 and 4 are omitted for
the optimization of the triple FP.

4.6.5 Optimization Parameters

Due to the definition of the isolation time period of 3.5 s whereby Reff � 1 and Reff � 4 of the triple FP are given, due to the
design of the articulated slider assembly of the triple FP which is in agreement with the common design philosophy of the
triple FP and due to the neglect of restrainers 1 and 4 of the triple FP in order to avoid bad isolation of the structure due to
sliding regime V and when all restrainers are triggered the triple FP can be optimized for minimum acceleration response of
the structure (2) by variation of the friction coefficients �1 and �4. Similarly, the double FP with same isolation time period
as the triple FP and without end stoppers on sliding surfaces 1 and 2 is optimized for minimum acceleration response of the
structure (2) by variation of the friction coefficients �1 and �2. As �1 and �2 can be different a double FP with articulated
slider is assumed.

4.6.6 Optimization Results

Exemplarily for all optimization cases, i.e. four earthquakes scaled to three PGAopt, two optimization results are plotted in
Figs. 4.4 and 4.5. The following can be observed:

• The optimal friction coefficients of the triple and double FPs and the resulting absolute structural acceleration are very
similar.

• The optimal friction coefficients can be different (El Centro NS, Fig. 4.4) or equal (Loma Prieta, Fig. 4.5); if they are
different it is not relevant which one is higher (valid for triple and double FPs).

4.6.7 Isolation Performance of Optimized Triple FP

The isolation performances of the optimized triple and double FPs are computed for the El Centro NS, the Kobe, the Loma
Prieta and the Northridge accelerograms that are scaled to PGAs ranging from 0.25 m/s2 up to 150% of PGAopt assuming
that the FPs are optimized at the PGA corresponding to DBE and that the PGA of MCE is around 150% of the PGA of
DBE. The isolation performances accompanied by the total bearing displacement as an important economical parameter are
depicted in Figs. 4.6, 4.7, 4.8, and 4.9 for PGAopt D 5 m/s2; showing also the results due to the optimizations at 2.5 and
7.5 m/s2 is not possible due to the limited number of pages of the manuscript but the results are qualitatively similar. It is
seen that the optimized triple and double FPs approximately yield the same absolute structural accelerations and total bearing
displacements. This outcome is explained by the fact that the triple FP mutates to a double FP by the optimization which
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Fig. 4.4 Optimization results for triple (a) and double (b) FPs for the El Centro NS accelerogram scaled to 5 m/s2
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Fig. 4.5 Optimization results for triple (a) and double (b) FPs for the Loma Prieta accelerogram scaled to 7.5 m/s2

means that �1 and �4 must be designed similar to �1 and �2 of the optimal double FP and that the articulated slider assembly
is not beneficial for maximum isolation due to its high stiffness which is equivalent to a low isolation time period. From Fig.
4.6 it is also evident that the conventional design of the triple FP [1, 2] is far from optimal and that the suboptimal solutions
with equal friction coefficients perform almost as well as their optimal counterparts.

4.7 Summary

First, the isolation performance in terms of absolute structural acceleration of the triple friction pendulum (FP) with
parameters from literature is compared to that of the conventional double FP. Second, the triple and double FPs are
optimized for minimum absolute structural acceleration and their isolation performances are compared subsequently. The
first study demonstrates that the triple FP designed according to literature performs worse than the conventional double FP
with suboptimal friction tuning. The second investigation demonstrates that both optimized FPs generate similar structural
acceleration responses and total bearing displacements due to the fact that the triple FP mutates to the double FP due to the
optimization.
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Fig. 4.7 Isolation performance (a) and total bearing displacement (b) of triple and double FPs optimized for Kobe accelerogram scaled to 5 m/s2



4 Triple Friction Pendulum: Does It Improve the Isolation Performance? 35

0

0.5

1

1.5

2

2.5

3

3.5

2 4 5 70 6 7.531
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

optimal double FP (μ1=10.5%, μ2=10.5%)
optimal triple FP (μ1=8%, μ4=8%)

m
ax

im
a 

of
 to

ta
l b

ea
rin

g 
di

sp
la

ce
m

en
t (

m
)

P
G

A
op

t

1.
5 

P
G

A
op

t

P
G

A
op

t

1.
5 

P
G

A
op

t

a b

optimal double FP (μ1=10.5%, μ2=10.5%)
optimal triple FP (μ1=8%, μ4=8%)

PGA (m/s2)
2 4 5 70 6 7.531

PGA (m/s2)

Tiso=3.5s, Loma Prieta, PGAopt=5m/s2
Tiso=3.5s, Loma Prieta, PGAopt=5m/s2

m
ax

( 
| ü

s+
ü g

 | 
) 

(m
/s

2 )

Fig. 4.8 Isolation performance (a) and total bearing displacement (b) of triple and double FPs optimized for Loma Prieta accelerogram scaled to
5 m/s2
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Fig. 4.9 Isolation performance (a) and total bearing displacement (b) of triple and double FPs optimized for Northridge accelerogram scaled to
5 m/s2
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Chapter 5
Experimental Investigation of the Dynamic Characteristics
of a Glass-FRP Suspension Footbridge

Xiaojun Wei, Justin Russell, Stana Živanović, and J. Toby Mottram

Abstract Due to high strength- and stiffness-to-weight ratios, good durability performance in a variety of environments and
quick installation, fibre reinforced polymers have increasingly been utilised for construction of highway and pedestrian
bridges. Their relatively low mass and stiffness make these bridges potentially susceptible to vibration serviceability
problems, which are increasingly governing the design. Currently, a lack of experimental data on the dynamic characteristics
of polymeric composite structures is hindering their wider application and the development of design guidance. To fully
exploit the benefits of using these structural materials in bridge engineering requires a better understanding of their dynamic
behaviour. The aim of this paper is to utilise ambient vibration measurements to experimentally identify the dynamic
characteristics (i.e., natural frequency, damping ratio and mode shape) of a glass fibre reinforced polymer deck suspension
footbridge in the UK. It is found that the Wilcott footbridge possesses a relatively high density of vibration modes in the low
frequency range up to 5 Hz and has damping ratios of most of these modes >1%.

Keywords FRP suspension footbridge • Dynamic characteristics • Ambient vibration testing • Peak picking method •
Stochastic subspace identification method

5.1 Introduction

Since the first Fibre Reinforced Polymer (FRP) road bridge was built in Miyun, China in 1982 [1], thousands of bridges
with FRP components have been built around the World [2]. The driver for this practice is this structural materials’
favourable properties, including: high strength- and stiffness-to-weight ratios, good durability and short installation time.
FRP construction is typically employed for short-to-medium span bridges. The longest span to date is 63 m, achieved with
the Aberfeldy footbridge that was constructed in Scotland in 1992 [3], using the same construction system as for the Wilcott
footbridge. The benefits of using FRP as the structural material would be more prominent if longer bridge spans could be
executed.

Due to the lightweight and relatively low stiffness of glass FRPs, FRP bridges may be very lively and potentially
suffer excessive vibration, causing user discomfort and affecting the bond in joints and between surfacing and the FRP
superstructure [4]. Vibration serviceability is increasingly found to govern the design of FRP structures. A sound knowledge
and understanding of their dynamic characteristics is therefore important for us having robust serviceability design
procedures. Owing to a lack of experimental data on the dynamic characteristics we find that existing design guidance used
in conventional material designs is usually employed. This approach may produce a conservative solution and compromise
the benefits of using FRP in the first place. For example, in the AASHTO Guide Specifications for Design of FRP Pedestrian
Bridges (1st Ed.) [5], a damping ratio of 2–5% is recommended. A damping ratio of at least 1% is expected to be present
in every FRP structures, whilst such a high value as 5% is rarely achieved with pedestrian bridges made of other structural
materials, such as steel, steel-concrete composite, aluminium and, even, concrete. In Prospect for New Guidance in the
Design of FRP [6] the damping ratio is specified to be 1.5% for a conservative estimate in design analysis, and higher
damping values may be used if these have been substantiated by representative experimental data. Given that the above
recommendations for damping ratios are not necessarily based on extensive and comprehensive data from as-built FRP
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Fig. 5.1 The Wilcott Bridge

structures there is a need to experimentally determine them. This paper contributes to this goal by providing a rare insight into
the dynamic features of suspension footbridge near to the village of Nesscliffe, Shropshire, UK (Google Earth co-ordinates
52ı 45054.8900 N and 2ı 55004.6800W).

The paper starts with a description of the FRP bridge in Sect. 5.2, followed by a description of the ambient-based modal
testing in Sect. 5.3. Identified modal parameters are reported in Sect. 5.4 with conclusions from their evaluation made in
Sect. 5.5.

5.2 Bridge Description

The Wilcott Bridge, shown in Fig. 5.1, is a single span suspension footbridge over the Nesscliffe A5 bypass road. The bridge
has a width of 2.1 m and a span of 51.3 m. It consists of a lightweight glass FRP deck, two pairs of steel pylons, two steel
cables with a span of 57.89 m, and four steel backstays and 20 steel hangers (10 per side). The FRP deck is constructed from
pultruded components of E-glass fibre embedded in an isophthalic polyester matrix, which are adhesively bonded together
to form an integral box section. The pultruded construction system is known today as Composolite, and is supplied by the
American pultruder Strongwell. Ballast is employed to increase the mass of the deck. The deck was built in three units
of approximately equal length that are connected by bonded interlocking splice joints and was integrally connected to the
foundation, without the need for movement joints.

5.3 Ambient Vibration Testing

To provide a precise and reliable characterization for the dynamic characteristics of the Wilcott footbridge an ambient
testing programme was conducted by the authors from the University of Warwick, UK, on 09 September 2016. Acceleration
responses of the deck were measured under the natural excitation of wind and road traffic passing underneath the bridge on
a main truck road. During data recording the bridge was closed to pedestrian traffic.

To identify the first few modes of the bridge we used the measurement grid in Fig. 5.2, having 26 measurement stations
on top of the deck. These measurement locations included anchoring points of each hanger, the mid-span points and supports
at the two span ends. Vertical accelerations only were recorded on the North side, whilst both vertical and horizontal
accelerations were acquired on the South side. Figure 5.3 shows the accelerometers at a location on the South side. The
measurement campaign was divided into seven set-ups. In each set-up we had eight Honeywell accelerometers QA750
(of nominal sensitivity of 1300 mV/g). A lateral accelerometer and a vertical accelerometer at measurement station 55 were
used as reference vibration sensors, whilst the other six accelerometers are the roving transducers.
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Fig. 5.2 Measurement grid on the deck

Fig. 5.3 Vertical and lateral accelerometers on the deck

The test programme was started from the Nesscliffe side of the bridge and progressed to the Wilcott side. The duration
for each measurement set-up was 20 min. The sampling frequency was 256 Hz. Typical vertical and lateral acceleration time
histories at the reference station (No. 55) in one of the seven set-ups are plotted in Fig. 5.4. The ambient vibration response
level exhibited little variation between the seven different set-ups.

5.4 Modal Parameter Identification

To identify the modal parameters of the Wilcott footbridge we employed the frequency-domain peak-picking method and
the time-domain stochastic Sub-Space Identification (SSI) method. Whilst the peak-picking method was chosen to identify
natural frequencies only, the SSI method was employed to identify natural frequencies, damping ratios and mode shapes.

5.4.1 Peak-Picking Method

Since certain modes may not be observable in the power spectrum density at a particular measurement station, the Averaged
Normalised Power Spectral Densities (ANPSD) [7, 8] of all the measurement stations can be used to identify all natural
frequencies. The ANPSDs of the vertical and lateral accelerations are plotted in Figs. 5.5 and 5.6, respectively. The natural
frequencies of the bridge are inferred from the peaks in the ANPSD curves. From the results in Fig. 5.5 there are six
dominant peaks in the vertical direction, at frequencies of 0.94, 1.52, 2.22, 2.72, 3.20 and 3.89 Hz, and a less pronounced
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Fig. 5.4 Acceleration time histories measured at the reference station (No. 55)
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peak at 4.17 Hz. As for the lateral direction with results in Fig. 5.6, the three dominant peaks are observed at 1.08, 1.55 and
4.19 Hz, with two smaller peaks at 2.19 and 3.20 Hz. In addition, there are two close frequency peaks at 2.47 and 2.58 Hz.
It is seen that frequencies at certain peaks in the vertical direction are close to those observed in the lateral direction. This
finding shows that there is uncertainty in interpreting whether the close peaks in the two orthogonal directions correspond to
distinct modes or that they represent the same mode having both lateral and vertical components. The SSI method presented
in Sect. 5.4.2 is used to further analyse these.

5.4.2 Stochastic Subspace Identification

A reference-based data-driven stochastic SSI algorithm, built in the Matlab toolbox MACEC 3.2 (by K.U.LEUVEN Research
& Development [9–12]), was applied for data pre-processing and modal parameter identification. The measured data were
first de-trended, such that the DC components were removed. Then the data were filtered using a low-pass filter with a cut-off
frequency of 20.48 Hz and resampled at 25.60 Hz.
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Fig. 5.7 The stabilization diagram of one of the setups

The vertical and lateral accelerations from all the sensors were used for modal parameter identification, with the model
order parameter set to 200. The two channels corresponding to the reference stations (No. 55) were chosen as the reference
channels. The stabilisation criteria were set to 1% for frequency, 5% for damping, 1% for modal assurance criterion and 0.8
for the low bound of the modal phase collinearity. Shown in Fig. 5.7 is a stabilisation diagram from one of the data set-ups,
with the power spectral density of all the signals superimposed. Only the frequency content, up to 5 Hz, is presented in the
figure, since this is the most relevant frequency range for pedestrian structures. Stable poles are presented by big red circles.
It can be seen that the stable poles for natural frequencies are clearly identified, except for the one around 2.70 Hz. There are
in total nine dominant modes identified, including three lateral bending, five vertical bending and one torsional mode. These
nine mode shapes are illustrated in Figs. 5.8, 5.9, 5.10, 5.11, 5.12, 5.13, 5.14, 5.15 and 5.16.

It can be observed that a majority of the modes found by the peak-picking method are identified by the SSI method. The
only discrepancy is that two modes appear from peak-picking in the frequency range of 2.40–2.70 Hz, whereas Fig. 5.7 for
SSI shows that there is only one consistent stable pole around 2.70 Hz. Moreover, the mode shapes of the identified lateral
bending modes in Figs. 5.9, 5.11 and 5.16 are not very smooth. These findings might be due to the fact that the vertical
acceleration signals are stronger than those in the lateral direction, and consequently the noise in vertical accelerations might
be spoiling or hiding some lateral bending dominated modes [13].

The identified modes are summarised in Table 5.1. There is a relatively high mode density in the frequency range 0–5 Hz.
From the first harmonic dynamic force generated from pedestrian walking the two vertical bending modes at the natural
frequencies of 1.51 and 2.21 Hz and a lateral mode at 1.08 Hz are potentially excitable. The damping ratios of all vertical
bending modes in Table 5.1 are not <0.96%, whilst the damping ratios of all lateral bending modes are >1%, except for
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Fig. 5.8 The first vertical bending dominated mode (f D 0.96 Hz, �D 2.49%)
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Fig. 5.9 The first lateral bending dominated mode (f D 1.08 Hz, �D 0.31%)

the first of these modes, which has an exceptionally low damping ratio of 0.31%. Despite the potential for a number of
modes being excited by pedestrians we find the bridge’s vibration performance to be satisfactory. Contributing to this good
serviceability performance is the reasonable level of damping in almost every mode and the potential interaction between
simultaneously excited modes. The vibration response of the bridge to a range of human actions is going to be subject to new
work by the University of Warwick team.
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Fig. 5.10 The second vertical bending dominated mode (f D 1.51 Hz, �D 1.91%)
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Fig. 5.11 The second lateral bending dominated mode (f D 1.56 Hz, �D 1.67%)

5.5 Conclusions

Ambient testing of a suspension pedestrian bridge made with fibre reinforced polymer components was conducted to identify
modal properties. The method of peak picking of the averaged normalised power spectral densities in the frequency-domain
was employed to identify the natural frequencies, whilst the stochastic subspace identification method, in the time-domain,
was employed to the identify natural frequencies, damping ratios and mode shapes. The combined use of the two independent
analysis techniques led to identifying of as many as nine dominant vibration modes in the low frequency range of 0–5 Hz.
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Fig. 5.12 The third vertical bending dominated mode (f D 2.21 Hz, �D 0.96%)
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Fig. 5.13 The fourth vertical bending dominated mode (f D 2.71 Hz, �D 1.89%)

These nine modes include three lateral bending, five vertical bending and one torsional. The damping ratios of most modes
were found to be >1%, and this provided evidence to justify a recommendation in vibration serviceability design to have the
damping ratio at 1% or higher. Despite some vibration modes having natural frequencies excitable in resonance by human
walking actions the relatively high damping in the Wilmott footbridge ensures satisfactory serviceability performance.
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Fig. 5.14 The first torsional mode (f D 3.22 Hz, �D 0.82%)
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Fig. 5.15 The fifth vertical bending dominated mode (f D 3.86 Hz, �D 1.41%)
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Table 5.1 Identified modal
parameters of the Wilcott Bridge

SSI Peak-picking

No. Mode description
Frequency
(Hz)

Damping
(%)

Frequency
(Hz)

1 1st VD 0.96 2.49 0.94
2 1st LD 1.08 0.31 1.08
3 2nd VD 1.51 1.91 1.52
4 2nd LD 1.56 1.67 1.56
5 3rd VD 2.21 0.96 2.22
6 4th VD 2.71 1.89 2.72
7 1st T 3.22 0.82 3.20
8 5th VD 3.86 1.41 3.89
9 3rd LD 4.11 1.34 4.19

VD vertical bending dominated mode, LD lateral bending
dominated mode, T torsional mode
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Chapter 6
Vibration-Based Occupant Detection Using a Multiple-Model Approach

Yves Reuland, Sai G. S. Pai, Slah Drira, and Ian F. C. Smith

Abstract Sensor-based occupant detection has the potential to make an important contribution to the development of
structures of the future. Applications that may benefit from robust occupant detection include patient detection in hospitals,
senior citizen housing facilities, personnel localization in emergencies as well as user behavior studies. In this contribution,
an occupant detection and localization methodology based on recorded vibration time-series is outlined. The movement
of an occupant on a floor generates vibrations that can be recorded by accelerometers. However, measured vibrations
contain measurement noise and are contaminated by ambient sources of vibration such as machinery and nearby traffic.
This contribution relies on using filtered vibration time-series to detect events of moving occupants and subsequently
perform model-based localization of occupants using error-domain model falsification. The error-domain model-falsification
methodology utilizes multiple models to deal with ambiguity related to the inverse problem of occupant localization. By
explicitly incorporating uncertainty from various sources using engineering heuristics, error-domain model falsification
provides a set of candidate locations based on measurements obtained through a coarse sensor configuration. The results
from this methodology provide in a binary manner the presence or absence of an occupant and subsequently candidate
locations of the occupant on the floor of a 200 m2 hall that is equipped with only four accelerometers.

Keywords Human detection • Structural vibrations • Multiple model • Error-domain model falsification • Robust
localization

6.1 Introduction

Recent advances in sensing and computing technology have made available reliable sensors at reduced cost and tools for
processing this data are leading the way for development of structures of the future. Sensor-based human detection requires
availability of data from sensors and robust methods for interpretation of this data in presence of ambiguity. Human detection
using sensor data has the potential to increase the safety of building occupants, security and general knowledge of building
use. For example, this technology may be applied for patient detection in hospitals and senior-citizen housing facilities,
security systems for banks, personnel localization in emergencies, energy management and user-behavior studies.

Fall detection of elderly and patients in healthcare facilities is particularly likely to benefit from this technology. Current
state-of-the-art fall detectors include community alarms, wearable detectors and cameras, which are a potential impedance
to functioning of patients and undermine their privacy [1, 2]. An alternative approach for human detection and localization
relies on the use of vibration data from sensors. Unlike the use of cameras and to a lesser extent, motion sensors for occupant
detection, retrieval of vibration data from sensors does not infringe on the privacy of building occupants.

Localization of an occupant has been proposed by Schloemann et al. [3] using vibration measurements from 241 sensors.
Lam et al. [4] proposed an occupant detection methodology taking into consideration structural behavior to determine
thresholds on classifying vibrations from occupant activities. Pan et al. [5] presented a building occupancy estimation system
wherein data from low-resolution vibration sensors was used for occupant detection. They were able to distinguish between
occupant activity and noise from ambient vibrations leading to tracking of occupants entering a room, their position and
number of occupants in a room. Mirshekari et al. [6] used high energy components of signals and time-difference-of arrival to
accurately localize human presence. Floor vibration measurement has even been used for gender classification of occupants
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based on vibration characteristics [7]. However, most of the research in this domain has focused on using a high-density
sensor layout, which is unrealistic for monitoring systems of most smart-buildings and which might induce unnecessary costs.

Current human detection and localization methodologies are model-free, meaning that they rely only on processing and
analyzing measurement data. Coupling the measured response with a structural behavior model of the building has the
potential to reduce the number of sensors necessary for human localization. However, predictions of the structural response
for vibrations induced by human footsteps are prone to multiple sources of uncertainty including material properties,
geometry and boundary conditions. Therefore, a model-based data-interpretation methodology that is robust in presence
of uncertainty is needed to perform human localization using vibration measurements from a sparse sensor configuration.

In this paper, a procedure for human detection and localization is presented using floor vibration data. First a methodology
to detect the presence of an occupant is described. Once the presence of an occupant is established, localization is carried
out using error-domain model falsification (EDMF) [8], which is a model-based data interpretation methodology that has
already been employed successfully for improving knowledge of the behavior of bridges [9, 10], water-supply-networks [11]
and wind around buildings [12].

6.2 Methodology

6.2.1 Human Detection

Detection of human presence on a floor is achieved through on a two-step procedure [4]. In the first step, structural
characteristics of the floor slab are derived from prior ambient vibration measurements. Two types of information are obtained
from these baseline measurements, the dominant frequencies of the slab at the measured locations as well as the level of
vibrations that characterize ambient conditions (due to factors such as outside traffic). With the ambient signal taken as
a Gaussian white noise process, the signal statistics that are obtained from the initial measurements, mainly the standard
deviation of the signal, are calculated. With knowledge of the ambient vibration level, thresholds are set and then used to
detect “anomalies” such as human steps.

As a human step can be conceptualized to be an impact load, measurable levels of energy are carried by the shockwaves
that are close to the dominant frequencies of the structure. Based on this observation, and in order to improve the signal-to-
noise ratio for human detection, the recorded signals are bandpass-filtered around the dominant frequencies. A classic sixth-
order Butterworth filter is used to filter the signals. Various recordings of several minutes taken on several days are then used
to compute detection thresholds based on the standard deviation of the bandpass-filtered ambient-vibration accelerations.
Human detection is achieved when two consecutively measured samples exceed the detection threshold.

6.2.2 Error-Domain Model Falsification

Popper [13] asserted that data cannot be used to validate correct models, rather to falsify wrong models. Motivated through
this assertion, error-domain model falsification was proposed by Goulet et al. [8] as a multiple model methodology, where
wrong models are falsified using thresholds, which are defined by the uncertainties associated with the system. The EDMF
methodology has been applied to fourteen full-scale systems [14]. In this paper, the application of this methodology is
extended to human localization using acceleration data.

Assume g(� ) is a model with n identification parameters � i. The response of such a physics-based model is subjected to
uncertainty from many sources such as model fidelity, geometric simplifications, material property and boundary conditions.
Many of these uncertainty sources cannot be approximated using zero-mean independent Gaussian distributions. Moreover,
some of these uncertainties are systematic in nature with unknown correlation between measurement locations. Let the
combination of all these uncertainties at a measurement location i be "mod,i. If m such measurement locations are present,
then y D [y1, y2 : : : ym] T is the vector of measured structural responses at m locations. The uncertainty associated with each
measurement is "meas,i. If Qi is the true (unknown) structural response at a measurement location then it can be represented
as the difference between model prediction and model error or the difference between measurement and measurement error
as shown in Eq. (6.1)

Qi D gi
�
��� � "mod;i D yi � "meas;i (6.1)
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where, �* is the vector of model parameter values and gi(�*) is the predicted structural response at measurement location i.
By rearranging Eq. (6.1), the residual between the model prediction and measurements is equal to the combined uncertainty
at a measurement location, "c,i. In a probabilistic approach, these errors "mod,i, "meas,i and "c,i are represented as random
variables Umod,i, Umeas,i and Uc,i, respectively.

Thresholds are defined using the combined uncertainty Uc,i. For a target reliability of identification � 2 f0,1g, the
falsification thresholds, Thigh,i and Tlow,i, are computed as shown in Eq. (6.2)

�1=m D
Thigh;iZ
Tlow;i

fUc;i ."c;i/ d"c;i (6.2)

where, fUc;i is the PDF of the combined uncertainty and � is the target reliability of identification. Due to small number of
measurements available, the target reliability of identification is corrected using the term 1/m, called as Šidák correction for
multiple hypotheses testing [15].

In EDMF, the user generates model response for multiple values of model parameters � . Then the residual at each
measurement location is calculated as the difference between model prediction and measurement. For all measurement
locations, model instances whose residuals lie outside the thresholds are falsified, as represented by Eq. (6.3).

8i 2 f1; ::;mg Tlow;i � gi .�/ � yi � Thigh;i (6.3)

All model instances not falsified using Eq. (6.3) are accepted into the candidate model set [16–18]. Due to the lack
of information of the true uncertainty distributions, all candidate models are treated as equally probable. The localization
challenge is treated as an inverse problem where the primary parameter to be identified is the location of the load.

6.3 Test Setup

The application of human detection and localization has been performed on a continuous reinforced concrete slab that forms
the entrance hall of a building on the EPFL campus. The slab is 24 cm thick, which is typical for buildings in Northern
Europe. In addition to the high stiffness of the slab, a dense network of structural and non-structural walls underneath the
slab results in relatively short spans of the slab (see Fig. 6.1). Most structural walls are in reinforced concrete, while non-
structural walls are built in unreinforced masonry. In combination with the rigid slab, the coarse sensor network makes the
tested setup an unconventionally complex one. Therefore, the results obtained demonstrate a lower limit of the efficiency of
human detection and localization with a multiple model approach.

Roctest Actimon-X1 sensors are used to record accelerations in all three directions. The sensors have a measurement
range of 1.5 g and a resolution of 0.05 mg. The frequency response of the sensor ranges from 0 to 200 Hz and the maximum
sampling rate is 2000 Hz. The sensors are attached underneath the slab using screws.

6.4 Results

Prior information of the vibration characteristics of the building are obtained from ambient-vibration measurements
performed on 4 days. As described above, the most important features that are obtained are the fundamental frequency
of the structure and the baseline level of ambient vibrations. The fundamental frequency of the slab is 18 Hz, while at
sensor location 4, more energy is present around 24 Hz. Based on the mean level of measured ambient vibrations, thresholds
are calculated for detection of occupants. In order to increase the signal-to-noise ratio, and accounting for the measured
fundamental frequencies, the measured signal is bandpass-filtered using a sixth order Butterworth filter between 16 and
25 Hz. Best results are obtained if thresholds for human detection are set to six standard deviations of the filtered ambient
signals. Comparison with raw signal, wavelet transforms (Mexican hat wavelet) and short-term average over long-term
average (STA/LTA) ratios showed that for this application, a comparatively simple technique such as bandpass filtering
provides the best results for human detection.
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Fig. 6.2 Successful human detection from sensor 1

The feasibility of human detection is shown for a tested walking pattern (see Fig. 6.1) on the slab. For the filtered signal
of sensor 1 (see Fig. 6.2), footsteps that are close enough to the sensor, and that are not damped out by a structural wall
underneath the slab, can be successfully detected. This example shows that even for a stiff slab having short spans, an
accelerometer is able to measure the impact of a human step (person of approximately 85 kg) in a radius of more than 4 m.

It is also interesting to note that steps that are done in different directions do not have the same amplitude. This might be
linked to path-length dependent gates and is a promising feature for user behavior studies.

As shown in Fig. 6.3, all four sensors (see Fig. 6.1 for sensor locations) showed the single footstep that is subsequently
used for localization. Sensor 1 is closest to the footstep and logically recorded the highest acceleration. The amplitude of
filtered acceleration for sensor 2 is comparable due to the absence of walls supporting the slab between the two sensors.
Sensors 3 and 4 show a slight exceedance of the triggering thresholds, which shows that steps can be detected even if
supporting walls are between the step source and the sensor. However, this observation is not true for all the steps that were
analyzed and therefore, the sensor configuration that is necessary for robust human detection may need to take into account
the walls and other types of supports underneath floor slabs.

Localizing the presence of a human walking on the floor is treated as an inverse problem. The recorded vibration data is
used to update knowledge about location of the occupant on a slab using EDMF. In this application, the only model parameter
that is intended to be identified using EDMF is the location of an occupant.

For application of EDMF, a finite element model of the hall is developed using ANSYS. Using the location of an occupant
as a variable, a unit load is applied along a grid on the model and the vertical displacement at sensor locations is recorded.
The model response is subjected to uncertainties from many sources, such as modulus of elasticity of the concrete deck,
locations and stiffness of boundary conditions. Also, uncertainties arise from processing the measured vibration data using
numerical integration in order to obtain displacements, as well as from the weight of the occupant and dynamic amplification
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Fig. 6.3 Signals induced by one footstep (see Fig. 6.1) recorded on the 4 sensors

Table 6.1 Uncertainty sources
and distribution

Source Distribution Min/Mean Max/Std dev
Measurement
uncertainty (%) Gaussian 0 3
Modelling
uncertainty (%) Uniform �35 85
Sensor 1 location
uncertainty (mm) Uniform �0.0006 0.0006
Sensor 2 location
uncertainty (mm) Uniform �0.0006 0.0005
Sensor 3 location
uncertainty (mm) Uniform �0.0010 0.0010
Sensor 4 location
uncertainty (mm) Uniform �0.0004 0.0004

of structural response due to this loading. These uncertainty sources are synthesized as modelling uncertainty. In addition,
measurement uncertainty that is provided by the sensor manufacturer is taken into account. Finally, the uncertainty related to
the exact position of sensors on the slab are derived from a parametric analysis using the finite element model, by changing
the sensor location by ˙250 mm. The estimated distribution of these three uncertainty sources is shown in Table 6.1.

The uncertainties are subsequently combined using a Monte Carlo simulation to obtain the combined uncertainty
distribution. Once the combined uncertainty distribution is obtained, the thresholds of the error-domain are computed using
Eq. (6.2) for a target reliability of identification of 0.95.

In EDMF, a model instance is falsified if the residual between model prediction and measurement lies outside the threshold
bounds. In this application, the model prediction is the vertical displacement at sensor locations for a unit load applied at
various locations on the grid multiplied by the weight of the occupant and a dynamic amplification value that is taken equal
to 1.3. For measurement response, a single step of a human being detected (see Fig. 6.3) is considered. The maximum
displacement experienced for a step, obtained through numerical integration using the trapezoidal integration scheme, is
considered to be the measurement response. The difference between measured and predicted vertical displacement response
is then calculated for all possible occupant locations.

Figure 6.4 shows the residuals calculated for sensor location 1. Falsified location instances that fall between thresholds
for sensor 1 are falsified by another sensor.
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Fig. 6.4 Falsification plot for sensor 1 based on the maximum displacement induced by a footstep signal
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Fig. 6.5 Instances of human locations that are falsified by each sensor

Similarly, locations of the occupant are falsified using measurement data from all four sensors as shown in Fig. 6.5. From
the figure, it can be seen that sensor 1, which is closest to the true location of the person, falsifies most locations of the
occupant and is most informative of all sensors.

In EDMF, the final candidate location set is comprised of locations not falsified by any of the sensors. Therefore,
combining the information from all four sensors, the candidate location set is obtained and shown in Fig. 6.6. This set
of candidate locations includes the true location of the step taken by the occupant.

From Fig. 6.6, it can be seen that there are locations not falsified at the periphery of the hall and between sensor locations
indicating a more comprehensive study of the sensor layout configuration might be useful in improving the accuracy of
identifying candidate locations. Entropy-based justification will help in determining the usefulness of additional sensors
for falsifying locations at the periphery. A detailed study of the model class required for localization might be useful in
improving the robustness of candidate occupant locations obtained. Structural parameters such as support stiffness and
material properties such as density and Young’s modulus were treated as deterministic and known values.

6.5 Discussion

In this paper, a methodology has been presented for human detection and localization that can explicitly take into
consideration ambiguities of the inverse problem. The methodology utilizes error-domain model falsification for updating
knowledge regarding the presence and location of an occupant in a hall using vibration data. The methodology is
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Fig. 6.6 Candidate locations (green) for the human presence derived from EDMF and 4 sensors compared the true location of a person

demonstrated to provide a set of possible locations that include the true location of an occupant on a comparatively stiff
slab using a sparse configuration of commercially available sensors.

In order to improve model-based localization of human presence, a refined model that includes other parameters and
their uncertainty and allows simulation of the dynamic response of the slab to human induced footsteps is needed. Also, an
enhanced model would allow the engineer to select the optimal number and location of sensors to improve detection and
localization of human presence. Finally, the automatic detection of footsteps and the localization of multiple consecutive
steps will further decrease the uncertainty on human location since impossible walking patterns can be falsified.
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Chapter 7
Vibration Assessment and Control in Technical Facilities
Using an Integrated Multidisciplinary Approach

Nicholas Christie, James Hargreaves, Rob Harrison, and Francois Lancelot

Abstract Scientific research is advancing rapidly in several fields including materials science, applied physics, life sciences,
bio and nanotechnology. This research often brings with it specialist imaging requirements to resolve ever finer details over
time. The equipment needed to perform this imaging is often very sensitive to vibration in addition to factors including
acoustic coupling, electromagnetic, thermal and airflow effects. This paper discusses the application of end-to-end vibration
engineering to address these low vibration challenges. Using measurement data from the site and surrogate locations
combined with advanced simulations allows a deeper understanding of the specific project implications and reduces risk
and cost. This paper also illustrates how Arup deployed such an integrated multidisciplinary approach to assess and control
vibration at the planning and design stages and contributed to the delivery of some of the most advanced scientific and
industrial low vibration environment facilities in the world.

Keywords Vibration • Technical facility • Laboratory • Assessment • Survey • Mitigation • Foundation • Ground
• Structure • Passive control • Active control

7.1 Introduction

Microscopy is one of the key aspects of scientific research and is continuously evolving to enable higher resolution powers
to be achieved which then enables smaller detail sizes to be resolved. Electron based microscopy has enabled images to be
produced for particle, then atomic and, in the future, sub-atomic matter with sub-Angstrom resolution considered to be the
state-of-the-art. The performance of the microscope itself, however, depends on the environment within which it is located.
This is typically an imaging suite in a university or other research building and while ideally this building would be located
in a relatively quiet environment, in reality this is not necessarily possible. Environmental factors that can influence the
microscope performance include structural vibration, acoustics, electromagnetic fields, thermal performance and air flow. In
this paper the effects of structural vibration on electron and similar microscope performance will be presented and discussed
in the context of a new building design. This will include criteria selection, vibration survey methods, modelling and analysis
methods to guide the design and vibration mitigation to control or minimize the influence of structural vibration.

7.2 Structural Vibration

Structural vibration is vibration that is transmitted through a building structure and eventually arrives at the floor plate
structure of the imaging suite and then is transmitted to the microscope equipment. The sources of such vibration are many
and varied but can be classified as internal or external. Internal vibration sources are those sources which lie within the
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project boundary and include footfall, MEP plant, elevators as well as other equipment, machinery and in some cases test
rigs. For a new building project, structural vibration from internal sources can be influenced and controlled to some degree by
design or through facility management. External vibration sources are those sources which lie outside the project boundary
and include surface and underground railway, highway, construction and demolition. Typically the vibration is transmitted
from the sources through the ground to the new building foundation in the form of waves. These sources are not within the
control of the project but the vibration transmitted from them to the new project must be somehow controlled and managed.
Structural vibration has several characteristics which need to be considered in design: frequency, amplitude, wavelength,
direction, temporal and spatial. The sources and transmission paths can be complex and the evaluation of vibration and its
characteristics requires survey methods as well as modelling and analysis.

7.3 Criteria

Criteria for vibration are essentially limits on vibration magnitude above which it is considered that the equipment or process
performance might be impaired. Criteria can take the form of generic criteria published in [1, 2] and discussed in [3]. Generic
criteria cover general classes of process and vibration sensitive equipment including electron microscopes and are relevant
at the planning and even design stages where it may still be too early for specific manufacturer’s equipment to be identified
with any confidence. The VC criteria are presented in [3] and shown in Fig. 7.1.

The VC criteria have a number of aspects to consider. The VC vibration magnitudes are �100.0 	m/s, which is also
the average threshold of human vibration perception so the criteria are relevant to small vibrations which are generally sub-
perceptible. The VC criteria are defined over a specific frequency range, namely 1–80 Hz. The format of the vibration is
the RMS velocity in the 1/3rd octave band, although as discussed below there are a number of methods in which this can
be evaluated. The criteria apply to vibration along the vertical or two horizontal axes. The criteria in [1] are applicable to
“vibration measured on the building structure” and similarly in [2], however it is actually the vibration transmitted to the
equipment that will be determinative of overall vibration performance. According to the above guidance, the criteria VC-D
and VC-E might apply to electron and similar microscope equipment. Manufacturer’s criteria are intended to define limits

Fig. 7.1 VC criteria for vibration sensitive equipment
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Fig. 7.2 Manufacturers’ criteria ranges for electron microscopy and VC criteria
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Fig. 7.3 Structural vibration and space vibration performance

for vibration for a specific product or item of equipment. Such criteria might be defined with reference to the VC criteria or
might be defined using an alternative format. A selection of manufacturer’s criteria is presented in Fig. 7.2 (SEM D Scanning
Electron Microscope, TEM D Transmission Electron Microscope, STEM D Scanning Transmission Electron Microscope,
STM D Scanning Tunnelling Microscope). In project work it is necessary to consult the manufacturer to confirm the format
in which the criteria are defined.

For project sites and buildings vibration generally varies with time leading to a need for some sort of metric, average
and maximum to give the most common examples, to evaluate. Hence there are two key aspects of the criteria that need
to be defined: the vibration limit and metric. The limit is simply the magnitude of vibration above which the equipment
or process function starts to become impaired. The metric defines precisely how the temporal vibration must be evaluated
before a comparison with the limit is made. Vibration in this context might be vibration measured during a survey or it might
be a prediction from a computational model. Another key consideration with criteria is whether it is considered feasible,
or even possible, to achieve them through structural design. Where some of the more demanding criteria such as VC-G,
VC-F and VC-E might not realistically be achieved through structural design, it is necessary to introduce mitigation and to
consider vibration transmission to the equipment rather than the structure. Enhancing the structural vibration performance
with mitigation can produce a space vibration performance that is better than that of the structure and which does meet the
criteria (see Fig. 7.3).
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7.4 Vibration Survey

Vibration surveys enable the vibration performance of a site to be evaluated directly and are a key aspect of the development
of technical building projects from the planning stage right through to commissioning. In this paper, attention is focused
mainly on survey work at the planning stage where a proposed project site requires evaluation. The site is in an urban
location with a main highway to the east and west of the site boundary and with a smaller road to the south [4]. This
borehole is at a location that will be indicative of the future characterisation suite performance. The instrumentation at a
typical measurement location is shown in Fig. 7.4 and comprises a steel canister (see inset image) placed at the base of a
borehole in the ground and containing a tri-axial accelerometer arrangement connected to the data acquisition system. In this
way vertical and horizontal ground vibration, at the building foundation elevation, is measured over a 24 h time period. The
vertical vibration signal output from this test is shown in Fig. 7.5.

The main source of vibration is highway traffic comprising cars, vans, trucks and buses and is generated by the interaction
of vehicle dynamics with highway surface irregularity. The two most common metrics, namely average and maximum would
be reported in most if not all projects. However, average would not typically be selected unless consultation with the user and
manufacturer established that this would give a good indication of the vibration that might be disruptive in research practice.
The maximum is by definition the worst case and needs to be evaluated and reported, however, in cases where there a very
few instances in time when this occurs it can be less useful. The exceedence metric is a useful way of expressing temporal
vibration performance and the 1% exceedence vibration is shown in Fig. 7.4 and indicates performance of VC-E compared
to VC-D using maximum. 1% exceedence as a metric needs to be agreed with the project in the context of the equipment
and methods being used but it typically means that VC-E would be exceeded for just a few minutes in each day and may
be acceptable. In cases where image capture is not a process that can be quickly and easily repeated then several minutes of
exceedence might be a concern.

Fig. 7.4 Borehole vibration survey
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Fig. 7.5 Measured borehole vibration vs. VC-criteria

7.5 Computational Methods

During the design stage of a building project the structural performance attributes need to be evaluated and the design
steered to meet the respective criteria. For low vibration environment projects it is quite common for the strength design to
be developed further to meet the vibration criteria with particular attention needed to the grid size, suspended slab thickness
and the foundation structure. Computational methods such as finite element analysis (FEA) are a useful means of predicting
structural vibration performance for the various dynamic loads associated with internal and external sources of vibration.
Footfall is often the most critical dynamic loads for suspended slab structures, i.e. laboratory floors, and it is not normally
possible to meet criteria such as VC-A with a strength design alone and without careful consideration of grid size and slab
thickness. The effects of footfall on the structural design can be evaluated using published industry methods such as [5, 6].
An example of floor plate FEA using the GSA analysis software [7] is shown in Fig. 7.6.

In this case the floor plate supports a typical laboratory space function with criteria VC-A. Footfalls in circulation areas,
corridors and laboratory spaces need to be considered. As with test data processing, some consideration of the occurrence of
peak events is necessary. Footfall induced vibration can produce resonant and impulsive response types. Resonant response
involves a build-up of vibration with each footfall and occurs because one or more of the load harmonics align with a
structural mode for a given walking speed. This occurs with so-called low frequency slab designs, with fundamental vertical
natural frequencies of 10 Hz or less. High frequency floors exhibit impulsive response where each footfall produces a
decaying impulse response. When comparing with the VC criteria it is necessary to evaluate the maximum RMS velocity in
the 1/3rd octave band. A rough estimate of 1/3rd octave band RMS can be obtained by taking 70% of the whole signal RMS.
However, this can be calculated by passing the predicted vibration time-history though the ANSI 1/3rd octave band filters
[8] or by modal response based on modes within the 1/3rd octave bands.

The predicted response of the floor plate in Fig. 7.6 is within VC-A for more than 90% of the floor plate area. The
vibration response is higher than VC-A in some small areas and is lower in others. Floor plate areas around columns are
clearly less mobile and in this case have a vibration performance of VC-B to VC-C or better. This makes it possible to realise
more vibration performance out of a structure designed to the VC-A criteria and enables equipment that might require VC-B
or VC-C to be used on the floor plate subject to feasibility constraints.

FEA can be used to assess the vibration performance of foundation structures which is the part of the building structure
where ground vibration transmitted from external sources such as railway and highway traffic, first arrives. An example is
shown in which a ground bearing or raft foundation design has been proposed which requires a thickness of 350 mm to
meet the strength performance requirements. The objective of the FEA study in this case is to determine whether this slab
thickness would enable the vibration criteria to be met or whether it would need to be increased. A review of the principles of
soil structure interaction in a low vibration environment context is available in [9]. The structural dynamics of the foundation
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Fig. 7.6 FEA analysis of footfall induced vibration on a suspended floor plate
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Fig. 7.7 FEA analysis of ground and foundation structure

depend on several parameters: slab mass, slab stiffness, slab structural damping, column take down loads, soil stiffness, soil
hysteretic damping, radiation damping, soil stiffness, soil mass and soil-structure interaction. These parameters combined
with the wave behaviour of the vibration in the ground result in relatively complex dynamic behaviour for which some
simplification is necessary in order to apply FEA in a pragmatic way at the design stage. On this basis an axisymmetric
model of the foundation structure and ground has been developed and used in conjunction with measured vibration data, see
Fig. 7.7.

In this case the axis of the model is aligned with the foundation pad centreline and a finite radius of foundation slab
concrete is modelled. The take-down load of the columns is included as discrete mass centred on the model axis. The
upper layers of soil are modelled discretely with the deep soil layers all simplified to an elastic half-space type continuum.
Viscous dampers are applied to the vertical edge of the model in the horizontal and vertical directions. These dampers are
known as Lysmer dampers and represent the radiation damping of the ground [10]. This model has been analysed using
the MSC.NASTRAN finite element direct frequency response solver [11]. The external sources generate vibration in the
ground which is transmitted to the foundation structure as an enforced motion. The first step in the analysis is to use the
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reciprocity principle [12] to determine forces acting on the ground boundary that would produce the measured vibration on
the foundation structure. This first step is necessary to enable a forced response analysis to be carried out which can enable
the vibration response for various design assumptions to be evaluated, something that would not be possible with an enforced
motion loading. An example of the output from this analysis is shown in Fig. 7.8 for the given structural configuration but
assuming three slab thicknesses 350, 800 and 1200 mm and two different column take-down loads.

In this case increasing the foundation thickness from 350 mm would be of marginal benefit, barely reducing the response
by one full VC band from a baseline performance of VC-D, which meets the performance requirements. Where mitigation
is being considered, as is the case here, this analysis needs to be combined with transmissibility data to estimate the slab
vibration performance including mitigation. This is discussed in Sect. 7.6 below.

7.6 Mitigation

Mitigation is a common aspect of technical facility design and arises because often structural vibration needs to be enhanced
to meet the equipment criteria, especially where the more demanding criteria, such as VC-E and more onerous, are concerned.
Mitigation might also be a more efficient means of achieving the required space performance or it may be more desirable, for
example, where some amount of future-proofing is needed; not uncommon where research equipment is being continuously
developed and a facility might be operational for 25 years or more. Mitigation systems can be grouped into passive or active
types. Passive systems comprise relatively simple, unpowered systems which exploit basic physical principles. Common
examples are low vibration bases and keel slabs. It should be noted that passive isolation systems are often designed into the
equipment itself. Sometimes this is called internal isolation and care is needed when specifying keel slab systems to avoid
“stacking” the isolation, i.e. where the internal and keel slab isolation frequencies are close or align. Active systems comprise
devices that use computer controlled electro-mechanical actuators to deliver a dynamic force which minimises the vibration
transmitted to the sensitive imaging and other equipment. The input to active systems is the floor vibration and the control
system is designed to minimise this vibration using actuator arrays to deliver a platen vibration that meets the required criteria
over a given frequency range, normally 1–80 Hz. One advantage of active control is that it is not based on a spring mass
system and hence does not have an amplification region around the isolation frequency. This leads to better low frequency
performance and also means it can work in the presence of internal isolation. The performance of both passive and active
control systems needs to be specified and realised in design and manufacture. The vibration transmitted to the equipment
from keel slab passive and two typical active control systems using the measured bore hole vibration can be estimated using
theoretical transmissibility for each control system as shown in Fig. 7.9.



64 N. Christie et al.

1.00E-10
1 10

1.00E-09

1.00E-08

1.00E-07

VC-A

VC-B

VC-C

VC-D

VC-E

VC-F

VC-G

1% exceedance: Vertical

1% exceedance: Vertical: Keel slab

1% exceedance: Vertical: Active Isolation 1

1% exceedance: Vertical: Active Isolation 2

R
M

S
 V

el
o

ci
ty

 (
m

/s
)

1/3rd Octave Centre Frequency (Hz)

1.00E-06

1.00E-05

1.00E-04

1.00E-03

Fig. 7.9 Predicted effect of active control system using measured bore hole vibration

7.7 Summary

Successful technical facility design involves the management of internal and external sources of vibration from the start
of the project, through the design stages and on to completion. The site vibration performance is one of the fundamental
inputs to the vibration engineering aspects of the project and requires specific methods, equipment and results interpretation
to enable advice of value to be provided. Computational methods are another important aspect of the design process which
enables the structural vibration performance to be evaluated and compared with the criteria at the design stage. Examples
have been presented of how FEA has been applied to footfall induced vibration on suspended slabs and, in conjunction
with survey data, how a foundation design should be checked for vibration performance. An overview of passive and active
vibration control has been provided and an illustration of how passive and active control can enhance structural vibration has
been given.
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Chapter 8
Iterative Pole-Zero Model Updating Using Multiple Frequency
Response Functions

M. Dorosti, R.H.B. Fey, M.F. Heertjes, M.M.J. van de Wal, and H. Nijmeijer

Abstract For accurate positioning of motion systems having an accurate yet low-order dynamic model from actuators to
sensors and to unmeasured performance variables is crucial. A (reduced) Finite Element (FE) dynamic model may be a
good candidate. However, a FE model in practice has limited accuracy in describing the dynamic behavior of the system for
nano positioning performance. This can be either due to the simplifications in the FE modeling or due to system variations.
To improve the dynamic properties of the (reduced) FE model toward dynamic properties of the real system, an Iterative
Pole-Zero (IPZ) model updating procedure that updates poles and zeros of a single Frequency Response Function (FRF)
was recently proposed. Using more FRFs from different actuator/sensor configurations helps to better improve the dynamic
properties of the (reduced) FE model. In this paper, an extension of IPZ model updating to use multiple FRF measurements
is presented. The proposed method is verified using a simulated experiment of a pinned-sliding beam structure.

Keywords FE modeling • Model updating • Least square optimization • Unmeasured performance variables

8.1 Introduction

Model updating techniques are well-known tools to improve the accuracy of a FE model. In principle there are two types
of model updating techniques: direct methods [1] and iterative methods [2]. Within the iterative methods, there are two
categories. The first category contains modal-based techniques concerned with updating modal properties such as poles,
zeros, and mode shapes in an attempt to reduce the residuals between numerical and measured modal quantities [2–4].
Recently, an IPZ model updating technique is introduced that tries to update both the poles and the zeros of a single FRF
of the system in an iterative manner. The second category attempts to reduce the residuals between numerical and measured
FRFs directly [5, 6].

In model updating, it is sometimes clear which (physical) model parameter values are uncertain. Often, however, for
example in geometrically complex structures with many mechanical connections, it may be far from trivial to identify which
physical parameters are causing differences between the numerical and experimental target quantities. In those situations,
generic parameters may be better candidates for model updating. Most of the modal-based model updating techniques are
concerned with updating the resonance frequencies [2]. Recently, some effort has been dedicated to include the effect of
zeros (antiresonances) in the model updating, see [7, 8]. However, all of these model updating techniques are based on
updating physical design parameters, while in IPZ model updating, the eigenvalues of the stiffness and/or damping matrix of
the (sub)structure are introduced to be the design parameters. This is done because errors in stiffness/damping modeling are
more likely to occur than errors in mass modeling.

In general, IPZ model updating tries to improve a reduced FE model by minimizing residuals between the numerical
and the experimental values of poles and zeros of an FRF. This is done by iteratively updating the eigenvalues of the
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stiffness/damping matrix of the (sub)structure as generic parameters. In this paper, IPZ model updating is extended to
incorporate multiple FRFs. Using multiple FRFs from different actuator/sensor configurations helps to better improve the
overall accuracy of the reduced FE model toward the real system since more information on the eigenmodes is used. The
remainder of the paper is organized as follows. IPZ model updating using multiple FRFs is discussed in Sect. 8.2. In Sect. 8.3,
as a case study, a simulated pinned-sliding beam structure is introduced on which the IPZ model updating technique using
multiple FRFs is verified. Finally, some conclusions are drawn in Sect. 8.4.

8.2 IPZ Model Updating Using Multiple FRFs

Updating a full FE model is computationally expensive. In addition, the physical parameters causing the difference between
the model and the real system may not be known. In this case, updating a reduced-order FE model using generic parameters
becomes useful. Using a model reduction technique based on eigenmodes and residual flexibility modes, consider the
following reduced-order dynamic equation of an FE model:

Mr Rqr C Br Pqr C Krqr D fr; (8.1)

where qr is a set of desired DOFs including actuators, sensors, and unmeasured performance variables DOFs. Mr;Br;Kr 2
R

r�r are the reduced order mass, damping, and stiffness matrices and fr 2 R
r�1 is the reduced external load column. Using

the reduced-order dynamic equation in (8.1), the FRF corresponding to a sensor at DOF i and an actuator at DOF j can be
described as

Gij.!/ D det.�!2Ms C j!Bs C Ks/

det.�!2Mr C j!Br C Kr/
; (8.2)

where Ms;Bs;Ks are the so-called substructure matrices which are constructed from the reduced-order matrices Mr;Br;Kr

respectively, by eliminating the ith row and the jth column corresponding to the sensor and actuator DOFs. Therefore, Kr

can be written as

Kr D Kr;s C�Kr; (8.3)

where Kr;s is partitioned such that

Kr;s D
2
4Ks;1 0 Ks;2

0 0 0

Ks;3 0 Ks;4

3
5 ; (8.4)

and

�Kr D
2
4 0 �kr;1 0

�kr;2 �kr;3 �kr;4

0 �kr;5 0

3
5 ; (8.5)

Ks is derived from (8.4), i.e.

Ks D
"

Ks;1 Ks;2

Ks;3 Ks;4

#
: (8.6)

In IPZ model updating, a selected number of the eigenvalues of the stiffness matrix Kr and the substructure stiffness
matrix Ks are introduced to represent the design parameters �p and �z for updating poles and zeros, respectively. The poles
of the system (�p) are the roots of the denominator in (8.2), while the zeros of FRF Gij (�z) are the roots of the numerator.
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Now assume that m-FRF measurements from different actuator/sensor configurations are available. In IPZ model updating
using multiple FRFs, the quadratic pole-zero error functional
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is iteratively minimized by updating the generic parameters �T D Œ�T
p ;�

T
z1 ; : : :;�

T
zm
�, where the subscripts e and n indicate

experimentally and numerically obtained quantities, respectively.�z1 ; : : :;�zm stand for the set of zeros from the first up to the
mth-FRF measurement, respectively. The diagonal weighting matrix W� � 0 is applied in order to have equal contributions
of the relative errors from each pole and zero. In a linear time invariant (LTI) system, pole locations are identical in any FRF
measurement of the system. Therefore, in (8.7), pole residuals is used once, whereas the zero residuals are repeated for each
FRF measurement since zero locations vary per actuator/sensor configuration.

Replacing the entries �p;n.�/ and �z1;n.�/ up to �zm;n.�/ in (8.7) by their first-order Taylor series approximations around
� i results in the approximation of the error functional, or


�
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Si in (8.9) represents the sensitivity matrix which includes the sensitivity of each pole denoted by

@�p;n.�p/

@�p
D

 p
T @Kr
@�p
 p

2�p;n p
TMr p C p

TBr p

; (8.10)

together with the sensitivity of each zero

@�z;n.�z/

@�z
D

 z
T @Ks
@�z
 z

2�z;n z
TMs z C z

TBs z

: (8.11)

The number of design parameters is generally equal or lower than the number of measured poles and zeros. Therefore,
the optimization problem is (over)determined; hence, a least squares approach is applied. Minimizing (8.8) with regard to
�� i, and requiring that @
i=@�� i D 0, leads to the following equation [9]:

Re
�
SH

i W�Si
�
�� i D Re

�
SH

i W���i
�
: (8.12)

The iteration process will be terminated using the following stop criterion:

j
i � 
i�1j � ı; (8.13)

where ı is a sufficiently small number.
In summary, the proposed IPZ model updating algorithm using multiple FRFs will be given as follows:

1. Preparation

(a) Choose the frequency range of interest; identify the experimental values of the poles and zeros in this range.
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(b) Select the desired physical DOFs qr including the actuators, sensors, and unmeasured performance variables DOFs;
then apply the model reduction step.

(c) Match the experimental poles and zeros with their numerical counterparts from the reduced FE model.
(d) Select the stop criterion parameter ı in (8.13).

2. IPZ model updating

(a) Select a number of (lowest) eigenvalues of the reduced stiffness matrix Kr and the substructure reduced stiffness
matrices Ks1 ; : : :;Ksm , corresponding to the first up to the mth FRF, respectively, as the generic parameters
�p;�z1 ; : : :;�zm .

(b) Calculate the sensitivity matrix Si in (8.9) based on (8.10), (8.11) and calculate ��i in (8.9).
(c) Calculate �� i according to (8.12), then update the design parameter � i with �� i.
(d) Incorporate the updated generic parameters �p, �z1 ; : : :;�zm into Kr;Ks1 ; : : :;Ksm , respectively, to calculate the

updated structure and substructure stiffness matrices Ku
r and Ku

s1 ; : : :;K
u
sm

, respectively.
(e) Use (8.3)–(8.6) to replace Ku

s1 into Ku
r and construct the updated stiffness matrix Ku

r;s1 ; this process repeats until the
replacement of Ku

sm
in Ku

r;sm�1
to construct the final updated stiffness matrix Ku

r;sm
.

3. Stop criterion check

(a) Calculate 
i in (8.7) using the updated stiffness Ku
r;sm

instead of Kr; check whether the stop criterion in (8.13) is
satisfied; if not, return to step 2 (c) using Ku

r;sm
instead of Kr; the iteration process stops when the stop criterion

in (8.13) is satisfied.

8.3 Case Study: 2D Pinned-Sliding Beam

To verify the IPZ model updating using multiple FRFs consider a 2D finite element model of a pinned-sliding aluminum
beam, see Fig. 8.1, with properties listed in Table 8.1. In the model, twelve Euler beam elements of equal size are used. Each
element has two nodes and each node has two DOFs: transversal (w) and rotational (r) displacement. Modal damping of
0:1% is added to all modes. This model is referred to as the original model Gn.

Assume that the original model Gn differs from the experimental structure Ge in the 12th element which in reality has
3:0 � 10�2 m thickness, and 4:0=3:0 � 10�2 m width. Therefore, the original and experimental model have identical mass. A
force actuator u is located on the transversal DOF of the third node. Two displacement sensors are located on the transversal
DOF of the fourth (y1) and the fifth (y2) node, while the unmeasured performance variable (z) is represented by the transversal
DOF of the seventh node. The following FRFs are introduced: G1 D Y1=U, G2 D Y2=U, and G3 D Z=U. In reality,
the performance variables cannot be measured directly. However, in this simulated experiment, the quality of the updated
performance variable (G3) can be assessed since the “experimental” Ge;3 can be calculated. It will be assumed that in a real
experiment all the experimental poles and zeros can be estimated from the measured FRFs by applying modal parameter
fit procedures. In the simulated experiment, they can simply be calculated. Note that the complex poles/zeros are assumed
to occur in complex conjugated pairs since weak damping is assumed. In what follows, only the poles/zeros with positive
imaginary parts will be used.

u y1 zy2

n3 n4 n5 n7

w r

e12

Fig. 8.1 2D Pinned-Sliding aluminum beam

Table 8.1 Properties of the
beam

Property Value Unit

Young’s modulus 69 GPa

Mass density 2:7 � 103 kg m�3

Thickness 2:0 � 10�2 m

Width 2:0 � 10�2 m

Length of the beam 1:0 m
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It is assumed that Ge;1 and Ge;2 are available and that the frequency range of interest is Œ40; 5000� Hz. Therefore, the
original model Gn will be reduced to Gr considering the first five eigenmodes plus one residual flexibility mode for the
truncated modes (modes: 6; : : :; 24). A coordinate transformation is applied so that the reduced model is expressed in terms
of the desired DOFs qr D Œw4;w6;w8;w12;w16;w20�; containing the actuator, sensors, and the unmeasured performance
variables DOFs. The goal is to match the poles and the zeros of the reduced-order Gr;1 and Gr;2 with the poles and the zeros
of the experimental Ge;1 and Ge;2, respectively, in the frequency range of interest. According to Fig. 8.2, the first four poles of
Ge;1 and Ge;2, the first three zeros of Ge;1, and the first two zeros of Ge;2 lay within the frequency range of interest, hence are
assumed to be extracted from the measurements. The first four poles of Gr;1 and Gr;2 are updated using the first four (real)
eigenvalues of the reduced-order stiffness matrix Kr, i.e. Œ�p;1; : : :; �p;4�. Furthermore, the first three zeros of Gr;1 and the first
two zeros of Gr;2 are updated using the (real) eigenvalues Œ�z1;2; : : :; �z1;4� and Œ�z2;3; �z2;4� of the substructure reduced-order
stiffness matrices Ks1 and Ks2 , respectively.

Using the discussed IPZ model updating algorithm with ı D 10�5, the algorithm converged to 
i D 244:58 in i D 755;634

iterations. Although many iterations are needed, the required calculation time is limited because a reduced-order model is
used. Note that the number of iterations also depends on the value of the stop criterion parameter ı. It can be seen from
Fig. 8.3 that 
i decreased rapidly during the first iterations, but it takes many iterations to fulfill the convergence criterion
of (8.13) with ı D 10�5. Convergence of the IPZ model updating toward a (local) minima of (8.7), results in the updated
reduced model Gu composed of Mr, Br, and Ku

r;s2 . Figure 8.2 shows that Gu;1 and Gu;2 match very well in terms of both poles
and zeros with the poles and the zeros of Ge;1 and Ge;2 in the frequency range of interest. Moreover, Gu;3 which resembles
the unmeasured performance variable also matches very well in terms of both the poles and the zeros with those from Ge;3.



70 M. Dorosti et al.

Table 8.2 Correlations in the frequency range of interest before/after IPZ model updating using G1 and G2

Gn;1 vs. Ge;1 Gu
r;1 vs. Ge;1 Gn;2 vs. Ge;2 Gu

r;2 vs. Ge;2 Gn;3 vs. Ge;3 Gu
r;3 vs. Ge;3

XS 0:025 0:999 0:025 0:991 0:026 0:669

XA 0:004 0:994 0:004 0:993 0:004 0:994

Table 8.3 Correlations in the
frequency range of interest before
and after IPZ model updating
using only G1

Gn;1 vs. Ge;1 Gu;1 vs. Ge;1 Gn;3 vs. Ge;3 Gu;3 vs. Ge;3

XS 0:025 0:946 0:026 0:336

XA 0:004 0:950 0:004 0:954

Furthermore, the shape (XS) and amplitude (XA) correlation measures [6], listed in Table 8.2, show significant
improvement after IPZ model updating not only for the FRFs which are used in the model updating (G1 and G2), but also
for the unmeasured FRF (G3). Correlation measures for the case where only G1 is included in the model updating process
is listed in Table 8.3. The results indicate that correlations for both G1 and G3 are higher when an extra FRF G2 is used in
the model updating process. This means the reduced FE model is indeed better improved, when more FRFs are included the
model updating process.

8.4 Conclusion

In this paper, the IPZ model updating technique is extended to enable the use of multiple FRFs so that more information
of eigenmodes can be used. The IPZ model updating using multiple FRFs is verified based on a simulated experiment of a
pinned-sliding beam. It was shown that using more FRF measurements, from different actuator/sensor configurations, helps
to better improve the reduced FE model toward the (simulated) real system. After IPZ model updating, the numerical FRFs
match very well with the experimental FRFs. This not only holds for the two experimental FRFs which were used in the
model updating procedure, but also for the third FRF related to an unmeasured performance variable.

Although the method seems promising, there are still unresolved issues in the proposed model updating method which
need further investigation: (1) a proof of convergence to a local minimum, although the convergence behavior shown in
Fig. 8.3 is promising, a rigorous proof is lacking and (2) after model updating the stiffness matrix shows a small amount of
asymmetry.
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Chapter 9
Vision-Based Concrete Crack Detection Using a Convolutional Neural
Network

Young-Jin Cha and Wooram Choi

Abstract The prominent methods for monitoring structures to date rely on analyzing data measured from contact sensors
that are physically attached to a structure. However, these approaches have the high possibility of false alarms due to
noises, sensor malfunctions, and complex environmental effects. Under those circumstances, engineers have to conduct
on-site investigations to confirm that damage has occurred. To address this challenge, this paper proposes a new vision-
based approach for detecting concrete cracks using a convolutional neural network (CNN). Images are firstly taken under
uncontrolled situations to collect widely varying crack features. Second, the raw images are divided into 40K images to build
training and validation sets. Lastly, the prepared datasets are fed into a deep CNN architecture with eight layers including
convolution, pooling, ReLU, and softmax. The trained classifier consequently records 98% of accuracies in both training and
validation.

Keywords Concrete crack detection • Convolutional neural network • Structural health monitoring • Vision-based
• Machine learning

9.1 Introduction

The deterioration of civil structures is an inevitable process occurring from the beginning stage of the use. Considering a
single damaged member can cause significant changes [1] in their systems, structural health monitoring (SHM) cannot be
overvalued. Therefore, structural safety has become a major issue, and routine inspections are regularized [2] as a result.
However, heavy reliance on human-conducted on-site inspection arises the following problems. First, the considerable
number of structures hinders frequent inspections due to limited human-resources [3]. Second, evaluation results by human-
inspectors differ dependent on their physical ability, knowledge, and experience [3, 4]. Hence, developing automated and
reliable inspection methods is necessary.

In order to overcome the above issues, contact-sensor approaches have been developed [5, 6]. One of the particular works
focused on monitoring the global behavior of a suspension bridge was conducted by Kurata et al. [7]. Wireless sensors,
including tri-axial accelerometers, potentiometers, and climate stations, collected data from each sensor node to extract
seven mode shapes of the bridge. Although these research articles are highlighted as accurate measurements in the field,
the complex requirements, such as installing multiple sensors, integration of each data and maintenance of sensors, remains
as challenges. Obtaining adequate data is also known as one of the toughest issues due to environmental variations [8, 9]
especially temperature and humidity. This aspect may require extra efforts to identify modal properties accurately [10].

Vision-based approaches have emerged as the alternatives because the results provide intuitively comprehensive
information compared to sensor-based methods. Several modal identification methods using high-speed cameras have been
proposed [11, 12]. However, further tests for massive structures are required to completely substitute sensor-based monitoring
systems. While the main purpose of the aforementioned studies is lying on observing the global behaviors of structures,
several research projects that mainly dedicate to detecting local damages from images have been proposed [13, 14]. Although
the vision-based damage detection partly overcome some limitations of sensor-based approaches, it is still challenging to
create methods that actually works in real-world situations.
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Fig. 9.1 Overall architecture

A possible breakthrough is the implementation of artificial neural networks [15]. Especially, convolutional neural
networks (CNNs) have received a great attention in image classification due to the excellent performance [16]. In addition,
extremely fast computations by the conjugation of graphic process units (GPUs) enable CNNs to have deeper architectures
that can learn a vast amount of features from datasets [17]. In this study, a deep CNN architecture is proposed for detecting
concrete cracks, and two GPUs (Nvidia Geforce Titan X � 2ea) are used [18].

9.2 Overall Architecture of the Proposed CNN and the Results

The designed architecture is depicted in Fig. 9.1 representing how an input data is generalized by passing through the
designed architecture. Overall, input images with 256 � 256 � 3 pixel resolutions are generalized to the vector with 96
elements in training, and the vector is consequently classified to crack or intact after rectified linear unit (ReLU), the last
convolution, and softmax layers. During the training process, pooling layers simply pool features from previous layers. These
operations may reduce computational cost significantly. Convolution layers conduct element by element multiplications
between inputs of each layer and receptive fields, where the values of receptive fields are given by random numbers and tuned
in stochastic gradient descent. The proposed CNN trained on 32K images and 8K extra images are used in validation, in which
the images were cropped from raw images taken under uncontrolled conditions to generate a dataset with extensively varying
features of cracks. As a result, the designed architecture records 98.25 and 98.04% of accuracies in training and validation
respectfully. It is anticipated that the trained CNN classifier works very well in testing with images that are taken under
uncontrolled situations because the generated training dataset includes extensively varying crack images, and the accuracies
reach to about 98%. In the future, the trained CNN will be combined with a sliding window technique and autonomously
flying drones.

9.3 Conclusion

A vision-based method for detecting concrete cracks using a deep CNN was proposed. To generate the dataset with
extensively varying crack features, images were taken under uncontrolled circumstances, and they cropped into small images
of 256 � 256. The generated image database was fed into the designed CNN. Consequently, 98% of accuracies in training and
validation were recorded. In the future, we will combine the trained CNN with a sliding window technique and autonomously
flying drones to develop an advanced framework.
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Chapter 10
Analytical and Experimental Analysis of Rocking Columns Subject
to Seismic Excitation

Ryan Kent Giles and Thomas John Kennedy

Abstract Structures of ancient Mediterranean cultures that have survived numerous earthquakes over the span of millennia
relied on multifaceted rocking columns to dissipate seismic energy. Rocking columns are again emerging as an effective
mechanism in modern structural systems; understanding the rocking behavior can provide insight into how to best design
this type of system. This study examines the analytical and experimental rocking behavior of a rectangular column. Equations
of motion that describe the rocking behavior of the polygonal columns are derived and analytical energy dissipation methods
compared. A high-speed 3D motion capture system, providing noncontact measurement of the column motion, is used in a
series of experiments on a uniaxial shake table to validate the analytical model. These experiments show variation indicating
stochastic behavior during the excitation phase. The damping ratio and coefficient of restitution are calculated from the
experimental results. The experimental results and analytical solution are compared.

Keywords Rocking columns • Coefficient of restitution • Impact damping • 3D metrology • Seismic excitation

10.1 Introduction

The ability of ancient Greek temples and other structures to survive seismic events is due to the rocking motion of their
columns. When stripped of their architectural adornments and cultural significance, columns are slender, rigid blocks. Many
researchers have derived the equations of motion for slender, rigid blocks in two dimensions [1–8] and performed analytical
analysis of their behavior under various sources of base excitation [9–13]. The effects of friction and shape of the initiation
of rocking or sliding have also been well studied analytically [14]. There has been some extension of the rocking problem
to three dimensions accounting for cylinders [4] and general three-dimensional structures with a rectangular base [15, 16].
Fewer studies have experimentally confirmed these analytical equations [2]. This paper presents an experimental validation
of the equations of motion of a slender rigid body under seismic excitation. The results draw attention to the typical analytical
assumptions for the coefficient of restitution and the probabilistic nature of experiments.

10.2 Background

For the case of two-dimensional rocking (see Fig. 10.1), the block is assumed to be located on a rigid base. The column has
a height of 2h and a width of 2b. We define a slender column as one where:

h

b
>

1p
1C IO

(10.1)

given IO is the moment of inertia of the block about O or O0 which for a rectangle is equal to (4/3)mR2. The slenderness of
the block controls whether, on impact, the rigid block will switch its rotation point from O or O0 or bounce back and continue
to rotate about O. The behavior of interest for structural columns is the switching of the rotation point upon impact.
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Fig. 10.1 Rigid rectangular
block freely rocking on a rigid
base

The derivations also assume that the coefficient of friction between the column and the rigid base is sufficient to prevent
sliding. Therefore, the horizontal ground motion (üg) may cause either rigid motion with the column or rocking of the
column. If rocking initiates, as in Fig. 10.1, the block will move about the center of rotation (O) with an angle of rotation
(� ). The equations of motion [1, 2, 10, 12] on the block are:

IO
R� C mgRsin .�˛ � �/ D �mRcos .�˛ � �/ Rug (10.2)

when the block is in rotation about O. When it is rocking about the opposite corner, (O0), then the equation of motion
becomes:

IO
R� C mgRsin .˛ � �/ D �mRcos .˛ � �/ Rug (10.3)

In both equations, ˛ is equal to tan�1(b/h) and R is equal to
p

(b2 C h2). Both of these equations can be combined taking
advantage of the signum function and solving for the angular acceleration.

R� D �p2
�

sin .˛sgn Œ� � � �/C Rug

g
cos .˛sgn Œ� � � �/

�
(10.4)

where p is
p

(3g/4R) and a dynamic characteristic related only to the block’s geometry.
When the column impacts with the base (i.e. � D 0), there must be a conservation of momentum but there is also an

opportunity for energy loss in the system. Yim et al. [1] derived a coefficient of restitution, e, such that:

e D P�C.
P�� (10.5)

where P�� and P�C are the angular velocity just before and after impact. The properties of the rectangular column are such
that the coefficient of restitution can be analytically calculated to be

e D 1 � 3

2
sin2˛ (10.6)

The energy loss due to impact is therefore 1�e2 and the higher the coefficient of restitution, the smaller the energy loss
and the less damping takes place in the system. Equation (10.6), as written depends solely on the geometry of the column.
More recently, Calio and Marletta [6] gave an alternative expression for the coefficient of restitution:
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e D h
.

R (10.7)

Again, Eq. (10.7) is dependent solely on the geometry. However, Aslam et al. [2], in their experimental results, purposely
did not formally derive or give any expression for the coefficient of restitution. Instead, they stated that the coefficient
of restitution would depend on P�� and the material properties of the column. This research considers the coefficient of
restitution to be a primary parameter for matching the experimental and analytic results.

10.3 Analytical Model

The equation of motion for the rocking column (Eq. (10.4)) was programmed into MATLAB using its explicit Runge-Kutta
method based on the Dormand-Price (4,5) pair. To model the impact conditions, the event finder in the method was used such
that when � D 0, the solver would stop, reduce the angular velocity by the coefficient of restitution, and restart the solver
with the updated initial conditions (� D 0 and P�C D e P��). The coefficient of restitution was not programmed explicitly to
be either Eq. (10.6) or Eq. (10.7). Instead, it was left as a parameter that could be changed to allow the model to be updated
according to the experimental results.

10.4 Experimental Method

The column used in this study was a 2.50 cm � 2.50 cm � 25.4 cm (0.985 in � 0.985 in � 10.0 in) machined steel rod
weighing 1.238 kg (2.729 lbs). The column was painted with a series of tracking points on one side at regular 6 cm intervals
starting 4 cm from the bottom of the column, as seen in Fig. 10.2. One end was marked to indicate the top of the column. A
uniaxial Quanser Shake Table II provided the horizontal base excitation. A sheet of 400 grit sand paper was mounted on the
shake table to increase the coefficient of friction between the shake table surface and the column. The increased coefficient
of friction prevented sliding and rocking-sliding motion. The column was placed at the center of the shake table and aligned
so that the axis of the shake table was perpendicular to the sides of the rectangular column using a carpenter’s square.

The excitation commanded by the shake table was a modified East-West strong motion record for the 1986 Kalamata
earthquake. The record was scaled to initiate rocking in the column but not topple the column. The record was clipped as the
first part of the record provides essentially one large pulse and one smaller pulse in the displacement of the table as seen in
Fig. 10.3a. Artificial pulses have been previously used in analytical evaluations of rocking columns [13]. Figure 10.3b shows
the corresponding accelerations the command displacement produced.

Fig. 10.2 Experimental setup
showing steel column and the
tracking results of four points on
the column and one on the shake
table
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Fig. 10.3 (a) Command displacement (cm) for the Quanser Shake Table II. (b) Corresponding command accelerations (g)

Noncontact, three-dimensional measurement of the column motion was performed using a three-camera Xcitex
ProCapture system. The cameras were arranged to capture the three-dimensional movement of the column. Each camera
operated at a sampling speed of 125 frames per second. Recordings were individually calibrated within Xcitex ProAnalyst
software to remove lens distortion and merged in pairs to allow for the two-dimensional images to be interpreted as three-
dimensional measurements. The ProAnalyst software is able to track each point individually over the entire length of the
record. Four points on each column and a fixed point on the shake table were tracked for each trial. Figure 10.2 shows the
four column points and the table point tracked and overlaid on the image of the column at rest. An accelerometer on the
shake table was synchronized to the image data to confirm the desired command accelerations.

Positional data was exported from the ProAnalyst software and displacement measurements of the column relative to
the shake table surface were calculated. The data was also filtered using an eight pole elliptical filter with a 50 Hz cutoff
frequency. The filter served to reduce the small amount of jitter inherently present due to the motion tracking. Anti-alias
filtering is not possible with optical systems and therefore oversampling above the expected behavior of the rocking is
required to produce accurate results.

10.5 Results and Discussion

Thirty-two experiments were performed and processed for this analysis. As the cameras are located in fixed positions external
to the shake table system, the motion of the table was removed from the motion of the column to generate displacement values
relative to the shake table. Figures 10.4, 10.5, 10.6 and 10.7 show typical results for the tracking of the top tracking point (i.e.
Point 1 in Fig. 10.2) in all three directions—x is the axis of the table motion, y is the gravitational axis, and z is out of plane.
These figures have been plotted in the same scale to emphasize the differences between the records. The tracked motion of
the table is shown in each plot for reference. The rocking motion in the x-axis is greater than the other directions as expected
from the desired experimental focus on rocking in one direction.

To investigate the differences apparent in the experiments, the free rocking of each record was examined further. The
rocking records were processed to determine when the forced motion of the table ended and free rocking began. The
value for the angular displacement and angular velocity were determined for the initiation of the free rocking. These values
served as initial conditions for comparison to the analytical free rocking model. The values for the angular displacement and
angular velocity at the end of the table motion showed great variety. Each experiment was excited using the same command
displacements as confirmed by the tracking of the table during each trial. Nevertheless, the excitation had varied effects on
the forced motion of the column in each trial. The differences are due to slight, uncontrollable, experimental conditions.

However, the free rocking of the columns shows similar behavior once it begins. After determining the start of free
rocking, the peaks of the motion were located. The initial six peaks were used to calculate the damping ratio using the
logarithmic decrement method. A histogram of the damping ratios is presented in Fig. 10.8. Figure 10.9 plots the calculated
damping ratio against a lognormal distribution. Both Figs. 10.8 and 10.9 indicate that four of the experiments do not fall
within the same distribution of damping coefficients. These four do however appear similar to one another and Fig. 10.6
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Fig. 10.4 Representative sample data characterized by a long period of free rocking
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Fig. 10.5 Representative data characterized by a medium length free rocking period

represents this group. They are characterized by a rocking motion that is arrested by the last movement of the table causing
a very small initial angle and velocity at the start of free rocking phase. The rocking is quickly damped out by the impacts.

The free rocking phases of the experimental results were compared to the results from the analytical model. For the
steel column used in the experiments, Eq. (10.6) would yield a coefficient of restitution of 0.9857; Eq. (10.7) would yield a
coefficient of restitution of 0.9952; and Aslam et al. [2] found a coefficient of restitution of 0.9250 for their concrete block.
Because the damping ratio varied among the samples, so did the coefficient of restitution that best matched the analytical and
experimental models. For the data presented in Fig. 10.5, a coefficient of restitution of 0.9750 produced the best result and
the comparison in presented in Fig. 10.10. At the start of this plot, there is excellent correlation between the experimental
and analytical results as the orange and blue lines lay on top of each other. However, as the column continues to rock, the
frequency of its rocks increases as the amplitude of the rock decreases suddenly. At this point, the analytical and experimental
results diverge. The analytical results, with a constant coefficient of restitution, continues to dampen at a steady rate. This
type of result is typical for all the comparisons between the analytical and experimental results. It is indicative that the
coefficient of restitution for a rocking column is a function of the rocking period and the angular velocity.
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Fig. 10.6 Representative data characterized by a short free rocking period starting with a small amplitude
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Fig. 10.7 Representative data showing a very large displacement in the forced phase followed by an extended period of free rocking

Fig. 10.8 Histogram of the
calculated damping ratios during
free rocking of the columns
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Fig. 10.10 Comparison between the experimental and analytical results with an optimized coefficient of restitution

10.6 Conclusion

The invention of motion tracking software has made the experimental verification of the analytical solutions of the rocking
column possible. The speed and accuracy at which images can be processed has dramatically increased since Aslam
et al. performed a few motion capture experiments using hand digitization. The data collected in this study confirmed the
conclusions that the coefficient of restitution is not constant, is likely dependent on the angular velocity, and is significantly
less than the theoretical derivation. The coefficient of restitution calculated for a steel column in this study is greater than
that calculated by Aslam for their concrete blocks. The elastic properties of the two materials, and the geometry of the two
columns, can account for the primary differences. Future research will continue to investigate the coefficient of restitution by
further classifying the collected data by the relevant parameters at the start of the free rocking. More data will be collected
to provide a larger statistical sample that can better accommodate the variation inherent to the experimental process. The
analytical solution will be modified to account for the stochastic nature of the excitation phase. The modified analytical
model, and its range of results, will be compared to all the collected data.
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Chapter 11
Extending the Fixed-Points Technique for Optimum Design
of Rotational Inertial Tuned Mass Dampers

Abdollah Javidialesaadi and Nicholas Wierschem

Abstract The fixed-points technique is an approximate version of H-infinity optimization and one of the most common
methods used for the design of tuned vibration absorbers. The fixed-points technique is based on the existence of fixed
points on the system’s frequency response curve that are independent of the system’s damping level and are thus at the
same location during both the zero and infinite damping conditions. Optimum tuning parameter of tuned mass dampers
(TMDs) have been obtained by equalizing the magnitude of the response at these fixed-points. This technique has been
previously investigated for the optimal design of conventional TMDs and extended for various types of other TMDs.
Recently, by replacing the damper in the TMD with combination of a tuning spring, viscous damper, and a small physical
mass connected to a mechanism which converts translational motion to the rotational motion of that small mass, rotational
tuned mass dampers (RITMDs) have been developed. However, the fixed-points technique has not been extended previously
for RITMDs, which have one additional degree-of-freedom compared to TMDs. In this paper, the fixed-points technique
is extended, via algebraic solution, for selecting the optimum tuning and damping values of RITMDs. Comparison of the
response of the system with the optimum design values determined from the proposed method and numerical results in the
literature demonstrates the validity of the assumptions and procedures of the proposed optimization method. Additionally,
the performance of the system, in comparison to a conventionally optimized TMD via the fixed-points technique, shows that
the RITMDs can be more effective at reducing the underlying system’s maximum displacement response.

Keywords Vibration absorber • Tuned mass damper • Fixed-points method • Optimum design • Rotational inertia
damper

11.1 Introduction

Fixed-points techniques have been proposed and utilized for finding the optimum tuning frequency and damping ratio of
tuned mass dampers (TMDs) [1] (Fig. 11.1) as an approximate version of H-infinity optimization. In addition, the fixed-
points method has been used for optimum design of damped non-traditional TMDs [2], developed for TMDs attached to
multi-degree of freedom primary systems [3], and generalized for global vibration control [4].

Utilizing the inerter [5], which produces inertial mass through transferring the translational motion of the primary structure
to the rotational motion of the inerter, different configurations of rotational mass dampers have been proposed and developed
to control the response of the primary structure they are attached to and reduce the physical mass of the absorber [6–9]. As
inerter based devices, rotational inertia tuned mass dampers (RITMD) (Fig. 11.2), which consist of a TMD modified with
the addition of a tuned of rotational inertia device (RID) such as rack and pinion or ball and screw mechanism, have been
introduced and optimized numerically [10]. However, the fixed-point technique has not been developed for optimum design
of RITMD. In this paper, a fixed-points technique is developed for optimum design of a RTIMD attached to an undamped
SDOF primary structure.
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11.2 Fixed-Point Technique for RITMD

For traditional TMDs, there are always two fixed-points (P, Q) in the frequency response curve for case of damping equal
to zero or infinity [1] (Fig. 11.3). In other words, these points are independent from the damping level of the absorber (c),
therefore, the primary structure frequency response curves always passed through these two points. The fixed-points can be
found by setting the zero and infinity damping transfer functions equal to each other (kHkc D 0 D kHkc D 1). The optimum
frequency ratio can be obtained by setting the magnitude of the two fixed points equal. This provides an optimization
condition in which the curve has a peak at these points [1]. By putting the partial derivative of frequency response function
respect to damping equal to zero at optimum frequency points, two optimum damping are achieved and the final optimum
damping is the average of two damping values.

Since the RITMD is a three degree-of-freedom system with two optimum frequency ratios, four fixed-points
(P1, P2, Q1, Q2) in the frequency response curves of the primary structure are observed (Fig. 11.4). This observation
can be support mathematically by solving the equation of zero-infinity damping in the RITMD (kHkc D 0 D kHkc D 1),
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which is a forth degree polynomial with four real positive roots. Extending the fixed-points method, we assumed the
optimum frequencies condition occurs in the case of a pair equality of the primary structure response magnitude in the fixed-
points (kHP1k D kHQ1k; kHp2k D kHQ2k). This assumption leads to two high-order nonlinear equations which are solved
numerically to find the optimum frequency ratios. In the final step, the optimum damping can be found by putting the
maximum response magnitude of one of two frequency ratios equal to response magnitude of the other optimum frequency
ratio.

11.3 Results and Discussion

To examine the proposed extended fixed-points technique accuracy, the frequency response of the primary system with
optimum design values from the proposed method is compare with the optimum H-infinity design utilizing an numerical
nonlinear programming optimization method [10] (Fig. 11.5). The propose method is an approximate method, thus there are
small difference in comparison to the exact H-infinity optimization utilizing nonlinear programming; however, the results
from the proposed method are close, which demonstrates the accuracy of the assumptions in the extended proposed method.
In addition, the response of the primary structure of both RITMD and TMD systems with the same secondary mass ratio
(10%) and optimized with the fixed point method is shown in Fig. 11.6. It can be observe that the RITMD exhibits superior
performance in reducing the vibration amplitude of the primary system in compare to the TMD.
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Chapter 12
Temperature Effects on the Modal Properties of a Suspension Bridge

Etienne Cheynet, Jonas Snæbjörnsson, and Jasna Bogunović Jakobsen

Abstract The paper studies temperature effects on the modal parameters of a suspension bridge across a Norwegian fjord.
The approach used is a full-scale ambient vibration testing, where an automated Covariance-Driven Stochastic Subspace
Identification (SSI-COV) method is used to identify the modal parameters. The bridge site, the bridge structure and the
monitoring system are presented, followed by a summary of the data analysis procedure and the parameters used for the
automated SSI-COV method applied. The operational modal analysis is based on 6 months of continuous acceleration records
providing seasonal and diurnal variations of the natural frequencies of the bridge and the modal damping ratios. Temperature
effects were observed with details that are scarcely available in the literature. In particular, the pronounced daily fluctuations
of natural frequencies and seasonal effects are documented.

Keywords Suspension bridge • Full-scale • Ambient vibrations • Modal parameters • Temperature effects

12.1 Introduction

Ambient Vibration Testing (AVT) has become the “default procedure” for modal parameter identification of cable-supported
bridges [3]. AVT is particularly attractive for studying environmental effects on the modal parameters, such as the evolution
of the modal damping ratios of suspension bridge with the mean wind velocity [2, 4, 9, 13]. Other environmental effects,
such as daily and seasonal fluctuations of temperature, are also known to influence the eigen-frequencies of concrete bridges
[11, 14] and suspension bridges [6, 8]. During the last few years, several studies have focused on modelling the thermal
behaviour of the entire bridge structure [5, 18, 22] and on measuring the static displacements induced by thermal loading
[20, 21]. On the other hand, relatively few studies have been dedicated to the investigation of temperature effects on the
modal properties of suspension bridges using AVT, based on large amount of ambient vibration data.

The present paper illustrates the influence of daily temperature fluctuations on the eigen frequencies and modal damping
ratios of the Lysefjord bridge, which is located at the inlet of a fjord in Norway. The automated Covariance-Driven Stochastic
Subspace Identification (SSI-COV) algorithm developed by Magalhães et al. [11] has been used to identify the modal
parameters of the bridge. This algorithm was applied by e.g. Magalhães and Cunha [10] on an arch bridge using more
than 2 years of data and by Brownjohn et al. [3] on a long-span suspension bridge using only a couple of days of data. The
present study therefore complements the study of Magalhães and Cunha [10] and Brownjohn et al. [3] by utilising 6 months
of continuous vibration measurements conducted on a long-span suspension bridge.

The present paper is organised as follows: first, the bridge site and instrumentation are presented, followed by a short
summary of the parameters used with the automated SSI-COV algorithm. Then the influence of the daily temperature
fluctuations on the bridge eigen-frequencies is demonstrated and discussed. Finally, the evolution of the modal damping
ratios with temperature variations are investigated.
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12.2 Instrumentation and Methods

12.2.1 The Bridge Site

The Lysefjord Bridge, positioned at the narrow inlet of a fjord in the South-West part of the Norwegian coast, is used as a
case study. Its main span is 446 m, with the central part 55 m above the sea level. The bridge is entrenched between two steep
hills with slopes ranging from 30 to 45° and a maximum altitude of 350 m to the North and 600 m to the South. The bridge
is exposed to winds that may descent from mountains nearby or follow the fjord over a longer path. The West side of the
bridge is exposed to a more open and levelled area.

Since 2013, the bridge has been instrumented with seven sonic anemometers installed on the West side of the bridge
deck and four pairs of accelerometers located inside the deck (Fig. 12.1). GPS timing is used to synchronize the wind-
and acceleration data, acquired locally with separate data logging units. Although the highest sampling frequency of the
accelerometers and anemometers is 200 Hz and 32 Hz respectively, the data are acquired with a sampling frequency of
50 Hz and decimated to 20 Hz to facilitate data handling. Finally, a 3G router enables wireless data access and transfer via a
mobile network. A more detailed description of the bridge instrumentation is given in e.g. [4]. Temperature measurements
are provided by a Vaisala weather transmitter WXT520 located on hanger 10, denoted H-10, whereas the accelerometers are
located near hangers 9, 18, 24 and 30, where hanger 18 corresponds to the mid-span position.

12.2.2 Automated SSI-COV Procedure

The mode shapes and eigen-frequencies of the Lysefjord Bridge were successfully identified by the automated SSI-COV
method used in the present study [4]. The modal parameters are hereby denoted using the code XYZ, where X D fH;V;Tg
represents the lateral (H), vertical (V) and torsional (T) bridge motion. Y D fS;Ag is the symmetric (S) or asymmetric (A)
mode shape, and Z the mode number. For example HS1 refers to the first symmetric horizontal mode shape, and TA2 refers to
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Fig. 12.1 Wind and structural health monitoring system installed on the Lysefjord Bridge

Table 12.1 Parameters used in the SSI-COV method applied on Lysefjord bridge acceleration data

�max (s) Nmin Nmax 
fn 
� 
MAC 
d

15 3 30 5e�3 3e�2 5e�3 2e�2

The automated SSI-COV method developed by Magalhães et al. [11] is applied on 6 months of acceleration records obtained
from July 2015 to December 2015. For the sake of brevity, the automated SSI-COV method used will not be described
explicitly in this paper but the details can be found in e.g. [10, 11]. The parameters used to calibrate this automated SSI-
COV method are summarized in Table 12.1. The minimal and maximal order of the system for the calculation of the
stabilization diagram are denoted Nmin and Nmax respectively, whereas �max is the maximal time lag used to compute the
cross-covariance matrix. The three accuracy thresholds for the identified eigen-frequencies, modal damping ratios and modal
assurance criterion [1] are denoted �fn, �� and �MAC respectively. Finally, the threshold accuracy for the cluster analysis is �d.
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Table 12.2 Eigen-frequencies
estimated from the measurement
data using the SSI-COV
algorithm in comparison to the
values based on the SBM method
and the Abaqus model

SSI-COV SBM Abaqus

Modes Hz Hz % Hz %

HS1 0.136 0.130 �4.41 0.128 �6.19

HA1 0.444 0.442 �0.45 0.431 �2.90

HS2 0.577 0.556 �3.51 0.533 �7.56

HA2 0.626 0.597 �4.61 0.583 �6.81

HS3 0.742 0.830 11.90 0.833 12.31

HA3 1.011 1.000 �1.03 0.974 �3.69

VA1 0.223 0.205 �8.10 0.214 �3.91

VS1 0.294 0.319 8.35 0.302 2.72

VS2 0.408 0.439 7.63 0.407 �0.25

VA2 0.587 0.585 �0.39 0.583 �0.68

VS3 0.853 0.864 1.31 0.856 0.34

VA3 1.163 1.194 2.72 1.191 2.36

TS1 1.237 1.215 �1.78 1.238 0.026

TA1 2.184 2.186 0.09 2.122 �2.85

the second asymmetric torsional mode shape. To increase the identification speed of the lower modes, the sampling frequency
of the lateral and vertical acceleration records were reduced to 2 Hz. The sampling frequency of the torsional acceleration
response remained at 20 Hz. This allowed the SSI-COV algorithm to be applied to more than 50;000 acceleration records of
10 min duration in less than half a day.

A Finite element (FE) model created by Steigen [15], using the Abaqus software, and improved by Tveiten [17] was
used to evaluate a numerical prediction of the mode shapes and eigen-frequencies of the Lysefjord Bridge. The eigen-
frequencies and the mode shapes of the Lysefjord Bridge were also approximated by using harmonic series expansions
following Sigbjörnsson and Hjorth-Hansen [12] for the lateral motion and Strømmen [16] for the vertical and torsional ones.
In the following, the latter method is referred to as the “Simplified Bridge Model” denoted SBM. The eigen-frequencies
evaluated using the two different models and the SSI-COV algorithm are listed in Table 12.2.

12.3 Results

12.3.1 Influence of Temperature Variations on the Eigen-Frequencies

As stated by Xia et al. [19], a higher temperature leads in general to decreased values of vibration frequencies, mainly due
to the temperature dependency of the materials Young’s modulus. Such variations of the eigen-frequencies are visible in
Fig. 12.2, except for temperatures over 20 ıC where the number of samples was probably too low to provide reliable results.
The influence of temperature variations on the first lateral mode HS1 is rather small. The frequency drops from 0.139 to
0.135 Hz when the temperature increases from 0 to 20 ıC. For a similar temperature change, the frequency associated with
VA1 decreases only from 0.227 to 0.220 Hz. The most dramatic frequency change occurs for the mode TS1 where the
frequency decreases from 1.25 to 1.23 Hz. The scatter of the eigen-frequencies observed on Fig. 12.2 is due to the influence
of other parameters such as traffic and wind excitation. The daily fluctuations of the eigen-frequencies can be visualized by
studying few days of data. This is done in Fig. 12.3, where 10 days of data recorded in October 2015 are displayed. The first
lateral eigen-frequency HS1 fluctuates between 0.132 Hz for diurnal data and 0.145 Hz for nocturnal data. These fluctuations
are relatively small compared to those from VA1 which ranges from 0.217 Hz during day time to almost 0.230 Hz during the
night. For the torsional motion, TS1 fluctuates between 1.25 Hz down to 1.23 Hz.

As suggested by Kim et al. [7], heavy traffic is likely to be responsible for a decrease in the estimated eigen-frequencies
of the bridge deck. The effects of the temperature and traffic on the bridge eigen-frequencies are therefore expected to
superimpose and be responsible for larger frequency variations. At night time, the lower temperature and the reduced traffic
leads to higher eigen-frequencies whereas at day time, the increase of the temperature and traffic leads to lower eigen-
frequencies. This appears clearly on Fig. 12.3, where a pseudo-period of 24 h is visible. The periodical pattern is clearly
visible for the vertical bridge motion, but it is more noisy for the lateral and torsional motions. This can be partly explained
by the higher signal to noise ratio measured for the vertical motion.
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Fig. 12.2 Evolution of the first four lateral and vertical and the first two torsional eigen-frequencies with the temperature. The data set comprises
6 months of acceleration and temperature records (July–December 2015)

Temperature fluctuations seem to have a larger influence on the variation of the eigen-frequencies than the traffic loading.
The attenuation of the daily periodicity of the eigen-frequency in November and December (Fig. 12.4) cannot simply be
explained by a reduction of heavy traffic for example. The periodicity pattern appears to be almost entirely modulated by
temperature changes. For example, we observed that the sinusoidal pattern was elongated at the bottom part in July (longer
day) but elongated at the top part in October (shorter day), without strong variations in the amplitude of the fluctuations.

12.3.2 Influence of Temperature Variations on the Modal Damping Ratios

The estimation of the modal damping ratios is one of the most crucial step in studying accurately the buffeting response
of a suspension bridge. Unfortunately, such studies are a rarity in full scale. In general, the aerodynamic damping ratios
are obtained with a large dispersion in full-scale [2, 13]. This requires a statistically significant amount of data, which is
rarely presented in the literature. In this subsection, the total damping is considered for various wind conditions, using a
considerable amount of data. The evolution of the modal damping ratios with the mean wind velocity has been described in
e.g. Cheynet et al. [4] and is therefore not recalled here.

Temperature effects on the modal damping ratios remain mostly unexplored and are therefore briefly investigated in the
following. The variation of the modal damping ratios with temperature is displayed in Fig. 12.5, for the first four lateral and
vertical modes as well as the first two torsional modes.
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As expected, the damping ratios for HS1, HS2, HA2, VS1, VA1 and TA1 fluctuate little with the temperature. For a given
temperature, multiple wind velocities are recorded. Because the total modal damping ratios increase with the wind velocity,
due to added aerodynamic damping, a large variety of total modal damping ratios are recorded for a given temperature.
Consequently, a large dispersion is expected when the modal damping ratios are expressed as a function of the temperature
alone. On Fig. 12.5, VS1 and VA1 have an averaged modal damping ratios of about 0.75% and 1% respectively and are
characterized by a considerable spreading. This is not surprising given that the modal damping ratios associated with VS1
and VA1 are highly affected by the wind induced aerodynamic damping effect [4].

A reduction in modal damping with increasing temperatures and the underlying reduction in wind speed is generally
expected. This is in particular the case for the vertical modes for which the aerodynamic damping can be relatively high. The
highest damping values are still observed for temperatures between 5 ıC and 10 ıC at which the strongest winds occur.

The decrease in the damping ratios of TS1 for increasing temperatures is somewhat more distinct. As already pointed out,
lower temperatures are typically associated with higher wind speeds, for which a weakly increasing TS1 damping ratio has
been observed [4]. It is however a bit surprising that the corresponding contribution of the aerodynamic damping, which is
much stronger for the vertical modes, is not so obvious in the average damping estimates presented. To improve the reliability
of these results, an analysis using at least 1 year of temperature, velocity and acceleration data is required.
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Fig. 12.5 Modal damping ratios expressed as a function of the temperature for the first four lateral and vertical modes and the first two torsional
modes, based on acceleration data recorded from July 2015 to December 2015

12.4 Conclusions

The modal parameters of the Lysefjord bridge have been identified using AVT based on an automated SSI-COV procedure
relying on several months of continuous acceleration records. Environmental effects were observed with a level of details
that is scarcely available in the literature. In particular, the daily fluctuations of the eigen-frequencies were remarkably well
captured as was the possible temperature-dependency of the modal damping ratios. A relatively large amount of acceleration
data was accumulated, so that a statistical description of the influence of the mean wind velocity on the modal damping ratios
could be achieved. The application of OMA using the automated SSI-COV method on other suspension bridges may provide
a better general understanding of environmental influence on the modal parameters of such structures.

The good agreement between the computed natural frequencies and the measured ones is encouraging for further
investigation of full-scale measurement data using the automated SSI-COV method. The modal analysis also documented the
non-linearity of the modal damping ratios and a possible non-negligible role of temperature effects on the modal parameters
of the bridge. Further analysis will consider at least 1 year of full-scale measurements, and a more severe segregation of
wind samples characterized by unusually high turbulence intensity indicating non-stationary fluctuations in excitation and
response.
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Chapter 13
Mass Scaling of Mode Shapes Based on the Effect of Traffic
on Bridges: A Numerical Study

M. Sheibani, A.H. Hadjian-Shahri, and A.K. Ghorbani-Tanha

Abstract In order to derive mass normalized mode shapes from Operational Modal Analysis (OMA) techniques, additional
experiments have to be conducted in the interest of scaling the determined mode shapes. Various investigations have
been carried out based on the deterministic perturbed mass matrix, also known as the mass change method. However,
the conventional form of this method requires a number of rather costly and sometimes impractical experiments on the
structure. In this article, it is intended to use traffic as a stochastic source of mass change to calculate mass scaling factors.
Adequate traffic stream on bridges can affect the Eigen properties of the structure efficiently. The vehicles on the bridge are
only considered to affect the mass properties, and vehicle-bridge interaction is neglected. A simplified structural model of a
bridge is considered and the traffic is modeled as lognormal distribution. Nodal masses induced by the vehicles are converted
to time histories to avoid difficulties based on the moving mass problem. Consequently, a method is proposed to produce the
modified mass matrix which can be used in the scaling factor equations. Finally, scaling factors of mode shapes are proposed
by comparing the unperturbed structure and the perturbed mass matrix structure.

Keywords Mass change strategy • Mode shape scaling • Traffic induced • Lognormal distribution • Modified mass
matrix

13.1 Introduction

Operational Modal Analysis (OMA) techniques have been widely used during the recent decades and have nearly made
Experimental Modal Analysis (EMA) obsolete. The advantages of OMA, such as elimination of the need for heavy shakers
and the ability to perform tests without interruption of normal structure service, have made this method a reliable substitution
for the EMA technique. However, certain drawbacks exist in every approach of OMA. As these methods consider the input
force to be the unknown ambient noise, there is not a direct method available to normalize the extracted mode shapes
and additional steps need to be taken [1]. Mass scaled modes are essential in numerous applications of modal analysis
such as structural response simulation, damage detection, health monitoring applications, model updating, etc. [2, 3]. Several
methods have been proposed to overcome this issue and they all share the notion that a controlled perturbation to the dynamics
of the structure is the key element in obtaining scale factors of the mode shapes. The most promising methods have been
found to be mass change techniques, in which known masses are added to the structure and the tests are performed before
and after the addition of masses. The scale factors, consequently, can then be calculated by comparing the results.

Parloo et al. proposed a sensitivity based method for obtaining scale factors of each mode shape. Mass change method was
first introduced and validated by comparing the scale factors derived from forced vibration test, with those from repeated
in-operation test considering different locations of the added mass [4]. Parloo et al. further evaluated the normalization
method by employing it in a full-scale bridge test. Heavy concrete blocks were added to specific locations of the bridge in
order to provide sufficient frequency shifts that are desired for the mass change method [5]. Brinker and Andersen further
studied the method and derived a formula based on the equation of motion to estimate the scale factors [6]. Other studies
investigated the best mass change setups and sources of error [2, 7]. Aenlle et al. offered optimized strategies regarding the
method and studied the best mass ratios, optimized locations and uncertainties relating the method. It was shown that the best
mass change scenarios were those which induced uniform mass changes to the entire structure and consequently prevented
alteration of the mode shapes. Furthermore, the ratios of added masses to the entire structure were recommended to be high
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enough to produce frequency shifts desired for the method, and low enough to avoid significant changes of mode shapes [8].
Mass-stiffness change method was also proposed to change the first modes of vibration more significantly [9].

The growing accuracy of modal analysis testing equipment and precise methods which have made obtaining the modal
parameters possible, as well as the difficulties associated with placing heavy masses on the structure when using the
conventional mass change methods, has revealed the need for more convenient and efficient methods. In this article a new
method is proposed to exploit the traffic load as the required change in the mass of the structures. The heavy traffic jams or
congested traffic situations observed in big cities has appealing characteristics which makes it useful for utilization in the
mass change method. Vehicle traffic induces a sufficiently uniform load on the bridges in the case of congested traffic and this
condition can be assumed almost time independent for the required time period concerning OMA. Equally distributed mass
change strategy is suggested to be the optimum approach in the literature and is provided by the traffic load. On the other
hand, there are various urban bridges which are constructed using light-weight materials that promise sufficient frequency
shifts desired for the mass change method provided by the traffic stream. Near-congestion traffic has been shown to be best
represented by shifted lognormal distribution [10, 11].

To demonstrate, a bridge-like structure is simulated by a finite-element model of a simply-supported Euler-Bernoulli
beam. The beam model has been subjected to artificial traffic generated from lognormal distribution and the proposed
method has been evaluated. Mass change is applied to the mass matrix of the beam in each time-step to represent the
actual case of traffic, and responses of the structure has been determined by the Newmark method. The car-bridge interaction
is ignored since vehicles in congested traffic conditions have negligible dynamic interactions with bridges, and therefore
a decoupled bridge-vehicle system is considered [12]. The response-only analysis method that is used in this study is the
Natural Excitation Technique-Eigensystem Realization Algorithm (NExT-ERA) which has shown promising results [13]
and can be exploited for repetitive tests needed in this study. Unscaled mode shapes are derived from response-only modal
analysis and the corresponding scale factors are calculated based on the traffic induced mass modification. These scale factors
are then compared with the scale factors obtained from finite-element model.

13.2 Theory

13.2.1 Output-Only Modal Identification

The method which is used for modal analysis purposes is NExT-ERA. The prevailing assumptions made in this method
are that the structure behaves within a linear range, the structure is time-invariant, and the forces applied to the system are
uncorrelated to the response of the structure [15]. In this method, response of the structure based on ambient excitation is used
for estimating the cross-correlation functions. These functions can represent the impulse response functions of the structure
which are used in classical modal analysis. The direct procedure for obtaining the cross-correlation functions between two
channels of acceleration i and j is used to this end. In discrete time approach, the correlation function (CF) matrix can be
estimated using the formula [14]

RRyi;Ryj .k�t/ D 1

N � k

S�kX
sD1

Ryi.s/Ryj .s C k/ (13.1)

In which S is the total number of data points of the acceleration record and �t is the time step.
The ERA method is based on the state-space representation of a discrete system. The procedure to obtaining modal

parameters from ERA method starts with formation of the Hankel matrix using correlation functions which are calculated
by Eq. (13.1). Singular value decomposition (SVD) is then performed and modal parameters are derived with the help of
specific equations and guidelines which are described in [15, 16].

13.2.2 Mass Scaling

In order to obtain mass normalized mode shapes from OMA techniques, additional steps are required. The unscaled mode
shape vector § i have to be scaled in the interest of modal analysis applications mentioned in the introduction. The scaled
mode shapes can be obtained from unscaled modes using the following equation [8]
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®i D ˛i:§ i (13.2)

where ˛i is the scaling factor of mode shape i. The proposed methods existing in the literature for determining the scaling
factors, are based on the eigenvalue changes of the structure before and after the addition of the masses. The eigenvalue
problem of equation of motion in the absence of damping is

m:®0:!
2
0 D k:®0 (13.3)

where m and k are mass and stiffness matrices of the structure, respectively, ®0 is the mass normalized mode shape and !0

is the natural frequency. Added masses are often considered lumped masses for simplification purposes and thus the mass
change matrix�m becomes in general diagonal. The eigenvalue problem of equation of motion in the presence of additional
masses is in the following form

.m C�m/ :®1:!
2
1 D k:®1 (13.4)

in which ®1 and !1 are modal parameters of the modified structure. It has been shown that the scaling factors of unscaled
mode shapes can be derived from the following equation [8]

˛ D
s �

!20 � !21
�

!21 :§
T :�m:§

(13.5)

However, according to [3], if a full set of modes is used, the exact scale factors can be derived from the following equation
and this equation is fulfilled for each value of i
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(13.6)

in which matrix B can be produced by the equation

bB D b§�1
0 :§1 (13.7)

where b§�1
0 is the pseudo-inverse of §0.

13.2.3 Modeling the Traffic Excitation

Traffic load is shared between nodes of the system using a physics-based traffic excitation model. In this method, every
vehicle induces a moving load when it is traversing the bridge and this load can be assumed to affect each node of the
structure with a time history load [17].

Concentrated and constant vehicle forces are represented by P during vehicle movement over the bridge. The governing
equation of motion for vertical deflection of the bridge is

m
@2

@t2
yb .x; t/C c

@

@t
yb .x; t/C EI

@4

@x4
yb .x; t/ D �ı .x � vt/P (13.8)

in which, m, c, E and I are the mass per unit length, the damping coefficient, the Young’s modulus and the cross-sectional
moment of inertia of the beam, respectively, and v is the velocity of the vehicle while yb is the vertical deflection of the
bridge from the equilibrium position. Horizontal position of the forces is shown by x as illustrated in Fig. 13.1. Considering
the forces induced by multiple vehicles on the bridge as a summation and assuming a lognormal distribution for the headways
of the successive arrivals of the vehicles, one can replace the right hand side of Eq. (13.8) by
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Fig. 13.1 Model of moving load on the bridge [18]

Fx.t/ D �
N.t/X
iD1

Piı Œx � v .t � �i/� (13.9)

where Fx(t) is the time history of traffic excitation at location x on the bridge, N(t) is the number of vehicles on the bridge
at the time t, and �1 , �2 , . . . � i , . . . �N are the sequence of headway times. The shifted lognormal distribution is used to
model headway times in various studies and in this study is used to generate headway times of the artificial traffic [10]. The
probability distribution equation is

f .tjˇ;�; / D 1

 .t � ˇ/p
2�

� exp

 
� .ln .t � ˇ/ � �/2

22

!
I t > � (13.10)

in which t is the time headway, ˇ is the shift value in seconds, and � and  are parameters of lognormal distribution; location
and scale parameter, respectively.

Dynamic nodal loading (DNL) is used to convert time-varying moving forces into load histories at each node of the Finite
Element Method (FEM) model based on the equivalent nodal forces (ENFs) method [18]. The bridge is modeled by beam
elements and each node of the beam has two degrees of freedom; yi, the transvers displacement and � i, the in-plane rotation.
The vertical force P is then applied to nodes of the structure as nodal shear WQ

i and nodal moment WM
i using the following

equations
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in which v, li and li-1 are illustrated in Fig. 13.2, and xi is the coordinate of node i. Therefore, the equivalent forces at node i
are presented by

FQ
i .t/ D �

N.t/X
jD1

PjW
Q
i

�
t � �j

�
(13.13)

FM
i .t/ D �

N.t/X
jD1

PjW
M
i

�
t � �j

�
(13.14)

These forces are then used to simulate the traffic excitation for each node.
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Fig. 13.2 FEM model of the bridge [18]

13.2.4 Estimation of the Mass loading of Traffic

In this article, the mass loading of traffic on the bridge is considered as the perturbation to the mass matrix of the structure,
instead of additional lumped masses. The OMA techniques assume that the dynamic response of the structure is stationary
in the testing period. Similarly, the effect of mass loading of traffic stream on the bridge in case of stationary traffic and
sufficiently long observation periods, can also be assumed stationary. Accordingly, one can assume the average mass loading
of the traffic to affect the structure with a uniform distribution during the test period. For that reason, expected value of the
induced mass loading of traffic has been calculated for each node during the period of each test, and is used as the mass
change needed in the Eqs. (13.5, 13.6). The expected value of the mass loading of traffic is related to several parameters
such as traffic headway distribution, vehicle masses and velocities, driving behavior, etc. Nevertheless, different headway
distributions and vehicle velocities have been studied in this article and other factors are neglected for simplicity of the
method.

In order to apply the mass changes due to traffic stream, shear values which are calculated for vehicle loads from Eq.
(13.13) are transformed to mass quantities using Eq. (13.15) and moment values are assumed to have insignificant effect on
the mass of the structure.

Mi.t/ D FQ
i .t/=g (13.15)

where Mi (t) is the nodal mass of traffic in time t and g is the acceleration of gravity. The aim of this study is to propose
a method to produce the �m matrix used in scaling factor Eqs. (13.5, 13.6) based on traffic characteristics. Accordingly,
a reasonable range of traffic conditions which is virtually the case of congested traffic situations reported in [10] has been
considered and artificial traffic is generated using Eq. (13.10). The following conditions has been considered

�p D 1:35C p

20
p D 1; 2; : : : ; 20 (13.16)

vq D 12C q

10
.km=h/ q D 1; 2; : : : ; 100 (13.17)

Shift value ˇ is considered to be 0.12 s and  is assumed to be 0.9. Expected value of the time history of nodal masses
which were mentioned earlier are then calculated for each traffic condition using the equation

�mi;�;v D E
�
Mi;�;v.t/

	
(13.18)

However, since the velocity of the vehicles are constant during each simulation and the testing period has been considered
long enough, we can assume that

�mi;�;v ' �mj;�;v ' �m�;v (13.19)

These values are normalized with respect to the total mass of the structure and a quadratic surface is fitted through them,
as can be seen in Fig. 13.3. The governing polynomial is determined by Eq. (13.20) and the corresponding coefficients are
presented in Table 13.1.

�m�;v D h .�; v/ D a C b � v C c � �C d � v2 C e � v � �C f � �2 (13.20)

In order to use values generated from Eq. (13.20) in the scaling factor formulas, the �m matrix has to be constructed.
However, due to the assumption that the average traffic mass loading is applied uniformly to the structure and it is converted to
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Fig. 13.3 Surface fitted based on the � and v values

Table 13.1 Polynomial coefficients

a b c d e f

0.02853 �0.001208 �0.008903 1.919e�5 1.202e�4 1.294e�3

lumped masses assigned to each node, the estimated matrix�bm will be diagonal and can be constructed using the following
equation for each traffic situation.

�bm�;v D h .�; v/ � mL � I (13.21)

in which I is identity matrix and L is the length of the entire beam.

13.3 Numerical Case Study

A simply supported Euler-Bernoulli beam has been considered in order to simulate the bridge structure. The beam is consisted
of 8 identical elements and each node has 2 degrees of freedom; transverse displacement and in-plane rotation. The mass
matrix is assembled using consistent-mass matrices for each element, the stiffness matrix is assembled using cubic shape
functions, and damping is neglected. The beam has one traffic lane and the vehicle velocities are the same during each
simulation. Furthermore, each vehicle is assumed to impose a concentrated load on the beam and vehicle masses are the
same and are assumed to be equal to 2% of the bridge mass. Natural frequencies of the FEM model are presented in
Table 13.2.

Two different conditions of the traffic has been considered. First, a free flow of the traffic is considered which has minor
effects on the mass of the structure and can be assumed as the unmodified structure in the classical methods, and second,
congested traffic situation is used which has significant effects on the mass properties and can be assumed as the modified
structure [19]. Time period is 300 s for each simulation in which the traffic stream can be assumed stationary [10] and 0.001 s
is taken as time step. Vehicle loads are then shared between successive nodes using Eqs. (13.11, 13.12) for each time step. A
sample time history of excitation is depicted in Fig. 13.4 for one node of the structure

The mass loading of the vehicles are applied to the global mass matrix of the finite element model in each time step. Since
these quantities are shared between nodes and can be assumed to be lumped masses, they can be added to diagonal elements
of the mass matrix that correspond with transvers degrees of freedom, i.e. the odd columns and rows of the mass matrix. The
time-variant mass matrix will then be in the following form
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Table 13.2 FEM model natural
frequencies

Mode no. 1 2 3

Natural frequency !0—(rad/s) 12.8 51.4 115.8
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Fig. 13.4 Time history of traffic assigned to node 1 under specific traffic conditions: � D 1.85,  D 0.9, v D 15 (km/h)

Table 13.3 Traffic
characterestics

Front headway
Case no. �  Velocity—v (km/h)

1 1.97 0.9 15.1
2 1.94 0.94 15.9
3 1.69 0.96 21.2
4 1.55 0.87 23.2

m.t/ D

2
6666666664

m11 C M1.t/ 	 	 	 m1;2n

m22

:::
: : :

m2i�1;2i�1 C Mi.t/
: : :

m2n;1 m2n;2n

3
7777777775

(13.22)

where n is number of nodes. It should be noted that since the traffic excitation is stationary and time period is long enough,
there are no concerns regarding the use of time-variant mass matrix in the modal analysis techniques.

In order to evaluate the validity of the proposed method for estimating mass changes, four near congestion real traffic
scenarios for front headway of passenger cars are acquired from [10] and are tested using the method. The details of the
traffic conditions are presented in Table 13.3.

Therefore, in the interest of imposing artificial traffic excitation, lognormal distribution parameters presented in Table
13.3 are considered and headway times between vehicles are generated using the lognormal distribution from Eq. (13.10).
Response of the structure is then determined by Newmark method. Shears forces and moments which are determined using
Eqs. (13.13, 13.14) are used as input for the system with the addition of Gaussian white noise. The sensors are assumed to
be located on all of the nodes, and acceleration of each node is recorded during the time period for each simulation, and then
low-pass filtered to have the signal in the frequency range of the desired mode shapes. Fast Fourier Transform (FFT) method
is used for filtering to avoid phase and amplitude errors [14]. Correlation function matrix of the acceleration response is then
constructed using Eq. (13.1) and is then used in the NExT-ERA process for output-only modal identification of the structure.

The mass change matrix is created using Eq. (13.21) for each traffic condition and is subsequently used in the scaling
factor equations. Equation (13.6) is used to obtain scale factors and the modal parameters extracted from the free flow
condition and the values extracted from the mentioned congested traffic conditions are used as inputs for this equation. A
hundred simulations are performed for each traffic setup and the calculated scale factors are normalized to the exact scale
factors obtained from FEM model which are shown for the first three modes of vibration in Figs. 13.5, 13.6, 13.7 and 13.8:

The mean value and standard deviation regarding each case for the first three modes are calculated. Mean values of
normalized scale factors and Coefficients of Variations (CV), along with average frequency shifts are presented in Table
13.4. The results show that values of CVs are lower than 5% for all cases of traffic situations and frequency shift is 2% for
each case identically. However, there is an inclination in mean values which indicate that mass changes produced by Eq.
(13.21) are slightly overestimated.
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Fig. 13.5 Normalized scale factors—Traffic case 1
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Fig. 13.6 Normalized scale factors—Traffic case 2
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Fig. 13.7 Normalized scale factors—Traffic case 3
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Fig. 13.8 Normalized scale factors—Traffic case 4

The unscaled mode shapes which are extracted from the free flow traffic condition, the scaled modes using scale factors
obtained by the proposed method, and the exact modes calculated using FEM model are shown in Fig. 13.9 for the first three
modes of the first traffic case for one random simulation. It should be noted that in order to compare mode shapes extracted
from modal tests and the FEM extracted mode shapes, the size of mass and stiffness matrices are reduced using the Guyan
reduction technique [20].

The scaled mode shapes extracted from OMA and the corresponding modes calculated by FEM model are also compared
using Modal Assurance Criterion (MAC). Figure 13.10 shows the complete correlation of these two conditions.
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Table 13.4 Statistical parameters of scale factors regarding each traffic case

Case no. Mode shape no.
Mean value of
frequency !1 (rad/s)

Mean frequency
shift (%)

Mean value of
normalized ˛

Coefficient of
variation (CV)

Case 1 1 12.57 2 0.974 0.052
2 50.35 2 0.951 0.044
3 113.38 2 0.939 0.047

Case 2 1 12.57 2 0.977 0.044
2 50.36 2 0.947 0.051
3 113.37 2 0.940 0.047

Case 3 1 12.57 2 0.979 0.043
2 50.36 2 0.948 0.049
3 113.38 2 0.937 0.052

Case 4 1 12.57 2 0.976 0.041
2 50.37 2 0.945 0.047
3 113.40 2 0.935 0.046
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Fig. 13.9 Comparison of unscaled OMA mode shapes and re-scaled modes with correctly scaled mode shapes from FEM model for a typical
simulation of the first traffic case. (a) Mode 1. (b) Mode 2. (c) Mode 3

Modal Scaling Factor (MSF) error is then calculated using Eq. (13.23) between the scaled mode shapes and FEM mode
shapes [9]. Maximum and average error values are shown in Fig. 13.11 for each traffic case.

Errori D 100 �
ˇ̌̌
ˇ̌1 � ˛2i :§0

T
i :§0i

®T
i :®i

ˇ̌̌
ˇ̌ (13.23)



104 M. Sheibani et al.

Re-scaled OMA
3

2
1

3

2FEM

1

0

0.5

1

(a) (b)

Re-scaled OMA
3

2
1

3

Re-scaled OMA

2

1

0

0.5

1

Fig. 13.10 Comparison of MAC values

Mode No.
1 2 3

E
rr

or
 p

er
ce

nt
ag

e

0

10

20

30

40

50

E
rr

or
 p

er
ce

nt
ag

e

0

10

20

30

40

50

Average error
Max. error

Mode No.
1 2 3

E
rr

or
 p

er
ce

nt
ag

e

0

10

20

30

40

50

Average error
Max. error

Mode No.
1 2 3

Average error
Max. error

Mode No.
1 2 3

E
rr

or
 p

er
ce

nt
ag

e

0

10

20

30

40

50

Average error
Max. error

(a) (b)

(c) (d)

Fig. 13.11 Average and maximum MSF values regarding each traffic case. (a) Case 1. (b) Case 2. (c) Case 3. (d) Case 4
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The MSF values indicate that in each traffic scenario, average error is in an acceptable range below 15% and the maximum
error value is as high as the conventional mass change method for specific frequency shifts [9]. Moreover, both maximum
and average error percentages increase with the mode shape number. Therefore, if desired traffic conditions are satisfied and
distribution of traffic headway times are known, with the help of repetitive tests, the scale factors can be calculated with
promising accuracy.

13.4 Conclusion

In this article, traffic induced mass change is considered to provide the required mass modification. The average mass loading
of traffic is calculated for a range of near congestion traffic and a polynomial surface is fitted through the values to calculate
the mass change matrix needed in the scaling factor equations. Therefore, in case of traffic conditions which satisfy the
lognormal distribution of headways, the mass change matrix can be constructed using the proposed procedure. A finite-
element model of a bridge is considered and the method is evaluated for the first three modes of vibration of the structure
using iterative tests and four real traffic conditions. The results indicate that for each traffic scenario, scale factors can be
calculated with promising accuracy and the coefficients of variations are lower than 5%. Furthermore, the mean value of MSF
errors are lower than 15% and the maximum MSF errors are as low as the conventional mass change methods. Therefore, it
can be concluded that in cases of near congestion traffic streams which can be assumed stationary and are able to produce
sufficient frequency shifts, the method can be used to derive the scale factors of the mode shapes. However, there are several
assumptions made to simplify the problem in this study which are not present in the real situations. Nevertheless, the method
can be further developed to account for different uncertainties and more robust modal identification approaches.
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Chapter 14
Covariance-Driven Stochastic Subspace Identification
of an End-Supported Pontoon Bridge Under Varying
Environmental Conditions

Knut Andreas Kvåle, Ole Øiseth, and Anders Rönnquist

Abstract The Bergsøysund Bridge is currently being extensively monitored with accelerometers, anemometers, wave radars
and GNSS sensors. By applying Covariance-driven Stochastic Subspace Identification (Cov-SSI), the modal parameters of
the bridge are estimated. The results are interpreted in the context of the environment, represented by significant wave heights.
The problem is characterized by the fact that modes are closely spaced in frequency and have high damping. Two weighting
algorithms for the Cov-SSI are applied, to assess their performance for application on structures with these characteristics.

Keywords Floating bridge • Stochastic subspace identification • Environmental influence • Wave excitation • High
damping

14.1 Introduction

For decades, floating bridges served mainly as a military asset, for temporary crossings of rivers and straits. Floating bridges
were first applied as critical links in modern road networks in the middle of the twentieth century, with exception of the
Galata floating bridge in Istanbul finished in 1912 [1]. The continuous box girder design has shown great success in the State
of Washington, USA, where most of the existing floating bridges are located. For straits highly affected by current and wave
action, floating bridges relying on separate and discretely distributed pontoons may be beneficial. By using such a design,
the waves will excite the structure merely in the points where the pontoons are located, and the correlation of the excitation
will influence the response in a manner more sensitive to changes in the wave field. This will be of particular importance
when the spans of the bridges increase. Currently, limited experience about the behavior of such floating bridges is available,
and a thorough study of existing structures will be valuable. There exist only two end-supported floating bridges in the
world that rely on discretely distributed pontoons, both located in Norway. The Bergsøysund Bridge is one of them, and it is
currently extensively monitored to study its behavior upon wave and wind excitation. Operational modal analysis (OMA) is a
highly valuable tool in the study of the behavior of the bridge. The covariance-driven stochastic subspace identification (Cov-
SSI) algorithm is amongst the methods considered most robust and accurate [2–5] and performs very well for traditionally
tested civil structures, such as suspension bridges and high-risers. The performance of the Cov-SSI algorithm applied on the
Bergsøysund Bridge has previously been studied by [6]. In the current study, it is applied on recordings of acceleration of the
bridge, to evaluate how it is affected by variations in the environmental conditions. The performances of various weighting
algorithms are also assessed. The results are compared with modal parameters obtained from the eigenvalue solution of an
model-updated version of the numerical prediction model presented in [7].

14.2 Covariance-Driven Stochastic Subspace Identification

The applied implementation of the Cov-SSI algorithm is based on the description given by Herman and van Der Auweraer
[8], and the reader is referred to the mentioned paper for specifics. Only the most important details are repeated here. The
starting point for the analysis is the block-Hankel matrix, ŒHi�, which is constructed with sub-matrices representing the
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correlation between all the measurement channels l, with varying time shifts, as follows:

ŒHi� D

2
6664
ŒR1� ŒR2� : : : ŒRi�

ŒR2� ŒR3� : : : ŒRiC1�
:::

:::
: : :

:::

ŒRi� ŒRiC1� : : : ŒR2iC1�

3
7775 (14.1)

Here, 2i corresponds to the maximum number of time lags, or equally valid, i corresponds to the number of block rows. The
correlation matrices are formally defined as:

ŒRk� D E
�fynCkgfyngT

�
(14.2)

where the vector fyng corresponds to the monitored quantities (accelerations) from all channels, for sample n. The sample-
shift k is related to the time lag through �t D kf �1

s , where fs is the sampling rate and �t represents the time lag. The
cross-correlation matrices may be efficiently computed based on FFT and IFFT, as is how the xcorr function built-in to
MATLAB is functioning.

The block-Hankel matrix can be decomposed into the corresponding observability and controllability matrices as follows:

ŒHi� D ŒOi�ŒCi� (14.3)

which further are defined as follows:

ŒOi� D

2
666664

ŒC�
ŒC�ŒA�
ŒC�ŒA�2

:::

ŒC�ŒA�i�1

3
777775
; ŒCi� D �

ŒG� ŒA�ŒG� : : : ŒA�i�1ŒG�
	

(14.4)

The matrices ŒA� and ŒC� refer to the discrete state matrix and discrete output matrix, respectively, from the stochastic state
space model describing the problem:

fznC1g D ŒA�fzng C fwng (14.5)

fyng D ŒC�fzng C fvng (14.6)

where fzng, fyng, fwng, and fvng correspond to the state vector, output vector, process noise and measurement noise,
respectively. The matrix ŒG� is formally defined as follows:

ŒG� D E
�fznC1gfyngT

�
(14.7)

After pre-multiplication with ŒW1� and post-multiplication with ŒW2�
T , the block-Hankel matrix is decomposed using

singular value decomposition (SVD), and thereafter truncated, as follows:

ŒW1�ŒHi�ŒW2�
T D �

ŒU1� ŒU2�
	 
Œ†1� Œ0�

Œ0� Œ†2�

� 

ŒV1�

T

ŒV2�
T

�
(14.8)

� �
ŒU1� ŒU2�

	 
Œ†1� Œ0�
Œ0� Œ0�

� 

ŒV1�

T

ŒV2�
T

�
(14.9)

D ŒU1�Œ†1�ŒV1�
T (14.10)

The truncation above represents an approximation due to noise and imperfections in the system; a system of finite order will
have non-zero values for Œ†2� in practice, and a manual specification of the order has to be made. The optimal order is not
known a priori, and a stabilization plot is used to distinguish physical poles from spurious ones, using multiple truncation
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levels (orders). A pole is deemed physical and stable, as opposed to spurious and unstable, if certain criteria for deviance of
modal quantities are fulfilled. One possible implementation of this is discussed in the sub-section below.

By combining Eqs. (14.3) and (14.8), the following estimate of the observability matrix is established:

ŒOi� D ŒW1�
�1ŒU1�Œ†1�

1=2 (14.11)

Then, the state matrix can be computed as follows:

ŒA� D ŒOdown�
�ŒOup� (14.12)

where the matrices ŒOdown� and ŒOup� both are subsets from ŒOi�, without the first or last l rows, respectively, and � denotes
the pseudo-inverse. The output matrix ŒC� is required to establish the physical mode shapes, and is retrieved from the first l
rows of the observability matrix, as follows:

ŒC� D ŒOi�1Wl (14.13)

By performing an eigenvalue decomposition of the discrete state matrix ŒA�, the discrete eigenvalues O�r and the system
eigenvectors Œ‰� are established, which thereafter are transformed to continuous eigenvalues and to eigenvectors with
coordinates referring to the sensor coordinates as follows:

�r D ln
� O�r

�
	 f �1

s ; Œˆ� D ŒC�Œ‰� (14.14)

where the modal transformation matrix Œˆ� has columns that refer to the identified mode shapes f�rg, where r is the mode
index.

14.2.1 Selection of Weighting Matrices

There are two traditional options for the weighting matrices ŒW1� and ŒW2� for Cov-SSI, namely the canonical variate analysis
(CVA) weighting and the balanced realization (BR) weighting.

The CVA weighting is commonly interpreted as the weights ensuring balanced energy levels for all the system modes (see
e.g. [8]). The following two Toeplitz-structured matrices are used as a starting point:

ŒRC� D

2
6664
ŒR0� ŒR1�T : : : ŒRi�1�T
ŒR1� ŒR0� : : : ŒRi�2�T
:::

:::
: : :

:::

ŒRi�1� ŒRi�2� : : : ŒR0�

3
7775 ; ŒR�� D

2
6664
ŒR0� ŒR1� : : : ŒRi�1�
ŒR1�T ŒR0� : : : ŒRi�2�
:::

:::
: : :

:::

ŒRi�1�T ŒRi�2�T : : : ŒR0�T

3
7775 (14.15)

The weights are thereafter defined as follows:

ŒW1� D ŒLC��1; ŒW2� D ŒL���1 (14.16)

where ŒLC� and ŒL�� are established from the Cholesky decomposition of ŒRC� and ŒR��, respectively. This weighting is
reported to yield a better identification of less excited modes. The Cholesky decomposition is not straightforward to perform
due to the poor conditioning of the input matrices. The authors observed that the block-Cholesky decomposition algorithm
described in [9], modified to use Gaxpy-rich Cholesky factorization, was rather robust.

BR weighting is analogous to using unit matrices for ŒW1� and ŒW2�.
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14.2.2 Efficient Stabilization Analysis

To determine if poles corresponding to analyses with different orders corresponds to the same mode, a modal indicator is
used, which in the current study is the modal assurance criterion (MAC) number. The MAC number between poles p and q
are computed as follows:

MACp;q D jf�qgTf�pgj2
f�qgTf�qg 	 f�pgTf�pg (14.17)

where the N	 is the complex conjugate operator. The poles from the current order are identified to correspond to the poles
from the previous order by finding the maximum value of the MAC between the poles in the different orders. The most
common choice for a modal indicator is the frequency, but because the modes are closely spaced in frequency, the MAC
number is a better choice for the current study. For a pole from a analysis with a higher order to be considered stable, it has to
fulfill the following criteria when compared to a previous reference pole: it has to deviate a maximum amount in frequency
and damping, and their mode shapes have to yield a MAC value above a certain threshold. To increase the clarity of the
stabilization plots, the parameter stability level is introduced. For a stability level of s, the above requirements have to be
fulfilled with all poles corresponding to calculations with 1-s orders lower than the queried pole.

14.3 The Bergsøysund Bridge

The Bergsøysund Bridge is a pontoon bridge with total length 931 m and main span 845 m, located on the northwestern coast
of Norway. It consists of a steel truss supported by seven concrete pontoons (Fig. 14.1). The bridge is arc-shaped to reduce
the bending moments due to lateral wave forces. The bridge is only supported in the ends, as no side-mooring is present. An
extensive monitoring system is currently operating on the bridge (Fig. 14.2). Three-dimensional anemometers are capturing
winds 7 m above the deck level at locations spread across the deck, while wave radars are monitoring the sea surface elevation
near the center of the bridge. Furthermore, the response of the bridge is measured by means of two triaxial accelerometers
on each pontoon and a single Global Navigation Satelite Systems (GNSS) displacement sensor located at midspan on top of
the deck. The reader is referred to Kvåle et al. [10] for a more in-detail description of the monitoring system.

Fig. 14.1 The Bergsøysund Bridge. Photograph by NTNU/K. A. Kvåle
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Fig. 14.2 Monitoring system. (a) Top view, including coordinate system definition. (b) Side view

Table 14.1 Vital statistics of the selected recording, initiated 06:47 on December 26, 2015, with a duration of 30 min

Waves Horizontal wind Accelerationa

Position SWH [cm]
Pontoon water
level [cm] Speed [m/s] Direction [ı] Lateral [mg] Vertical [mg]

Center (pontoon 4) 34.8 407 12.4 264.7 1.8 0.5

Quarter (pontoon 2) � � 12.3b 262.7b 1.4 0.5

The indicated wind direction corresponds to the angle of origin of the wind, where 0ı corresponds to winds along the x-axis indicated in Fig. 14.2
and increases in an clockwise manner.
a g is used as acceleration unit, and refers to the gravitational constant (g D 9:81m/s2).
b Reported wind statistics refer to anemometer A1, positioned close to pontoon 2. See Fig. 14.2.

14.4 Operational Modal Analysis

The following stability criteria were used: maximum frequency deviance of 1%, maximum damping deviance of 5%, and a
minimum MAC value of 95%. The stability level was chosen as s D 8 for the analyses of which all presented results are
based on. By investigating the statistical properties of captured recordings, a suitable time series was identified. In particular,
a recording with perpendicular winds and decent excitation levels was sought after. A recording made 06:47 on December
26, 2015, fits these requirements. Some vital statistics related to this recording are found in Table 14.1. Modal analyses
were performed both with BR and CVA weighting. The resulting stabilization plots are shown in Fig. 14.3, for both cases.
It is clear that the CVA weighting does help in identifying the less excited modes for the current analysis. However, it
is observed to behave rather erratically, and is very sensitive to input parameters, such as the number of block rows. The
agreement with an updated version of the numerical prediction model in [7] is indicated with lines in the stabilization plot
from the CVA analysis. To assess the effect of the increased stability level (s D 8), the stabilization plot from the analysis
with CVA weighting is also shown with s D 1 in Fig. 14.4. Increased stability level results in a better readability and
clarity of the stabilization plot. Table 14.2 shows the modal parameters of the CVA analysis together with modal parameters
obtained from the eigenvalue solution of the numerical prediction model. The corresponding mode shape comparison is
found in Fig. 14.5. Overall, a decent agreement is observed. The damping levels are not satisfactory, especially for modes 2,
4 and 5. The next sub-section indicates large variability of the damping ratios. Because the modes are closely spaced, they
are prone to switch their ordering in frequency with small changes in the excitation. Furthermore, the complex, coupled and
environment-dependent dynamic behavior is believed to make the appearance of the mode shapes more variable.
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Fig. 14.3 Stabilization plot from Cov-SSI analyses of the selected recording. Stabilization level s D 8. (a) BR weighting. (b) CVA weighting.
The lines indicate identified modes, with numbers corresponding to the modes from the numerical prediction model
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Fig. 14.4 Stabilization plot from Cov-SSI analysis of the selected recording with CVA weighting. Stabilization level s D 1

Table 14.2 Identified modal parameters compared with modal parameters from eigenvalue solution of numerical prediction model

Natural frequency, !r [rad/s] Damping ratio, �r [%]

Mode number Prediction Cov-SSI/CVA Prediction Cov-SSI/CVA MAC

1 0:58 0:59 1:63 5:16 0:94

2 0:99 1:08 12:25 4:47 0:32

3 1:03 0:99 11:24 11:62 0:86

4 1:05 1:02 5:00 2:53 0:53

5 1:17 1:22 7:67 4:88 0:95

6 1:38 1:42 5:91 6:93 0:78

7 1:44 1:51 3:28 2:65 0:98

8 1:87 1:96 1:07 0:96 0:67

9 1:95 1:98 3:62 3:15 0:90

10 2:23 2:21 0:43 1:86 0:89
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Fig. 14.5 Mode shapes from eigenvalue solution of numerical prediction model and identified from Cov-SSI/CVA. The numbering refers to the
numerical prediction. (a) Mode 1: numerical prediction. (b) Mode 1: Cov-SSI/CVA. (c) Mode 2: numerical prediction. (d) Mode 2: Cov-SSI/CVA.
(e) Mode 3: numerical prediction. (f) Mode 3: Cov-SSI/CVA. (g) Mode 4: numerical prediction. (h) Mode 4: Cov-SSI/CVA. (i) Mode 5: numerical
prediction. (j) Mode 5: Cov-SSI/CVA. (k) Mode 6: numerical prediction. (l) Mode 6: Cov-SSI/CVA. (m) Mode 7: numerical prediction. (n) Mode
7: Cov-SSI/CVA. (o) Mode 8: numerical prediction. (p) Mode 8: Cov-SSI/CVA. (q) Mode 9: numerical prediction. (r) Mode 9: Cov-SSI/CVA. (s)
Mode 10: numerical prediction. (t) Mode 10: Cov-SSI/CVA
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Fig. 14.6 Effects on modal parameters from changing significant wave height. (a) Effect on natural frequency. (b) Effect on critical damping ratio

14.4.1 Automatic OMA and the Effect of Varying Environment

By using the eigenvalue solution from the predictive numerical model as reference, the natural frequencies and critical
damping ratios are automatically identified for various environmental conditions. The numerical prediction model is
described in [7]. The MAC numbers between the predicted and measured mode shapes were required to have a value above
0:7, for storing as an identified mode. For the automatic OMA, the BR weighting is utilized due to higher robustness than the
CVA weighting. The natural frequency and critical damping coefficients of mode 1, 2 and 3 are compared to the significant
wave height (SWH) in Fig. 14.6. The SWH is defined as Hs D 4�, where � is the standard deviation of the wave elevation
process. Large variability in the modal parameters, in particular the damping ratios, are observed. The plots indicate that the
damping ratio is increasing for increased SWH. Increased SWH affects the three presented natural frequencies differently.
Furthermore, the scatter of the natural frequencies are reduced for increasing SWH, i.e., increased excitation levels. This
tendency is explained by the fact that a larger amount of the excitation is accounted for when the SWH is larger.

14.5 Concluding Remarks

The Cov-SSI method is successfully applied with different weighting schemes on the Bergsøysund Bridge, an end-supported
pontoon bridge in current operation, to identify the structure’s modal parameters. Damping ratios and MAC-values are poor
for certain modes. The CVA weighting scheme improves the clarity of the stabilization plot to a great extent. When the CVA
weighting is used in conjunction with a high stability level, the resulting stabilization plots become quite clear. On the other
hand, the CVA weighting implementation used is observed as very sensitive to the input time series and parameters, and
less robust than an unweighted analysis, i.e., BR weighting. The OMA procedure is made automatic by using the eigenvalue
solution from a predictive numerical model as reference, which shows that the bridge’s natural frequencies’ variability is
reduced when the excitation, represented by the SWH, is increased. Both mean value and variance of the damping ratios are
in general increased as a consequence of increasing SWH.
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Chapter 15
Probabilistic Analysis of Human-Structure Interaction in the Vertical
Direction for Pedestrian Bridges

Federica Tubino

Abstract This paper deals with the quantification of the effects of human-structure interaction in the vertical direction for
footbridges. Analyses are based on the study of a coupled system of the footbridge, modeled as a continuous dynamic
system, and pedestrians, schematized as moving single-degree-of-freedom systems, characterized by random dynamic
properties. The equivalent dynamic properties of the coupled system are estimated based on a state-space approach. Results
of Monte Carlo simulations show that pedestrians can strongly modify the dynamic properties of the footbridge, especially
regarding the damping ratio. A numerical application to some literature examples shows that the model is able to reproduce
experimental findings on real footbridges.

Keywords Footbridges • Human-structure interaction • Monte Carlo simulations • Probabilistic analysis • Serviceability

15.1 Introduction

Modern footbridges are very slender structures with low damping characteristics, and they are often characterized by
natural frequencies falling within the range of typical human step frequencies. Thus, the can be very sensitive to human-
induced vibrations and their serviceability assessment is becoming a central step in their design. Recent guidelines [1–5] and
research papers (e.g. [6]) provide simplified procedures to deal with their serviceability analyses. The author of the paper
has introduced an equivalent spectral model for human-induced forces on footbridges in unrestricted pedestrian traffic [7],
which has been validated both experimentally [8] and numerically [9]. Then, the model has been generalized in order to taken
into account pedestrian interaction in crowded conditions [10]. All these procedures are based on simplified expressions of
pedestrian-induced forces, which neglect human-structure interaction.

Recent literature has recognized that human-structure interaction could have a determinant role in the assessment
of human-induced vibrations of footbridges. Concerning vibrations in the lateral direction, it is widely recognized that
synchronization between pedestrians and footbridge motion may lead to instability problems (e.g. the London Millennium
Bridge). Many models have been introduced in the literature in order to model lateral synchronization. Dealing with
vibrations in the vertical direction, experimental measurements on real structures seem to demonstrate that human-structure
interaction is beneficial, providing an equivalent additional damping to the footbridge [11–13]. Thus, experimental tests in
laboratory conditions have been carried out on scaled footbridges, confirming the results on real structures [14]. Analogous
findings have been reported for staircases [15, 16]. Different models have been proposed in the literature to deal with
human-structure interaction in the vertical direction, mainly representing pedestrians as equivalent single-degree-of-freedom
or multi-degree-of-freedom systems [17–19], as an inverted pendulum [20], or as a bipedal walking model with damped
compliant legs [21, 22]. In the analysis of grandstands and stadia occupied by humans, some researchers have been modeling
sitting or standing humans as single- or multi- degree-of-freedom systems and analyzed the properties of the coupled system
from a deterministic [23] or probabilistic [24] point of view. The main issue in the analysis of human-structure interaction in
footbridges is the representation of pedestrian motion both in terms of the dynamic characterization of moving pedestrians
(experimental measurements available in the literature mainly deal with sitting or standing humans) and in the analysis of
the dynamic properties of the coupled dynamic system composed by the footbridge and the moving pedestrians. Within this
framework, two papers have been recently published where pedestrians have been modelled as moving SDOF systems with
random dynamic properties [25, 26]. In [25], the interaction among pedestrians is neglected, and an application to a specific
footbridge with fixed dynamic characteristics is shown. In [26], a modelling framework based on a microscopic model of
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multiple pedestrian traffic and schematizing pedestrians as moving single-degree of freedom systems with random dynamic
properties has been introduced [26]. Due to the complexity of the model, a limited number of numerical simulations are
carried out on four ideal footbridges with the same natural frequency and damping ratio and different modal mass, subjected
to three traffic scenarios have been reported. Furthermore, the effect of human-structure interaction is quantified through the
analysis of the footbridge dynamic response.

The objective of this paper is to provide a general overview of the effect of human-structure interaction on the dynamic
properties of a footbridge. The dynamic properties of the coupled system of the footbridge, modeled as a continuous
dynamic system, and pedestrians, schematized as moving single-degree-of-freedom systems, characterized by random
dynamic properties, are studied. The adopted dynamic model is the same as in [25], but, in order to get general results
valid for any specific structure, the equations of motion of the coupled system are written in non-dimensional form and
the main non-dimensional parameters governing the behavior of the coupled system are identified. The equivalent dynamic
properties of the coupled system are estimated based on a state-space approach through Monte Carlo simulations taking
into account the randomness of the dynamic properties of pedestrians. Results are provided both in terms of mean values
and standard deviations and they are provided for different combinations of the non-dimensional parameters identified. It is
shown that pedestrians can strongly modify the dynamic properties of the footbridge, especially regarding the damping ratio.
Furthermore, the model is applied to the study of human-structure interaction for real footbridges, demonstrating that the
model is able to reproduce experimental findings.

References

1. FIB: Bulletin 32—Guidelines for the Design of Footbridges, International Federation for Structural Concrete. Sprint-Digital-Druck, Stuttgart
(2005)

2. SETRA: Footbridges—Assessment of Vibrational Behaviour of Footbridges Under Pedestrian Loading. Technical Department for Transport,
Roads and Bridges Engineering and Road Safety, Ministry of Transport and Infrastructure, Paris (2006)

3. ISO10137: Bases for Design of Structures—Serviceability of Buildings and Walkways Against Vibration. International Organization for
Standardization, Geneva (2007)

4. BSI: UK National Annex to Eurocode 1: Actions on Structures—Part 2: Traffic Loads on Bridges. NA to BS EN 1991-2:2003. British Standards
Institution (2008)

5. HIVOSS: Design of footbridges guideline. Human induced vibrations of steel structures. http://www.stb.rwth-aachen.de/projekte/2007/
HIVOSS/download.php RFS2-CT-2007-00033, 2009

6. Piccardo, G., Tubino, F.: Simplified procedures for the vibration serviceability analysis of footbridges subjected to realistic walking loads.
Comput. Struct. 87, 890–903 (2009)

7. Piccardo, G., Tubino, F.: Equivalent spectral model and maximum dynamic response for the serviceability analysis of footbridges. Eng. Struct.
40, 445–456 (2012)

8. Tubino, F., Carassale, L., Piccardo, G.: Human-induced vibrations on two lively footbridges in Milan. J. Bridg. Eng. ASCE. 21(8), C4015002
(2016)

9. Tubino, F., Piccardo, G.: Serviceability assessment of footbridges in unrestricted pedestrian traffic condition. Struct. Infrastruct. Eng. 12(12),
1652–1662 (2016)

10. Ferrarotti, A., Tubino, F.: Generalized equivalent spectral model for pedestrian-induced forces on footbridges. J. Bridg. Eng. ASCE 21(12)
(2016). doi:10.1061/(ASCE)BE.1943-5592.0000963

11. Zivanovic, S., Pavic, A., Ingolfsson, E.T.: Modeling spatially unrestricted pedestrian traffic on footbridges. J. Struct. Eng. ASCE. 136, 1296–
1308 (2010)

12. Van Nimmen, K., Lombaert, G., Jonkers, I., De Roeck, G., Van den Broeck, P.: Characterisation of walking loads by 3D inertial motion
tracking. J. Sound Vib. 333, 5212–5226 (2014)

13. Dang, H.V., Zivanovic, S.: Modelling pedestrian interaction with perceptibly vibrating footdbridges. FME Trans. 41, 271–278 (2013)
14. Shahabpoor, E., Pavic, A., Racic, V.: Identification of mass-spring-damper model of walking humans. Structures. 5, 233–246 (2016)
15. Busca, G., Cappellini, A., Manzoni, S., Tarabini, M., Vanali, M.: Quantification of changes in modal parameters due to the presence of passive

people on a slender structure. J. Sound Vib. 333, 5641–5652 (2014)
16. Cappellini, A., Manzoni, S., Vanali, M., Cigada, A.: Evaluation of the dynamic behaviour of steel staircases damped by the presence of people.

Eng. Struct. 115, 165–178 (2016)
17. Matsumoto, Y., Griffin, M.J.: Dynamic response of the standing human body exposed to vertical vibration: influence of posture and vibration

magnitude. J. Sound Vib. 212(1), 85–107 (1998)
18. Matsumoto, Y., Griffin, M.J.: Mathematical models for the apparent masses of standing subjects exposed to vertical whole-body vibration.

J. Sound Vib. 260, 431–451 (2003)
19. Alexander, N.A.: Theoretical treatment of crowd-structure interaction dynamics. Proc. ICE Struct. Build. 159(SB6), 329–338 (2006)
20. Bocian, M., Macdonald, J., Burn, J.: Biomechanically-inspired modelling of pedestrian-induced vertical self-excited forces. ASCE J. Bridg.

Eng. 18(12), 1336–1346 (2012)
21. Qin, J.W., Law, S.S., Yang, Q.S., Yang, N.: Finite element analysis of pedestrian-bridge dynamic interaction. J. Appl. Mech. 81, 041001, 1–15

(2014)
22. Yang, Q.S., Qin, J.W., Law, S.S.: A three-dimensional human walking model. J. Sound Vib. 357, 437–456 (2015)

http://www.stb.rwth-aachen.de/projekte/2007/HIVOSS/download.php
http://dx.doi.org/10.1061/(ASCE)BE.1943-5592.0000963


15 Probabilistic Analysis of Human-Structure Interaction in the Vertical Direction for Pedestrian Bridges 119

23. Sachse, R., Pavic, A., Reynolds, P.: Parametric study of modal properties of damped two-degree-of-freedom crowd-structure dynamic systems.
J. Sound Vib. 274, 461–480 (2004)

24. Agu, E., Kasperski, M.: Influence of the random dynamic parameters of the human body on the dynamic characteristics of the coupled system
of structure–crowd. J. Sound Vib. 330, 431–444 (2011)

25. Caprani, C., Ahmadi, E.: Formulation of human-structure interaction system models for vertical vibration. J. Sound Vib. 377, 347–367 (2016)
26. Venuti, F., Racic, V., Corbetta, A.: Modelling framework for dynamic interaction between multiple pedestrians and vertical vibrations of

footbridges. J. Sound Vib. 379, 245–263 (2016)



Chapter 16
Effects of Seismic Retrofit on the Dynamic Properties of a 4-Storey
Parking Garage

Ilaria Capraro and Carlos E. Ventura

Abstract This paper presents the results of an Ambient Vibration Test (AVT) conducted in March 2015 on the Health
Sciences Parkade at the University of British Columbia in Vancouver, Canada. A similar test was conducted in March 2014
before the Parkade was subjected to different interventions for seismic retrofit purpose between July and October 2014.

Natural frequencies, modal damping and mode shapes were identified with the Frequency Domain Decomposition (FDD),
the Enhanced Frequency Domain Decomposition (EFDD) and the Stochastic Subspace Identification (SSI) techniques.
Results showed good agreement between the different methods and confirmed the ones obtained from the 2014 data analysis.

Six modes were identified up to a frequency of 8.4 Hz, showing a slight increase of the frequency values with respect
to the 2014 results, with a maximum of about 10% for the fundamental mode. In addition to the previous test, it was also
possible to identify the site period, which corresponded to a frequency of 0.64 Hz. The effects of the retrofit on the values of
natural frequencies are further discussed in the paper.

Keywords Ambient vibration test • Modal analysis • Seismic retrofit • Operational conditions • Site period

16.1 Introduction

This paper presents the results of an Ambient Vibration Test on the Health Science Parkade at the University of British
Columbia in Vancouver, Canada. The test was conducted during the spring 2015 after the Parkade was subjected to significant
interventions for seismic upgrade. The purpose of the test was to compare the results and to understand how and in what
extent such interventions affected the natural properties of the structure.

The Health Sciences Parkade can be considered as a combination of two 4-storey reinforced concrete buildings which
are interconnected by sets of three ramps each level. The principal lateral force resisting systems is composed by internal
shear walls which work jointly with a reinforced concrete moment frame. The north building has also a basement to which
is allocated extra parking space. At basement level, external shear walls and additional internal walls are present, providing
additional stiffness to the structure at that level. A picture of the Health Science Parkade is given in Fig. 16.1.

16.2 Seismic Upgrade

The Health Sciences Parkade was built in 1979. After the first Ambient Vibration Test, the Parkade was subjected to different
structural interventions during the summer of 2015. These interventions aimed to improve the structural performance of
the Parkade to seismic loads. The works of seismic upgrade affected several locations of the Parkade, which was kept
operational during the interventions. The principal shear walls have been reinforced at each end with additional reinforced
concrete columns and the application of fibre reinforced polymer (FRP) composites. Some details of these interventions are
shown in Figs. 16.2 and 16.3. Moreover, new foundation at the ground floor have been constructed with the installation of
anchor bolts and mini-piles. Similar technique involving FRP composites was applied to strengthen some of the slabs at
the upper floors. The external perimeter of the basement has been walled up with a new reinforced concrete shear wall on
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Fig. 16.1 North elevation of the Parkade from East Mall and Hospital Ln

Fig. 16.2 Additional RC
columns to shear walls, under
construction

four locations on the longitudinal edges of the parking ramps (Figs. 16.4 and 16.5). A further intervention was performed
on the internal timber bumpers, which have been substituted with reinforced concrete curbs at all levels, as shown in
Figs. 16.6 and 16.7.

16.3 Ambient Vibration Test

The ambient vibration test was performed on Saturday March14th, 2015 at the Health Sciences Parkade at the University
of British Columbia in Vancouver by a group of five graduate students. During this period, the Parkade was experiencing
a lower level of traffic than a regular weekday. A total of nine Tromino sensors [1] have been used to perform the ambient
vibration test. One sensor was kept as reference at the second floor, while the remaining eight sensors were placed at the
corners of the slabs and on the ramps of the structure. These roving sensors were arranged in a total of five different setups
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Fig. 16.3 Anchor bolts on
internal shear walls, under
construction

Fig. 16.4 External shear wall and short columns, before upgrade

as to capture the response of the structure at the most significant locations. Detailed illustration of the sensors locations and
their orientation is provided in Fig. 16.8. The sampling frequency was kept as constant to 128 Hz. The recorded data was
synchronized into ASCII file via computer program Grilla [1].

The natural properties of the structure, such as natural frequency, mode shapes and damping have been identified with
different Operational Modal Analysis techniques. The analyses have been carried out with computer program ARTeMIS
Modal v3.0 [2]. The data collected during the test were preprocessed and decimated to a frequency range of 0–16 Hz,
considering ten projection channels and the resolution set to 1024.

The Frequency Domain Decomposition (FDD) technique allowed to estimate the first 6 natural modes up to a frequency
of 8.5 Hz. The plot for singular values of the spectral density matrix in Fig. 16.9. For sake of comparison, a similar plot
obtained through the test run in 2014 before seismic upgrade is given in Fig. 16.10. The fundamental mode has been found to
be a first bending mode in the longitudinal N–S direction and occurred at 3.05 Hz. The second natural mode was identified as
a first mode in torsion and corresponded to a frequency of about 3.8 Hz. The remaining modes involve bending in both N–S
and E–W and torsion, which sometimes occurred coupled to a bending mode. With the FDD method it was also possible to
identify the site period, which corresponded to a frequency of about 0.6 Hz.
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Fig. 16.5 New external shear walls, during construction

Fig. 16.6 Timber bumpers, before seismic upgrade

Fig. 16.7 New reinforced concrete beam, under construction
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Fig. 16.8 Sensor location and orientation, setup configuration

Fig. 16.9 Singular values of the spectral densities, 2015 results (after seismic upgrade)

The analysis was repeated also with the Enhanced Frequency Domain Decomposition (EFDD) technique, as to estimate
the value of natural damping for each mode. This analysis confirmed the frequency values obtained by the previous analysis
and the damping values were found to be between 0.2 and 3.3% for the different modes.

In order to further confirm the results obtained via frequency domain, the data was analyzed with the Stochastic Subspace
Identification (SSI-PC) method. The analysis in the time domain led to results which correlated very well to the ones obtained
in the frequency domain in terms of natural frequency values. As for the damping values, the results agreed very well for
the first fundamental mode, while they slightly diverged for the higher modes. The six mode shapes are illustrated in Figs.
16.11, 16.12, 16.13, 16.14, 16.15, 16.16 and the site period is illustrated in Fig. 16.17.

A detailed summary of the natural frequencies, damping values and description of the modes is given in Table 16.1.
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Fig. 16.10 Singular values of the spectral densities, 2014 results (before seismic upgrade)

Fig. 16.11 Mode 1, 1st N–S longitudinal at 3.05 Hz

16.4 Comparison with the Results Before Seismic Retrofit

Another Ambient Vibration Test was carried out in March 2014, before the seismic upgrade interventions. Details on the test
and the results can be found in literature [3, 4]. The results in terms of natural frequencies are summarized and compared in
Table 16.2.

After the structural upgrade, the increase in frequency is found to be around 10% for the fundamental mode. This pattern
does not hold for the higher modes, where a clear trend cannot be recognized and the results of the second test do not differ
significantly from the ones obtained during the first test.

The two ambient tests were planned according a similar method, the only condition that changed was the traffic volume
experienced by the Parkade. The first test was conducted during a weekday, when the operational condition is higher level
of traffic, while the second test was performed on a Saturday and less vehicles were present in the structure. Provided that a
common trend for the change in values cannot be determined, the difference in frequency is expected to be the result of the
seismic upgrade interventions only, or however, that the traffic conditions do not represent a significant variable in this study.
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Fig. 16.12 Mode 2: 1st torsion at 3.82 Hz

Fig. 16.13 Mode 3: 1st torsion and 1 E–W transversal at 4.58 Hz

Fig. 16.14 Mode 4: 2nd torsion at 5.94 Hz

16.5 Conclusions

As a result of the Ambient Vibration Test, six modes have been identified up to a frequency of about 8.5 Hz. The fundamental
mode occurs at 3.05 Hz and corresponds to a first bending mode in the N–S longitudinal direction. The results obtained with
the different techniques in frequency and time domain agree reasonably well with each other. The presence of the mode
shapes identified before the structural interventions was also confirmed by the second test.
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Fig. 16.15 Mode 5: 2nd N–S longitudinal at 7.07 Hz, antisymmetric mode

Fig. 16.16 Mode 6: 3rd N–S longitudinal at 8.34 Hz, symmetric mode

Fig. 16.17 Site period at 0.64 Hz, undeformed configuration in solid green color

The comparison of the results between the two tests led to an increase of the first fundamental frequency of about 10%,
which results into an increase of roughly 20% on the overall stiffness of the structure. A similar trend could not be recognized
for the higher frequencies in the longitudinal direction, nor for the transversal and torsional modes of vibration. These
findings were confirmed by the interventions for seismic upgrade, as they were made mainly on the lower floor and they
were expected to modify significantly the stiffness in the longitudinal direction.

In addition to what found with the 2014 test, with the test preformed in 2015 after the structural interventions was also
possible to clearly identify the site period at a frequency of about 0.64 Hz.
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Table 16.1 Summary of the results of the ambient vibration test of March 2015

Frequency [Hz] Damping [%]
Mode FDD EFDD SSI-PC EFDD SSI-PC Comment

Site period 0.641 0.651 – 3.52 – Site period
1 3.047 3.064 3.059 3.24 3.272 1st N–S longitudinal
2 3.822 3.904 3.897 2.37 3.617 1st torsional
3 4.578 4.48 4.36 1.48 5.502 1st torsional C 1st E–W transversal
4 5.941 5.914 5.949 1.08 2.395 2nd torsional
5 7.069 7.09 7.184 0.24 3.438 2nd N–S longitudinal antisymmetric
6 8.344 8.318 8.499 0.40 2.671 3rd N–S longitudinal symmetric

Table 16.2 Comparison of the results before and after the seismic upgrade

Mode 2014 FDD results 2015 FDD results Difference [Hz] Difference [%]

1 2.756 3.047 0.291 10.56%
2 3.875 3.822 �0.053 �1.37%
3 4.413 4.578 0.165 3.74%
4 5.781 5.941 0.16 2.77%
5 7.25 7.069 �0.181 �2.50%
6 7.931 8.344 0.413 5.21%
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Chapter 17
Analytical and Experimental Study of Eddy Current Damper
for Vibration Suppression in a Footbridge Structure

Wai Kei Ao and Paul Reynolds

Abstract Eddy current damping has been extensively developed in recent years and is widely used in the mechanical
engineering sector, for example, in railway and turbine braking systems as well as in car vibration control systems. Vibration
control approaches for civil engineering structures still usually rely on more traditional approaches, such as viscous and tuned
mass dampers. The use of novel Eddy current damping devices has the potential to complement these traditional approaches
and is the focus of the work presented here.

The Eddy current damper (ECD), which is a kind of electromagnetic induction damper, comprises a permanent magnet, a
conductor and framing components. In this study, an ECD is developed and investigated to provide an alternative to viscous
dampers that often exhibit undesirable non-linear characteristics arising from friction. Since the moving components of an
ECD are not in contact, the influence of friction is negligible. A finite element model is initially used to evaluate the ECD
damping properties and employed on a footbridge structure. The finite element and analytical results demonstrate satisfactory
augmentation of damping effect under both random and harmonic signal input.

Keywords Eddy current damper (ECD) • Permanent magnet • Conductive material • Electromagnetic forces • Method
of image

17.1 Introduction

The research work described here focuses on improving the vibration serviceability performance of civil engineering
structures, for example, buildings, floors and footbridges subjected to different types of dynamic excitation. This is required
since increasing problems with vibrations have been observed as a consequence of the increased use of very slender and
flexible structures with low inherent damping.

Previously, there have been many approaches used to tackle vibration serviceability problems, including passive (e.g.
tuned mass dampers (TMD), viscoelastic dampers (VE) and friction dampers), active (e.g. active mass dampers) and semi-
active (e.g. magnetorheological dampers) techniques.

As an alternative to traditional vibration suppression devices, Eddy current damping (ECD) devices have been proposed
to suppress system vibrations in the mechanical sector. The concept of passive ECD is to utilise relative motion between a
permanent magnet and a conductor to create a resistance force. For a braking system [1], a cylindrical magnet and conductor
plate of arbitrary shape were chosen to provide Eddy current damping according to their relative motion. After that, a simple
theoretical study of rectangular magnet and conductor geometry ([2] and [3]) was developed. It included a calculation of
induced electrical intensity during the conductive plate passed through a rectangular geometry magnet. Coulomb’s law was
used and assumed the magnet had an infinite boundary.

A simple example of ECD is shown in [4], which considers the example of a neodymium magnet dropping through
a conductive tube. In this example, the magnet is slowed as a result of resistance forces developed by the induced Eddy
currents in the tube. This simple model illustrates resistance to motion, which can be used to generate vibration damping via
fundamental electromagnetic induction theory.

Some other examples have been used in a small scale structure [5] and [6], where a non-contact Eddy current damper was
applied to perform vibration suppression on a small scale cantilever beam. These are just some of a large number of previous
ECD studies that illustrate the use of this induced resistance force to attenuate vibration.
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Large scale classical tuned mass dampers (TMD) can be employed to provide an effective solution to mitigate vibration
problems in civil engineering structures. Usually, viscous dampers are utilised to achieve the required damping in the TMDs.
Whilst the design of such dampers tends to be simple, they have several disadvantages. These include oil leakage and the
fact that the magnitude of damping cannot usually be adjusted after installation, leading to sub-optimal TMD performance.
Therefore, an ECD design was investigated [7] to provide Eddy current damping to an optimally designed large scale TMD.
In [8], the basic theoretical and experimental analysis of a magnetically damped TMD was presented and a laboratory scale
ECD was implemented to perform vibration suppression on a small mock-up bridge structure.

This paper describes firstly the fundamental electromagnetic induction theory, which can be utilised to calculate the
analytical damping force of an ECD involving the classical infinite and finite (method of image) boundary of a conductor.
Next, a case study of a footbridge structure is presented, which uses a TMD design with Eddy current damping element. This
work includes a finite element (FE) model that can be compared to the analytical calculation.

17.2 Fundamental Electromagnetic Induction Theory

The basic law of electromagnetism is Faraday’s law or electromagnetic induction. The relative motion between a magnetic
field and a conductor can induce an electromotive force (emf) and hence a current within the conductor (Eddy current). This
represents an electric generator converting mechanical energy into electrical energy. In this study, this induced energy is
being utilised to provide the non-contact Eddy current damping.

17.2.1 Modelling Eddy Currents and Electromagnetic Force of ECD

Figure 17.1 shows a rectangular conductive plate which is assumed to have infinite dimension size [9] and [10]. On the
conductive plate, there is a finite sized permanent magnet. The dimension of the magnet is 2a in length, 2b in width and t in
thickness. Note that the magnet is rectangular in shape.

The magnetic flux density is directed into the page as shown in Fig. 17.1. Therefore, the magnetic flux density is in the
negative z direction. The vector of magnetic flux density B can then be expressed as

B D Bx i C By j C .�Bz/ k (17.1)

where Bx, By and Bz are the individual components of magnetic flux density B in the x, y and z directions, respectively. Note
that in this case the magnetic flux density of the x and y components is zero, and hence only the z direction component
contributes to the electromagnetic force.

In Fig. 17.1c, the conductive plate is assumed to move in the positive horizontal direction. The velocity vector v can be
written as

v D vx i C vy j C vz k (17.2)

(a) (b) (c) (d)

Fig. 17.1 Concept of generation of electromagnetic force via moving plate in a magnetic field. (a) 3D view of vertically moving conductive plate.
(b) Front view with electrical charge moving in Vy. (c) 3D view of horizontally moving conductive plate. (d) Front view with electrical charge
moving in Vx
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which can be re-written as

v D vx i C .�vy/ j C vz k (17.3)

Figure 17.1a shows the conductive plate vy moving in the negative y direction, whilst the other directional components
have no contribution. In addition, all of these values are time-invariant.

In general, several basic electromagnetic theories can now be used to calculate the electromagnetic damping force.
The magnetic field B is defined in terms of the force FB acting on a test particle with charge q moving through the field

with velocity v. Therefore, the magnetic force or Lorentz’s force on the charge q can be obtained as follows:

Fem D qv � B D
I

idl � B D
I

i

A
A 	 dl � B D

Z
i

A
dV � B D

Z
J � BdV (17.4)

where i is the electric current, A is an outward normal unit area vector, V is a volume of magnetic pole projection, and J
can be defined as the current density, which stands for current per area. However, the current density can also be defined by
multiplying the conductivity of the material and the electric field, as follows:

J D E (17.5)

The total electric field intensity induced on the conductive plate can be calculated as

E D Eind C Ev D Eind C v � B (17.6)

where E is total electric field intensity, Eind is the induced electric field intensity of the electric charged particle, and Ev is an
electric field intensity caused by the magnetic field in addition to that of the electric charged particle, which is also the cross
product of velocity and magnetic flux density. Equation (17.5) can now be rewritten as follows:

J D  .Eind C Ev/ (17.7)

17.3 The Method of Image Current

The previous section was developed based on a conductive plate with infinite x and y dimensions. In this section, the method
of image ([11] and [12]) is presented to calculate the ECD electromagnetic force, using finite x and y dimensions, which
cause the Eddy currents to be zero at the edges of the conductive plate.

The solid line in Fig. 17.2 shows the infinite boundary condition of Eddy current density J.p/. The two tails of the curve
extend infinitely in the positive and negative directions. Due to the finite actual dimensions of the plate, the curve does not
exactly express the real current flowing, which potentially might cause a calculation error.

To solve this problem, the tails of the profile of J.P/ are reflected about axes of symmetry corresponding with the edges
of the conductive plate. In this case, the image current density on the left-hand edge (Jileft ) is reflected to the right and the
right-hand edge Jiright is reflected to the left. Hence, the edge effect can be eliminated.

From this point of view, when the conductive plate moves in the y direction, the mathematical expression of the primary
and image current density shows the following relationship

J0
x D J0

xi D J.P/x i � J
.iright/
x i � J

.ileft/
x i (17.8)

The image Eddy current density is symmetrical to the primary Eddy current density. Looking at the y movement of the
conductive plate, Jileft can be expressed in terms of J.P/ using a coordinate transformation, as given by

J
.iright/
x i D J.P/x .2B � x; y/ i D 

�
�vyBz

2�



tan�1
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y � a
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� tan�1

�
y C a

2B � x � b


C tan�1

�
y C a

2B � x C b


� tan�1

�
y � a

2B � x C b

��
i

(17.9)
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(a) (b)

Fig. 17.2 Eddy current density using method of image for moving conductive plate in y and x direction. (a) Single magnetic pole projections
moving conductive plate in y direction. (b) Single magnetic pole projections moving conductive plate in x direction

The same method can be used to express Jiright in terms of J.P/, as given by

J
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When the updated Eddy current density is obtained, it can be substituted into Eq. (17.4) to calculate the electromagnetic
force by J0

x. Hence, the force can be written as

Fem;y D Fem;y j D �
Z

Jx
0 � BzdVj D � t

Z a

�a

Z b

�b

�
Jx
.P/ � Jx

.iright/ � Jx
.ileft/

�
Bzdxdyj (17.11)

Similarly, moving the conductive plate in the x direction as shown in Fig. 17.2b, the method of image can also be used.
Therefore, the total updated Eddy current density in the y component can be shown as follows

J0
y D J0

y j D J.P/y j � J
.iright/
y j � J

.ileft/
y j (17.12)

where coordinate transformations can again be used to shift the primary Eddy current density J.P/y to locations .x; 2A � y/
and .x;�2A � y/, as given by Eqs. (17.13) and (17.14), respectively
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Hence, the total Eddy current density in the x direction can be calculated by combining J.P/y j, J
.iright/
y j and J

.ileft/
y j and then

the result can be used to calculate the electromagnetic force, as given by

Fem;x D Fem;x i D �
Z
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0 � BzdVi D � t

Z a

�a

Z b

�b

�
Jy
.P/ � Jy

.iright/ � Jy
.ileft/

�
Bzdxdyi (17.15)

17.4 ECD Application to Tuned Mass Damper Design for a Footbridge

In this section a real footbridge is used as a case study. Figure 17.3 shows a footbridge located in the UK. The structure is
very slender and has three long spans between two column supports. An ECD is considered as a damping element within a
TMD to achieve the required damping for the project.

Figure 17.4a shows the results of modal analysis carried out by the bridge designer. It can be seen that the second mode
shape of this structure shows significant vertical bending.

A vibration serviceability assessment of the bridge was carried out by Full Scale Dynamics Ltd (FSDL). For application
of the excitation scenarios from the NA to BS EN 1991-2:2003, Fig. 17.4b and c show responses calculated due to a group of
people jogging and a crowd of people walking. For the response analysis, modal damping ratios were assumed in all modes
of vibration to be 0.2%. It was assumed that the maximum allowed peak acceleration was 1.0 m/s2 and the walking path was
along the centreline of the bridge.

For both cases of group jogging and crowd walking, the responses exceeded the allowed limits in the second span of the
footbridge, which represented a potential vibration serviceability problem on this structure. Hence, the use of a tuned mass
damper (TMD) box (as shown in Fig. 17.5) was considered to overcome the vibration problem.

The basic components of a TMD are tuning mass, stiffness element and damping device. An ECD can be chosen to provide
a damping element for the TMD. Because the ECD is an non-contact damper, it does not have any additional Coulomb’s
friction contribution. The space available for the ECD is 640 � 260 � 88 mm. From the TMD design, the required damping
coefficient is 2.4 � 103 Ns/m, the maximum velocity is ˙0.48 m/s and the required stroke is ˙30 mm.

Section 17.2.1 showed the copper plate moving in the vertical direction. The horizontal magnetic pole projection can be
used for ECD design to achieve the required damping. Therefore, the layout shown in Fig. 17.6 can be utilised.

The clearance space between the TMD mass block and bridge structure is 88 mm, including the moving stroke ˙30 mm.
The magnet height is designed to have 28 mm height. Figure 17.6b and c show the relative dimensions of the ECD design.
The ECD has a volume of 350 � 182 � 56.5 mm and the copper plate has 4 mm thickness with height 30 mm.

Figure 17.7a shows the FEM meshing of the ECD. As the copper plate moves with velocity 0.48 m/s, the damping force
calculation is shown in Fig. 17.7b. The vertical component of the output force is the target design damping force. The
maximum value achieved is 1260 N and the average value is 1150 N, which meets the design requirement. The damping

Fig. 17.3 Case study footbridge
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Fig. 17.4 Case study footbridge vibration serviceability assessment. (a) Second mode shape. (b) Group jogging 0.2% damping. (c) Crowd walking
0.2% damping

Fig. 17.5 Schematic 3D view of the TMD box

(a) (b) (c)

Fig. 17.6 Case study footbridge Eddy current damper design. (a) Conceptual Eddy current damper. (b) Front view. (c) Top view

force from FEM can be compared to the analytical calculation. Using infinite boundary condition, the damping force is
1398 N, while when using the method of image, the force is 1233 N. It can see that the analytical calculation is higher than
the FEM results, which might be caused by the assumption of uniform magnetic field distribution and other directional edge
effect of the ECD analytical calculation. However, further discussion is not included here.



17 Analytical and Experimental Study of Eddy Current Damper for Vibration Suppression in a Footbridge Structure 137

(a) (b)

Fig. 17.7 Finzels Reach footbridge FEM and damping force outcome. (a) Meshing of ECD. (b) ECD damping force

(a) (b)

Fig. 17.8 ECD of Finzels Reach footbridge magnetic flux density and current density of one copper plate demonstration. (a) Magnetic flux
density. (b) Current density

On the other hand, the relative magnetic flux density can be shown in Fig. 17.8a. The vector plot demonstrates the
orientation of magnet flux density points in a single direction. The current density is shown in Fig. 17.8b, where it can be
seen that the flowing current tends to loop in one direction. The above vector plots are selected for an instantaneous time.
However, the distribution of the parameters at different time steps can change over time. This shows that the uniformity
assumption might not be appropriate, but it is good enough to perform a preliminary design of the ECD.

17.5 Discussion and Conclusions

This study has investigated an alternative damping source for inclusion in a TMD to mitigate vibration of a footbridge
structure. Therefore, an electromagnetic damper (EMD) or Eddy current damper (ECD) has been considered for this
application. Based on this idea, electromagnetic induction theory was presented, including the method of image to find
out the electromagnetic damping force analytically.

After the introduction of the ECD, a footbridge structure was used as a case study. The vibration serviceability assessment
of the footbridge illustrated that it had a potential problem over the second and third span, and the adoption of a TMD was
recommended to deal with this circumstance. An ECD was considered as the damping element of the TMD, in contrast to
the use of traditional viscous damping. After the design process, a projection panel of ECD with eight single magnetic poles
was presented. The FEM and analytical simulation results showed that such a damper can match the design requirement in
this case.
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Chapter 18
Nonlinear Damping in Floor Vibrations Serviceability: Verification
on a Laboratory Structure

Onur Avci

Abstract Damping is a critical parameter in dynamics of structures which has been proven to be dependent on the amplitude
of the applied force on the structure. This is known as nonlinear damping or amplitude-dependent damping. While the
nonlinear characteristics of damping have been studied thoroughly for earthquake and wind loading excitations; it has not
been comprehensively studied for floor vibration serviceability applications.

This paper focuses on a laboratory structure in an attempt to shed some light on obtaining and verifying the modal damping
ratio with experimental and analytical studies. Finite element models were built and updated per static and dynamic tests
conducted in laboratory environment. The nonlinear damping behavior of the laboratory structure is verified for different
amplitudes of sinusoidal excitations.

Keywords Floor vibrations • Serviceability • Damping • Nonlinear damping • Amplitude dependent damping

18.1 Introduction

Damping is a critical parameter in structural dynamics. Dealing with damping has been a challenge for floor vibrations
researchers as the acceleration predictions are very sensitive to damping ratio values. While the nonlinear nature of damping
is extensively researched for seismic and wind excitations [1–13], it is not studied in great detail for floor vibrations
applications. Damping has been reported to have a material and non-material components. Material damping is due to the
energy dissipation capacities of the structural materials. Non-material damping on the other hand, is due to the surroundings
of the vibrating structure. Material damping has three components: Coulomb damping, viscous damping and radiation
damping.

This paper focuses on the amplitude depending characteristics of damping based on the experiments conducted on a
laboratory footbridge structure. The structure was studied extensively with static and dynamic tests; 3D finite element (FE)
models were created. There has been numerous static and dynamics tests conducted on the structure, all of which were used
to fine-tune the three-dimensional finite element model for various bottom chord extension configurations [14–21]. This
paper is presenting the results of a study on the nonlinear damping behavior of the structure.

18.2 Experimental Modal Testing on the Laboratory Structure

The laboratory structure dimensions are 2.2 m by 9.2 m. The cold-formed deck is 38 mm deep and concrete slab depth is
114 mm resulting in a total slab depth of 152 mm. The slab is supported on two parallel 30 K7 � 9.2 m joist members at
1.2 m on center (Fig. 18.1).

Vibration testing is done for two different bottom chord extension configurations to determine the modal parameters
(natural frequencies, mode shapes and modal damping ratios). Stage 1 is the configuration for bottom chords being extended
to the supports and Stage 2 is the configuration for the bottom chords extensions are removed from the structural system.
Individual FRF results, MEScope curve fitting approximations and FE model predictions are presented in Table 18.1 [15].
According to Table 18.1, removing the bottom chord extensions from the system (Stage 2) results in a 14% decrease in the
natural frequency of the first bending mode (the frequency dropped from 8.08 Hz to 6.95 Hz). Stage 1 natural frequency
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Fig. 18.1 Laboratory structure, 2.2 m � 9.2 m

Table 18.1 First bending mode natural frequencies and damping ratios for the footbridge [15]

First bending mode frequency, fn (Hz) Modal damping ratio (�)

Stage
Individual
FRF

Curve fitting of
vibration data
(MEScope)

FE model
(SAP2000)

Half-power
method
(Individual FRF)

Curve fitting of
vibration data
(MEScope)

Time domain decay
curves (filtered to
capture first mode only)

1 8.00 8.08 7.99 0.00284 0.00451 0.01300
2 6.95 6.95 7.03 0.00453 0.00448 0.02200

Fig. 18.2 Mode shapes with commercial FE software

of the first mode is higher than the Stage 2 natural frequency which means the bottom chord extensions provided stiffness
to the structure. From Table 18.1, it can be observed that the curve fitted MEScope and FE model (SAP2000) frequency
predictions are in very good agreement (within 2%). Moreover, according to Table 18.1, the frequency domain methods for
the prediction of modal damping ratio (half-power method and MEScope curve fits) do not agree [22]. The time domain
method (simple decay curves) results in a higher damping ratio than the frequency domain method predictions.

As a result of the inconsistency in the modal damping ratio values of Table 18.1, it is not clear what to use for the damping
values in the FE models. In order to overcome the modal damping ratio inconsistency, sinusoidal excitations are applied to
the structure to put the system in resonance. By doing so, the effective mass procedure can be followed for the structure in
resonance to find the modal damping ratios. FE model mode shapes are shown in Fig. 18.2.

18.3 Resonance of the Structure

18.3.1 Stage 1 Configuration

For Stage 1, the structure was put in resonance by a shaker placed at the midspan, at three levels of excitation amplitudes.
The results are shown in Table 18.2.
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Table 18.2 Test and FE model results for Stage 1

Sine excitation
amplitude at 8 Hz
frequency

Acceleration
response
amplitude (Test)

Acceleration
response amplitude
SAP2000

(N) (lbs) (%g)

Calculated damping
ratio (�) using
Me D 0.470 M (%g)

Acceleration response
amplitude ratio:
SAP2000/Test

56.5 12.7 0.14 0.00690 0.135 0.964
118.8 26.7 0.26 0.00781 0.252 0.969
198.8 44.7 0.36 0.00944 0.348 0.967

Table 18.3 Test and FE model results for Stage 2

Sine excitation
amplitude at 6.95 Hz
frequency

Acceleration
response
amplitude (Test)

Acceleration
response amplitude
SAP2000

(N) (lbs) (%g)

Calculated damping
ratio (�) using
Me D 0.502 M (%g)

Acceleration response
amplitude ratio:
SAP2000/Test

33.8 7.6 0.12 0.00451 0.1226 1.022
53.4 12.0 0.17 0.00503 0.1736 1.021
120.1 27.0 0.24 0.00801 0.2453 1.022
195.7 44.0 0.32 0.00979 0.3271 1.022

18.3.2 Stage 2 Configuration

For Stage 2, the structure was put in resonance again by a shaker placed at the midspan, at four levels of excitation amplitudes.
The results are shown in Table 18.3.

18.4 Damping Ratio Back-Calculations Using Effective Mass

When the structure is in resonance, the resulting peak acceleration amplitude can be used to calculate the effective mass of
the specific mode. The relationship between the effective mass, peak acceleration amplitude, the input excitation amplitude
and the modal damping ratio can be derived.

It is known that for harmonic vibration with viscous damping:

mRu C cPu C ku D p0 sin !t (18.1)

u.t/ D uc.t/C up.t/ (18.2)

The transient decay component is:

uc.t/ D e��!nt ŒA cos !Dt C B sin !Dt� (18.3)

The steady-state response component is:

up.t/ D C sin !t C D cos !t (18.4)

For ! D !nI C D 0 and D D �.ust/0
2�

(18.5)

For ! D !n and zero initial conditionsI

A D .ust/0
2�

and B D .ust/0

2
p
1 � �2 (18.6)
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.ust/0 D p0
k

(18.7)

u0 D .ust/0
2�

(18.8)

!D Š !n (18.9)

Therefore,

u.t/ Š .ust/0
2�

�
e��!nt � 1� cos !nt (18.10)

u.t/ D e��!nt ŒA cos !Dt C Bsin!Dt�C Csin!t C D cos !t (18.11)

u.t/ D .ust/0 	 1
2�

"
e��!nt

 
cos !Dt C �p

1 � �2 sin!Dt � cos !nt

!#
(18.12)

u.t/ D .ust/0 	 1
2�

	 e��!nt

 
cos !Dt C �p

1 � �2 sin!Dt

!
� .ust/0 	 1

2�
cos !nt (18.13)

A D .ust/0
2�

(18.14)

B D .ust/0
2�

	 �p
1 � �2 D .ust/0

2
p
1 � �2 (18.15)

For lightly damped structural systems;

�p
1 � �2 sin!Dt ! 0 (18.16)

Also, since

!D Š !n (18.17)

Then, Eq. (18.13) can be written as:

u.t/ D .ust/0
1

2�

�
e��!nt � 1� . cos !nt/ (18.18)

u0 D .ust/0
2�

! u.t/

.ust/0
D 1

2�
(18.19)

u.t/

p0=k
D 1

2�
! u.t/

p0
D 1

2�k
(18.20)

Multiplying both sides with (2� f )2:

u.t/

p0=k
.2� f /2 D 1

2�k
.2� f /2 D !2

2�k
! u.t/

p0=k
!2 D !2

2�k
! Ru.t/

p0=k
D !2

2�
(18.21)

Then,

Ru.t/
p0

D !2

2�k
(18.22)
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Fig. 18.3 Input excitation and system response at resonance

Table 18.4 Effective mass for
the first bending mode

Stage Effective mass calculations per MEScope mode shapes

1 0.470 M
2 0.502 M

Therefore,

Ru.t/
p0

D k=m

2�k
D 1

2�m
(18.23)

Equation (18.22) can also be written as;

Ru.t/ D p0
2�m

(18.24)

When both sides are divided by gravitational acceleration;

Ru.t/
g

D p0
2�mg

D p0
2�We

(18.25)

ap D p0
2�Me

(18.26)

For Eq. (18.26), ap is the peak acceleration; p0 is the excitation amplitude of the sinusoidal forcing function (Fig. 18.3);
� is the modal damping ratio and Me is the effective mass for the first bending mode. Equation (18.26) will be used for
determining the modal damping ratios of the laboratory structure when the structure was in resonant condition.

While effective mass is basically an indication of mass sensitivity to a dynamic excitation, it can be calculated if the
mode shapes are available. The mode shapes for the laboratory structure are calculated experimentally by using the modal
data collected with accelerometers. When each accelerometer location is assigned as a lumped mass, data for each lumped
mass location can then be loaded into a commercial vibration analysis software (MEScope) and the mode shapes can be
formed. Since the mode shape of a structure is known, the effective mass for that specific mode can be calculated. This is
how the mode shape vectors for the first bending mode are determined for both stages of the structure. Each mode shape
vector was normalized and effective mass for the first bending mode was calculated (Table 18.4). As shown in Table 18.4,
Stage 1 resulted in an effective mass of 0.470 M for the first bending mode. Likewise, Stage 2 resulted in 0.502 M for the
effective mass of the first bending mode. The effective mass value is about 7% higher for the Stage 2 than the Stage 1. This
make sense since Stage 1 is structurally stiffer than Stage 2. The amount of vibrating effective mass would be less for a stiffer
structure.
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Fig. 18.4 Nonlinear damping behavior for both stages of the laboratory structure

For the back-calculations of the modal damping ratios, when the effective weight values of 0.470 W and 0.502 W are
used for Stages 1 and 2, respectively, the corresponding damping ratios are found for each sinusoidal test run, using Eq.
(18.26). Table 18.2 presents the calculated damping ratios for Stage 1 and Table 18.3 presents the calculated damping ratios
for Stage 2. Studying the results of Tables 18.2 and 18.3 it is observed that as the sine excitation amplitude is increasing, the
damping ratio value is also increasing. This is the nonlinear behavior of the damping and it is plotted in Fig. 18.4. It must
be emphasized that the damping ratio values for Stage 1 and 2 are very close and showing the same trend for the amplitude
dependent behavior. It is shown that for very low excitations, the damping ratio value can go as low as 0.5% while for
increased excitations, the damping ratio value is around 1%.

18.5 Verification of Nonlinear Damping

After the amplitude dependent characteristics of damping has been shown in the previous sections, the finite element models
can be re-run for the acceleration responses. The sinusoidal excitations of Stages 1 and 2 are simulated in the FE software
with the calculated modal damping ratios presented in Tables 18.2 and 18.3. The corresponding acceleration predictions by
the FE model are also shown in Tables 18.2 and 18.3. It is observed that the modal damping ratios introduced for different
level of excitations result in very good correlation with the FE model acceleration predictions and measured accelerations.
The acceleration predictions are within 4% of the measured data for Stage 1 and within 3% for Stage 2.

Since matching the test acceleration responses with the FE model predictions has been a challenge in floor vibrations
research, the successful verification of the nonlinear damping in the laboratory environment builds more confidence in FE
models for matching the measured accelerations.

18.6 Conclusions

The amplitude dependent nature of damping is investigated in this paper based on experimental and analytical work
conducted on a laboratory structure. Damping values per various excitation levels are verified; as a result, measured
acceleration values matched the FE model predictions utilizing the effective mass calculations for resonant cases. This
strengthens the existing confidence on FE models for acceleration predictions in floor vibrations serviceability.
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Chapter 19
Addressing Parking Garage Vibrations for the Design of Research
and Healthcare Facilities

Brad Pridham, Nick Walters, Luke Nelson, and Brian Roeder

Abstract The urban setting of many research and healthcare facilities often results in challenging stacking arrangements
that require unique solutions to vibration control issues. A condition for which design guidance is limited is the multi-level
parking garage that stacks above or below vibration-critical spaces. This situation is becoming increasingly common in urban
areas where the cost of land imposes small building footprints, and owners must build ‘up’ rather than ‘out’. Design solutions
often include appropriate separation between vibration-critical spaces and parking areas and/or de-tuning of stacked floor
structures to limit the efficiency of vibration transmission. However, these solutions are not universally applicable and in
some cases, alternative approaches to vibration control must be developed.

In this paper we discuss approaches to addressing vibrations from parking garages during the design of vibration-sensitive
facilities. A case study is presented involving a Medical Office Building that features multi-level parking stacked above an
ambulatory surgical clinic located on the ground floor. Concerns included noise and vibration disturbance to patients and
staff, as well as potential disruptions to overhead equipment in Operating Rooms (ORs). Numerical reviews early in design
were complemented with measurements of vehicle vibrations during construction. The results from the measurements and
modeling were used for the development of secondary structural support systems to limit vibration disturbances in the
surgical clinic.

Keywords Vehicle-induced vibration • Floor vibration • Parking garage • Operating rooms

19.1 Introduction

The densification of urban education and healthcare campuses is driving the development of taller buildings housing state-
of-the-art technologies and treatments to service growing enrollments and an aging population. One result of ‘building up’
is the challenge of co-location of traditionally incompatible spaces from a noise and vibration perspective. Examples include
mid-level mechanical floors above or below acoustically-sensitive areas; vibration-sensitive equipment (e.g., MRIs, electron
microscopes) above ambulance or loading bays; and parking garages sharing structure with noise and vibration sensitive
spaces. Each of these situations requires a careful assessment of building systems for development of suitable noise and
vibration controls.

This paper address approaches to addressing vibrations from parking garages that share structural systems with noise and
vibration sensitive spaces. Despite being a common condition in many mid-to-high rise research and healthcare facilities,
the topic has received limited attention in technical publications. References on the topic generally focus on human and
industrial occupancies, for which noise disturbance and tactile perception by occupants are the primary concerns [1, 2]. The
problem of parking garage vibrations in sensitive occupancies is mentioned in design guides and standards; however, the
reader is typically deferred to ‘more detailed analysis’, without specific direction on means and methods for control [3, 4].
In this contribution we provide discussion on the parking garage vibration issue together with a practical example of how it
may be addressed in design and construction.
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This paper first investigates the source of vehicle forces and common control strategies for parking garage vibrations.
This is followed by a case study on the vibration design of an ambulatory surgical clinic located below a multi-level parking
garage. The case study includes a discussion on recommended design criteria, preliminary numerical assessments of the
issue, and the results from measurements on the built structure and detailed modelling for development of design solutions.

19.2 Vehicle Vibrations in Parking Garages

Vehicle-induced vibrations in parking garages are caused by the dynamic interaction that occurs between the tires, suspension
system and sprung mass, and irregularities in the roadway surface. The magnitude of the forces are a function of the stiffness
and damping of the suspension system, the speed of travel, and the roughness of the roadway surface. A stiffer, more heavily
damped vehicle suspension will generally create higher dynamic forces than a ‘soft’ suspension on an equivalent surface.
Additionally, fast moving vehicles on rough surfaces will generally create higher dynamic forces than slow-moving vehicles
on smooth surfaces.

The dynamic loads are associated with two classes of vibration modes: ‘body bounce’ or cabin motion typically located
at frequencies between 0–2 Hz, and ‘axle hop’ or wheel motions typically located at frequencies between 10–15 Hz. The
axle hop modes are the primary concern for vibration-sensitive building structures (both ground-borne from roadways and
structure-borne from parking garages and connected ramps), since floor modal frequencies are normally well above 2 Hz
in these types of structures. Figure 19.1 is an example of dynamic load spectra for a car and heavy truck computed using
the quarter car model (QCM). The loads are normalized by the amplitude of surface displacement/roughness, h, and tire
stiffness kt, based on the analytical procedure presented in [5]. The peaks in the spectrum are the location of the vehicle
system resonances, i.e., body and axle modes. This model is useful for screening models of vehicle-induced vibrations on
parking garage structures.

The axle hop forces are characterized by a transient temporal signature, having a peak at the first point of tire impact
followed by a train of reduced amplitude forces (wheel hops) that decay quickly. In parking garages these transient forces
are generated by vehicles traversing irregularities such as speed bumps, expansion joints and drainage grates.

Fig. 19.1 Example of dynamic load spectra computed with the QCM [5]
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19.3 Control Strategies

Design strategies to limit vibration impacts from parking garages typically involve a combination of source, path and receiver
control measures. Source controls address the vehicle and associated forces on the structure; path controls address the
transmission medium (i.e., the building systems); and receiver controls address isolation/decoupling of the vibration receptor.
The applicability and effectiveness of each strategy will differ for a new build versus renovation or re-use scenarios.

19.3.1 Source Control

Considering the parameters that determine the forces imparted to the parking structure, options for source control include:

• speed restrictions;
• restriction on vehicle types; and,
• roughness of the driveway surface.

Speed limits are usually posted in parking facilities for safety reasons, but can be difficult to enforce. Typically limits are
inherently controlled by the geometry of the space (length of open laneways and layout of parking spaces, turning points,
ramp placement etc.), and while there are no design ‘rules of thumb’ for speed limits, vibration levels on a parking slab are
typically greater in areas of higher speed vehicle movement (all else being equal). Considering the distribution of forces and
parking slab responses is helpful for developing the path and receiver control measures described in the following sections.

Restrictions on vehicle type are usually limited to buses and transport trucks, and are related more to the height and weight
of the vehicles and the ability to navigate the garage, than as a vibration control measure. Nonetheless, the anticipated forces
used as a basis for design are important to vehicle modelling studies, which should be based on realistic loads. A plausible
recommendation from such studies could include restrictions on the types of vehicles permitted in certain areas.

Controlling the roughness of the driveway surface is an effective means of source control. Expansion joint covers and
drainage grates should be specified as smooth as possible, and care taken during construction to avoid large steps in the
driveway surface at these locations. Settlement and creep over time can change the surface geometry at these areas and
joint/drain coverings should be designed or specified to perform under expected conditions. Locations and placement of the
expansion joints should be determined in coordination with the planned use of the building and finish out requirements.
Speed bumps and other traffic calming obstructions should generally be avoided in parking garages that share structure with,
or are in close proximity to, vibration-sensitive uses.

Source control strategies would generally be applicable to new build scenarios; however, changes to the parking program
and retrofit of the driveway surface may also be considerations for renovations and re-use scenarios.

19.3.2 Path Control

Controls that target the vibration path include space layouts, isolation, and the selected structural scheme. The first line of
defense against vibration disturbances is space planning. Vibration-sensitive spaces that are well-separated from parking will
usually be less susceptible to disturbances from vehicles than spaces in close proximity, or spaces that share a floor plate
with moving vehicles. While there are no universally applicable guidelines, experience has shown that separations of two or
more floors is effective. There should be a minimum of three bays of separation between the driveway surface and sensitive
spaces sharing the floor plate. Ultimately the separation will depend on the specifics of the structural scheme and level of
sensitivity of the receptor, and greater setbacks may be necessary. Electromagnetic interference from moving vehicles is a
critical consideration for many vibration-sensitive research and medical imaging tools, and control of this element may be
the controlling factor, warranting greater setbacks than those associated with noise and vibration control.

Decoupling or interrupting the transmission path is important for controlling both noise and vibration disturbances.
Severing the path using structural breaks is most effective, but may not be feasible. Including resilient isolation elements
at connections between architectural, mechanical and plumbing and the base building structure at strategic locations can
limit secondary movement that results in noise radiation. Critical areas located below driveway surfaces may require
secondary/isolated structural systems that effectively lengthen the travel path of vibration energy and amount of dissipation,
prior to arrival at the sensitive receptor.
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Reviews of the dynamics of proposed designs during planning can be helpful for identifying areas of the structure that
will have limited participation in the vibration modes associated with laneways. Similarly, finite element modelling can
be helpful for development of de-tuning strategies, such as modifications to framing to alter and effectively de-couple the
dynamic response at laneways and sensitive occupancies. Ultimately there may be physical limitations on what can be done
with the base parking structure to arrive at the design criteria for the facility. Adding sufficient mass to the system to suppress
the impulsive response associated with axle hop may not be possible. Other factors, such as cost, schedule, constructability
and space limitations may rule out change to structure such that other strategies must be considered.

Path control strategies are usually applicable to new build scenarios since they can involve changes to layouts and
structure, which can be addressed early in design. In a retrofit or re-use scenario, a vibration survey is required to carefully
assess the proposed site(s) of planned spaces, the nature and frequency of disturbances and control measures appropriate
to planned occupancy. In a retrofit, controls might include renovations to existing architectural, mechanical and plumbing
systems, which can be costly.

19.3.3 Receiver Control

The third component addresses vibration controls at the receiver space. This might include isolation of equipment within
the space and/or isolation of the space itself. There are numerous passive and active vibration control systems commercially
available for a wide range of research and medical tools—see [6–9]. Design or selection of the correct isolation system
usually includes measurements to determine the temporal and spectral characteristics of the parking vibrations (among other
sources), at planned equipment locations. Some customization of the isolation system is typically required to accommodate
unique toolsets, space constraints etc.

Whole-room isolation may be required for ultra-sensitive spaces located near, or sharing structure with the parkade. The
general concept is to build an isolated box around the room that effectively decouples the space from the noisy surroundings.
This approach requires structural and acoustic treatments that prevent or suppress incoming vibrations with isolation elements
(springs, flex connections etc.), secondary support structures isolated from the base building and, where necessary, sound
isolation elements (masonry and/or double-stud walls, drywall ceilings etc.), for control of noise.

Receiver control strategies are applied to new builds and renovation/re-use scenarios. In some cases, receiver isolation
may be sufficient to satisfy vibration criteria; however, the authors caution the use of this strategy as the first line of defense.
A holistic solution that includes a combination of source, path and receiver controls should always be considered.

19.4 Case Study: Ambulatory Surgical Clinic Located on the Ground Floor of a Multi-Story
Mixed Occupancy Building

The approaches to vibration control discussed in Sect. 19.3 were applied during the design of a surgical clinic located on the
ground floor of a multi-story concrete parking garage. Some of the key observations and results from this work are presented
in this section as a case study on how parking garage vibrations can be addressed in vibration-sensitive facilities.

19.4.1 Facility Description

The case study involves a ten-story medical office building (plus mechanical penthouse), constructed as part of a new medical
campus located in a major urban center. The first floor of the building is dedicated to ambulatory care and ambulatory surgery
use, levels two through six are a concrete parking structure and levels seven through ten are pan joist concrete structure to
be occupied by a mix of administrative and clinical uses. Some photos of the partially completed building and architectural
plans for levels one and two are shown in Fig. 19.2. Note the location of an expansion joint spanning top-to-bottom of the
plans at the mid-point of the parking structure.

The use and occupancy of the first floor have undergone several iterations that included varying degrees of vibration
sensitivity. During the detailed design phase of the project the area was designated as shelled space, with the possibility of
future use for general surgery and radiosurgery (cancer treatment). Screening level studies of vibration performance were
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Fig. 19.2 Photos and plan layouts of Levels 1 and 2 of the case study building
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conducted during this phase that included reviews of baseline test data collected early in the project, as well as structural
modelling to identify areas of concern.

As the facility entered the construction phase, planning for the level one space evolved to include an ambulatory surgery
clinic featuring patient bed space and operating rooms. A second phase of detailed design followed to address fit-out of
the space. This included vibration measurements on the constructed building and detailed numerical modelling for solution
development.

19.4.2 Design Criteria

Specification of appropriate vibration criteria for the surgical clinic required consideration of the following vibration
disturbances:

• tactile motion of the level one floor that could result in discomfort of occupants;
• motions at the supports of medical equipment that could degrade functionality and interrupt surgical procedures; and,
• motions of the superstructure that could result in audible noise or perceptible vibration from equipment such as lighting

or screens and monitors.

Criteria relating to items #1 and #2 are specified based on published guidance by the Facilities Guidelines Institute [10],
criteria related to research facilities that have evolved over the past ten years [11, 12], and experience with design of similar
facilities.

Due to the complex nature of vibration-induced (structure-borne) noise there are no commonly applied vibration criteria
to limit noise disturbances caused by structural motions. Recommendations were developed based on thresholds related to
ground-borne noise disturbances in acoustically sensitive areas (i.e., ground motions causing noise emissions from building
elements). See for example [13].

Table 19.1 is a summary of the vibration criteria applied to the design. As is customary for the design of research and
healthcare facilities, the criteria are specified as root-mean-square vibration velocities in one-third octave bands between 1
and 80 Hz.

Separate criteria are proposed for the ground floor slab on level one and for the overhead ceiling structure supporting
equipment and building services (ductwork, lighting, plumbing etc.). The design criteria for the ground on level one relates
to comfort of patients and staff, whereas criteria for the superstructure relate to vibration-sensitive ceiling-mounted devices
and generation of noise. The criteria are applicable to any plane of motion.

Some additional notes to Table 19.1 are as follows:

• the 2000 micro-in./s lower bound criterion for Patient Care is associated with a background noise level of 25 dBA and the
6000 micro-in./s upper bound is based on a 45 dBA background noise level. The FGI recommends a 45 dBA background
noise threshold for patient rooms. As such, the lower bound would be appropriate if actual sound levels in these spaces
were closer to 25 dBA.

• the 4000 micro-in./s criterion recommended for the ground in level one ORs is based on general surgical use. Specialized
surgical procedures featuring floor-mounted microscopes and lasers require a lower threshold.

• The 1000 micro-in./s threshold recommended for the overhead structure in ORs and Procedure Rooms addresses mounting
of surgical microscopes to the ceiling structure. This criterion was proposed in [14] and has been shown to be appropriate
in field tests [15].

In the early stages of the project, when the space was planned to be shelled, the criteria for ORs and Procedure Rooms
were applied to the results of a screening-level review.

Table 19.1 Summary of vibration criteria applied during detailed design

Space Level 1 ground Superstructure/Ceiling support

Patient care area 6000 micro-in./s (ISO-residential night) 2000–6000 micro-in./s (Class A—ISO residential night)
ORs and procedure rooms 4000 micro-in./s (ISO-operating theatre) 1000 micro-in./s (Class B)
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19.4.3 Screening Level Assessment: Design Phase

During design of the base building a screening level review was conducted to determine compatibility of the site with surgical
use. Finite element models (FEM) were constructed for a review of system dynamics. The models were used to establish
preferred locations for placement of operating rooms on level one, and to confirm the potential for motions of the parking
slab to exceed design criteria during use.

A numerical study was conducted to compare the dynamic forces from a typical heavy truck travelling at a speed of
15 mph in the garage (the speed limit), with the vehicle forces required to excite the structure at a response equal to the design
criteria. Vehicle loads were estimated using the quarter car model, with parameters as specified in Fig. 19.1. The amplitude
of surface irregularities (h), which are required to compute the vehicle forces, were specified based on the roughness profiles
defined in ISO 8608 [16]. Three degrees of surface roughness were examined: ‘very good’, ‘average’ and ‘very poor’. These
were considered representative of varying levels of obstructions such as expansion joints, drainage grates etc. The height of
irregularities for these profiles ranges approximately between 2 mm (very good) and 35 mm (very poor).

The estimated vehicle loads were compared to the force amplitudes required to excite each mode of vibration at a response
level equal to the design criteria. These response amplitude for the ith mode was computed as follows:

Fi D Vcrit 	 2� fi 	 p
2 	 Mi (19.1)

Where Fi is the modal force amplitude; Vcrit is the root-mean-square vibration velocity; fi is the frequency of the ith mode
of the FEM; and, Mi is the generalized (modal) mass of the ith mode of the FEM. Note that the estimate computed in Eq.
(19.1) is conservative as it neglects any dynamic interaction between the vehicle and parking surface, and it is assumed that
the vehicle forces are applied at the maximum mode shape coordinate. In reality, responses are reduced by the interaction
between the vehicle and parking slab systems and the load varies in space and time as the vehicle traverses the garage.

An example of the results from the screening level assessment is shown in Fig. 19.3. The modal force amplitudes for
the first 100 modes of the FEM of the north (left) half of level two of the garage are shown together with the truck forces
estimated using the QCM. The modal force amplitudes were estimated using Eq. (19.1), assuming a critical velocity of
1000 micro-in./s. Modal force amplitudes that fall below the vehicle force curves indicate modes of vibration that may be
excited by vehicle forces. The results illustrate that even for very good roadway conditions, forces from trucks traversing the
garage may result in vibration levels above 1000 micro-in./s.

Fig. 19.3 Vehicle force curves and modal force amplitudes associated with the 1000 micro-in./s criterion
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The results from Fig. 19.3 were reviewed together with the dynamic deflection characteristics of the FEM to identify
‘quiet’ areas of the level two garage floor structure where a smooth surface and slower vehicle speeds are expected. Following
the recommendations, the design evolved to include patient rooms and multiple surgical suites, and a more detailed study
was proposed during the construction phase of the project.

19.4.4 Detailed Assessment: Construction Phase

Detailed design of the surgical clinic commenced following completion of construction of the parking garage. Consequently,
it was possible to conduct vibration testing on levels one and two as part of the design process. Testing was completed with
a Chevrolet Silverado Pickup truck travelling at a maximum speed of 15 mph. Three test setups were completed:

• Setup #1: truck traversing level two ramp up to level 3 (above future ORs);
• Setup #2: truck traversing level 1 speed ramp up to level 2 turn (above patient area); and
• Setup #3: truck traversing level 2 turn area, through small parking zone (above patient area).

Setups #1 and #2 included recordings of vibrations caused by the truck traversing the expansion joint.
Vibration acceleration data was collected for three axes of motion for each test (vertical, north–south, and east–west). Data

was recorded concurrently on the level two slab, building columns and on ground on level one. The measurement locations
are shown in Fig. 19.4. The locations are labelled according to setup, e.g., location 1.2 is measurement location two, for setup
#1. Some key vertical axis measurement results from setups #1 and #2 are summarized in Fig. 19.5.

A summary of key results from the tests is as follows:

• Structural resonances due to vehicle movements occur at frequencies between 7 and 12 Hz.
• Level two slab motions during vehicle movements were as much as 100� greater than recommended vibration criteria

for ceiling-mounted surgical equipment and as much as 12� greater than recommended vibration criteria for ceilings in
patient care areas.

• Measured vibrations on the slab in ramp areas (1.6, 2.5 and 3.2) were 5� to 10� greater than levels measured at location
2.8. This is a result of higher possible speeds and the presence of the expansion joint (surface roughness).

• Motions at the columns satisfied the recommend thresholds for patient care areas but marginally exceed recommended
thresholds for ceiling-mounted surgical/procedure equipment at the planned OR locations (see Table 19.1).

• Vibrations on ground on level one satisfied all recommended vibration criteria during the testing.

Based on these observations the team was advised against mounting of medical equipment to the underside of slab or to
the building columns. To avoid visual cues of parking garage motions and disturbance to occupants, the team was advised
against support of lighting fixtures, screens and monitors from the underside of the slab. Finally, a high risk of structure-borne
noise was identified in the areas near the speed ramp and the team was advised to avoid connection of building services or
architectural elements in this area.

19.4.5 Vibration Control Solutions

Following a review of the results from the testing the Design Team and Owner adopted the following strategies to control
noise and vibration disturbances from the parkade:

• speed bumps were not permitted in the parking structure (source control);
• secondary steel grillage was added between columns in the level one ceiling space to support building services and

architectural elements (path control); and,
• framework ‘cages’ supported off an isolated floor slab were added to the ORs and Procedure Room on level one (receiver

control).

The vibration design of the overhead grillage and OR cages was developed during detailed design. Finite element models
of the systems were constructed using the SAP2000 package for use in dynamic analyses. The measurements obtained from
the site testing were applied as inputs to response simulations, and changes to framing proposed to arrive at systems satisfying
the design criteria. Given the small footprint of the ORs, the response of the systems were estimated using a uniform base
excitation applied to the supports. The response of the grillage system was estimated using a multiple-support excitation
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Fig. 19.4 Vibration measurement locations on level one (top) and level two (bottom)

in which the measured column responses from the site testing were applied to the connection points between grillage and
building structure. Dynamic interaction between the two systems was omitted (i.e., the base building was not included in the
model). Screen shots of the final framing configurations are shown in Fig. 19.6.

19.5 Concluding Remarks

Approaches to control of vibrations from parking garages address source, path and receiver elements of the system. Although
there is no universally applicable solution, strategies that include control measures for each element are recommended.
Control at the source should address the quality of the driveway surface and planned traffic calming measures. Control on the
vibration path should address proximity through space planning, opportunities for isolation breaks and secondary structural
systems that can effectively lengthen the transmission path. Control at the receiver should address vibration isolation supports
for equipment or the space as a whole.

At the time of completion of this paper, further planning revisions to the case study building are in development.
Additional operating rooms are anticipated, which will require review of the applicability of the control concepts developed
in other areas of the ground floor. Performance measurements will be conducted at the request of the Owner following
construction for verification of the design and are expected to be helpful for the design of other facilities featuring similar
vibration challenges, in the future.
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Fig. 19.5 Vertical axis measurement results for test setup #1 (left) and setup #2 (right)

Fig. 19.6 Framework designs for control of parking garage vibrations in the ambulatory surgical clinic
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Chapter 20
Modeling and Measurement of a Pedestrian’s Center-of-Mass Trajectory

Albert R. Ortiz, Bartlomiej Blachowski, Pawel Holobut, Jean M. Franco, Johannio Marulanda, and Peter Thomson

Abstract This paper presents the measurement and model updating of a pedestrian’s center of mass trajectory. A
mathematical model proposed by the authors is updated using the actual trajectory of a pedestrian. The mathematical model
is based on the principle that a human’s control capability tries to maintain balance with respect to the pedestrian’s center
of mass (CoM), independently of the surface type. In this research, the human is considered as a mass point concentrated at
CoM. The parameters of the models are updated using experimental identification of the human walking trajectory on a rigid
surface. The proposed measurement technique uses a depth sensor, which enable skeletal tracking of the pedestrian walking
on rigid or flexible structures. Experiments were performed using a mobile platform with the time-of-flight commercial
camera Microsoft Kinect for Windows 2.0. The velocity of the mobile platform is set to maintain a 1 m separation from the
pedestrian in order to provide high resolution. The results of the measurement technique allowed the identification of the
human’s CoM trajectory. The results of the model updating process present the probability density function of the parameters
which could be used for modeling the CoM’s trajectory of the pedestrian.

Keywords Human-structure interaction • Pedestrian’s trajectory • Human-induced vibrations • MS kinect sensor

20.1 Introduction

After an incident related to excessive oscillations which occurred in 2000 on the opening day of the Millennium Bridge in
London, researchers and engineers started to pay more attention to the phenomenon called Human-Structure Interaction
(HSI). Since that time a number of papers have been published introducing a variety of mathematical models of this
phenomenon. However, there is still insufficient understanding of the physics which is behind the phenomenon and governs
this interaction [1, 2].

This paper presents an experimental verification of the model described earlier by Blachowski et al. [3]. The essential part
of this model relies on the accurate knowledge of the trajectory of the pedestrian’s center of mass (CoM). This work is a first
step in a bigger project which is intended to develop a better understanding of the influence of a vibrating structure on the
movement of pedestrians on it. Here, we focus on the experimental part and selection of a feasible measurement technique
which would allow to identify the pedestrian’s CoM during walking on a rigid surface.

There is a rich literature related to experimental human movement analysis, in which authors suggest different
measurement systems for that purpose. One of the pioneering works in that field is a book by Braune and Fisher [4].
The Authors begun their original research at the end of the nineteenth century and used a technique called two-sided
chronophotography. This technique requires two cameras to be opened and shut at short intervals at precisely the same
time. To illuminate different parts of the human body the Authors used tubes, which were filled with rarefied nitrogen.

Modern techniques for measuring human movement can be classified as either motion capture using optoelectronic
cameras or inertial motion tracking using a set of accelerometers. The work by Whittle [5] belongs to the first class of
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techniques. The Author used a kinematic gait analysis system to determine the three dimensional motion of the center of
the pelvis during walking. The measurement of the center of the pelvis was synchronized with a force platform, and these
data were integrated to eventually determine the motion of the center of gravity of the body. Recently, Dang and Zivanovic
in 2015 [6] used a more advanced motion capture system, which consists of twelve video-based optoelectronic cameras
and sensors that were used to capture displacements of 34 markers attached to human anatomical landmarks. The Authors
considered four different markers’ arrangement to increase accuracy of the estimation of such parameters of walking as: the
pacing frequency, step length, step width, attack angle, end-of-step angle, trunk rotation and first harmonic of the dynamic
loading factor.

An example of an application of an inertial motion tracking system for the analysis the walking behavior of pedestrians
is the paper by van Nimmen et al. [7]. The Authors used the Xsens MTw Development Kit measurement system, which
consisted of multiple wireless inertial units incorporating 3D accelerometers. The system consisted of six sensors, one of
which was placed close to the body’s CoM located at the level of the fifth lumbar vertebra. To estimate the trajectory of the
pedestrian’s center of mass during walking the above-mentioned measurement system has to be combined with appropriate
computational algorithms. Usually, two types of methods are utilized: dynamic or kinematic. The kinematic methods can be
further subdivided into minimalistic marker methods and segmental analysis methods. The latter suffer from uncertainties
arising from missing information about limb motion. The former, on the contrary, require full-body marker sets and calculate
the CoM trajectory by assuming the masses and CoM locations of each segment [8]. The accuracy of the dynamic methods
is limited by the precision of the measured forces and the precision of the integration constants.

It was observed by Maus et al. [9] that inaccuracies in each method, dynamic or kinematic, are related to different parts of
the Fourier spectrum. As a result of this, they proposed a new approach to compute CoM motion based on a reliable frequency
range of force and kinematic measurements. An extension of the previous method has been presented by Carpentier et al.
[10]. The modification was related to adding information about the center of pressure, also called Zero Moment Point (ZMP).
However, according to the Authors’ conclusion, the proposed filtering approach with the ZMP measure does not improve the
vertical component of the CoM, because ZMP provides only two-dimensional information.

Recently, researchers started to consider infrared cameras combined with video cameras as an alternative to the above-
mentioned marker-based systems. An example of this new measurement technology is the Microsoft Kinect sensor. After
finding its popularity among gamers, MS Kinect has received a lot of attention from biomechanical, mechanical and civil
engineers.

Jun et al. [11] performed a comparative analysis of motion data from two alternative human motion-capture systems
(Vicon vs Kinect). They employed an 8-camera Vicon MX system that was synchronized with the Kinect system via a
video synchronizer (Kistler 5610). They concluded that direct application of the Kinect system to clinical or research work
(without post-processing of raw data) tends to be limited. However, they pointed out that with suitable post processing there
is a potential for clinically relevant use.

Another paper related to the accuracy of the MS Kinect was published by Galna et al. [12]. They proposed to use MS
Kinect as a potentially low-cost solution for clinical and home-based assessment of movement symptoms in people with
Parkinson’s disease. Another application of the MS Kinect sensor was proposed by Seer et al. [13]. In their study, the
Authors proposed an algorithm for human detection and tracking. The algorithm is based on agglomerative clustering of
Kinect depth data captured from an elevated view in contrast to the lateral view used for gesture recognition in Kinect’s
gaming applications. They combined measurement signals from three different Kinect sensors.

Yet another comparison of MS Kinect with a marker-based motion capture system was presented by Zerpa et al. [14].
The Authors used both Vicon Peak Motus version 9 and the Microsoft Kinect system with customized skeleton software to
collect data about a subject sitting on a platform moving horizontally at the speed of 2.4 m/min. The results of their study
support the findings in literature and indicate that the Kinect system has a potential to be used as a tool to measure and
analyze human movement kinematics. The last example of an application of MS Kinect to human movement analysis is the
paper by Chen et al. [15]. In their article, the Authors proposed an efficient pedestrian detection approach for crowded scenes
by fusing the RGB and depth images from the Kinect. First they extracted pedestrian contour regions from the RGB images
using background subtraction and then, they applied a region clustering algorithm to extract pedestrians from the contour
regions using depth information. Finally, a tracking and counting algorithm was employed to acquire pedestrian volumes.

All the above examples indicate that a depth sensor combined with a video camera can be an attractive alternative to the
classical expensive motion capture measurement systems.

The present paper is organized as follows: Sect. 20.2 presents the model used for describing the trajectory of the pedestrian
and offers an introduction to the probabilistic model updating technique, which is the tool used in this paper for updating
the parameters of the trajectory model. Section 20.3 describes the experimental setup to obtain the trajectory of a pedestrian
walking on a rigid surface as well as the mobile sensor developed on MS Kinect technology. Section 20.4 presents the exper-
imental trajectory and the parameters obtained after being updated. Conclusions and future work are detailed in Sect. 20.5.
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20.2 Background

20.2.1 Model of Pedestrian’s Motion

The purpose of this paper is to present a simple closed-form description of the motion of the pedestrian and verify it against
experimental data. In this paper, a pedestrian walking on a rigid surface. The analytical description is intended for use in
Human Structure Interaction (HSI) modeling, as proposed earlier in [3]. The focus is therefore on simplicity. Since one
may roughly assume that the subtleties of motion of the human body, like hand movement, do not have a significant impact
on structural vibrations during HSI, we disregard them. We shall only consider the “first order” characteristics of human
walking, which can be represented by the trajectory of the human’s CoM. This trajectory describes the position of the CoM
at a given time instant with respect to the surface, on which the human walks. The main assumptions about/features of the
motion can be summarized as:

1. For the purpose of an HSI analysis, a human can be adequately represented as a mass point, placed at the human’s CoM
and having three translational degrees of freedom.

2. During constant-speed walking, the CoM’s trajectory is a periodic function of time (except in the longitudinal direction).
3. The vertical, z.t/, and lateral, y.t/, components of the trajectory, as well as the longitudinal velocity v.t/ D Px.t/, have the

same phase.
4. The frequency of z.t/ and v.t/ are equal, and is twice the frequency of y.t/.

Remark. During walking, the ground reaction force (GRF) and its placement result from the balance of forces acting on the
mass centered at the CoM. If one assumes, for simplicity, that the double-support phase of walking is negligibly short, then:
(1) GRF is equal to the sum of the forces of gravity and inertia acting at the CoM during its movement along the prescribed
trajectory. (2) The position of the supporting foot’s center of pressure is the spot on the ground from which the GRF points
towards the CoM.

In the remainder of the paper, we will use the below—example—form of the trajectory [3], for comparison with
experimental results. Its free parameters are: step length ax, lateral sway amplitude ay, vertical sway amplitude az, mean
vertical position z0, maximum longitudinal velocity v0, and amplitude of longitudinal velocity av . The parameters should be
adjusted to fit experimental data.

1. Longitudinal velocity of the CoM:

Px.t/ D v.t/ D v0 � jav sin.ft/j; (20.1)

where f D .v0� � 2av/=ax.
2. Longitudinal position of the CoM, obtained by integrating Px between 0 and t:

x.t/ D v0t � av
f

�
2

�
ft

�

�
C 1 � cos.ft mod �/


: (20.2)

3. Lateral and vertical positions of the CoM:

y.t/ D ay sin

�
�

ax
x.t/


; (20.3)

z.t/ D z0 � az cos

�
2�

ax
x.t/


: (20.4)

20.2.2 Bayesian Model Updating

The trajectory of the pedestrian can be idealized following the model presented in the previous section. The trajectory
depends on six parameters (ax, ay, az, av , v0 and z0). In this paper, Bayesian inference is used to update the parameters of the
model based on experimental data [16, 17]. Bayesian inference is based on the Bayes theorem:
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P.‚jD;Mj/ / P.Dj‚;Mj/P.‚jMj/ (20.5)

where P.‚jD;Mj/ is the posterior probability density function (PDF) of the parameters ‚, for model Mj, given the
observation D. P.‚jMj/ is the prior PDF of the parameters ‚ and it represents the knowledge of the parameters before
updating. P.Dj‚;Mj/ is the likelihood of the occurrence of the measurement D given the vector of parameters ‚ and model
Mj. Mj is the model presented in Sect. 20.2.1

In this research, samples of the posterior are obtained to derive statistics of the parameters. The samples are generated
using the Markov chain Monte Carlo (MCMC) methodology [18–20]. The MCMC is a derivation of the Monte carlo
sampling algorithm, where the samples distribution is based on an equilibrium condition. The Markov chain algorithm
defines the probability of the next step based on the probability of the current step. Further details about model updating of
human-structure interaction models using this approach can be found in Ortiz 2016 [21].

20.3 Experimental Setup

The identification of the trajectory of the pedestrian’s CoM involves the use of an infrared video camera. In order to track
the trajectory, the artificial vision system needs to move along the distance that the pedestrian walks, keeping an optimal
distance, otherwise images will not have the same resolution. Therefore, the experimental measurement of the human body
is performed using a mobile platform Microsoft Kinect V2 for Windows and a Laptop, as seen in Fig. 20.1.

The mobile platform is located in front of the human body. Acquisition of the depth images of the Kinect sensor is
performed once the mobile platform is moving at constant velocity. The relative velocity of the human to the mobile platform
is measured using depth images. The velocity of the mobile platform is measured using two integrated quadrature encoder
which provide a resolution of 64 counts per revolution of the motor shaft. This resolution corresponds to 4480 counts per
revolution of the gearbox’s output shaft. Therefore, synchronization of the velocity signals is required to calculate the actual
velocity of the pedestrian. Figure 20.2 shows a picture of the test. The camera and the computer are on the mobile platform
ahead of the pedestrian. The mobile platform is on rails in order to reduce the noise generated by surface irregularities.

The acquisition and processing of depth images is performed using own developed algorithms in Matlab [22]. The
developed algorithm performs a calibration of the depth images in order to obtain a rectified point cloud of the scene in
front of the Kinect V2. The scene acquired on the depth images is complex since it includes all the surroundings. The
surroundings are removed using a spatial threshold volume. As a result of the inclination angle of the Kinect V2 depth camera,
the orientation of the segmented human body needs to be corrected. The ground floor surface is also identified (assumed
constant) and the angle ˛ is obtained. This surface is used for correction of the inclination angle. A rigid transformation of

Fig. 20.1 Picture of the mobile platform carrying the computer and the MS Kinect sensor (at the top)
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Fig. 20.2 Picture of a test. The pedestrian walking in front of the mobile platform. MS Kinect and a laptop are on the mobile platform taking
images at approximately 30 fps
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Fig. 20.3 Segmented human body

the point clouds to a proper orientation is performed using Eq. (20.6). Figure 20.3 shows the cloud of points for the pedestrian
body. A geometric 3D centroid is calculated and tracked on all the point clouds.

T.x; a/ D

2
664
1 0 0 0

0 cos.˛/ �sin.˛/ 0
0 �sin.˛/ cos.˛/ 0
0 0 0 1

3
775 (20.6)
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20.4 Results

The pedestrian’s Center of Mass (CoM) is identified and traced for the pedestrian walking along a 9 m pathway. The pathway
is a rigid ground slab, stiff enough to avoid the human-structure interaction phenomenon. The pedestrian is a man, 29 years
old, with a mass of 69 kg. Axial (xr), transversal (yr) and vertical (zr) components of the tracked trajectory are shown in
Fig. 20.4.

The velocity of the pedestrian is approximately constant as can be seen in the slope of the first plot in Fig. 20.4. The total
distance recorded by the Kinect sensor is around 6.0 m. The vertical and transversal movement of the pedestrian is shown in
the last two plots of Fig. 20.4. The movement of the pedestrian’s CoM is somehow following sinusoidal functions where the
main frequency of the vertical movement (zr) is around twice the main frequency of the transversal movement (yr). This is in
accordance with the assumption of the model described in section two, however there is not a unique frequency, fact notably
seen in the vertical component.

The analytical model used for modeling the pedestrian’s trajectory (described by Eqs. (20.2)–(20.4)) is updated based on
the experimental data showed in Fig. 20.4. Model’s parameters are updated using a probabilistic approach based on Bayesian
theory as described in the methodology section. The prior distributions P.‚jMj/ of the parameters {‚ = ax, ay, az, av , v0 and
z0} are presented in Table 20.1. Figure 20.5 shows the marginals histogram of each parameter (along the diagonal) and the
relation between parameters (plots outside the diagonal). A total of 100,000 samples were used. Other 400,000 were used
for thinning as burning samples.

Figure 20.5 shows a strong correlation between the parameters av and v0. This means that the model could be reduced
to five parameters using a relation between av and v0. Beyond this correlation, parameters look independent to each other’s.

Fig. 20.4 CoM trajectories of the pedestrian

Table 20.1 Prior PDFs used for
updating the parameters

Parameter Units PDF Parameters

ax m Uniform lower D 0:3, upper D 1:0

ay m Normal � D 0:02,  D 0:005

az m Normal � D 0:02,  D 0:005

av m/s Normal � D 0:3,  D 0:07

v0 m/s Normal � D 1:0,  D 0:25

z0 m Uniform lower D 0:8, upper D 0:9
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Fig. 20.5 Marginal histograms of parameters describing the CoM trajectory of the pedestrian after being updated

Table 20.2 Moments of
variables describing the
parameters of the model

Parameter ax [m] ay [m] az [m] av [m] v0 [m/s] z0 [m]

Mean 0.531 0.021 0.017 0.305 0.834 0.836

STD 0.028 0.004 0.005 0.067 0.042 0.0.008

95% HPD (0.500, (0.011, (0.008, (0.165, (0.746, (0.819,

0.588) 0.030) 0.026) 0.426) 0.913) 0.851)

Table 20.2 shows the statistical moments of the parameters after updated. Figure 20.6 presents a comparison between the
experimental data and the analytical model when the maximum probability values are used.

Figure 20.6 shows that after using the most probable values, the model tracks well the velocity of the pedestrian. However,
the model is not good for tracking the variation of the amplitude of the transversal component (plot in the middle), and the
frequency of the vertical component (third plot). This difference between the model and the experimental data is due to two
reasons: first, the model assumes a basic trigonometric trajectory, meaning that the human’s trajectory could be modeled
as something more complicated; and second, the experimental data includes noise which could induce additional frequency
components to the CoM of the pedestrian.

Figure 20.7 presents the pedestrian induced forces corresponding to one step cycle. The force is scaled and presented by
single arrows. Each arrow starts around supporting foot’s positions.

20.5 Conclusions

The focus of this research is to update the parameters of a model that describes the trajectory of a pedestrian when walking
on a rigid platform. Within this model, the forces exerted by the pedestrian to the ground can be modeled. This is a significant
advance for future works seeking to understand the variation of the trajectory given different surfaces’ conditions.

The model of the trajectory was updated using experimental data of a pedestrian walking. The experimental trajectory was
obtained using a MS Kinect sensor adapted on a mobile platform. The platform moves in the same direction of the pedestrian
and it is tracking the trajectory of the person as a cloud of points. The MS Kinect on the mobile platform is an economic
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Fig. 20.6 CoM’s Trajectory of the pedestrian: the dash line is the trajectory obtained in the experiment. The solid line is the trajectory of the
model using the maximum probable values of the parameters

(a) (b)

Fig. 20.7 Pedestrian induced forces for the CoM’s trajectory: top view (a) and 3D view (b). The arrows are normalized so that the length of the
longest is 1

solution for the identification of large trajectories. Additional work should be done to reduce frequency components included
in the experimental data which are produced by the vibration of the car and the resolution of the MS Kinect.

This research shows that there is a high correlation between two parameters of the model, which means that a less number
of parameters could be used for modeling the trajectory of the pedestrian. The longitudinal and transversal components of
the trajectory show good approximation respect to the maximum probabilistic values, however there is still high standard
deviations in the probability density functions of parameters as the amplitude of the velocity, av , and the maximum
longitudinal velocity, v0. This uncertainty is affecting the performance of the model. More tests, a better mobile platform,
and a better definition of the part of the body used to identify the trajectory of the CoM could reduce the uncertainty in these
parameters.
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Future work will focus in tracking and comparing the trajectory of a human walking on rigid and flexible surfaces.
Differences will help to understand the response of the body and the influence of the surface in the human-structure
interaction phenomenon.
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Chapter 21
Evaluation of Mass-Spring-Damper Models for Dynamic Interaction
Between Walking Humans and Civil Structures

Ahmed S. Mohammed and Aleksandar Pavic

Abstract Dynamic interaction between walking humans and vibrating flexible structures is one of the main challenges when
simulating human-induced vibrations. To account for this interaction, several mass-spring-damper (MSD) models featuring
different parameters have recently been proposed. This paper compares the performance of six experimentally-based MSD
models of walking humans available in the literature. The simulated vibration responses of these models were compared with
experimental measurements of four human test subjects walking on a full-scale flexible footbridge. Numerical simulations
were carried out for two cases: non-interactive and interactive models using the above mentioned MSD models. Moreover,
for each case two models of walking forces were used: previously measured continuous walking forces (from a treadmill
test) for the corresponding test subjects and a deterministic walking force function from design guidelines. It is demonstrated
that neglecting human-structure interaction in the simulations can result in a significant overestimation of the vibration
responses. By utilising any of the interactive models of walking people, the accuracy of the vibration response predictions
can be improved. The best performance was obtained when both the measured walking forces and the interactive model were
used.

Keywords Human-structure interaction • Human-induced vibrations • Walking forces • Mass-spring-damper •
Footbridge

21.1 Introduction

The advancements of structural materials and design techniques have enabled engineers to design more slender and longer
span civil structures such as footbridges, floors and grandstands. While the strength requirements are usually assured, the
structural design of such structures has been increasingly governed by vibration serviceability criteria related to human
dynamic excitation including walking and running [1].

There is a growing number of cases of structures which are either over- or under-designed for vibration serviceability
according to current design methods. This indicates a lack of reliable methods for prediction and assessment of human-
induced vibration [2]. For lightweight slender structures, one of the main challenges in developing such methods is the
complexity of the dynamic interaction between walking people and their accommodating structure [3, 4]. To consider using
this interaction in a design method, recently, there has been proliferation of walking-related human-structure interaction
(HSI) models [5]. The performance of these models have not been compared with each other, and therefore, there is a need
to evaluate their performance using experimental measurements.

This paper compares the performance of six experimentally-developed HSI models for walking humans [6–11].
Experimental measurements pertinent to four people walking on a full-scale slender footbridge were used for this purpose.
Furthermore, two models of walking forces were utilised in the analysis: measured walking forces (from nominally identical
treadmill walking test for corresponding test subjects) and the traditional walking force model based on Fourier series
representation.
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21.2 Human-Structure Interaction Models of Walking Humans

The existence of walking people is proven to have an effect on the dynamic behaviour of their accommodating structure.
This effect can be mainly observed as an increased modal damping and a change in natural frequency due to the coupling
between the walking people and supporting structure during walking [1, 5, 12].

HSI models of walking humans can generally be divided into three groups according to their approaches: mass-spring-
damper (MSD) models, inverted-pendulum models and more complex models of the human body. This paper considers
only the first group, as it is the most widely used and user-friendly approach in the vibration serviceability community. It
comprises either a single or multiple MSDs attached to the supporting structure, replicating the dynamic behaviour of a
walking human, as shown in Fig. 21.1.

In this study, the performance of six experimentally-developed MSD models of a single person walking [6–11] were
compared. These models represent nominally identical human walking and the only difference between them is the
parameters of the mass, stiffness and damping. Table 21.1 presents MSD parameters of eight experimentally-developed
models of HSI of walking humans available in the literature.

The model presented by Lou et al. [13] is excluded from the comparison, as the suggested range of natural frequency
of the walking human is considerably below the range reported of other models. The model presented by Silva [14] is also
excluded from the comparison. It was originally developed for crowds of walking people based a model of a single walking
human [8]. These two models [8, 14] have relatively close MSD parameters so the model presented in [14] is excluded.

Fig. 21.1 MSD representation of a walking human on a simply supported footbridge beam

Table 21.1 Experimentally developed MSD parameters for walking human model available in the literature

Damping

No. Study
Natural
frequency (f ) (Hz) Mass (m) (kg)

Stiffness (k)
(N/m)

Damping
coefficient (c)
(N s/m)

Damping
ratio (%)

1 Jiménez-Alonso and Sáez [6] 2.75 84% of body mass
( M)

– – 47

2 Lou et al. [13] 1.25–1.60 100% of body
mass ( M)

– – 37–50

3 Shahabpoor et al. [7] 2.75–3.0 100% of body
mass ( M)

– – 27.5–30

4 Silva and Pimentel [8] – 97.082 C 0.275 M
� 37.518 fp

30351.744 �
50.26 c C 0.035 c2

29.041 m0.883 –

5 Silva et al. [14] – 97.082 C 0.275 M
� 37.518 fp

5758.441 C
11.103 c

107.455 C
16.208 m

–

6 Toso et al. [9] – a b c –
7 Van Nimmen et al. [10] 2.5–4.0 95% of body mass – – 20–40
8 Zhang et al. [11] 1.85 100% of body

mass
– – 30

am D �231:34C 3:69 M C 145:06 fp � 1:97 M fp C 0:005 M2 � 15:25 f 2p
bk D 75601:45� 1295:32 M � 33786:75fp C 506:44 M fp C 3:59 M2 C 539:39 f 2p
cc D � 1115.69 C 92.56 M � 108.94 m C 2.91 M m � 1.33 M2 � 1.30 m2
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21.3 Method

The performance of the six HSI models of walking people mentioned in Sect. 21.2 is evaluated by comparing the simulated
vibration response using each model with their experimental counterpart of a human walking on a full-scale footbridge.
The work explained in this study can be divided into three stages: identification of dynamic properties of the test structure,
walking tests and simulations of vibration responses.

21.3.1 Test Structure

The walking tests were carried out on a laboratory footbridge located in the Structures Lab at the University of Exeter. The
footbridge is 15 m long and 2.5 m wide. It consists of Sandwich Plate System (SPS) plates connected by thin plates and
supported by perimeter steel beams using steel bolts.

A preliminary modal test was carried out to identify the modal properties of the test structure. The natural frequency and
mode shapes of the first, second and third bending modes are presented in Fig. 21.2.

Since the natural frequency of the second vertical bending mode is much higher than the range of the fundamental natural
frequency of walking human models (Table 21.1), only the fundamental mode of the test structure is considered in this study.
Moreover, since the structure is flexible and can have relatively high vibration response due to human walking, it is expected
that the nonlinear effects are not negligible. Therefore, the amplitude-dependent damping ratio and fundamental frequency
were investigated. A series of tests by a single person bouncing on the middle on the structure were carried out to obtain
the freely decaying response. For each test, the person was bouncing with the same frequency (controlled by a metronome)
as the fundamental frequency of the footbridge (3.81 Hz) to achieve a resonant vibration response before jumping off the
footbridge. In this way, the decaying response of the bare structure can be measured without interference from the excitation
source, which was the bouncing person in this case. The decaying vibration response is considered from the moment the
bouncing person jumps off the footbridge. To achieve this, two synchronised wireless Inertial Measurement Units (IMUs)
were utilised, one was fixed on the leg of the person and the other one was fixed on the mid-span of the footbridge. In this
way, it was possible to define the moment when the jumping person leaves the footbridge. A low-pass filter was then applied
to the measured vibration responses, before the cycle by cycle curve fitting was used to determine the amplitude-dependent
damping ratio and fundamental frequency, as shown in Fig. 21.3.

The modal mass was estimated from another test. A sinusoidal driving force was applied on the structure using a shaker
at the same frequency as the frequency of the first bending mode (3.81 Hz). The driving force and the resulting vibration
responses were measured during the test.

Numerical simulations of a single degree of freedom (SDOF) system representing the first bending mode were carried
out. The identified amplitude-dependent natural frequency and damping ratio and the measured driving force of the shaker
were utilised in these simulations. A range of modal masses were used and for each simulation the simulated and measured
responses were compared. It was possible to identify the modal mass (5100 kg) by trial and error when the simulated response
matches the measured response.

Fig. 21.2 (a) First, (b) second and (c) third bending modes of the test structure
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Fig. 21.3 Amplitude-dependent values of (a) damping ratio and (b) fundamental frequency of the test structure

21.3.2 Walking Tests

Walking tests were carried out individually by four male test subjects. Their weight range between 820 and 900 N and they
were denoted as (TS1, TS2, TS3 and TS4). To take into account the intra-subject variability, each TS performed six walking
tests at two pacing frequencies: 1.90 Hz and 2.05 Hz (12 walking tests in total). The second harmonic of the former pacing
frequency excites the first bending mode of the footbridge and produces a resonant response. The later pacing frequency is
chosen to obtain a non-resonant response. All walking tests were controlled by a metronome and each TS had to wait for
about 10 s (at the location of one of the supports) between every two successive tests to allow for the vibration decay. The
vibration response for each case was measured at the anti-node of the first vibration mode (mid-span of the footbridge).

21.3.3 Simulation of Vibration Responses

The identified dynamic properties of the first bending mode (Sect. 21.3.1) were utilised in the simulations of vibration
responses. A MATLAB script was developed to take into account the amplitude-dependent damping ratio and fundamental
frequency. The values of these parameters were updated after each cycle of the simulated vibration responses.

The simulations carried out in this study can be classified into two groups:

• Non-interactive models, for which HSI is neglected and only the walking force is applied on the oscillator of the vibration
mode, and

• Interactive models, which include the HSI of walking people (as discussed in Sect. 21.2).

For each group, two types of walking forces are utilised:

• Measured walking forces for corresponding test subjects, and
• Deterministic walking force function based on Fourier series representation which can be mathematically described in

Eq. (21.1):

F.t/ D W
�
1C

NX
nD1

˛nsin
�
2n� fp C ¿n

� �
; (21.1)
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where t is time (s), F(t) is the walking force (N), W is the static weight of the subject (kg), n is the harmonic number, N is
the total number of harmonics, ˛n is the Fourier coefficient of the nth harmonic, which is also known as dynamic load factor
(DLF), fp is pacing frequency and ¿n is the phase shift of the nth harmonic.

Based on the above mentioned simulation groups, nine cases of simulations are considered in this study:

• Deterministic force and non-interactive model (DF-N).
• Measured force and non-interactive model (MF-N).
• Deterministic force and Silva’s model [8] of walking people (DF-Si).
• Measured force and Alonso’s model [6] of walking people (MF-A).
• Measured force and Shahabpoor’s model [7] of walking people (MF-Sh).
• Measured force and Silva’s model [8] of walking people (MF-Si).
• Measured force and Toso’s model [9] of walking people (MF-T).
• Measured force and Van Nimmen’s model [10] of walking people (MF-V).
• Measured force and Zhang’s model [11] of walking people (MF-Z).

It is worth mentioning that the simulated vibration responses are repeated six times to replicate the experimentally
measured vibration responses.

21.4 Results and Discussion

21.4.1 Results

In this section, the simulated vibration responses described in Sect. 21.3.3 are compared with their experimental counterparts.
Two approaches are utilised for comparison, and as follows:

• Maximum 1-second Root Mean Square (RMS).
• Statistical comparison of vibration responses.

The process of comparing the simulations is schematically illustrated in Fig. 21.4 and the description of each procedure
is presented in this section.

The maximum 1-second RMS is calculated for each measured and simulated vibration response. There are six walking
tests/simulations for each case (i.e. six maximum 1-second RMS), and the average value is calculated and considered for
comparison. This average value is normalised by its experimental counterpart and the results are presented in Fig. 21.5.

The maximum 1-second RMS does not provide a clear description of the overall vibration responses, as it is based on the
maximum 1-second of the vibration response only. The cumulative distribution of the vibration responses can provide more
informative description. Hence, it is used to compare the measured and simulated vibration responses. Figure 21.6 presents
the cumulative distribution function (CDF) of the experimental and simulated vibration responses for a test subject at two
pacing frequencies.

The concept of fractiles is utilised to compare the CDF of the measured and simulated vibration responses. In this study,
a certain fractile of a vibration signal refers to the proportion of vibration signal with magnitude up to that value. The
fractile related to any probability of non-exceedance (0–100%) can be extracted from the CDF plots. Figure 21.7 compares
the fractiles of two simulations with their experimental counterparts. Interestingly, the fractiles of up to 90% probability
of non-exceedance of all simulation cases follow almost a linear line which does not necessarily slope at 45ı (Fig. 21.7).
This means there is a trend of over- or under-estimation of vibration responses for vibration magnitudes with probability of
non-exceedance up to 90%. Hence, the ratio of simulated/measured fractiles for this range is utilised to estimate the slope of
the best linear line that passes through them (Fig. 21.7). This slope is the ratio of the vertical/horizontal components of the
line. A slope of 1.1, for example, indicates an overestimation for vibration response for up to 90% of the vibration signal.
This feature is used to compare the measured and simulated responses for all simulation cases, and the values of the slope
for all simulation cases are presented in Table 21.2. The overall performance of each model is demonstrated by calculating
the average absolute difference (from 1.0) of each fractile ratio as shown in the last row in Table 21.2.
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Fig. 21.4 Schematic overview of the results comparison approaches

21.4.2 Discussion

Section 21.4.1 provided comparison between the measured and simulated vibration responses in terms of vibration
magnitudes up to 90% probability of non-exceedance and the maximum 1-second RMS. Hence, they can be used to describe
the performance of the simulated models.

Simulated vibration responses for all non-interactive models are found to significantly overestimate the measured vibration
responses in most of the cases, especially for the resonant responses (Fig. 21.5 and Table 21.2). Less conservative vibration
responses are generally obtained when any of the interactive models are used. This is in line with previous findings that
neglecting the interaction between walking people and the supporting structure can result in overestimation of vibration
responses [4, 15]. Interestingly, none of the utilised HSI models of walking people performed particularly better than the
others. However, the models presented by Silva [8] and Alonso [6] appear to perform slightly better than the others in most
of the simulation cases (Fig. 21.5 and Table 21.2).

It is worth mentioning that the simulated vibration responses using any of the HSI models has less difference from the
measured responses in the non-resonant cases (when pacing frequency is 2.05 Hz) than in the resonant case (1.90 Hz).
This could indicate sensitivity to damping or amplitude-dependent parameters of the HSI models of walking humans.
Another possible source of error is the variability of walking human model parameters between different people (inter-
subject variability). This could be better addressed by repeating the test and simulations for a larger number of people.

The utilised measured walking forces model appears to have a non-negligible effect on the accuracy of the simulated
vibration responses (Fig. 21.5 and Table 21.2). Therefore, despite the improved accuracy of the simulated responses, when
any of the HSI models of walking humans is used, it can be even more improved when a more realistic walking forces model
is used (the measured forces). This emphasises the importance of utilising a narrow-band near-periodic walking force model
instead of the traditional periodic walking force model. Figure 21.8 shows an example of measured and simulated vibration
responses when a measured force and an interactive model are used.
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Fig. 21.5 Comparison of 1-second RMS of simulated and measured vibration responses for pacing frequencies (a) 1.9 Hz and (b) 2.05 Hz

Fig. 21.6 Cumulative distribution function of vibration responses for TS1 using the model MF-Sh for pacing frequencies (a) 1.90 Hz and
(b) 2.05 Hz
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Fig. 21.7 Fractiles of measured and simulated vibration responses for TS1 using MF-Sh model for pacing frequencies (a) 1.90 Hz and (b) 2.05 Hz

Table 21.2 Average ratio of simulated/measured fractiles of vibration responses

Pacing 
frequency

Test 
subjects

Non-interactive 
models Interactive models

Force 
function

Measured 
force

Force 
function Measured force

Silva 
[8]

Alonso 
[6]

Shahabpoor
[7]

Silva 
[8]

Toso 
[9]

Van 
Nimmen 

[10]

Zhang 
[11]

1.9 Hz

TS1 1.84 1.33 1.44 0.94 0.88 1.06 1.08 0.80 1.09
TS2 1.40 1.31 1.10 0.88 0.77 0.92 0.91 0.90 0.87
TS3 2.03 1.66 1.60 1.09 1.02 1.23 1.24 0.99 1.26
TS4 2.08 1.17 1.62 0.89 0.88 0.96 1.03 0.78 1.06

2.05 Hz

TS1 1.29 1.20 1.08 1.06 1.06 1.02 1.03 1.01 1.01
TS2 1.35 1.24 1.21 0.96 0.92 1.02 0.94 0.98 1.01
TS3 1.76 1.15 1.38 0.94 0.95 0.98 0.96 0.90 0.99
TS4 1.31 1.23 1.14 0.99 0.95 1.02 1.04 0.98 1.06

Average difference 0.633 0.286 0.321 0.069 0.091 0.061 0.076 0.085 0.079
Blue and red cells refer to overestimated and underestimated responses, respectively

Fig. 21.8 Measured and simulated vibration responses for TS1 using MF-Sh model for pacing frequency 1.90 Hz
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21.5 Conclusions

This paper, compares the performance of six experimentally-developed HSI models of walking people available in the
literature. The simulated vibration responses are compared with measured vibration responses pertinent to four test subjects
walking on a full-scale laboratory footbridge. It is concluded that utilising any of these models can improve considerably the
accuracy of the vibration responses, and some of them performed slightly better than the others. It is found also that utilising
a HSI model of walking people with a reliable walking force model can produce even better accuracy.
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10. Van Nimmen, K., Maes, K., Živanović, S., Lombaert, G., De Roeck, G., Van den Broeck, P.: Identification and Modelling of Vertical Human-

Structure Interaction, pp. 319–330. Springer, New York (2015)
11. Zhang, M., Georgakis, C.T., Qu, W., Chen, J.: SMD Model Parameters of Pedestrians for Vertical Human-Structure Interaction, pp. 311–317.

Springer International Publishing, New York (2015)
12. Brownjohn, J.M.W., Fok, P., Roche, M., Omenzetter, P.: Long span steel sedestrian bridge at Singapore Changi Airport—part 2: crowd loading

tests and vibration mitigation measures. Struct. Eng. 82(16), 28–34 (2004)
13. Lou, J., Zhang, M., Chen, J.: Identification of Stiffness, Damping and Biological Force of SMD Model for Human Walking, pp. 331–337.

Springer, New York (2015)
14. da Silva, F., Fernandes, B., Pimentel, R.: Modeling of crowd load in vertical direction using biodynamic model for pedestrians crossing

footbridges. Can. J. Civ. Eng. 40, 1196–1204 (2013)
15. Zivanovic, S., Pavic, A., Ingolfsson, E.T.: Modeling spatially unrestricted pedestrian traffic on footbridges. J. Struct. Eng. 136, 1296–1308

(2010)



Chapter 22
Numerical Model for Human Induced Vibrations

Marcello Vanali, Marta Berardengo, and Stefano Manzoni

Abstract This paper proposes a new model for describing the effect of people on the dynamic behaviour of slender
structures. The influence of people is described by using the so-called ground reaction forces. These are split into two
types: passive ground reaction forces and active ground reaction forces. This enables to model the influence of both passive
and active people occupying the structure.

The experimental tests carried out on two different test-case structures allowed to validate the proposed approach, proving
its reliability as well as its accuracy.

Keywords Human structure interaction • Ground reaction force • Dynamics • Vibration • Slender structure

22.1 Introduction

The dynamic behaviour of structures occupied by people is studied since a lot of time. Particular attention has been devoted
to the vibration serviceability issues of civil structures, with special focus on human induced vibrations and Human-Structure
Interaction (HSI) [1–5]. Staircases [6, 7], footbridges [8–14], and more generally pedestrian structures [15–17], have been
deeply investigated and many other research works focus on stadia serviceability issues [18–20]. Furthermore, international
standards and codes [21–25] have been developed to the aim of both designing and evaluating the structure dynamics under
the crowd action and they are the natural reference when vibration serviceability is assessed. Unlike other standards, the
recent guidance [26] (Joint Working Group, 2008) regarding dynamic performance requirements for permanent grandstands
subjected to crowd action recommends to consider human structure interaction.

Many works proposed models to describe/predict the HSI effects on the structure dynamics (e.g., [9, 15, 16]). This work
proposes a model where the action of each single person on the structure is taken into account and the structure is considered
as a multi-degrees-of-freedom system. Therefore, even structures with coupled modes can be considered when computing
the structural response due to people walking.

The paper is structured as follows: Sect. 22.2 describes the theoretical approach and explains how to use the model
proposed to predict structural vibrations in presence of people; Sect. 22.3 describes the experimental tests carried out for
model validation.

22.2 Theoretical Model

When a person is in contact with a point of a structure, he/she produces a Ground Reaction Force (GRF). The GRF is the
total force exchanged between the person and the structure. The GRF can be split into passive GRF (PGRF) and active GRF
(AGRF) [7]. The PGRF is a force generated by structural movement; when an external force acts on the structure, it vibrates
and excites the person. If the person is considered as a dynamic system, it starts to vibrate as well. Therefore, a force is
exerted by the person on the structure. Such a force is named PGRF. The AGRF is due to the active force generated by the
person’s active movement. The AGRFs do not depend on (and are not generated by) the vibration of the structure behind the
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Fig. 22.1 Human-structure
interaction: PGRFs (fGR) and
AGRFs (fACTIVE)

person and are only due to the active movement of the person. The AGRF can be described as the force exerted by a moving
person on a structure with an infinite stiffness.

To sum up, the PGRF depends on the dynamic features of the person and on the motion of the structure. Conversely, the
AGRF is produced by an active movement which is not related to the dynamics of the structure.

According to Fig. 22.1, the following equation describes the dynamics of the structure occupied by people:

x .!/ D G .!/
��fACTIVE .!/ � fGR .!/C f .!/

�
(22.1)

where x is the vector of the degrees-of-freedom in which the structure has been discretised, G is the matrix containing the
frequency response functions (FRF) of the empty structure, f is the vector of the external forces, fACTIVE is the vector of the
AGRFs and fGR is the vector of the PGRFs. The expression of G is [27, 28]:

G .!/ D
nX

jD1

¥j¥
T
j

!2j � !2 C 2i�j!!j
(22.2)

where ! j is the jth eigenfrequency, � j is the associated non-dimensional damping ratio and ¥j is the jth mode shape vector
(scaled to the unit modal mass) measured/evaluated at discrete points (the superscript T indicates transposition). Finally, n is
the (arbitrary) number of considered modes, ! is the circular frequency and i is the imaginary unit. Since the eigenvectors
are known at discrete (m) points, the matrix G (!) is the m � m matrix containing the FRFs for these points.

We can now take into account two different situations:

1. passive people (i.e., people who is not moving) on the structure;
2. active people (i.e., people who is moving) on the structure.

The two following subsections will show how to use the model of Eq. (22.1) to describe the dynamics of the whole system
in the two listed cases.

22.2.1 The Case of Passive People

In the case of passive people the AGRFs are null. As for the PGRFs, they can be described by the apparent mass of each
person. The apparent mass M� (!) is the ratio between the force at the interconnection with the structure and the acceleration
of the connection point Rxi:

f GR
i .!/ D M� .!/ Rxi .!/ D �M� .!/ !2xi .!/ D H .!/ xi .!/ (22.3)

If we consider more than one person, all the f GR
i functions can be expressed in matrix form H and Eq. (22.1) becomes:

�
G�1 .!/C WHWT

	
x .!/ D G�1

H .!/ x .!/ D f .!/ (22.4)
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where W is a matrix representing the connection of m subjects to the structure (i.e., it is a matrix composed by 0 and 1
elements [6]).

According to the Woodbury matrix identity [29], the new matrix GH of the FRFs of the new system composed by the
structure and the people is:

GH D �
G�1 C WHWT	�1 D G � GW

�
H�1 C WTGW

��1
WTG (22.5)

To find the expression of GH, the H functions must be known for all the people. It is possible to use measured H functions
as well as approximated models available in literature [30, 31].

22.2.2 The Case of Active People

In the case of active people the AGRFs are non-null. Equation (22.1) can be used to estimate the structural response due to
people movement on the structure. To this purpose, we need an estimation of the AGRFs and PGRFs.

As for the AGRFs, it is possible to build a database of forces for the considered kind of movement (e.g., as in [7] for
people ascending and descending staircases). Figure 22.2 shows some examples of the collected AGRF time-histories for
people ascending and descending staircases.

As for PGRFs, we can still use Eq. (22.3), but we have to keep in mind that in this case the function H changes with time
because people change posture during the movement. Furthermore, people move over the structure so that the PGRFs change
point of application in time. As for the former point, an equivalent apparent mass M�

eq is defined taking into account many
different postures of the subject during the motion. Basically, each step is split into different positions (P positions) and the
apparent mass M�

a;i is estimated (e.g., with experimental tests as in [7]) for each of these postures. Actually, each M�
a;i is the

average of the apparent mass of different people in the given posture. Then, M�
eq is calculated as:

M�
eq .!/ D

PX
iD1

˛iM
�
a;i .!/ (22.6)

where the ˛i coefficients are the weights. They are chosen in order to describe properly the amount of time spent by the
people in the corresponding posture within the cycle time T (i.e., the time of a single step). In other words, we freeze P
postures within the movement cycle and we treat each of them as a static posture.

In this scenario, each person produces a PGRF related to the apparent mass M�
eq. Then, the PGRFs can be applied to the

structure in two different ways:

Fig. 22.2 Two examples of recorded AGRF time-histories for people ascending a staircase (up) and two examples of recorded AGRF time-
histories for people descending a staircase (down)
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1. each PGRF (i.e., one for each person on the structure) is considered as a moving excitement. Hence, the equivalent
matrix GH(!) (see Eq. 22.4) changes in time;

2. a fraction of the apparent mass m�

fr(!) is calculated:

m�
fr .¨/ D m

nd
M�

eq .!/ (22.7)

where m is the number of people on the structure and nd is the number of points in which the structure is discretised. Then,
m�

fr .¨/ is applied to each of the nd points. Thus, the PGRF in each point can be expressed as:

f GR
i .!/ D m�

fr .!/ Rxi .!/ D �m�
fr .!/ !

2xi .!/ (22.8)

In terms of the full displacement vector x(!), fGR becomes:

fGR .!/ D WnHWT
n x .!/ D �!2m�

fr .!/Wnx .!/ (22.9)

where Wn is a nd x nd identity matrix, H(!) is a nd x nd diagonal matrix containing the fractions of the equivalent apparent
mass (i.e. H .!/ D �Wn!

2m�
fr .!/). Substituting Eq. (22.9) into Eq. (22.1), we obtain (neglecting f):

�
G�1 .!/C !2m�

fr .!/Wn
	

x .!/ D G�1
H .!/ x .!/ D �fACTIVE .!/ (22.10)

where GH(!) is the nd � nd matrix representing the equivalent set of FRFs describing the dynamic behaviour of the joint
system composed by the structure and the people. Obviously, the behaviour of this joint system is an average behaviour
because m�

fr is employed.
The second approach of the previous list assumes a fixed form of GH(!) in time. Therefore, this assumption makes the

simulation of the structure response fast and easy under the computational point of view. Moreover, when the number of
people on the structure is increases, the accuracy of this easy-to-apply approach is expected to increase as well.

Finally, the response of the structure to the movement of people can be calculated as the convolution between the AGRFs
and the unit impulse response functions of the joint system. These unit impulse response functions can be achieved by
applying the inverse Fourier transform to the FRFs composing GH(!). As for the AGRFs to be applied, Fig. 22.3 provides
an example of how to build them by using the database of AGRFs mentioned previously. Such an example refers to a person
ascending a staircase and the forces depicted are related to the force exerted by this person on three consequent steps.

Fig. 22.3 Simulation of the AGRFs exerted by a person ascending a staircase on three consequent steps. The portion of the time-histories where
the forces are not null are recorded AGRFs like those of Fig. 22.2. The force signals are in Newton
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22.3 Experimental Tests

This section describes the experimental campaign carried out to validate the model presented in Sect. 22.2. Two staircases
were used as test-structures. One, named S1, is made up of steel and marble, its length is 12.03 m, its width is 1.80 m and
the height is 5.22 m. The second one, named S2, is made up of steel and has marble sheets on the steps, its length is 13.30 m,
its width is 1.80 m and the height is 5.60 m. The modal parameters of the empty structures were identified by means of
experimental modal analysis [32] and the values of the eigenfrequencies and non-dimensional damping ratios are gathered in
Tables 22.1 and 22.2. The modes taken into account are those in the frequency range 0–15 Hz, which is the frequency band
where the humans are mostly able to influence the dynamics of the structures.

22.3.1 Tests with Passive People

This subsection presents some results related to the validation of the model of Sect. 22.2.1, developed to model the influence
of passive people on the dynamic behaviour of the hosting structure. Different people were asked to stay in given points of
the staircases. Then, the structure was excited by using an electro-dynamic shaker laid down on the staircase and moving a
mass. Therefore, the excitement was provided employing the inertial effect (more details about the way to excite the structure
can be found in [6, 7]). Finally, the FRFs of the structure were estimated by measuring the structural response by means of
accelerometers. Figure 22.4a, b show the FRFs (for some tests and points of the structure chosen as examples) in a given
point of S1 and S2, respectively. The experimental results match the numerical expectations for both the structures, proving
the reliability and accuracy of the proposed approach. Other tests gave a similar level of accordance between experiments
and simulations. Therefore, they are not shown here for sake of conciseness.

Table 22.1 Modal data
identified experimentally for S1
in the frequency range 0–15 Hz
(empty structure)

Mode number ! j/(2�) [Hz] � j [%]

1 7.84 0.33
2 8.89 0.43

Table 22.2 Modal data
identified experimentally for S2
in the frequency range 0–15 Hz
(empty structure)

Mode number ! j/(2�) [Hz] � j [%]

1 6.70 0.33
2 9.55 0.28
3 10.75 0.29
4 11.21 0.17

Fig. 22.4 FRF for S1 (a) and S2 (b)
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22.3.2 Tests with Active People

This subsection shows that the use of the model presented in Sect. 22.2.2 allows to improve the prediction of the structural
response due to people moving. The tests were carried out by asking a given number of people to walk freely and all together
on S1/S2. The acceleration responses of the structures were measured by means of accelerometers. The newly proposed
approach is compared here to the experiments and to the use of the model of the empty structure directly excited by the
AGRFs.

The mentioned comparison is carried out in terms of root mean square (RMS) of the time-responses. Here, the resulting
RMS values are related to the point of maximum response for both S1 and S2. The RMSs are calculated in the frequency
range 0–15 Hz.

The RMS values coming from the use of the models is represented as a mean value plus/minus twice the standard
deviation. Indeed, since the AGRFs are sampled from a database of AGRFs (see Sect. 22.2.2), the result of a single simulation
depends upon the AGRFs extracted from the database. Therefore, each case (i.e., a given number of people walking on either
S1 or S2) was simulated 100 times to achieve a statistical reliability of the results by building of the resulting RMS values
distributions (which were found to have a Gaussian trend).

Figure 22.5a, b show the results related to the tests on S1 with three and nine people walking on the staircase, respectively.
Figure 22.5c, d show the results related to the tests on S2 with five and ten people walking on the staircase, respectively.
These plots demonstrate that the model proposed in Sect. 22.2.2 allows to satisfactorily estimate the experimental results.
Furthermore, the use the FRF matrix GH as described in Sect. 22.2.2 allows to achieve results more accurate than the direct
application of the AGRFs to the model of the empty structure (i.e., using G).

Fig. 22.5 Resulting RMS values: S1 with three people walking (a), S1 with nine people walking (b), S2 with five people walking (c) and S2 with
ten people walking (d). The symbol GH on the vertical axis refers to the results related to model presented in Sect. 22.2.2, while the symbol G is
related to the application of the AGRFs to the model of the empty structure. Plus symbols are related to experimental results, circle symbols are
related to the mean value of the simulations results and square symbols are related to the mean value of the simulations results plus/minus twice
the standard deviation of the simulation results
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22.4 Conclusion

This paper has dealt with a new approach to model the coupling between a slender structure and people occupying it. The
proposed approach shows to be accurate and reliable when considering both passive and active people. Such a result is
achieved by splitting the influence of each person as the sum of a passive ground reaction force and an active one.

The model has been validated by means of experimental tests performed on two different staircases showing a good
agreement with experiments in terms of the predicted vibration levels and highlighting the fact that considering the empty
structure response always leads to a consistent overestimation of the human induced vibrations.
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Chapter 23
Dynamic Testing on the New Ticino Bridge of the A4 Highway

Elena Mola, Franco Mola, Alfredo Cigada, and Giorgio Busca

Abstract The dynamic tests on the two separate viaducts constituting the bridge over the Ticino river offered the chance
to start a thorough identification process consisting in numerical simulation, experimental activity and model updating, to
gather a deeper knowledge of the bridge behavior. In addition, this series of tests has offered a good benchmark to prove the
actual strengths and weaknesses of the Italian standards for dynamic testing. The two viaducts are identical and made up of a
series of equal length spans, making modal identification a more complex task, since it has to be performed in the presence of
dense spectra with a number of closely spaced peaks, belonging to quite similar mode shapes. Operational Modal Analysis
(OMA) was performed and is scheduled to be repeated in the future to assess any eventual on-going damage. The paper will
present the results of the experimental activity compared to the numerical predictions and the model tuning activity.

Keywords Operational modal analysis • Composite bridges • Eigenvalue analysis • Model tuning • Monitoring

23.1 Introduction

The study of the dynamic performance of civil infrastructures, such as bridges and viaducts, is a very important matter both in
the academic research community and for the Institutions, since their security and reliability are deeply related to casualties,
resilience and strategic performance in case of events such as earthquakes.

The importance of correctly assessing the dynamic behavior of strategic infrastructures is reflected in most European
normative documents, with different levels of detail, depending on the Country. In Italy, there are prescriptions enforced
by the Italian Code, i.e. D.M. 14 Jan 2008 [1], for strategic flyovers, bridges or otherwise significant structures that need
to guarantee increased performance levels in case of an emergency. For these cases, the design and construction validation
protocol needs to include dynamic experimental analysis of some sort, through which at least the first natural frequency of the
structure can be estimated and compared to that predicted by the numerical analysis during the design phase. Unfortunately,
the current version of the Code does not specify what kind of dynamic tests must be carried out, but the only requirement
is the identification of at least the first vibration frequency, and its comparison to the one predicted by the numerical model.
For modal identification and model tuning to be effective, though, it is definitely necessary to identify and compare a full
set of modal parameters and mode shapes, rather than one single value of frequency: in this way, thorough correlation and
cross-correlation tests can be performed between the experimental and the numerical results.

In the case at hand, the Owner of the highway A4, SATAP Spa, required a thorough experimental modal analysis of the
Ticino Bridge, which was carried out by the staff of Politecnico di Milano. The experimentally dynamic properties were
then compared to the numerical analyses carried out by the staff of ECSD Srl, in charge of the final design and construction
validation.

It is well known that modal identification can usually be performed in two ways: Operational Modal Analysis (OMA) [2]
and Experimental Modal Analysis [3]. If the dynamic tests are mainly meant as a design validation tool, then operational
modal analysis is often preferred. It provides sufficiently accurate information on the modal properties of the infrastructures
with reduced global costs with respect to an experimental modal analysis requiring forced excitation. When using OMA,
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though, natural frequencies and modal damping coefficients can still be obtained, but mode shapes can not be mass- scaled
since the excitation force is unknown. A very important advantage of OMA is the fact that it does not require disruption
of use, which is very important for a bridge, so it can be easily repeated over time under operational conditions to monitor
the evolution of the dynamic properties, for both monitoring and early damage detection purposes. This, together with its
reduced costs, was the main reason why the Owner chose to perform OMA tests only, in view of a future monitoring protocol
to be implemented for the bridge, including periodic repetitions of OMA tests in operating conditions.

The modal parameter identification methods based on Operational Modal Analysis can be classified into frequency domain
methods and time domain methods. In this paper, the Poly-reference Least Squares Complex Frequency Domain method is
adopted to modal parameter identification for operational data, which is a polyreference version of the LSCF method, using
a so-called right matrix-fraction model [4].

In the following, the numerical analysis and the experimental activity carried out on the bridge will be presented and the
results compared and discussed.

23.2 Description of the Bridge

The Ticino Bridge is part of A4 highway which connects the two main cities in Italy (Milan and Turin respectively) and it is
one of the oldest and most important European motorways. Therefore, it is of great significance and importance.

The bridge is designed so that the two ways (MI-TO and TO-MI), consisting of three lanes each, are separated. Each way
consists of 16 reinforced concrete piers supporting a continuous steel beam deck of 17 spans without joints. The steel girder
sections of the deck, composed by four main beams and horizontal braces, which support a reinforced concrete slab (Fig.
23.1a), were assembled and launched by pushing them independently at both the river banks for optimizing and reducing
construction time (Fig. 23.1b). The TO-MI way is 16.9 m wide while the MI–TO way is 18.4 m due to an additional
pedestrian lane. In order to guarantee the necessary seismic performance of the bridge, as well as the compensation of the
thermal deformations, the deck rests on friction pendula allowing a relative displacement in the horizontal direction.

23.3 Structural Analysis and Modelling Assumptions

The dynamic properties of the Ticino Bridge were numerically predicted by means of a finite element (FE) model that was
developed using the commercial software for structural analysis Midas Gen v.2014 (Fig. 23.2).

The friction pendulum damping devices between the piers and the deck elements were modeled considering their force
displacement curve provided by producers and reported in Fig. 23.3a.

The horizontal stiffness of these devices, k, is function of vertical load, V, and is higher for small displacements
(<d1 D 2 mm) and lower for large displacements, as reported in Fig. 23.3a). For the analysis of the dynamic properties
of the flyover to be compared with the experimental results from operational modal analysis, the horizontal stiffness of each
friction pendulum was taken equal to ki D 	V/d1, where 	 D 0.025 is the friction coefficient, V is the vertical load on the
device (actually in place during the dynamic tests), d1 D 2 mm is the limit value of the displacement for which the slope of
the bi-linear curve representing the stiffness of the bearing changes, as can be observed in Fig. 23.3a). In order to correctly
represent the boundary conditions and distribute the stiffness of the bearing on the beams, nine nodal isolators were modeled
by means of nine springs acting on the beam (Fig. 23.3b). The value of the horizontal stiffness of these springs was taken
equal to ki* D ki/9 as a function of the vertical load.

The bridge substructure, consisting of reinforced concrete piers, was not included in the numerical model since its
contribution to the dynamic vibration characteristics of the deck was judged negligible, mainly because the stiffness of
the piers is much higher than those of the friction pendulum bearings. Moreover, because most of the mass of a bridge is
in the deck, the first modes usually involve mainly the deck and not the piers. As a matter of fact, the deck can thus be
considered restrained to the ground by means of systems of two springs in series, one corresponding to the isolator with low
stiffness and the other to the pier with much higher stiffness. Therefore, for very different stiffness values, the global stiffness
of the series springs is dominated by the lower value and the higher one could be neglected. The model has been accordingly
limited to the deck and the supporting isolating system. The developed finite element model is three-dimensional and was
implemented using a refined mesh of shell elements. This choice allows a realistic description of the deck geometry (Fig.
23.2) and of the mass and loads distribution together with a more reliable definition of the mode shapes, especially those
involving the torsional behavior of the bridge deck. All shell elements have four node rectangular shapes, adopting meshing
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Fig. 23.1 (a) Scheme of the cross section of the bridge deck and (b) the bridge under construction

Fig. 23.2 Details of the FEM of the bridge—cross sections and friction bearings modeled with four springs

criteria such as low aspect ratio, avoidance of small or large angles in elements and avoidance of small to large element
transitions.

The modes obtained from modal analysis are typically similar to a static wave with close frequency values. For instance,
Modes 1, 2 and 3 are similar vertical modes, while 8, 9 and 10 are similar torsional modes. These mode shapes and
frequencies will be compared to those derived from preliminary operational analysis in the next section. The frequencies
and mode shapes are slightly different for the two travelling ways, due to the presence of the additional pedestrian way on
the MI-TO side, but the same, very closely spaced, modes appear in both cases. In Table 23.1, the first 14 natural frequencies
and mode shapes of the MI–TO way, identified by numerical linear modal analysis, are shown.
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Fig. 23.3 (a) Force-displacement diagram of a friction pendulum device under seismic conditions; (b) Friction pendulum bearing modelled by
nine springs

Table 23.1 Linear modal analysis results: modal frequencies MI–TO way

Mode f (Hz)
Vibration mode of the
whole MI-TO way

Vibration mode of the
investigated spans Mode f (Hz)

Vibration mode of the
whole MI-TO way

Vibration mode of the
investigated spans

1 1.27 2 1.29

3 1.32 4 1.37

5 1.45 6 1.53

7 1.58 8 1.59

9 1.61 10 1.63

11 1.65 12 1.70

13 1.73 14 1.75

23.4 Operational Modal Analysis

Operational modal analysis was applied to process the experimental data: wind, vibrations induced by the surrounding
working area, nearby traffic etc. could provide suitable environmental excitation for modal parameters identification. In
order to ensure the robustness of the results, the time duration of test was eight hours: this has allowed stabilizing the spectra
with a signal/noise ratio good enough to get reliable results in the next modal analysis identification. In addition, it was
necessary to check temperature changes to eventually correct any deviation in the modal parameters depending on its value:
this dependence was proved to be negligible in this case. The availability of a large amount of data coming from low noise
transducers allowed averaging over long time windows, in order to obtain frequency spectra characterized by an acceptable
signal to noise ratio.
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Fig. 23.4 Investigated spans, dimensions in meters

Fig. 23.5 Measurement grid: (a) locations and (b) channel numbers

23.4.1 Description of the Tests

The measurement mesh and dimensions of investigated spans are shown in Figs. 23.4 and 23.5. The response of the bridge
was measured at twenty measurement points in the vertical direction and seven in the transverse direction (Fig. 23.5). The
sensors placement was based on the numerical model in order to get reliable results for the first mode shapes.

As for the choice of the sensors for measuring the structural response, the accelerometers were piezo-electric sensors used
for seismic applications. In fact, this type of sensors ensures excellent sensitivity to vibration and a large enough bandwidth
even for low frequencies, granting a high signal to noise ratio even for very low frequencies. More in detail, with reference
to the positions shown in Fig. 23.5, the patterns of accelerometer used were:
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• accelerometer piezo-electric PCB393B31 (channels 5, 7, 11, 13, 20, 22, 24, 25, 26, 27)
• accelerometer piezo PCB 393A03 (channels 9, 21)
• accelerometer piezo-electric PCB 393B12 (other channels)

All signals were recorded using a 24 bit A/D converter with anti-aliasing filters built inside, with a sampling frequency
equal to 2048 Hz.

23.4.2 Test Results and Identification Issues

The technique used for the extraction of modal parameters from the output data only is the Polyreference Least Squares
Complex Frequency Domain method. One of the specific advantages of the technique lies in the very stable identification of
the system poles and participation factors as a function of the specified system order, leading to easy-to-interpret stabilization
diagrams, [4, 5]. Hence it keeps a rather good accurate performance to identify the parameters for small damping and dense
modal system by using stabilization diagram. Figure 23.6 shows the stabilization diagram obtained.

Since the first three/four vibration modes are enough for the model validation, a frequency band from 1 to 3 Hz with a
rather high mode density was chosen (Fig. 23.6). From the stabilization diagram, the poles marked by arrows are very stable,
so these modes can be identified in a reliable and robust way [6, 7].

The averaged Power Spectral Densities (PSD) of Accelerometer 2, 5 and 6 have been computed and showed in Fig. 23.7.
It is clear that auto-spectra in Fig. 23.7 have the first significant peaks from 1 to 3 Hz, which reveals that the structure has
very closely spaced modes, in some cases just with a 0.05 Hz gap among them.

Because some modes, for instance the two modes marked by arrows in Fig. 23.7, are highly damped and close to the next
peaks (1.27 and 1.36 Hz respectively), it is rather challenging to identify these modes. Table 23.2 shows the first identified
natural frequencies and corresponding damping ratios. It must be noticed that this table only shows modes for which
the identified eigenmodes were reliable. Figure 23.8 shows the mode shapes correctly identified and their corresponding
simulations.

Figure 23.8 shows the experimental identified mode shapes and numerical identified mode shapes have a high degree of
correspondence and the identified frequencies have a good match with the numerical ones.

Fig. 23.6 MI-TO way: stabilization diagram
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Fig. 23.7 TO-MI way: PSD, the arrows indicate modes of vibration of lower amplitude of which is difficult to identify reliably the mode shape

Table 23.2 Modal parameters of
TO-MI bridge

Mode Frequency (Hz) Damping ratio (%)

1 1.27 0.52
2 1.36 0.51
3 1.51 0.52
4 1.71 0.45
5 1.77 0.71
6 1.82 0.43
7 1.92 0.42
8-1 2.07 0.49
8-2 2.08 0.53
9 2.20 0.47
10 2.24 0.38

23.4.3 Test Results and Model Tuning Activity

This good agreement came after some model tuning was performed. In this case, the most important modelling assumption
to refine was the behavior of the pendula, because all the rest of the geometry, masses and boundary conditions had been
accurately reproduced in the FE model. On the other hand, as discussed before, the real behavior of the pendula in their elastic
branch needed to be reproduced in order to be compared with the mode shapes identified at very low levels of vibration. At
the beginning of the modelling process, the pendula were considered as fixed restrains to simulate the stiff frictional branch.
This assumption caused some modes to disappear and limited the translational vibrations of the bridge along single spans,
a fact that was considered non realistic. To overcome this excessive simplification, the correct force-displacement law was
introduced, but still the pendulum at one single support were modelled as ‘lumped’ in one single node of the mesh. This
option turned out to be ineffective because in this case in the FE model some additional irregular modes appeared, which
were not representative of the physical behavior of a symmetric bridge having regular spans.

Finally, after a few attempts, the number of nine springs for each isolator, each of them having a stiffness of 1/9th of
the total and located at nine adjacent nodes of the mesh, gave “smoother” and more realistic numerical results for the mode
shapes, as shown in the next section. In fact, these modeling assumptions reflected the behavior of the pendulum, whose
physical dimension is much larger than one single node of the mesh chosen for the bridge deck.



194 E. Mola et al.

Table 23.3 Percentage
differences in frequencies for
TO-MI bridge

Mode Relative frequencies error (%)

1 1.57
2 1.47
3 2.65
4 2.92
5 3.59
7 7.81

23.4.4 Test Results and Comparison with Tuned Model

The comparison carried out in the following is carried out by using the numerical mode shapes derived after the model
tuning, which are also the ones represented in Table 23.1. In order to illustrate the similarity between the two sets of modes,
the relative frequencies error is calculated in Table 23.3. It is clear that percentage differences in frequencies are very low
since they are lower than 8% in the worst case.

Modal Assurance Criterion (MAC) is used to assess the correlation between two sets of modes. Herein MAC is used to
find the correlation between experimental mode shapes and numerical mode shapes. The formula of MAC is:

MACij D
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ˇ̌2
�
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is�is
� �
�T
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�

where � is, � js are values of the ith order and jth order mode shape corresponding to the degree of freedom s respectively.
The MAC plot between numerical modes and experimental modes for TO-MI way and MI-TO way are shown in Fig. 23.9.

The right color-column indicates the MAC level for each color, where 1 indicates perfect correlation, whereas 0 indicates
uncorrelated modes. From Fig. 23.9, the diagonal MAC values are all nearly close to 1, which means that numerical modes
and experimental modes are pretty closely coincident. It needs to be noticed that high correlation values are also reported
for non-corresponding modes. For instance, experimental modes 1, 3 and 5 of TO-MI way have a good matching with
simulated modes 1, 2 and 3. From Fig. 23.8 it is clear that these modes have the same shapes for the tested spans, then this
high correlation is explained. In order to see a difference among these modes, the number of the spans under test should be
increased.

23.5 Conclusions

In this paper the numerical model validation of the bridges MI-TO and TO-MI have been achieved.
Considering both results from numerical computation and experimental test, a good agreement between simulation and

reality was obtained. The correspondence among the frequency shows a difference lower than 8% for the higher modes and
the MAC values among the simulated and experimental modes are close to 100%.

Nevertheless, it is rather difficult to distinguish all the modes in the frequency range 1–3 Hz, because the natural
frequencies are very close and the modes are highly damped.

It must be also noticed that the number of spans used for the experimental tests was insufficient to describe completely
the modes shapes. Since the two bridges have all the spans of the same length, the mode shapes are similar. The differences
among the modes could have been seen only if all the spans would have been instrumented, but it was impossible due to
budget limits.
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Fig. 23.8 MI-TO way: numerical and experimental frequency comparison
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Fig. 23.9 MAC plot between numerical modes and experimental modes for (a) TO-MI way and (b) MI-TO way
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Chapter 24
Predicting Footbridge Vibrations Using a Probability-Based Approach

Lars Pedersen and Christian Frier

Abstract Vibrations in footbridges may be problematic as excessive vibrations may occur as a result of actions of
pedestrians. Design-stage predictions of levels of footbridge vibration to the action of a pedestrian are useful and have
been employed for many years based on a deterministic approach to modeling the action of a pedestrian. The paper
employs a probability-based approach to modeling the action of a pedestrian by considering randomness in the behavior
of the pedestrian crossing the footbridge. The paper describes the approach and studies implications (sensitivity) of selected
decisions made when setting up the probabilistic framework for the predictions of footbridge response.

Keywords Footbridge vibrations • Walking loads • Numerical prediction • Serviceability-limit-state • Response
prediction

Nomenclature

a Bridge acceleration
fs Step frequency
m1 Bridge modal mass
˛ Dynamic load factor
 Standard deviation
f1 Bridge fundamental frequency
F Walking load
L Bridge length
�1 Bridge damping ratio
� Phase
i Integer
ls Step length
W Weight of pedestrian
� Mean value
ˆ Mode shape

24.1 Introduction

Pedestrians are known to be capable of causing problematic vibrations in footbridges. The London Millennium Bridge
incident [1] is well-known and it resulted in increased focus on the modelling of loads generated by pedestrians. Modelling
of walking loads is also the topic of this paper.

Deterministic models for walking loads are available in design guides and codes of practise (such as in [2, 3]). However
it is known that the locomotion of a pedestrian is not deterministic. Parameters of walking load models (such as step
frequency, step length and dynamic load factors) are fundamentally stochastic by nature [4–7] and different pedestrians
generate different dynamic forces. This paper will respect this and therefore it will respect that the response of a footbridge
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to the action of a pedestrian is a random variable. This means that the bridge response to the action of a pedestrian is best
described by a probability distribution function describing the stochastic nature of bridge response.

When evaluating the vibration serviceability-limit-state of a footbridge, it would often be bridge acceleration levels that
would be of concern, and for this paper focus is on the peak midspan acceleration levels of the footbridge generated by
single-person pedestrian traffic.

Even when having decided that the footbridge response is to be handled as a random variable, there are decisions to
be made related to which walking load model to employ. This is so because not only a single load model is available in
literature. There are simple load models that can be used but there are also more advanced load models that can be employed.
The difference between the simple and advanced models relates to their way and level of detail in describing the locomotion
of a walking person and the load hereby directed to the footbridge. Differences between the models are described in the
paper.

The paper examines how different choices made related to modelling the action of a pedestrian will influence predictions
of footbridge response. The choices will involve deciding on a load model but there are also decisions to be made in terms
of how to model the parameters of the load model. The paper addresses both issues.

Two different bridges are assumed for the study in order to widen the basis for a discussion of results.
The load models assumed are described in Sect. 24.2. Section 24.3 defines the footbridges and Sect. 24.4 presents and

discusses results of findings.

24.2 The Load Models Considered for the Study

Sections 24.2.1 and 24.2.2 presents the two load models considered for the studies of this paper. Section 24.2.3 presents the
assumptions made in terms of input parameters for the models.

24.2.1 Load Model I

This load model, Eq. (24.1), is the one that has been employed for many years for modelling vertical action of a pedestrian
and it is for instance suggested in [8–10].

F.t/ D W
nX

iD1
˛i cos .2� i fst C �i/ (24.1)

W is the weight of the pedestrian, ˛i is the dynamic load factor for load harmonic no i, and fs is the step frequency of the
pedestrian. The value n defines the number of load harmonics assumed for the calculations. For the present studies only the
first load harmonic will be considered for this load model as the bridges investigated are such that the load harmonics with
values of i above 1 hardly would be able to cause dynamic response of the bridges.

This means that it is not necessary to model phase information between load harmonics; information contained in the
parameters �i.

Even though the model is often employed as a deterministic load model, entering model parameters as random variables
makes it useful as a stochastic load model. The model is not as advanced as load model II described in the next section.

24.2.2 Load Model II

This load model accounts for the inability of a pedestrian to repeat the same force in each step and that the force generated
by a pedestrian is not fully periodic. The load model is introduced in [11] and is seen in Eq. (24.2).

F.t/ D
5X

iD1
Fi.t/C

5X
iD1

FS
i .t/; (24.2)
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Basically the load model is built such that it includes both main harmonics occurring at frequency ifs (see Eq. 24.3) and a
set of subharmonics (see Eq. 24.4).
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For explanation of the parameters of the load model (the parameters included in the two equations above) and for a
description of how the model is operated, reference is made to [11]. Here it suffices to mention that load model II includes the
main harmonics also considered in load model I. Furthermore load model II includes subharmonics occurring at frequencies
in between the main harmonics and it also models a leakage of energy around these frequencies.

24.2.3 Parameters of the Models

For the studies of this paper, both load model I and load model II are employed in a way accounting for the fact that different
pedestrians will generate different dynamic forces. This is done by modelling at least some of the load model parameters as
random variables.

Mean values, �, and standard deviations,  , assumed for step frequency, fs, pedestrian weight, W, and step length, ls, are
listed in Table 24.1.

The stochastic nature for the load model parameters reported in Table 24.1 are those suggested in [11]. It is seen that the
pedestrian weight, W, is handled as a deterministic property in that the standard deviation for this parameter,  , is set to zero.
For the random variables (step frequency and step length) normal distributions are assumed and furthermore step frequency
and step length are considered to be independent parameters. Although the step length does not appear in the load models
introduced above it defines the position of the pedestrian when crossing the bridge and hereby the modal load generated by
the pedestrian.

Apart from the parameters listed above, assumptions are also made about the stochastic nature of dynamic load factors.
The mean value of the first dynamic load factor is modelled to depend on step frequency in accordance with Eq. (24.5).

�˛1 D �0:2649f 3s C 1:3206f 2s � 1:7597fs C 0:7613 (24.5)

This equation models a relationship calibrated in [6], which also suggests a standard deviation,  , of 0.16� for this
parameter, which is the stochastic nature of the action assumed for the studies of this paper.

Load model II models load harmonics beyond the first load harmonic, and Table 24.2 shows the numbers assumed for the
mean values and standard deviations for these load harmonics.

These load harmonics are not included when employing load model I. However, they form an integrated part of load
model II. Phases between the load harmonics are modelled as random variables following a uniform distribution in the range
[� ,  ].

For a description of how parameters of load model II not uniquely defined above are computed see [11].

Table 24.1 Mean values and
standard deviations

� 

fs (Hz) 1.87 0.186
W (N) 750 0
ls (m) 0.71 0.071

Table 24.2 Mean values and
standard deviations [11]

˛2 ˛3 ˛4 ˛5

� 0.07 0.05 0.05 0.03
 0.030 0.020 0.020 0.015
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Table 24.3 Modal properties of
bridges and bridge length

Bridge f1 (Hz) �1 (%) m1 (103 kg) L (m)

A 1.9 0.05 43.8 45.3
B 2.85 0.05 19.5 30.2

24.2.4 A Variation of Study Assumptions

A central objective of the studies of this paper is to compare the results of footbridge response calculations obtained using
load models I and II. Both models handle a number of parameters as random variables. It is considered of interest to study
whether one of the walking parameters might as well be handled as a deterministic property without loss in statistical
information about relevant footbridge response data.

In load model I as well as in load model II, the step length, ls, is modelled as a random variable. For calculations a scenario
is constructed in which the step length is modelled as a deterministic property assuming the mean value (for any outcome of
step length), thus not accounting for randomness in outcomes of step length. This in order to compare with results obtained
accounting for randomness in step length.

24.3 The Footbridges Considered for the Study

It is chosen to consider two-point pinned bridges with the modal properties (natural frequency, damping ratio, and modal
mass) of the first vertical bending mode given in Table 24.3.

Although the two bridges will have vertical modes of vibration beyond the first vertical bending mode, these are not
considered for the present study, as the natural frequencies of those modes are so high that they are unlikely to be noticeably
excited by pedestrian loading.

The natural frequency of bridge A is chosen such that the first harmonic of pedestrian loading is likely to bring bridge A
into resonant vibration, as the mean step frequency is fairly close to 1.9 Hz (according to mean values of step frequencies
presented in [4, 11]). Bridge B, however, is not very likely to come into vibration due to the first harmonic load component
but bridge B might resonate as a result of the first subharmonic above the step frequency.

It can be seen that the bridges are very lightly damped which would suggest that the bridges respond quite lively if
subjected to resonant excitation from a pedestrian.

The bridge length, L, is not identical for the two bridges. Bridge B is shorter than bridge A, which is meaningful as bridge
B is stiffer than bridge A.

24.4 Extracting Response Data

Prior to computing bridge response, the load of the pedestrian was conveyed to a modal load acting on the first vertical
bending mode of the bridge. This involves accounting for the mode shape of the bridge and the walking velocity of the
pedestrian. The walking velocity is calculated based on outcomes of step frequency and step length. The mode shape, ·, of
the first vertical bending mode of the bridges is assumed to have the shape of a half-sine normalized to 1 at the top point.

The footbridge response parameter in focus in this paper is the vertical footbridge acceleration computed at footbridge
midspan. During each pedestrian crossing of the bridge, the peak value of accelerations is extracted from a time domain
representation of bridge accelerations at this position. The time history of the response is computed using a Newmark time
integration approach.

A large number of single person bridge crossings were simulated using the Monte Carlo approach respecting the modelled
stochastic nature of parameters in the load models. This approach allows for sorting calculated acceleration response data
and finding the probability distribution and then extracting quantiles of the response, hereby respecting that the response is
in fact stochastic. The acceleration quantiles focused on in this paper are a95, a90, and a75.

In order to assure confidence in estimates of acceleration response quantiles, 100,000 simulation runs were made for each
studied scenario.
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24.5 Results

Sections 24.5.1 and 24.5.2 presents results of calculations.

24.5.1 Influence of Choice of Load Model

Table 24.4 presents acceleration quantiles derived having applied load models I and II for computing responses of the two
bridges (bridges A and B). In both load models, the step length, ls, is handled as a random variable.as defined in Table 24.1.

Focusing on the acceleration quantiles obtained for the 1.9 Hz-bridge (bridge A) it can be seen that there is not much
difference between the results obtained employing load model I (the simple load model) and load model II (the advanced
load model).

The opposite conclusion is drawn for the 2.85 Hz-bridge (bridge B). For this bridge, the simple load model (model I)
underestimates the acceleration response. This is explained by the circumstance that the simple load model does not model
subharmonics of load action. Hereby load model I can only excite the 2.85 Hz-bridge as a result of the modelled randomness
of step frequency.

That the advanced load model can excite the 2.85 Hz-bridge to resonance is illustrated in Fig. 24.1 which shows a power
spectrum of the load generated by a pedestrian.

The frequency representation of the load shown in Fig. 24.1 is constructed by analysing a time history generated by
pedestrian forces. The time history was produced assuming that all random variables of the load model assumed their mean
value (only the phases between load harmonics have been modelled as a random parameter when producing the time history).
It is apparent that this load model contains load energy close to the frequency of bridge B (2.85 Hz) which can put the bridge
into resonance vibrations. It is also apparent that the energy that can excite bridge A (1.9 Hz) is higher than that at 2.85 Hz,
which explains why the acceleration response of bridge A is higher than that found for bridge B.

Returning to the results for bridge A, it can be observed that for the quantile a75, there is a noticeable difference between
results obtained assuming load model I and load model II. It is believed that most often it would be the higher quantiles that
would be of interest (a95 or a90). If the task is to produce estimates of these quantiles, the result appears to be insensitive
to the choice of load model (i.e. whether the simple or the advanced load model is chosen is not important). This is not the
case if the task is to produce estimates of response of a bridge with a natural frequency at about 2.85 Hz. For that bridge, the
application of the advanced load model is recommended.

Table 24.4 Acceleration
quantiles

Bridge A B
Load model I (m/s2) II (m/s2) I (m/s2) II (m/s2)

a95 0.3524 0.3425 0.0257 0.0754
a90 0.2764 0.2672 0.0213 0.0672
a75 0.1099 0.1297 0.0152 0.0560

Fig. 24.1 Normalized power spectrum for load model II. (�: frequency of bridge A, *: frequency of bridge B)
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Table 24.5 Acceleration
quantiles

Bridge A B
Load model I (m/s2) II (m/s2) I (m/s2) II (m/s2)

a95 0.3537 0.3421 0.0257 0.0754
a90 0.2770 0.2674 0.0212 0.0670
a75 0.1095 0.1296 0.0152 0.0559

Step length deterministic

24.5.2 Influence of Approach for Modelling Step Length

Table 24.5 presents acceleration quantiles derived having applied load models I and II for the two bridges (bridges A and B).
Values for the similar acceleration quantiles were presented in Table 24.4. The only difference is that for the results given in
Table 24.5, the step length, ls, was handled as a deterministic property (and not as a random variable as was the case for the
results presented in Table 24.4). For the calculations, the step length was set to the mean value, 0.071 m.

A comparison of values of the acceleration quantiles listed in Tables 24.4 and 24.5 reveals that there is a marginal
difference in the values. This is the case for both bridges and for both load models.

This suggests that it is not of importance whether the step length is modelled as random parameter or a deterministic
property.

24.6 Conclusion

Two walking load models have been employed for examining of the stochastic nature of bridge response of two different
SDOF bridges in order to compare outcome of results. One bridge was a 1.9 Hz-bridge and the other was a 2.85 Hz-bridge.
One of the load models is capable of reproducing forces generated by a pedestrian to a high level of detail. The other load
model is not able to replicate the action of pedestrians to a similar level of detail.

It was found that for the 1.9 Hz-bridge, the simple load model provided estimates of bridge acceleration quantiles that
where very close to those found when applying a pedestrian load generated by the advanced load model. For the 2.85 Hz-
bridge, the estimates of bridge acceleration quantiles did not compare well. This is a result of the fact that the simple load
model fails to model energy of pedestrian action correctly at all frequencies, especially in frequency ranges between the main
harmonics of the action. Hence, in some cases the simple load model would not be an appropriate choice.

It was found that even though both load models are capable of accounting for stochastic nature of characteristics such as
step frequency, dynamic load factor, step length etc., the computed bridge acceleration quantiles are insensitive to whether
step length was modelled as a random parameter or as a deterministic property. This was observed for both load models.

It would be of interest to examine whether the conclusions are also valid for other footbridges than those considered for
the studies of this paper.
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Chapter 25
Flooring-Systems and Their Interaction with Usage of the Floor

Lars Pedersen, Christian Frier, and Lars Andersen

Abstract Some flooring-system designs might be sensitive to their vibrational performance, as there might be the risk that
serviceability-limit-state problems may be encountered. For evaluating the vibrational performance of the flooring-system at
the design stage, decisions need to be made by the engineer in charge of computations. On a flooring-system often passive
humans and/or furniture are present. Often these masses and their way of interacting with the floor mass are ignored in
predictions of vibrational behavior of the flooring-system. The paper explores and quantifies how these masses can influence
central parameters describing the dynamic behavior of the flooring-system.

Keywords Modal properties of floors • Floor dynamics • Numerical prediction • Serviceability-limit-state • Estimation
accuracy

Nomenclature

f(k) Natural frequency
M(k) Modal mass
E Young’s modulus
M Mass matrix
�(k) Damping ratio
k Mode number
� Poisson’s ratio
K Stiffness matrix
!(k) Circular natural frequency
n Scenario
·(k) Mode shape vector
C Damping matrix

25.1 Introduction

When designing flooring systems in buildings, the main focus often is on assuring that ultimate-limit state requirements are
satisfied. For flooring systems this often relates to ensuring that a specified static load is acceptable. However there can be
other issues apart from the static problem that can be problematic. This paper addresses vibration issues.

For a floor, vibration problems can occur as a result of internal or external action. Internal actions may originate from
humans in motion on the floor (persons walking), or from machinery placed on the floor area. This issue is addressed in
[1]. External actions that can cause floor vibrations could be those arising as a result of nearby activities. This could be
pile driving, trains running in a nearby metro system [2], road traffic [3] or similarly where structural and/or ground born
vibrations end up bringing a floor of a building into vibration.

In any case, the problem can be that humans on the floor can perceive vibration levels as annoying or sensitive equipment
on the floor can be exposed to excessive vibrations.
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The simplest possible basis for a vibration serviceability check by calculation would be to assume that the floor model is
constant in time and is represented by the empty floor dynamic characteristics. This approach would rely on the assumption
that the floor occupancy (which could be furniture or passive humans) does not influence the floor dynamic characteristics or
at least that the influence of floor occupancy masses is neglected for the evaluation. However, it is a known fact that adding
humans or non-structural mass will influence modal properties of a floor [4, 5].

The problem matter is that at the design stage often usage of the floor area is only known by the size of the specified life
load. The distribution of the masses later to occupy the floor during its service life is generally unknown.

This paper examines different distributions of masses on a floor and how this would influence modal properties of the
floor. More specifically, the paper examines the changes occurring in modal properties of a floor when gradually increasing
the density of mass added to the floor. Additionally, the paper examines the influence on modal properties occurring when
the center of added mass is elevated above the floor midplane. Bookshelves and desks serves as examples of items where the
center of mass it elevated above floor midplane. It is assumed that these masses are rigidly attached to the floor. (Some might
choose to consider a human mass as a mass rigidly attached to the floor for calculations of floor dynamic behavior. However
this might not be appropriate as the human body is not a rigid system [6]).

The influences listed above are examined by numerical calculations and it is chosen to monitor changes in natural
frequencies and damping ratios of the first nine modes of floor vibration.

For the investigations, a case study floor is selected. The floor is described in Sect. 25.2 which also describes the finite-
element (FE) model of the floor. It is a simple floor in terms of geometry and support conditions in order to keep focus on
effects of floor occupancy influences. Scenarios considered for usage of the floor is also outlined in Sect. 25.2 along with
methods employed for extracting modal parameters of the floor. Section 25.3 presents and discusses the results. Finally, Sect.
25.4 gives the conclusions of the study.

25.2 Methodology

25.2.1 Computational Model of the Floor

The case study concerns a floor with the characteristics described below.
The floor area is assumed rectangular with side lengths of 8 and 9 m. It is assumed that the floor is pinned along all four

sides. The floor is made of reinforced concrete with the material characteristics E D 30 GPa (Young’s modulus), and v D 0.15
(Poisson’s ratio). Based on a brief review of literature these values are considered to be fairly realistic for reinforced concrete,
simplifying the composite material consisting of concrete and rebar into a homogeneous, isotropic and linear elastic material.
The thickness of the floor is 180 mm and the mass density is 2400 kg/m3. It has been checked that, with these assumptions, it
is possible to meet static ultimate-limit-state requirements as well as static serviceability-limit-state requirements, assuming
usage as an office floor area.

A FE model of the floor has been constructed using shell elements [7] with five degrees of freedom (d.o.f.) per node,
i.e. three displacements and two rotations associated with bending. The element has nine nodes leading to second-order
Lagrange interpolation of the displacements and rotations. A small artificial stiffness has been implemented to control the
drilling degree of freedom, and selective integration of the stresses has been employed to avoid shear locking.

A 12-by-12-element grid has been employed to model the entire floor. Although not shown here, it has been confirmed
by calculation that the model of the empty floor has converged, i.e. decreasing the mesh size will not cause significant
improvements in the estimates of frequency and damping characteristics of the empty floor for modes up to 70 Hz. A plate
model has also been tested for the empty floor and it gave, as expected, minor differences in floor frequencies compared to
those extracted using the shell model. Finally, the MATLAB code has been verified by comparison with an ABAQUS [8]
model based on Mindlin-Reissner shell elements with eight nodes and reduced integration. However, a shell model is used
for the present study, as the attached masses will be elevated above the horizontal mid plane of the floor, thus influencing the
inplane displacement d.o.f’s of the shell.

The first mode of the floor is found to have a frequency slightly above 8 Hz. Empty floor frequency and damping values
for all modes considered in this paper are listed in a later section.

In terms of damping characteristics, a Rayleigh damping model is assumed:

Cf D aMf C bKf (25.1)
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Mf is the mass matrix and Kf is the stiffness matrix of the empty floor. The damping matrix Cf of the empty floor depends
on the parameters a and b, and these parameters are tuned such that the minimum damping occurs at the frequency associated
with the first mode of the empty floor. A minimum damping equivalent to a logarithmic decrement of 0.1 is assumed. This
is considered representative for a reinforced concrete floor and entails that the damping ratio of the empty floor, �, assumes
a value of approximately 0.016.

In the computational model, allowance is made for attaching floor occupancy mass at nodal points of the FE grid.

25.2.2 Usage of the Floor

Usage of the floor area will involve adding masses to the floor. For the studies of this paper, added masses are assumed
rigidly attached to the floor and modelled as lumped masses, although this is likely to be a simplification of real-life floor
occupancy conditions. Attaching each lumped mass to a single node of the model of the floor is also a simplification of
matters. However, the approach is considered reasonable for the purposes of the study.

The scenarios considered for the floor occupancy are outlined in Fig. 25.1. They are denoted by the integer n taking
on values of 1, 4, 9 or 16. The figure represents the number of masses placed on the floor in the particular scenario. Each
individual mass is of 75 kg. The scenario n D 0 represent the empty floor. Lines are added on the floor area in Fig. 25.1
to provide an understanding of the exact positioning of the masses assumed for calculations. The strategy used for placing
masses has been to gradually divide the floor into increasing numbers of squares (1, 4, 9, 16) and to place a mass of 75 kg in
the center of each square.

As can be seen, the scenarios are arranged such that the floor occupancy mass gradually increases (when moving from
scenario n D 1 up to n D 16).

Initially, the occupancy masses are assumed connected to the floor at the midplane of the floor (in the FE model of the
floor at z D 0 m defining the horizontal plane of the floor model). For this scenario, the masses are fixed to (only influencing)
translational degrees of freedom at nodal points of the FE model of the empty floor.

In order to consider scenarios in which an added mass is elevated above the floor, study scenarios are arranged assuming
values of z above zero, were the value of z defines the vertical distance between the horizontal midplane of the floor and
the position of the added masses. In the FE model of the floor, the influence of the added mass is modelled such that
its contribution to floor dynamics mimics that of an elevated lumped mass attached to a node in the floor model by an
interconnecting massless element with infinite axial and bending stiffness. This corresponds, approximately, to the influence
of desks, bookshelves or similar furniture where the center of mass is placed at a finite height above the floor.

Fig. 25.1 Layout plan for floor occupancy scenarios. n D 1 (open square), n D 4 (open diamond), n D 9 (open triangle), n D 16 (open circle)
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Values of z of 0, 1, and 2 m are considered in the paper in order to cover a wide range of values of z. Although values of
z above 2 m are possible they are not considered in the paper. It is emphasized that in the scenarios considered it is assumed
that all masses on the floor are elevated to the same height above the midplane of the floor and that the mases are equal in size
(75 kg). This will for some floor applications be a simplification of matters. However, it is a useful assumption for providing
an overview of the dynamic mechanisms occurring when added masses vibrate together with the floor mass.

25.2.3 Extraction of Modal Properties

For each floor occupancy scenario, natural frequencies f(k) (for mode number k) are extracted from the FE model by solving
the undamped eigenvalue problem. The problem is solved taking offset in the stiffness matrix, K, and the mass matrix, M,
of the combined system that includes the masses attached to the floor.

Damping ratios, �(k), of the flooring system are extracted as

�.k/ D ˆ.k/TCˆ.k/

2!.k/M.k/
; !.k/ D 2� f.k/ (25.2)

where ·(k) is the mode shape and M(k) is the modal mass for mode number k, and where C is the mass matrix.
An eigenvalue solver built into MATLAB was employed for computing natural frequencies, and a sparse approach was

used in order to reduce computation time.

25.3 Results

This section presents results for floor frequencies (Sect. 25.3.1) and floor damping (Sect. 25.3.2).

25.3.1 Floor Frequencies

For this parameter, the presentation of results is divided into a discussion of results obtained for scenarios in which added
masses are attached at floor midplane (z D 0 m) not assumed elevated above floor midplane and a discussion of results for
scenarios in which elevated positions of added masses are assumed (z > 0 m). This is followed by a comparison of results.

25.3.1.1 Masses Attached at Floor Midplane

Results of calculations of floor frequencies are shown in Table 25.1. It displays calculation results obtained assuming the
occupancy masses attached at z D 0 for the first nine modes of vibration. In the table empty floor frequencies (scenario
n D 0) are represented by their values in Hz. When masses are attached, scenarios n D 1, 4, 9 and 16, the frequencies are
normalized by the natural frequency computed for the empty floor, in this particular mode.

Table 25.1 Floor frequencies f(k) in Hz for the empty floor (n D 0) and normalized frequencies for other scenarios (n > 0)

Mode number (k)
n 1 2 3 4 5 6 7 8 9

0 8.149 18.909 21.761 32.464 36.773 44.331 50.239 54.946 61.678
1 0.995 1.000 1.000 1.000 0.995 0.995 1.000 1.000 1.000
4 0.995 0.990 0.990 0.981 0.995 0.995 0.991 0.991 1.000
9 0.989 0.989 0.989 0.989 0.979 0.979 0.979 0.978 0.989
16 0.981 0.981 0.981 0.981 0.981 0.981 0.981 0.981 0.963

Floor occupancy masses are attached at z D 0 m



25 Flooring-Systems and Their Interaction with Usage of the Floor 209

First item to mention is that a wide range of modes of vibration are monitored in this study (the first 9 modes of vibration
of the floor are included in the table). The quite broad interest in modes of vibration set out above is motivated by the fact
that for a floor, the types of excitation may range from low frequency excitation (for instance those caused by pedestrians)
to types of excitation were much higher modes of floor vibration might be excited. For instance [2] considered building
vibration response to underground train traffic at frequencies up to 110 Hz and evaluated re-radiated noise in the frequency
range up to 250 Hz. In a similar manner, [9] assessed the vibroacoustic response of a building to surface rail traffic in the
frequency range up to 150 Hz. In the present work modes with frequencies up to 62 Hz are considered.

Looking at Table 25.1, the overall conclusion is that floor frequencies will change when mass is added to the floor.
Generally, a decline in frequency is observed when adding occupancy mass (as for scenarios n > 0 normalized frequencies
attain values less than unity). There are exceptions to this tendency in that some normalized frequencies in the table have
values of 1.0, indicating that no change occurs relatively to the unoccupied floor. An inspection of the mode shapes derived by
the FE model (not shown in the paper) reveals that the additional masses in these cases are placed at nodes of the associated
modes, i.e. at neutral lines of vertical floor vibration. This, combined with the fact that the masses are lumped and placed at
floor midplane, i.e. at z D 0 m, entails that the masses do not contribute with any inertia in calculations of the floor dynamic
behavior.

Returning to the modes in which a decline in frequency is observed, it is found to reduce, at maximum, by a factor of
0.963 for the studied floor-occupancy scenarios (i.e. a reduction of about 4% at maximum). This corresponds to an added
mass of 16 � 75 D 1200 kg and 3.9% of the mass of the empty floor.

25.3.1.2 Masses Attached at Elevated Positions

The scenario in which masses are attached to the floor at elevated positions is addressed here. Table 25.2 shows results
of calculations of floor frequencies for which the lumped masses are placed 2.0 m above floor midplane. The results are
presented similarly to Table 25.1.

As in the case of mass attachments at z D 0 m, there are scenarios in which a reduction in frequency will not occur when
adding a mass; in this case at z D 2 m. Such result is observed for mode 4 with a single floor occupancy mass positioned 2 m
above the floor midplane, i.e. for the scenario n D 1, k D 4 (resulting in a normalized frequency of unity). An inspection of
floor mode shapes derived by the FE model reveals that the elevated added mass in question is not expected to experience
any horizontal translational movements in this mode of vibration (as the mass is placed right above the intersection point of
two perpendicular neutral lines for vertical vibration). Since at the same time the mass is not expected to move vertically in
this mode of vibration, the mass would not be expected to provide inertia into the system, which explains why the attachment
of the mass does not have any influence on floor dynamics.

In some of the other modes (for instance in modes 2 and 3), the elevated mass in question is attached to only a single
neutral line of vertical vibration, which would not prevent the elevated mass from vibrating horizontally. The allowance of
horizontal vibration of the mass when placed at elevated positions will cause a decline in floor frequency compared to the
situation where it cannot move horizontally, as result of rotational inertia of the elevated mass.

Focusing on the maximum influence of adding elevated mass, some scenarios result in a floor-frequency decline by a
factor of 0.768, i.e. a reduction of about 23%. This is corresponding to an added mass of 4 � 75 D 300 kg and only 1% of
the total mass of the floor. Although not shown here, a small number of modes above the ninth mode enter into the 0–62 Hz
frequency range for the scenarios studied here.

Table 25.2 Floor frequencies f(k) in Hz for the empty floor (n D 0) and normalized frequencies for other scenarios (n > 0)

Mode number (k)
n 1 2 3 4 5 6 7 8 9

0 8.149 18.909 21.761 32.464 36.773 44.331 50.239 54.946 61.678
1 0.995 0.989 0.986 1.000 0.995 0.995 0.946 0.835 0.897
4 0.990 0.984 0.985 0.981 0.954 0.936 0.883 0.846 0.768
9 0.978 0.960 0.955 0.929 0.958 0.954 0.862 0.842 0.768
16 0.962 0.936 0.930 0.904 0.890 0.868 0.854 0.838 0.917

Floor occupancy masses are attached at z D 2 m
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Table 25.3 Floor frequency f(9)

in Hz for different values of z
n 0 1 4 9 16

f(9) (z D 0 m) 61.678 61.678 61.678 61.019 59.420
f(9) (z D 1 m) 61.678 60.885 60.071 59.212 59.079
f(9) (z D 2 m) 61.678 55.330 47.367 47.379 56.550

Table 25.4 Floor damping �(k) in Hz for the empty floor (n D 0) and normalized damping ratios for other scenarios (n > 0)

Mode number (k)
n 1 2 3 4 5 6 7 8 9

0 0.016 0.022 0.024 0.034 0.038 0.045 0.051 0.055 0.066
1 1.000 1.000 1.000 1.000 0.966 0.966 1.000 1.000 1.000
4 1.000 0.993 0.993 0.983 0.996 0.996 1.000 1.000 1.000
9 1.000 0.993 0.992 0.990 0.981 0.980 0.980 0.979 0.990
16 1.000 0.987 0.986 0.983 0.983 0.982 0.982 0.982 0.965

Floor occupancy masses are attached at z D 0 m

25.3.1.3 Comparisons and Supplementary Discussion

Table 25.3 presents floor frequencies computed for mode 9 assuming different elevations of attachment of the floor occupancy
masses. Results are also presented for the empty floor (n D 0) to be able to follow the change in floor frequency when
gradually placing more mass on to the floor.

Noticeably, the frequency drops when the number of masses attached to the floor increases. Exceptions are when floor
occupancy mass is attached at floor midplane (z D 0 m) when mowing from scenario 0 (empty floor) to scenario 1 (a single
mass on the floor), and when moving from scenario 1 to scenario 4 (four masses on the floor). This is explained by the fact
that in scenarios 1 and 4, the masses are placed in neutral lines of vertical vibration for these particular modes. On the other
hand, in scenarios 9 and 16 the masses are not attached at neutral lines.

Further, for elevated masses positioned 2 m above floor midplane, scenario 16 results in higher floor frequency than
scenario 9 (were fewer masses are attached to the floor). This follows from the fact that the masses in scenario 16 mainly
move vertically (as attached distant from neutral lines of vertical vibration), whereas masses are attached close to or directly
at neutral lines of vertical floor vibration within scenarios 4 and 9. Apparently, this is of more significance in relation to
estimating floor frequencies, suggesting that there is a balance point where the rotational inertia associated with the added
masses becomes more significant than their contribution to inertia in vertical motion.

Interestingly, when attaching the masses at z D 1 m instead of at z D 0 m, the frequency drops, however, by far as much
as when changing the position of the masses from z D 1 m to z D 2 m. It might be that it is not that common to see a mass
of 75 kg placed at a height of 2 m above floor midplane. However, the results seem to suggest that the rather steep decline in
frequency starts somewhere between elevated heights of 1 and 2 m, and the center of mass of a high bookshelf could easily
be placed more than 1 m above the floor.

It might be expected that for a low-mass floor (and not the heavy concrete floor considered for this work), the rotational
inertia of a bookshelf would contribute even more to floor dynamics. Hence, for such floors, the rather steep decline in
floor frequency might start at an elevated height even lower than that found for the concrete floor considered here. Further
discussions of results are given in the concluding section of this paper.

Table 25.3 showed how the elevation of the masses attached to the floor influence floor frequency for mode number 9. An
inspection of frequency results obtained for the other modes (1–8) reveals that a similar type of frequency decline is found
also to occur for mode 6, 7, and 8. The modes 1–5 experience less severe drops in frequency when the value of z increases.
It is such the floor modes with frequencies above 40 Hz that are influenced the most by elevating masses to elevations above
1 m.

25.3.2 Floor Damping

This section focuses on damping ratios derived for the various scenarios. The first results to show are those obtained for the
scenarios for which the occupancy masses are attached at floor midplane (z D 0 m). These results are listed in Table 25.4.

For scenarios n > 0 the damping ratios are normalized by the damping ratio of the empty floor of that particular mode.
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The damping ratio is 0.016 for the first mode of the empty floor. As the mode number increases so does the damping
ratio (see scenario n D 0). For some of the modes a slight decline in damping is observed when n increases. The maximum
reduction corresponds to about 3.5%. For the scenario where masses are placed at an elevated height of 2 m, the maximum
reduction corresponds to about 23%. Results for damping for the scenarios z D 1 m and z D 2 m will not be shown in the
paper. However, it can be mentioned that the relative variations in floor damping follow the overall tendencies observed for
the relative variations of floor frequency.

25.4 Conclusion

The numerical studies of this paper explored how sensitive modal properties of a 8 � 9 m concrete floor are to the usage of
the floor area. Simplified assumptions in terms of floor usage were made to provide an initial understanding of the dynamics
of the floor occupied by masses rigidly attached to the floor.

As the studies covered monitoring 9 modes of floor vibration, only overall findings are summarized below.
Frequency declines of up to about 4% were observed when adding masses at floor midplane. When masses were attached

to the floor at an elevated position corresponding to 2 m above the floor, frequency drops of up to about 23% were observed.
Hence, the vertical positioning of the masses can have a significant impact on some of the floor frequencies. For the studied
floor a step decline in frequency started when masses reached elevated positions of slightly above 1 m.

Overall the declines in damping ratios perform much like the declines found for frequency.
It would be of interest to examine to which degree the findings would impact serviceability-limit-state evaluations of

floors. This step is not taken in the paper. The degree of impact would probably depend on the problem matter and source
generating floor vibrations and the frequency range excitations.

Further it would be of interest to study floor occupancy scenarios of less deterministic nature than considered in this paper.
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Chapter 26
Benchmark Problem for Assessing Effects of Human-Structure
Interaction in Footbridges

S. Gómez, J. Marulanda, P. Thomson, J. J. García, D. Gómez, Albert R. Ortiz, S. J. Dyke, J. Caicedo, and S. Rietdyk

Abstract Currently, construction tendencies tend to design flexible structures, such as footbridges, slabs and grandstands,
due to the increased resistance of new materials and the regulation gap in building codes. These flexible structures are
susceptible of excessive vibrations induced by human activities, producing serviceability failures and, sometimes, collapse.
It is essential to improve the understanding of the effect of anthropic loads over the structures to mitigate serviceability
problems and the risk of structural damage and, therefore, economic and human loses.

The Human-Structure Interaction (HSI) involves the effect of human activities over a structure and, simultaneously, the
effect of the structure’s dynamics over the humans. The study of the HSI requires participation of multiple disciplines
such as biomechanics and structural dynamics, and expertise in numerical modeling and experimental techniques, usually
through finite elements and dynamic shakers or shaking tables. Analytical or numerical models are restricted to solve
specific problems and, in most cases, they are not sufficiently detailed to simulate the complex behavior of the coupled
human-structure system. Besides, experimental techniques required for HSI studies involve specialized instrumentation and
equipment, increasing the cost and time to obtain such measurements.

Because of the current interest in HSI, integrative projects should be formulated regarding this interdisciplinary problem.
In 2015, the Universidad del Valle, in collaboration with Purdue University and the University of South Carolina, built the
UV HSI footbridge testbed, a testbed for assessing effects of HSI in footbridges. The footbridge has a total length of 12 m
and a total width of 1.2 m. Its structure is a simply supported steel truss with a steel-deck platform. Supports are four load
cells, two at each end of the bridge. The first six natural frequencies of the bridge are between 3.86 and 25.54 Hz.

The first challenge proposed through the testbed was a Blind Prediction Contest (BPC). Participants of the BPC were
encouraged to use their own analytical or numerical HSI models to simulate three different types of experimental tests. The
second challenge is a Benchmark problem where experimental data from more than 100 pedestrians walking twice at 10
different frequency gaits are provided. Pedestrians were female and male participants of weights between 50 and 105 kg,
and heights between 1.45 and 1.90 m. This paper describes the UV HSI footbridge testbed and the Benchmark problem.
Statistical results for the BPC and the Benchmark problem are provided.

Keywords Benchmark problem • Human-structure interaction • Footbridges • Human induced vibration • Coupled
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26.1 Introduction

In recent years an increasing number of pedestrian bridges experienced problems related with excessive vibrations induced
by human activities. Some of the causes are: high structural flexibility, self-weight of the bridge, and use of large spans
between supports. As a result, the conditions of serviceability loads due to human activities control the design for this type
of structures [1]. Some structures that have reported this condition are: (a) Millennium bridge in London, England [2], (b)
Solférino passerelle in Paris, France [3], (c) Singapore Changi Airport Footbridge [4], (d) Ponte del Mare in Pescara, Italy
[5], (e) Pedro e Inês footbridge in Coimbra, Portugal [6], and (f) Goodwill bridge in Brisbane, Queensland, Australia [7]
(Fig. 26.1).

Pedestrian-induced vibrations can occur both in the lateral and vertical directions, and may cause discomfort to users.
Usually, crowded flexible footbridges may have excessive vibrations in the lateral direction, but in the vertical direction
perceptible effects can be induced even by a single pedestrian or by a small number of pedestrians [13]. Unfortunately,
some design and construction codes neglect this problem by assuming the pedestrian load as static, ignoring the interaction
between human activities and the behavior of the structure. Current design codes and guides which take into account the
dynamic effects of the anthropic loads have different criteria to set the limit values of acceleration in structures occupied
by people. Generally, those values are subjective and dependent on the fundamental frequency of the structure. Thus, for
structures in open places, like footbridges, some international codes, such as ISO-10137, BS-5400, Eurocode, BRO-2004
and SÉTRA, set values for peak acceleration or RMS acceleration as serviceability design criteria; however, some aspects of
those criteria differ among codes and, sometimes, are contradictory.

The loads generated by human activities change in time and space, varying considerably the dynamic properties of slabs,
pedestrian bridges, stairs and grandstands [14]. Nowadays, it is well known that during vibration of a footbridge some
kind of human-structure interaction is almost inevitable. In recent years, some aspects of the Human-Structure Interaction
(HIS) have been extensively studied, such as the variation of damping and natural frequency due to pedestrian presence,
and the degree of synchronization of movement among pedestrian themselves, and between pedestrian and structure (lock-in
effect). However, these researches have been focused, mainly, to the behavior in the lateral direction. On the other hand, the
pedestrian-induced effects in the dynamic properties of the structure in the vertical direction, are usually neglected, because
the methods for predicting the vertical vibration response remain inaccurate [15]. Even with current advances in load models
and response prediction, the responses of the footbridges often differ from predicted response. This gap is mainly due because

Fig. 26.1 Footbridges with reported excessive vibration problems
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HSI experimental tests in the vertical direction, as well as models of analysis of anthropic load, are not detailed enough to
accurately simulate the dynamic interaction between both systems [16].

As a first stage achieving a better understanding of human-induced vibration effects, a full-scale footbridge was built and
tested. The testbed structure was instrumented to obtain high-quality response measurements under external forced excitation
and ambient excitation. More than 2000 HSI experimental tests were carried out. Trials were conducted over a period of two
months in the Earthquake Engineering and Structural Dynamics laboratory at the Universidad del Valle (Colombia). These
tests provide a unique dataset of full-scale measurements in a footbridge to support validation of structural, biomechanical
and HSI models.

The aim of the Human-Structure Interaction Footbridge Testbed, the Benchmark Problem and the Blind Prediction Contest
is to integrate the research community around common purposes regarding the improvement of the understanding of the HIS,
comparing analytic and numerical models and sharing experimental information.

26.2 UV HSI Footbridge Testbed

Experimental tests were carried out in a testbed structure developed within a research project with participation of the
Universidad del Valle (Colombia), University of South Carolina (USA) and Purdue University (USA). The main objective
of this research is focused to foster understanding of the HSI effects in foot bridges through reference problems that may be
studied by civil and biomechanical engineer. The testbed structure was designed for having the same dynamic behavior
of those footbridges that haved experienced vibration problems due to pedestrian actions. Simple supported boundary
conditions, at both ends allow neglecting the complexities of system interactions at the supports.

The platform of the footbridge is composed of a steel deck slab. The width, length and thickness of the slab are 1.2 m
(3.9 ft), 12 m (39.4 ft) and 0.15 m (0.5 ft), respectively (Fig. 26.2a). The slab is supported by three lattice steel trusses,
each one composed by two sub-trusses (Fig. 26.2b). The sub-upper trusses, that directly supports the slab, have welded
connections between their elements. The sub-bottom trusses have bolted connections that allow removing some elements,
thus the overall stiffness of the structure can be modified to evaluate different structural scenarios for the HSI effects. In this
paper only one structural configuration is considered. Supports of the footbridge are two reinforced concrete frames. Four
roller supports are used to allow movement in the longitudinal direction of the bridge. In order to guarantee comfort and
safety of the users, railings, stairs and approach platform were built.

Fig. 26.2 Testbed structure: (a) general view, (b) truss and (c) support
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Two procedures of experimental modal analysis (EMA) were carried out to identify the dynamic properties of the
structure. One procedure consisted in analyzing the dynamic behavior of the structure subject to ambient vibration
(Operational Modal Analysis—OMA) and another procedure consisted in analyzing the dynamic behavior of the structure
subject to external controlled-forces (Controlled Modal Analysis—CMA). A total of 18 experimental tests were performed,
9 ambient vibration tests and 9 forced-sweep swing vibration tests.

Instrumentation used to record dynamic behavior of the footbridge consists of four seismic accelerometers Wilcoxon
Research (WR) model 731A, and four amplifiers WR model P31. The accelerometers’ signals are transmitted through BNC
connection to a connections box National Intruments (NI) SC-2345, and then to a computer Dell Optiplex-580, which has
installed a data acquisition card serie X-NI PCIe-6323, which converts the analog signals to digital format. Finally, for
recording digital data, the MATLAB Data Acquisition Toolbox was used.

Forced vibration tests were carried out using an electrodynamic actuator APS400 Electro-Seis (shaker). In order to get
the complete modal information of the footbridge, chirp inputs were used to generate samples of a linear swept-frequency
signal between 0.5 and 30 Hz during 600 s. The amplitude of the signal command was fixed. The acceleration response was
recorded in horizontal and vertical direction using the shaker, leaning 15.9ı with respect to the footbridge surface and was
placed eccentric to the longitudinal axe. Nine test set-ups were performed, four with vertical sensors, four with horizontal
sensors and one configuration to correlation both vertical and horizontal directions. A total of 26 modal coordinates were
obtained, 13 vertical and 13 horizontal (Fig. 26.3).

The modal identification through forced vibration tests was carried out using estimation of a set of Frequency Response
Functions (FRF), which relate the applied force and the corresponding acceleration responses at different points along the
bridge, with enough resolution in spatial and frequency domain. A Hamming window was used overlapped 50% of its
length. The modal deformations of the structure were considered linear with respect to generalized coordinates, defined by
the orthogonal directions in the points where accelerometers were placed. The results of the modal identification through
CMA are shown in Table 26.1. Ambient vibration acceleration records were taken during 300 s. The same configurations of
sensors used in the forced vibration tests were implemented. The estimation methods used in the OMA correspond to the
Peak Picking (PP) technique, the Natural Excitation Technique (NExT) with the Eigen system Realization Algorithm (ERA),
and the Stochastic Subspace Identification (SSI) method. Average results of the OMA are show in Table 26.1.

Fig. 26.3 Test set-up: (a) instrumented structure and (b) sensors configurations

Table 26.1 Modal identification results

CMA OMA
Mode Frequency (Hz) ˙std. dev. (Hz) Damping (%) ˙std. dev. (%) PP NExT-ERA SSI

1 3.86 0.01 1.09 0.08 3.91 3.91 3.92
2 7.51 0.03 0.94 0.03 7.63 7.61 7.66
3 12.50 0.08 1.37 0.37 12.45 12.51 12.45
4 12.94 0.18 0.82 0.24 13.09 13.12 13.06
5 23.58 0.25 0.87 0.26 23.67 23.77 23.76
6 25.85 0.12 1.16 0.09 26.39 26.34 26.38
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26.3 Benchmark Problem

The protocol of the HSI experimental tests consisted in recording the footbridge dynamic behavior while one person was
walking on the structure. The pace of the gait was controlled through a metronome and nine gait frequencies were evaluated
(1.5–2.3 Hz), corresponding to ranges of normal walking speed according to different authors [2, 17–19]. The frequencies
were sorted in aleatory way in order to avoid predisposition to increase or decrease the walking velocity: 1.7, 2.0, 1.8, 2.3,
1.6, 2.1, 1.9, 1.5 and 2.2 Hz. Additionally, a trial in which the gait frequency was uncontrolled was conducted. Two tests per
frequency, including the uncontrolled one, were performed resulting in 20 trials for each person. 100 persons were recorded,
therefore, more than 2000 acceleration records and supports reactions due to the effects of HSI were obtained (Fig. 26.4a).
In order to evaluate the walking velocity perception of pedestrians, each person was requested to answer if the walking was
slow, normal or fast.

Pedestrian-induced vibrations in the testbed structure were recorded at four different points (Fig. 26.4b). The equipment
implemented for this purpose was the same used in the process for modal identification of the structure; data was sampled at
256 Hz. A low-pass filter with 30 Hz as cutoff frequency was used. Simultaneous with the acceleration response, pedestrian-
induced support reactions were recorded through load cells placed in the four supports of the structure. Representative
acceleration and support reaction records are shown in Fig. 26.4c, d. Additionally, the tests were monitored by two video
cameras, one placed in the middle of the span, focused to the pedestrian sagittal plane, which allow correlate pedestrian
kinematics and the dynamic response of the coupled system; and the second camera placed in one of the footbridge ends,
taking a general view of the tests.

The anthropometric characteristics of the pedestrians are show in Fig. 26.5. A total of 100 persons were registered, 72
men and 28 women. The pedestrian heights vary between 142 cm (4.7 ft) and 189 cm (6.2 ft); the pedestrian weights vary
between 493.44 and 1007.5 N. The mean height and weight of the women was 162.9 cm (5.3 ft) and 569 N. The mean height
and weight of the men was 172.9 cm (5.7 ft) and 701 N. The relationship between height and pedestrian foot length, for men
and women, are also shown, and the equations and coefficients of determination (R2) which relate these parameters. The foot
length was measured from the heel to the front end of the first metatarsal bone.
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Fig. 26.4 HSI tests: (a) sequence of a person walking along the structure, (b) HSI experimental tests set-up, (c) pedestrian-induced accelerations
at the center of the footbridge, and (d) pedestrian-induced support reactions
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Fig. 26.6 Gait speed perception: (a) perception histogram, and (b) pedestrian step length and gait speed relationship

26.3.1 Results

A perception histogram was developed with the speed perception survey (Fig. 26.6a), which bear out the selected frequency
range for this analysis. The perception histogram shows that most people consider the frequencies between 1.8 and 2.1 Hz a
normal range of walking. Additionally, it appears to be a relationship between the pedestrian gait speed and step length (Fig.
26.6b).

The peak accelerations normalized to the pedestrian weight (Fig. 26.7a) are in a range between 1.02 and 4.02 g/N and
higher amplitudes occur in the 1.9–2.2 Hz range. This can be due because in this range the frequency of the second harmonic
of the pedestrian-induced pseudo-periodic load walking is similar to the fundamental vertical frequency of the footbridge.
This effect is also observed in the RMS accelerations (Fig. 26.7b), peak support reaction normalized to pedestrian weight
(Fig. 26.7c), and RMS support reactions (Fig. 26.7d). The peak accelerations and peak support reactions were normalized to
pedestrian weight to avoid mass depend trends.

Figure 26.8 shows the predominant vibration frequency associated to the fundamental vertical frequency of the footbridge
during each pedestrian walk. The natural frequency of the vertical mode was identified as 3.88 Hz through initial
identification tests. The predominant frequency in the course of a pedestrian walk was identified selecting a segment of
each acceleration record in which the person remained walking on the bridge. The predominant frequencies have a normal
distribution around a 3.991 Hz with a standard deviation ˙0.174 Hz.

The relations between both, the peak accelerations and peak support reactions from uncontrolled gait frequency tests, and
the identified gait frequency from acceleration responses were analyzed (Fig. 26.9).



26 Benchmark Problem for Assessing Effects of Human-Structure Interaction in Footbridges 219

1.5 1.6

(a) (b)

(c) (d)

1.7 1.8 1.9 2 2.1 2.2 2.3
Specified gait frequency [Hz]

0

0.5

1

1.5

2

(P
ea

ck
 a

cc
el

er
at

io
n)

/
(P

ed
es

tr
ia

n 
w

ei
gh

t)
 [g

/N
]

10−4 10−3

Specified gait frequency [Hz]

0

1

2

3

4

5

6

R
M

S
 a

cc
el

er
at

io
n 

[g
]

Specified gait frequency [Hz]

0

1

2

3

4

5

(P
ea

ck
 s

up
po

rt
 r

ea
ct

io
n)

/
(P

ed
es

tr
ia

n 
w

ei
gh

t)
 [N

/N
]

1.5 1.6 1.7 1.8 1.9 2 2.1 2.2 2.3

1.5 1.6 1.7 1.8 1.9 2 2.1 2.2 2.3 1.5 1.6 1.7 1.8 1.9 2 2.1 2.2 2.3

Specified gait frequency [Hz]

200

400

600

800

1000

1200

R
M

S
 s

up
po

rt
 r

ea
ct

io
n 

[N
]

Fig. 26.7 Controlled gait frequencies results: (a) peak accelerations normalized to pedestrian weight, (b) RMS accelerations, (c) peak support
reaction normalized to pedestrian weight, and (d) RMS support reactions
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Fig. 26.8 Predominant vibration frequency of the footbridge during each pedestrian walk

26.4 Blind Prediction Contest

A Blind Prediction Contest (BPC) is proposed to encourage the scientific community to compare different HSI models
for footbridges. Participants of the BPC are encouraged to use their own analytical or numerical HSI models to simulate
three different types of experimental tests. Structural details (plans) and material properties of the footbridge are provided
in http://benchmark.univalle.edu.co/. Description of the tests and pedestrian data (weight, height, sex) are also provided. A
numerical model of the bridge is not be provided and experimental data is not available for the BPC. Registered participants
of the BPC must upload through the webpage two simulated responses of the footbridge for each test: accelerations at the

http://benchmark.univalle.edu.co
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Fig. 26.9 Uncontrolled gait frequencies results: (a) peak accelerations and (b) peak support reactions normalized to pedestrian weight and gait
frequencies relationship

Table 26.2 Pedestrian
information

ID Weight (kg/lb) Height (m/ft) Sex (gender)

0393 88.1/194.2 1.81/5.94 Male
3093 62.5/137.8 1.62/5.31 Female
1086 80.2/176.8 1.70/5.58 Male
8722 59.0/130.1 1.62/5.31 Female
2286 61.5/135.6 1.69/5.54 Male
7404 57.9/127.6 1.60/5.25 Female

middle of the bridge and support reactions at one end of the bridge. The webpage platform will calculate in real-time the
similarity between numerical responses provided by participants and experimental records already taken. The similarity will
be measured according to the metrics described as follows.

26.4.1 Experimental Data

The instrumentation used for the experimental tests of the BPC was the same as the instrumentation used for modal analysis
of the bridge. The sampling frequency used for all channels was 256 Hz and data records were downsampled to 64 Hz.
Participants of the BPC are encouraged to use their own analytical or numerical HSI models to simulate 15 different
experimental tests, grouped in three types of experiments:

• Type 1: One pedestrian walks from end B to end A at three different gait frequencies controlled by a metronome: 1.6, 2.0
and 2.2 Hz. Pedestrians are 0393, 3093 and 1086.

• Type 2: Pedestrian 2286 walks from end B to end A at three different gait frequencies controlled by a metronome: 1.6,
2.0 and 2.2 Hz; while pedestrian 7404 walks from end A to end B always at a gait frequency of 1.5 Hz.

• Type 3: Pedestrian 7404 walks from end B to end A at three different gait frequencies controlled by a metronome: 1.6,
2.0 and 2.2 Hz; while pedestrian 8722 stays standing at rest at 5.0 m from end.

Six pedestrians took part in the experimental tests for the BPC. Pedestrian identification code, weight, height and sex are
shown in Table 26.2.

26.4.2 Metrics

The uploaded acceleration time-history will be compared to the respective experimental record taken at the middle of the
footbridge. For support reactions, only one time-history must be uploaded that will be compared to the sum of the two
load cells’ records at end A. In real-time, the webpage platform will calculate the similarity between simulated responses
provided by participants and experimental records using Eqs. (26.1)–(26.6). The similarity will be measured according to
the metrics described forward and will be reported instantly as a Score in the “Ranking page”. A score will be provided for
each BPC type.
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26.4.3 BPC Example

A HSI model was developed based in the bipedal model proposed by Whittington and Thelen [20]. The model consists
of a point mass supported by spring limbs. Roller feet were incorporated for tracking feet centers of pressure. A simply
supported beam, with uniformly distributed mass, was used to simulate the footbridge. Both numerical models were coupled
to simulate de HSI effects (Fig. 26.10a). Representative acceleration and support reaction records are also shown in Fig.
26.10b, c. Simulated records were uploaded following the instructions of the webpage (http://benchmark.univalle.edu.co/
upload-total). The score for type 1 BPC was 62.02/100 and can be seen in the ranking section of webpage for the user named
“BPC Example”.
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Fig. 26.10 BPC example: (a) HSI model, (b) HIS model-induced accelerations at the center of the footbridge, and (c) HSI model-induced support
reactions
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26.5 Conclusions

A Human-Structure Interaction Footbridge Testbed, a Benchmark Problem and a Blind Prediction Contest were proposed
to integrate the research community around common purposes regarding the improvement of the understanding of the HIS,
comparing analytic and numerical models and sharing experimental information. Six modes shapes and the corresponding
vibration frequencies and damping ratios of the testbed were identified using controlled and ambient vibration tests. Two
thousand tests were performed by 100 pedestrians walking on the bridge at different gait frequencies. Acceleration and sup-
port reactions records were taken during each test. One video camera placed at the middle of the bridge was used to calculate
the pedestrians’ step length and correlate it with the foot length. The gait speed perception survey indicated that normal
range frequencies of walking is between 1.8 and 2.1 Hz. The peak accelerations and peak support reactions normalized to
pedestrian weight from uncontrolled gait frequency tests were correlated with the corresponding gait frequencies. A HSI
model was developed and used for participating in the BPC, obtaining a score 62.02/100 for the type 1 BPC.
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Chapter 27
A Discrete-Time Feedforward-Feedback Compensator for Real-Time
Hybrid Simulation

Saeid Hayati and Wei Song

Abstract Real-Time Hybrid simulation (RTHS) is a powerful experimental technique which provides engineers the
opportunity of performing cost-effective dynamic tests for large or full scale structures. To carry out a successful RTHS
test, the time delay, which is mostly associated with the servo-hydraulic actuator dynamics, needs to be reduced by an
appropriate compensator. Model-based feedforward compensators are designed based on the dynamic model of the plant,
including both the servo-hydraulic actuator and the specimen attached to it. This dynamic model may not represent the
plant accurately during the RTHS, especially when the specimen behaves nonlinearly during the test. As a result, the
feedforward compensator/controller which is designed based on this plant model may not work effectively. In this paper,
a discrete time feedback controller is introduced, in addition to the feedforward compensator, to provide robustness to the
delay compensation. Both numerical and experimental studies will be conducted. The performance of this feedforward-
feedback compensator is evaluated through the actuator time delay and the relative Root-Mean-Square (RMS) error between
the desired and measured actuator displacement.

Keywords Real-time hybrid simulation • Discrete-time feedforward-feedback compensator • Time delay • Servo-
hydraulic actuator control • FIR compensator

27.1 Introduction

Real-Time Hybrid simulation (RTHS) is a powerful experimental technique which provides engineers the opportunity of
performing cost-effective dynamic tests for large or full-scale structures. To carry out a successful RTHS test, the time delay,
which is mostly associated with the servo-hydraulic actuator dynamics, needs to be lessened by an appropriate compensator.
Horiuchi et al. [1] introduced a polynomial extrapolation technique based on a constant actuator time delay. Darby et al. [2]
and Nakashima and Masaoka [3] evolved the polynomial extrapolation technique by introducing interpolation steps into it.
More accurate compensators were designed by Darby et al. [4], Ahmadizadeh et al. [5], Jung and Shing [6], and Chen and
Ricles [7] where they considered the variation in the actuator time delay during the test. Later, Model-based compensators
were designed based on a dynamic model of the plant, mostly includes the actuator and the specimen attached to it. Chen
and Ricles [8] introduced the inverse compensation technique by inverting a first order actuator transfer function model. A
higher order transfer function model can represent the dynamic of the plant better. Thus, Carrion and Spencer [9] developed
their model-based compensator based on a higher order (third or fourth) transfer function of the plant. Recently, Hayati and
Song [10] developed a new model-based compensator which can reduce the time delay when the actuator is subjected to
inputs with broader frequency bandwidths. Implementing this new compensator enables the RTHS technique to be used for
studying the dynamic behavior of those systems which works under inputs with relatively broad frequency bandwidths.

The performance of the model-based compensators such as the FIR compensator can be affected by changing specimen
condition, modeling errors and disturbances [11]. Hence, this study aims to improve the robustness of the FIR compensator
and reduce the tracking error between the desired and the measured displacement of the actuator. To this end, a feedback
controller was designed and integrated to the FIR compensator. The effectiveness of the feedback controller in improving
the performance of the FIR compensator will be shown in this extended abstract through the numerical study. Further
experimental study needs to be conducted to validate the numerical results.
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Fig. 27.1 Experimental setup in the large scale structural laboratory at the University of Alabama

Fig. 27.2 Implementation of FIR
compensator

27.2 FIR Compensator

Hayati and Song [10] used an Auto-Regressive with Exogenous (ARX) model to represent the plant dynamic accurately. In
this study, the plant was comprised of an actuator attached to a mass and a linear spring (see Fig. 27.1).

Then, the inverse of the plant dynamic model was modified by using a Finite Impulse Response (FIR) filter to develop a
new model-based compensator. Due to the usage of FIR filter, this compensator was named FIR compensator. Figure 27.2
depicts how the FIR compensator connects in series with the plant (Dactuator and the specimen attached to it). In this figure,
r, u and y are reference signal, compensated signal and measured signal, respectively. Compared to the exciting compensators
for RTHS, the FIR compensator can reduce the time delay more effectively when the actuator is subjected to inputs with a
wider frequency bandwidth [0 30 Hz] input [10]. Implementing the FIR compensator in an RTHS test makes it a powerful
technique to study the dynamic behavior of those systems that work under inputs with high-frequency bandwidth such as
suspension system of a vehicle.

Although the FIR compensator can reduce the time delay effectively, its performance can be deteriorated if the dynamic
of the plant changes. Therefore, a feedback controller was designed to improve the robustness of the FIR compensator.

27.3 Feedforward-Feedback FIR Compensator

In this extended abstract, the FIR compensator [10] is used as a feedforward controller for the actuator. To improve the
robustness of the FIR compensator, a feedback controller is designed and combined with it. Then the performance of the
combined system, feedforward and feedback controllers, was investigated through the numerical study.

27.3.1 Feedback Controller

The feedback controller places the closed-loop poles of the plant at desirable locations such that the output, y, tracks the
reference signal, r, accurately. In this study, the feedback controller was designed based on the modern control theory.
In contrast to the classical control theory which utilizes the transfer function models in the frequency domain, the modern
control theory uses the time domain state-space models [12]. For this research, the Linear Quadratic Regulator (LQR) control
is used to determine the optimal feedback gain (K) by minimizing a cost function shown in Eq. (27.1) [13, 14]

J D 1

2

Z 1

0

�
xTQx C uTRu

�
dt (27.1)

Where, T is the transpose operator and Q and R are weighting matrixes for states and control signal vectors, respectively.
Then, the feedback gain is multiplied by the states of the deviation plant to obtain the feedback control signal as shown in
Eq. (27.2). Here, the deviation plant is defined as a plant which its states are the error between the states of the real plant and
an ideal plant (more information can be found in [13]).
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Fig. 27.3 Implementation of feedforward-feedback FIR compensator

Table 27.1 Performance study of the feedforward and feedforward-feedback compensators

Relative RMS of the output with respect to the RMS of the process noise (%)
RMS of process noise RMS of measurement noise R Feedforward compensator Feedforward-feedback compensator

0.7 0.2 10�2 37.12 34.82
0.7 0.4 10�2 61.93 61.162
1 0.2 10�2 30.99 27.84
1 0.4 10�2 46.52 45.19
0.7 0.2 10�6 37.12 33.53
0.7 0.4 10�6 61.93 60.73
1 0.2 10�6 30.99 25.77
1 0.4 10�6 46.52 44.19

uFB D �Kx (27.2)

In Eq. (27.2), x indicate the state vector of deviation plant. The only measurable state of the deviation system is the error
between the measured displacement (y) and the reference signal (r). However, all the states are required to calculate the
feedback control signal (see Eq. (27.2)). Hence, the Kalman filter was utilized to estimate the unmeasurable states based on
one which is measured.

27.3.2 Implementing of the Feedforward-Feedback FIR Compensator

After obtaining the feedback control signal, it will be added to the signal obtained by the feedforward FIR compensator
(uFF). Then, this new signal (u D uFF C uFB) will be sent to the actuator.

Figure 27.3 shows how the feedback controller is integrated into the feedforward controller (in this study FIR
compensator) to generate the feedforward-feedback FIR compensator for controlling the actuator movement. Note that in
this figure, the plant represents the actuator and a specimen attached to it.

27.4 Numerical Study

The performance of the feedforward-feedback FIR compensator in controlling the actuator movement was studied
numerically. In this study, the plant was subjected to the process noise (noise introduced in the commanded signal into
the actuator) and measurement noise (noise introduced into the measured signal). Also, the effect of R value in the cost
function (see Eq. (27.1)), on the performance of the feedforward-feedback FIR compensator was studied. Table 27.1, shows
the relative Root-Mean-Square (RMS) of the measured output with respect to the RMS of the process noise for different
cases.
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27.5 Summary and Conclusion

To improve the robustness of the FIR compensator, a feedback controller was designed and was integrated into it. Then, the
performance of this new feedforward-feedback FIR compensator was investigated through numerical simulation. Based on
the obtained results (see Table 27.1) the following conclusion can be drawn:

1. The performance of the feedforward-feedback FIR compensator is superior to the performance of the feedforward FIR
compensator when the actuator is subjected to the different level of process noise and measurement noise.

2. By reducing the R value in Eq. (27.1), the performance of the feedforward-feedback compensator improves.

Further experimental study will be performed to validate the obtained results shown in this extended paper.
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Chapter 28
Sensing and Rating of Vehicle–Railroad Bridge Collision

Shreya Vemuganti, Ali Ozdagli, Bideng Liu, Anela Bajric, Fernando Moreu, Matthew R. W. Brake, and
Kevin Troyer

Abstract Overhead collisions of trucks with low-clearance railway bridges cause more than half of the railway traffic
interruptions over bridges in the United States. Railroad owners are required to characterize the damage caused by such
events and assess the safety of subsequent train crossings. However, damage characterization is currently visual (subjective)
and becomes difficult in remote locations where collisions are not reported and inspections are not performed following the
impact. To mitigate these shortcomings, this paper presents a new impact definition and rating strategy for automatically and
remotely quantify damage. This research proposes an impact rating strategy based on the information that best describes the
consequences of vehicle-railway bridge collisions. A series of representative impacts were simulated using numerical finite
element models of a steel railway bridge. Railway owners provided information about the bridge and impact characterization
based on railway industry experience. The resulting nonlinear dynamic responses were evaluated with the proposed rating
strategy to assess the effect of these impacts. In addition, a neural network methodology was implemented on a simplified
numerical model to identify spatial characteristics of the impact damage.

Keywords Railway bridges • Structural health monitoring • Finite element model • Impact detection • Neural networks

28.1 Introduction

Today nearly half of railway bridge-related service interruptions are attributed to strikes of highway traffic [1]. Out of 8563
reported interruptions in railway services, half are caused by strikes of highway vehicles with railroad bridges (Fig. 28.1).
Annual risk created by vehicle-bridge collision is estimated to be as much as $10.2 million for the industry. The consequence
of an impact can vary from negligible damage in structural members to disturbance in the alignment due to supports being
pushed beyond their capacity limits. In the least serious events, traffic is delayed only until an inspection is conducted. In the
most serious cases, destruction of the bridge and even loss of a train may occur.

In general, highway truck impact with the bottom flange of a girder does not have an immediate effect on the structural
capacity of the bridge. Nevertheless, after a highway truck collision, bridge inspectors need to conduct a detailed visual
inspection to ensure the bridge is safe for subsequent train crossings even when a minor impact is reported. A minimum
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Fig. 28.1 Frequency of railway reported events causing traffic interruptions [1]

estimated cost for minor service interruption and negligible damage after impact is calculated to be $10,000 [2]. As a result,
the railway industry is interested in a method that can rate the damage of vehicle-railway bridge collisions.

With the same interest, three critical objectives of this research are identified as: (a) impact modeling, (b) impact
assessment, and (c) impact rating. To achieve these objectives, an extensive literature review has been conducted. Various
damage detection techniques and structural health monitoring methodologies [1, 3–13] are studied. Different finite element
models focusing on the simulation of impact events have also been reviewed [8, 14–17]. None of the previous literature
addressed a realistic vehicle-bridge collision event. Likewise, a consequence-based rating system was overlooked.

In this study, a rating strategy for quantifying damage is proposed. This research develops a three dimensional finite
element (FE) model of a railway bridge (ANSYS 17.2) and simulates nonlinear overhead collision events. Results include
structural stresses and permanent deformations, and strains under vehicular impacts running at different speeds. Researchers
linked the nonlinear dynamic responses with a preliminary rating strategy to assess the effect of impact on the bridge model.
In addition, researchers investigated the potential application of neural network systems for impact ratings using a simplified
beam model of the bridge.

28.2 Impact Modeling

For the impact modeling, this research utilizes a railway bridge owned by one of the Class I railways in North America. This
bridge is a single span deck plate girder system that carries one railway track. The bridge is 5 m (16.4 feet) wide and 24 m
(78.7 feet) long, crossing over a two lane road. The main structure consists of two plate girders connected with transverse
cross beams carrying the train track. Multiple vertical stiffeners are added to the two webs to prevent the web from buckling
under heavy train loading. Fig. 28.2 shows the bridge plan and elevation views.

In this study, an FE model of the target structure is constructed using ANSYS/Autodyn software [18] to (1) simulate
a vehicle impact with the railway bridge, (2) study resulting nonlinearities on the bridge, and (3) quantify its dynamic
deflection characteristics during and after impact. The FE model is developed based on the plans and pictures of the railway
bridge. Bridge plans are used to determine the material properties of steel such as Young’s modulus, yield stress, tangent
modulus and yield strains. All steel components, including the girder web, top and bottom flanges, and the main deck plate,
are structural steel with bilinear hysteresis observing elasto-plastic behavior based on American Standard for Testing and
Materials (ASTM) A572/A572M [19]. The Cowper-Symonds material deformation law [20] with parameters appropriate for
the steel material is utilized for all the structural components. The elastic modulus is estimated to be 200 GPa (29,000 ksi).
The geometry of each component such as girders, including web, flange and stiffeners, and the deck plate is modeled in
accordance with technical drawings. Those components are meshed automatically with 3-node triangular and 4-node quad
shell elements by ANSYS’ mesh module. To simplify the modeling procedure, the cross beams are condensed as a continuous
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Fig. 28.2 Plan and elevation of the simulated bridge

Fig. 28.3 (a) FE model of the railway bridge, and (b) the steel stress-strain curve [20]

Fig. 28.4 Finite element mesh for the mass box

diaphragm connecting the two girders in the direction of the impact. Consequently, this approach allows better observation
of stresses distributions in the equivalent horizontal plate. The boundary conditions are assumed pin-roller support which is
often used in classical single span bridge designs. A typical FE mesh and plot for material properties is shown in Fig. 28.3a,
b respectively.

For impact, a semi-trailer truck, simplified as a solid mass box, is modeled with 8-node hexahedron solid elements and
impacts are simulated with the bridge. The box, assumed as a steel solid rigid body, has a height of 0.5 m (1.6 feet), length
of 3.5 m (11.5 feet) and width of 2 m (6.6 feet). The mass of this box is calculated as 27,475 kg based on the dimensions and
the density of steel (7850 kg/m3) which is equivalent to the weight of a representative semi-trailer truck. The surface area
facing towards the bridge is calculated as 1 m2. The typical mesh for the mass box is given in Fig. 28.4.
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Fig. 28.5 von Mises equivalent stress patterns for vehicle speed of 40 km/h at impact time of (a) 0 s, (b) 0.05 s, and (c) 0.1 s

28.3 Impact Assessment

Autodyn has an explicit numerical solver that yields accurate results for short duration contact problems. Since impact is
also a small time step problem, Autodyn is a suitable platform to simulate vehicle-bridge collision event. A series of impact
simulations are performed with varying speeds of 20 km/h (12 mph), 40 km/h (24 mph), 40 km/h skewed at a 5-degree angle
and 60 km/h (37 mph). The location of impact is 10 m (29.5 feet) from the right end of the bridge. The resulting equivalent
(von Mises) stress responses for vehicle speed of 40 km/h are provided at impact times of 0, 0.05, and 0.1 s in Fig. 28.5.
The maximum stress observed at the impact location throughout the simulation for a vehicle speed of 40 km/h is determined
337 MPa. Additionally, at the end of each impact, the structure experiences localized equivalent plastic strain (Fig. 28.6).

For all impact events, the bridge experienced nonlinear plastic deformation at varying levels. As shown in Fig. 28.6, visible
permanent deformation is observed in the bridge web. The values of permanent deformations compared to the maximum
deformations are given in Table 28.1. The presence of permanent deformation is an indication of the severity of damage in a
bridge whereas the maximum deformation is considered as a design criteria relevant to the load capacity of the bridge. Since
the aim of this study is to improve the serviceability of railroad bridges after impact, permanent deformation is considered
for rating which is discussed in the next section.

28.4 Impact Rating

To rate the aforementioned impact events, the following consequence based rating system has been proposed. The description
of rating categories and the cost of consequences are shown in Table 28.2. The category descriptions have been established
in reference to previous literature (severity rating, service interruption, consequence and lost estimate) [2], and discussions
of this approach with railroad bridge engineering staff about the threshold limit.
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Fig. 28.6 Equivalent plastic strains at impact speeds of (a) 20 km/h (b) 40 km/h (c) 40 km/h with 5-degree skew and (d) 60 km/h

Table 28.1 Deformation values
for series of impacts

Impact speed (km/h)

Maximum
deformation
(mm)

Permanent
deformation
(mm)

20 9.1 2.5
40 26.6 14.9
40-skewed 5-degrees 27.1 16
60 101 75

Table 28.2 Description of rating categories

Rating of impact severity
Level of service
interruption Condition of damage

Threshold limit
Permanent disp. Consequence Loss estimate

1 No interruption No damage 5 mm No consequence $0
2 Minor Negligible 10 mm Visual inspection $10,000
3 Moderate Repairable 30 mm Minor repair $100,000
4 Major Significant 60 mm Extensive repair $300,000
5 No service Bridge collapse 300 mm Bridge replacement >$1,500,000
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For preliminary layout of the quantification of impacts and consequences using objective data, the following general
scenario is proposed: With truck speeds of 20 km/h, the permanent deformation in the model is observed to be 2.5 mm.
For such small deformations, the bridge will still remain in operational condition with no negligible damage. Therefore,
this impact is classified as category 1. Due to the increased momentum of vehicle in 40 km/h skewed and non-skewed
impact cases, higher deformations are observed in the model. The elevated deformation increases the severity of the collision
to category 2. Thus, this bridge would experience some temporary service interruptions such as train speed reduction. A
significant permanent deformation of 75 mm is experienced by the bridge in the impact case with truck speed of 60 km/h.
With such nonlinearities, the bridge department would have to avoid potential service interruptions, causing permanent train
speed reductions until the repair. The severity of this case has therefore been classified as category 4 in the rating system. The
trends observed from the results of the numerical simulations indicate that higher velocity impacts have the potential to create
impact severity of category 5. These proposed thresholds are the first preliminary effort to “rate” measured consequences
with current railroad bridge management decisions. For the application of this theoretical effort to railroad environments and
decisions, future research will be conducted in coordination with the railroad departments input, including workshops and
small scale tests.

28.5 Future Direction: Spatial Identification of Impact Damage

In order to evaluate the severity of a collision after the impact event, the energy inserted into the system must be identified.
The level of energy depends on variables such as the speed of the truck and the location of impact. Based on previous studies,
which demonstrate the potential of neural networks for detection and characterization of nonlinearities in dynamic systems
[21, 22], an effective and simple approach for identification of damage location of bridge-vehicle collisions is proposed
here. To demonstrate the identification procedure and represent the dynamic response of a TPG, a simplified FE model
of a fixed-pinned beam is considered. Since this response is governed by the six modes, the beam model consists of six
elements, where each node has a translational and rotational degree of freedom. The beam has properties representative of
the three-dimensional bridge considered above. This has been achieved by adjusting the mass, stiffness and damping matrix.
The damping matrix has been computed as Rayleigh damping proportional to the mass and stiffness matrix, respectively.
The modal damping ratio of the first mode is tuned to 0.02. The aim is to detect the spatial location of damage. Therefore,
the model has been split into six sections as illustrated in Fig. 28.7.

Each of the six elements is given stiffness properties denoted by k, with the subscripts 1–6. Damage caused by an impact
event is assumed to cause local stiffness reduction. This has been simulated numerically by weakening the stiffness of

Fig. 28.7 Simplified beam model of the railway bridge used for the neural networks approach
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Fig. 28.8 (a) Beam model of the bridge span, where the red element indicates stiffness reduction. (b) The probability of the damage location
found by the proposed procedure

Table 28.3 Selection of damage
sensitive features of the beam
model

Feature Damage sensitive features

1 Difference between displacement time history at
reference location

2 Root-mean-square of reference response
3 Correlation coefficient of reference response
4 Mean of reference response
5 Standard deviation of reference response
6 Natural frequency, f1 and f2
7 Modal damping ratio, �1 and �2

8 Euclidian norm of normalized mode shape, jj�1jj2

and jj�2jj2

subsequent elements. The initial step of the identification is to select the damage sensitive features. These are listed in Table
28.3 and consist of statistical quantities achieved from the dynamic response of the numerical model. The dynamic response
is obtained from the two reference signals from the locations indicated in Fig. 28.7. Furthermore, the modal parameters for
the first and second mode are selected as features. The patterns of the features selected in response to stiffness reduction have
been classified to train and validate the neural network. For training, 230 data sets are simulated by individually reducing the
stiffness of k1–k6 by 10, 20, 30, 40, 50, 60, 70, 80 and 90%. The data set contains the features obtained from the impact at
the middle of the beam. Forty-nine samples each are employed for validation and testing.

To improve training of the neural network, a feature space reduction step is performed. The space reduction is achieved
by applying principal component analysis as in [22]. It is desirable to have the largest possible data set for training of
neural networks where the size of the data set grows with an increasing number of features. The training is performed using
MATLAB Neural Network Toolbox with nine neurons. A single neuron act as a correspondence to the input-output mapping
by regression. The extension to multiple neurons is achieved by establishing a neural network, such that the output of a
neuron can be the input of another [22]. The training of the network has been performed to obtain weighting functions that
correlate to the features with the damage location. After completion of training, an additional data set has been generated.
This data set has been used to test the robustness of the identification procedure. The stiffness in the middle region of the
beam has been decreased by 19.96% instead of 20% as in the training data set, shown in Fig. 28.8a. The outcome probability
for the damage to be in the middle of the beam model is 100%, as given in Fig. 28.8b. Other combinations of stiffness
reduction of the beam elements have also been tested. The true location has been consistently identified with a probability
ranging from 80 to 100%. This indicates that the proposed procedure for the spatial identification of damage is reasonable for
the developed numerical model. Similar procedure can be adopted for a detailed numerical model, such as the above ANSYS
model. This would in particular require an extensive dataset, containing features as proposed in Table 28.3. The extent of
this dataset depends on which accuracy of stiffness reduction due to vehicle impact is sought.

28.6 Conclusions and Future Work

This paper emphasizes the type of accidents occurring due to impact between highway trucks and railway bridges. In order
to study the effects of these impacts and rate them, we developed: (1) a preliminary FE model to understand the deformation
processes associated with an impact event, and (2) an idealized neural network model to demonstrate its applicability in
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detecting damage. The results presented herein represent an initial attempt to quantify truck-bridge impact phenomena and
develop techniques to detect and mitigate future impact events. In our future work, the FE model will be improved by
developing a higher fidelity mesh to more accurately capture the internal mechanical behavior of the bridge. In addition,
we will develop a more accurate representation of a typical semi-truck. A mesh convergence study will be conducted in
order to obtain an accurate and computationally efficient model. Furthermore, a more complex neural network system will
be developed to rate the impacts when railway bridges are hit by highway traffic. A hybrid approach will be considered
where both the location and the magnitude of the impact detected by neural networks are utilized as inputs to the simulation.
Accordingly, structural integrity will be assessed using hybrid simulation results. Additionally, permanent displacements at
the supports due to an impact will be evaluated. Finally, the effectiveness of crash beams in protecting the bridge against
impacts will be investigated.
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Chapter 29
High-Frequency Impedance Measurements for Microsecond State
Detection

Ryan A. Kettle, Jacob C. Dodson, and Steven R. Anton

Abstract This work investigates the use of the electromechanical impedance (EMI) method at high frequencies for
application in state detection in highly dynamic systems; a key aspect of which is the excitation and measurement of PZT
impedance at higher frequency bands than those typically used in structural health monitoring, in ranges greater than 1 MHz.
The use of impedance analyzers, which are typically used in EMI measurements, are not considered for this work due to
their slow measurement speeds, large size, heavy weight, and high cost. Instead, an alternative impedance measurement
approach from the literature will be leveraged. The alternative method, which allows impedance measurements to be made
using standard data acquisition devices, was originally developed to present a low-cost solution to impedance measurement.
The focus of this work, however, is the adaptation of the alternative measurement approach to allow accurate impedance
measurements at frequency ranges in excess of 1 MHz. The accuracy of the alternative system’s impedance measurements
will be verified by comparison with theoretical models. First, the impedance response of a simple RLC circuit with well
understood dynamics will be experimentally tested and then the resulting measurements will be compared to analytical
solutions of the circuit impedance to validate the measurement system. This alternative measurement system is then used
to perform high frequency impedance measurements on a piezoelectric wafer embedded in a structure in order to detect
structural damage. The long-term goal of this research is the deployment of an impedance measurement system using high-
speed real-time hardware, such as field-programmable gate array technology which has significantly higher sampling rates
and calculation speeds compared to traditional data acquisition systems, to enable microsecond state detection of structures
operating in highly dynamic environments using the EMI method. Microsecond state detection has a number of potential
applications, such as in aerospace technology, the mining industry, and civil architecture.

Keywords Structural health monitoring (SHM) • Electromechanical impedance (EMI) method • Piezoelectric materials •
Microsecond state detection • Dynamic systems

29.1 Introduction

The goal of this research is to develop a system capable of microsecond state detection in highly dynamic environments. In
this work, a structure’s state refers to any change to its physical properties that affects its dynamic response which includes
mass, stiffness, boundary conditions, etc. Microsecond state detection has a staggeringly wide array of potential applications.
This includes the monitoring of drill strings used in mining, monitoring fluid flow around hypersonic aircraft for better flight
handling, deployment in civil structures for rapid structural assessment and blast mitigation, and monitoring critical structures
that are part of complex assemblies such as those commonly found in the automotive and aerospace industries.

This work directly builds off of the foundation of knowledge created by researchers in the field of structural health
monitoring. Structural health monitoring can be described as a range of techniques and tools to detect the development of
damage in structures. In particular, the structural health monitoring technique known as the electromechanical impedance
method is used in this work for state detection. The electromechanical impedance method is an active sensing method,
meaning the structure is actively “interrogated” instead of relying on passive excitation [1]. This effect is achieved by
the electromechanical coupling exhibited by piezoelectric (PZT) materials, which allows them to act as both a sensor and
an actuator simultaneously. The electromechanical coupling also means that the electrical impedance of a piezoelectric
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Fig. 29.1 The electromechanical impedance method being used to detect damage in a structure

material bonded to a structure becomes a function of the mechanical impedance of the host structure. If the properties
of the piezoelectric material are assumed to remain constant, then any changes in the in the electrical impedance of the
piezoelectric material can be attributed to a change in the mechanical impedance of the structure [2]. To perform state
detection, the electrical impedance signature of the structure in a known, healthy state is used as a baseline. As the structure
is being monitored, the measured data is continuously compared to the baseline and any significant deviation between the
two is attributed to a state change in the structure. The process of using the electromechanical impedance to detect damage
in a structure is illustrated in Fig. 29.1.

To achieve state detection at the microsecond timescale, high frequency excitation signal are required, on the order of
1 MHz or higher [3], which is a significant increase over the 30–400 kHz normally used [1]. A further break from the
norm that is required for microsecond state detection is a change in the hardware utilized to make the electrical impedance
measurement. Normally, an impedance analyzer, such as an HP4194A, is used to make impedance measurements. However,
these devices have several drawbacks, which include being large (1600 � 1400 � 2400), heavy (81.4 lbs), expensive ($40,000),
and the fact that they use a slow stepped sinewave method of measurement. These issues have been noted by previous
researchers, with the biggest concern being cost. Because of this there have been a multitude of attempts to create new,
low-cost impedance measurement devices which include the use of an FFT analyzer [4], a digital signal processor (DSP)
[5], an AD5933 impedance analyzer IC chip [6, 7], and a data acquisition device (DAQ) [8, 9]. The method employing the
FFT analyzer utilizes a measurement circuit to calculate an approximation of the unknown impedance. This measurement
is based on the value of a known resistance placed in the circuit with the assumption that this resistor does not make a
significant impact on the impedance measurement. Additionally, this method tends to be inaccurate at high frequencies due
to a drop in resistance across the PZT at high frequencies due to the capacitive nature of PZTs. The usefulness of the DSP
method is hindered by the small memory space of the DSP, which restricts its usable range and frequency resolution [9].
The AD5933, although a low cost solution, faces two distinct disadvantages: it must be calibrated before use [10] and it is
limited to a maximum frequency of 100 kHz [9, 10]. The DAQ method however appears advantageous because it allows for
a large range of hardware options, including the use of DAQs with exceptionally high sampling rates. This makes it a very
appealing choice for high frequency applications, such as microsecond state detection.

The excitation signal applied to the PZT is also a critical factor. The stepped sign measurement approach utilized by
impedance analyzers is quite time consuming and thus another method for excitation is required to achieve microsecond
state detection. A chirp signal is a logical choice as it can excite a very broad range of frequencies in a very short amount of
time. Furthermore, the chirp signal is a common waveform that can be produced by many function generators and as such
its use has the advantage of not requiring the creation of any custom voltage signals. Chirp signals have been used to make
accurate EMI measurements by other researchers employing various methods, all of which showed that the chirp signal gave
comparable results to impedance analyzers [4, 8, 11, 12]. This pervasive use of the chirp signal was also explored further by
Baptista et al. who conducted a study comparing uniform white noise, periodic random noise, and a chirp signal for use as
an excitation signal and concluded that the chirp signal performed the best measurement [13].
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29.2 Experimental Setup

The experimental setup and measurement technique used in this work are adaptations from the efforts of other researchers
who created “low-cost circuits” for impedance measurements [9, 14]. The low-cost circuit in its simplest form is just an
excitation source in series with a known resistance, Rm, and an unknown impedance, Zunk. If the voltage of the excitation
signal, Vx is known and the voltage response of the node between Rm and Zunk, Vy, is known, then Zunk can be solved for
using Eq. (29.1).

Zunk.f / D Vy.f / 
 Rm

Vx.f / � Vy.f /
(29.1)

However, in order to measure Vx and Vy a data acquisition device needs to be used at both locations. The data acquisition
device has its own internal equivalent circuit, represented by CDAQ and RDAQ in parallel, that then gets added to the
measurement circuit, which is shown in Fig. 29.2.

The excitation signal used in this study was a linear chirp produced by an Agilent 33220A Function Generator and the
data acquisition device used was an NI PXIe-5122 Oscilloscope Card, the impedance for both is given in Table 29.1. The
function generator and DAQ were connected to each other at synchronization ports via a BNC cable for triggering purposes.
Additionally, they were both connected to the circuit using BNC to grabber cables that were approximately 6 in. long. The
wire length was intentionally kept as short as possible to reduce the effects of wire resistance and to avoid introducing
any additional environmental noise. The NI PXIe-5122 was connected to an NI PXIe-1082 chassis that also housed an
NI PXIe-8133 controller with LabVIEW installed. The voltages Vx and Vy were recorded via a LabVIEW program on the
controller and the date was saved as a ‘.txt’ file. This file was then loaded into a MATLAB program that performed all
data processing, which includes impedance calculation, averaging, plotting, and error calculation. An overall view of the
experimental setup can be seen in Fig. 29.3. More information regarding specific experiments is given in the results section
immediately following. Finally, it should be noted that the goal of this work is to extend the measurement frequency range of
the EMI method to the MHz range by utilizing the “low-cost” architecture presented in the literature, however, the hardware
utilized in this work is not low-cost.

Fig. 29.2 “Low-cost” impedance measurement circuit

Table 29.1 Impedance settings
applied to the systems utilized for
signal generation and acquisition

System Impedance

Agilent function generator “High Z load”
PXIe-5122 scope card 1 M�
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Fig. 29.3 Experimental setup used for impedance measurement, including a structure to be measured
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Fig. 29.4 Impedance measurement of an 11� resistor using different values of Rm. 2 million samples were taken at 10 MS/s. The chirp excitation
signal had an initial frequency of 100 Hz, a final frequency of 10 MHz, an 18 Vpp amplitude, and a sweep time of 0.1 s

29.3 Verification of Measurement Methodology

Before measurements to perform state detection were attempted, the accuracy of the measurement method was verified. To do
this, simple circuits with well understood impedance responses across wide frequency bands, such as resistors and resistor-
inductor-capacitor parallel circuits, were tested. One phenomenon that was observed in early measurements on a simple
resistive circuit is that there was a low-pass filtering effect occurring on the signal. At higher frequencies the calculated
impedance would suddenly and drastically decrease from the correct value. It was eventually discovered that this was caused
by the internal capacitance of the data acquisition device, CDAQ, and the known resistance, Rm, effectively creating a low
pass filter. This effect can be mitigated by choosing appropriately small values of Rm, on the order of 10 � or less. The
effect of the value of Rm on the impedance measurement can be seen in Fig. 29.4, where an 11 � resistor was measured
with a relatively low Rm of 11.4 � and then with a higher Rm of 995 �. Since a resistor has negligible values of capacitance
and inductance, its theoretical impedance is simply a constant resistance (purely real impedance) across the entire frequency
range. Figure 29.4 shows that the higher value of Rm produces inaccurate impedance measurements that vary significantly
from the theoretical result. On the contrary, the lower value of Rm was in excellent agreement with the theoretical model
below 4 MHz.

A parallel resistor-inductor-capacitor (RLC) circuit was also measured to ensure accurate impedance measurements were
being produced when measuring a dynamic circuit. A parallel RLC circuit was chosen because, assuming ideality, it produces
a single impedance peak at a known frequency. The frequency of the peak is referred to as the resonance frequency of the
circuit. This single resonance peak is a similar, yet simpler, frequency response compared to a PZT, because a PZT typically
exhibits multiple peaks in a given frequency band. The resonance frequency of an RLC parallel circuit is given as
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Fig. 29.5 Impedance measurement of a parallel RLC circuit with an Rm of 10.2 �. 2 million samples were taken at 2 MS/s. The chirp excitation
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f0 D 1

2�
p

LC
; (29.2)

where f0 is the resonance frequency, L is inductance, and C is capacitance. Furthermore, the total impedance response of the
circuit is given as

ZT D �
Z�1

R C Z�1
C C Z�1

L

��1
; (29.3)

where ZT is the total impedance response, ZR is the impedance of the resistor, ZC is the impedance of the capacitor, and ZL is
the impedance of the inductor. The impedance values for the individual components are given as

ZR D R (29.4)

ZC D .j2� fC/�1 (29.5)

ZL D j2� fL; (29.6)

where R is the resistance, f is excitation frequency, and j is the imaginary unit. Figure 29.5 shows the real part of the
impedance (resistance) measurement of a parallel RLC circuit with the values of R D 10.0�, L D 36.6	H, and C D 0.22 	F.
The real part of the impedance is used exclusively in this work because it has been demonstrated to have the greatest
sensitivity to damage [1]. This measurement is compared to the theoretical impedance value calculated using Eq. (29.3), and
the measurement shows a good match to the analytical model. Furthermore, for the given values of R, L, and C, Eq. (29.2)
gives a calculated resonance frequency f0 �56 kHz, and the measurement matches this value reasonably well. The good
agreement between the measurement and analytical model of the impedance of the parallel RLC circuit makes a compelling
case for the accuracy of the employed measurement method in its ability to measure dynamic impedance response, such as
that expected when measuring PZTs.

29.4 Damage Detection at High Frequencies

Having proved the accuracy of the impedance measurement methodology using simple circuits, experimentation was then
performed on a piezoelectric transducer in the MHz frequency range to investigate the feasibility of microsecond state
detection. A small circular PZT wafer with a diameter, d, of 6.35 mm and a thickness, t, of 0.254 mm made from APC
850 material (PZT-5A) was embedded in a 3D printed structure. The structure was then clamped at one end, effectively
forming a cantilever beam simply for the convenience of some initial non-destructive tests. The structure remained in this
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cantilever position for consistency with previous tests but this is otherwise unnecessary. Twenty separate measurements were
run on the structure, 10 in an undamaged state and 10 in a damaged state. The damage induced was a 0.300 notch cut into
the structure 0.7500 away from the piezoelectric material wafer. Both states of the 3D printed beam can be seen in Fig. 29.6.
The 10 measurements in each state were averaged and then plotted for comparison. Initial comparisons made by plotting the
impedance spectrums of both the damaged and undamaged states showed very significant divergence in multiple frequency
bands at lower frequencies. This is a good example of why structural health monitoring is typically done in the tens to
hundreds of kHz. This is however a well-known phenomenon and not important to the goal of microsecond state detection.
Results in the MHz range are necessary to prove the feasibility of microsecond state detection, and for this reason will be the
sole topic presented and discussed in this work. In this range of frequencies in excess of 1 MHz there was an exceptionally
high impedance peak located at roughly 9 MHz; the measurements for both damage states in the region of this peak are
shown in Fig. 29.7. Because of the exceptionally high impedance value of this peak in comparison to others in the MHz
range, it stands to reason that this peak is caused by the first thickness resonance mode, fT , of the piezoelectric transducer.
This can be verified by using the thickness mode frequency constant, NT , to calculate the resonance frequency, given by

fT D NT

t
; (29.7)

where t is the thickness of the PZT. With the value of NT given as 2040 Hz.m from the manufacturer specifications [15], Eq.
(29.7) gives fT D 8.03 MHz. The deviation in frequency between this calculation and the measured value can be accounted
for by the following reasons. First, the geometry of the PZT wasn’t measured before the embedding procedure, and as such
the nominal thickness of the ordered part was used in the calculation. The given tolerance of t is ˙0.025 mm and so a
simple difference in geometry can account for values of fT up to 8.9 MHz. Second, since the PZT is embedded in a structure

Fig. 29.6 (a) The 3D printed structure with embedded PZT, undamaged. (b) The 3D printed structure in a damaged state
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Fig. 29.7 Comparison between the average of 10 tests of the undamaged state the average of 10 tests of the damaged state with an Rm of 10.7 �.
3 million samples were taken at 50 MS/s. The chirp excitation signal had an initial frequency of 200 kHz, a final frequency of 10 MHz, an 18 Vpp

amplitude, and a sweep time of 0.06 s
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Table 29.2 Root-mean-squared
error of damaged and undamaged
states compared to 7
measurement averaged baseline

State Measurement # RMSE

Undamaged 8 0.901
9 0.896
10 0.898

Average undamaged 8, 9, & 10 0.898
Damaged 1 3.584

2 3.535
3 3.512
4 3.465
5 3.487
6 3.493
7 3.503
8 3.487
9 3.487
10 3.446

Average damaged 1–10 3.500

it has boundary conditions that no longer reflect a free-free condition, but has instead an elastically constrained condition.
This stiffer boundary condition would cause the first thickness resonance mode to increase. Third, the value of ft used in
the calculation came from the manufacturer and was not derived from the material properties of the specific sample used
and is consequently not exact. It is therefore reasonable to assume that the large peak at 9 MHz is in fact the first thickness
resonance mode.

Of particular importance is the fact that the impedance peak illustrates a slight divergence between the damaged and
undamaged states. This supports previous work by the authors that predicted thickness modes would be important for
damage detection at the high frequencies required for microsecond state detection [16]. While a qualitative evaluation of
noticeable difference in signal is important for identifying frequency ranges sensitive to damage, a quantitative evaluation is
necessary for any method of automated damage detection. To perform a quantitative comparison between the two states in
this frequency range, an averaged baseline signal was constructed using the first 7 measurements of the undamaged state. This
baseline was then compared to the remaining 3 undamaged states and the 10 damaged states using the root-mean-squared
error (RMSE) given by

RMSE D
sPn

iD1 .x1;i � x2;i/
2

n
; (29.8)

where i is the index of a given point in a series of data, n is the total number of points in the series, x1 , i represents the value
of the first series at index i, and x2 , i represents the value of the second series at index i. The results of the RMSE calculations
are shown in Table 29.2 and it can be seen that the undamaged cases vary from the baseline by an RMSE of less than 1% and
the damaged cases by over 3%. Although the difference between these cases is relatively small, this establishes the fact that
there is a measurable, quantitative difference between the signals measured in the damaged and undamaged states, detected
at frequencies in the MHz frequency range. The significance of this finding is that it demonstrates the feasibility of detecting
structural changes at frequencies in excess of 1 MHz, which is a crucial aspect of microsecond state detection in highly
dynamic environments.

29.5 Conclusions

The goal of this work is to develop the technologies and methods required to enable microsecond state detection of structures
operating in highly dynamic environments using the electrometrical impedance method. A vital step in achieving this goal
is successfully detecting structural changes at frequencies greater than 1 MHz. To accomplish this goal, a non-traditional
impedance measurement system was utilized instead of a traditional impedance analyzer. To verify the accuracy of the new
measurement hardware and methodology, measurements of simple circuits were compared to analytical solutions. First, a
high frequency measurement of a resistor was performed, which showed excellent agreement with the analytical solution
up to 4 MHz. Second, an impedance peak produced by a parallel resistor-inductor-capacitor circuit was measured that also
showed good agreement with the analytical solution. These tests demonstrate that accurate impedance measurements can be
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made with non-traditional hardware using the method presented as an alternative to an impedance analyzer. A structure with
an embedded PZT was then presented and its impedance measured at high frequencies in a damaged and undamaged state.
The two signal were compared and an impedance peak around 9 MHz, caused by the first thickness resonance mode of the
transducer, was observed which exhibited a small difference between the two signals. A baseline measurement was then con-
structed using several measurements from the undamaged state and were compared to individual measurements of both states
using the root-mean-squared error. The-root-mean squared error for the tests in the undamaged state were all under 1%, and
greater than 3% for the tests taken in the damaged state. It can be concluded from these results that damage can be detected
at high frequencies. The accurate measurement of impedance at high frequencies using alternative hardware in place of an
impedance analyzer as well as its successful use for damage detection at high frequencies are both important milestones and
represent significant steps forward in the pursuit of achieving microsecond state detection in highly dynamic environments.

29.6 Future Work

There are three additional routes of future work that remain. First, comparisons between measurements of piezoelectric
wafers to theoretical models need to be made. Second is the development of a method to decouple the data acquisition
device from the measurement circuit. Currently, the low value of Rm only mitigates the problem caused by the internal data
acquisition device’s internal impedance. In order to enable accurate impedance measurements at even higher frequencies the
development of a method to completely decouple the data acquisition device’s internal capacitance is necessary. Lastly, a
piezoelectric material which exhibits a higher thickness mode response, which is the phenomenon that creates the amplitude
peaks at higher frequencies, should be used to potentially obtain a larger value in the RMSE difference between states.

References

1. Park, G., Sohn, H., Farrar, C.R., Inman, D.J.: Overview of piezoelectric impedance-based health monitoring and path forward. Shock Vib. Dig.
35(6), 451–463 (2003)

2. Bhalla, S., Moharana, S.: A refined shear lag model for adhesively bonded piezo-impedance transducers. J. Intell. Mater. Syst. Struct. 24(1),
33–48 (2013)

3. Kettle, R.A., Dick, A.J., Dodson, J.C., Foley, J.R., Anton, S.R.: Real-time state detection in highly dynamic systems. Presented at the
Proceedings of the 34th IMAC, Cham, 2016

4. Peairs, D.M., Park, G., Inman, D.J.: Improving accessibility of the impedance-based structural health monitoring method. J. Intell. Mater. Syst.
Struct. 15(2), 129–139 (2004)

5. Kim, J., Grisso, B.L., Ha, D.S., Inman, D.J.: A system-on-board approach for impedance-based structural health monitoring. Presented at the
The 14th International Symposium on: Smart Structures and Materials & Nondestructive Evaluation and Health Monitoring, 2007

6. David, L.M., Michael, D.T., Gyuhae, P., Charles, R.F.: Development of an impedance-based wireless sensor node for structural health
monitoring. Smart Mater. Struct. 16(6), 2137 (2007)

7. Park, S., Lee, J.-J., Yun, C.-B., Inman, D.J.: Electro-mechanical impedance-based wireless structural health monitoring using PCA-data
compression and k-means clustering algorithms. J. Intell. Mater. Syst. Struct. 19(4), 509–520 (2008)

8. Xu, B., Giurgiutiu, V.: A low-cost and field portable electromechanical (E/M) impedance analyzer for active structural health monitoring.
Presented at the Proceedings of the 5th International Workshop on Structural Health Monitoring, Stanford University, 2005

9. Baptista, F.G.: A new impedance measurement system for PZT-based structural health monitoring. IEEE Trans. Instrum. Meas. 58(10), 3602–
3608 (2009)

10. Wandowski, T., Malinowski, P., Ostachowicz, W.: Calibration problem of AD5933 device for electromechanical impedance measurements.
Presented at the EWSHM-7th European Workshop on Structural Health Monitoring, 2014

11. Baptista, F.G., Vieira Filho, J., Inman, D.J.: Real-time multi-sensors measurement system with temperature effects compensation for
impedance-based structural health monitoring. Struct. Health Monit. 11(2), 173–186 (2012)

12. Saar, T.: Robust piezo impedance magnitude measurement method. Elektronika ir Elektrotechnika. 113(7), 107–110 (2011)
13. Baptista, F.G., Filho, J.V., Inman, D.J.: Influence of excitation signal on impedance-based structural health monitoring. J. Intell. Mater. Syst.

Struct. 21(14), 1409–1416 (2010)
14. Lewis Jr., G.K., Lewis Sr., G.K., Olbricht, W.: Cost-effective broad-band electrical impedance spectroscopy measurement circuit and signal

analysis for piezo-materials and ultrasound transducers. Meas. Sci. Technol. 19(10), 105102 (2008)
15. (2016, 10/24/16). Physical and Piezoelectric Properties of APC Materials. Available: https://www.americanpiezo.com/apc-

materials/piezoelectric-properties.html
16. Kettle, R.A., Anton, S.R.: Rapid evaluation of mechanical boundary conditions using impedance based structural health monitoring. Presented

at the SPIE Smart Structures and MaterialsC Nondestructive Evaluation and Health Monitoring, 2016



Chapter 30
Structural Stiffness Identification of Skewed Slab Bridges with Limited
Information for Load Rating Purpose

Abdollah Bagheri, Mohamad Alipour, Salman Usmani, Osman E. Ozbulut, and Devin K. Harris

Abstract This paper presents a method for identifying structural stiffness of skewed reinforced concrete slab bridges
with limited structural information using measured acceleration data. This information might be used for nondestructive
evaluation, condition assessment, and load rating of bridges. A large number of slab bridges with different structural
dimensions such as skew angle, span, width, and thickness was first analyzed using finite element method to obtain their first
modal frequency. This population of data was then used to create an artificial neural network, which can predict a coefficient
that plays an important role in identifying the flexural rigidity of slab bridges. This approach was applied to estimate the
flexural rigidity of a highly skewed reinforced concrete slab bridge in the state of Virginia for load rating purpose. The
bridge was instrumented with wireless accelerometers, and the vibration responses of the bridge under ambient loading and
impact hammer test were recorded. An algorithm based on the variational mode decomposition was employed to identify
modal properties of the bridge. Then, the flexural rigidity of bridge was computed from the established relationship between
the first natural frequency and the flexural rigidity of bridge. Results show that the proposed method is capable of predicting
structural stiffness, and can be used for load rating of bridges without structural information.

Keywords Structural stiffness identification • Modal frequency • Vibration response • Skewed slab bridge • Variational
mode decomposition

30.1 Introduction

Load rating is the process of determining the safe load-carrying capacity of a bridge and, thus, serves as a basis for prioritizing
maintenance operations and allocation of resources [1–3]. Typically, load ratings are developed in accordance with the rules
of structural mechanics using design drawings and details that define the geometry and material properties of the bridge.
Therefore, the information needed to carry out this load rating includes the latest safety inspection report, prior load rating
files, and design plans or as-built drawings of the structure.

However, there are cases where these design plans are missing or incomplete due to lack of documentation at the time of
construction, improper storage or the evolution of data management practices. For these structures, the Manual for Bridge
Evaluation (MBE) provides limited guidance on the process for load rating [4]. The language in MBE indicates that an
inspection by a qualified inspector and evaluation by a qualified engineer may be sufficient to establish an approximate
load rating. This guidance does not explicitly state, but does imply, that engineering judgment may be necessary in which
an experienced engineer considers relevant factors, such as the original design live loads, the past performance and current
physical condition of the bridge, current loads, and age, to arrive at a judgment-based load rating.

Since the State Departments of Transportation in the United States has responsibility for load rating a large number of
bridges and culverts within their inventory [5], structures without existing plans or insufficient details represent a significant
bottleneck in the management and decision-making. Bridge engineers might elect to be overly conservative about a given
bridge’s capacity. As a result, resources may unnecessarily be devoted to the structure instead of others that might truly be
in need. Furthermore, overly conservative ratings may restrict the types of vehicles that traverse the bridge, and as a result,
hinder commerce within the United States. On the other hand, these judgment-based ratings can be subjective and may pose
a risk, as this approach may not accurately describe a bridge’s behavior [6]. Therefore, load rating strategies for bridges
with limited or missing as-built information are needed, and our aim is to presents methods for load rating these types of
structures.
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Load rating factor is a function of the bridge’s capacity and the effect of dead and live loads in bridge, and both of these
parameters depend on the stiffness of bridge. This paper describes a method for identifying the bending stiffness of skewed
reinforced concrete slab bridges using the measured first modal frequency of the bridge. This information can be used in
load rating of bridges with limited or missing as-built information. Vibration testing of an in-service was conducted and the
developed method was then employed to estimate the bending stiffness of the bridge.

30.2 Stiffness Identification Method

30.2.1 Problem Formulation

For a structural system with a single degree of freedom, the relation between the angular natural frequency ! of the structure
and the structural stiffness K can be written as:

!2 D K

M
(30.1)

where M is the mass of the system. The analogous relationship can be presented for a rectangular plate [7]:

!2 D �2
D

�
(30.2)

where � is the mass per unit area of the plate, � is a coefficient which depends to the plate’s dimension and boundary
condition, and D represents the bending stiffness of the plate and is given as:

D D Et3

12 .1 � �2/ (30.3)

where t is the plate’s thickness, and E and � are the elastic modulus and Poisson’s ratio of the plate’s material.
Equation (30.2) can be solved to obtain the bending stiffness D of a plate. By measuring the vibration response of the

plate and processing the measured signal, one can identify the modal frequency ! of the plate. Then, by knowing the plate’s
material, the mass per unit area of the plate can be obtained. The coefficient � can be calculated from a function that depends
to the plate’s dimension and boundary condition. This function is available in the literature for rectangular plates with
different boundary conditions. Finally, the bending stiffness D is obtained by plugging three parameters namely !, �, and �
in Eq. (30.2) and solving it for the bending stiffness D.

A similar method can be employed to identify the bending stiffness of a skewed slab bridge shown in Fig. 30.1. In this
figure, a and b represent the bridge’s span and width, respectively, and the skew angle is shown by � . Most slab bridges
are built with simple supports at two ends of the span and parapets at two edges along the span, which has a significant
contribution in the bridge’s stiffness. However, no equation is available in the literature to calculate the coefficient � for such
a configuration. Here, a parametric study was conducted to obtain � for simply-supported skewed slab bridges with parapets.

Fig. 30.1 Top view of a skewed
slab bridge with its dimension

a

b

Parapet

Simple Support
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30.2.2 Parametric Study

In the parametric study, it was assumed that the bridge’s parapet has the same rectangular cross-section for the bridges with
different span width and length. This is a valid assumption as the parapet’s dimensions for most slab bridges are standard.
Therefore, � is a function of the bridge’s span a, width b, skew angle � , and thickness t. For given parameters, the first modal
frequency of the bridge can be obtained using a modal finite element analysis. Then, �(a,b,� ,t) is calculated as follows:

� .a; b; �; t/ D ! .a; b; �; t/

r
�

D
(30.4)

The modal finite element analysis was conducted for different values of the bridge’s span a, width b, skew angle � , and
thickness t for obtaining �(a,b,� ,t). For each parameter, the following ranges were considered:

a.m/ D Œ4 5 6 7 8 9 10 11 12 13 14 15� (30.5)

b.m/ D Œ4 5 6 7 8 9 10 11 12 13 14 15� (30.6)

t.m/ D Œ0:30 0:35 0:40 0:45 0:50 0:55 0:60 0:65 0:70� (30.7)

�
�ı� D Œ0 5 10 15 20 25 30 35 40 45 50� (30.8)

Based on these ranges for each parameter, the number of finite element models that should be run is 12 � 12 � 9 �
11 D 14,256. To minimize the computational efforts, a finite element code was written in MATLAB to model and analyze of
slab bridges with all combination of each parameter automatically and continuously.

Figure 30.2a shows the value of � as a function of the bridge’s span a and width b for the plate’s thickness of 0.3 m and the
skew angle of 0ı, whereas Fig. 30.2b illustrates the same results for the skew angle of 45ı. It can be seen that at short spans
and widths the value of � is larger than that for long spans and widths. This is due to the increase in the natural frequency
of bridge with the decreasing the bridge’s span and width. The skew angle in a bridge causes to increase the stiffness of the

Fig. 30.2 The value of � as a function of the bridge’s span a and width b for the plate’s thickness of 0.3 m and: (a) the skew angle of 0ı and
(b) the skew angle of 45ı
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Fig. 30.3 The value of � as a function of the bridge’s span a and width b for the plate’s thickness of 0.6 m and: (a) the skew angle of 0ı and
(b) the skew angle of 45ı

structure which causes to increase the bridge’s modal frequency, and this effect increases the value of � which can be seen
by comparing Fig. 30.2a, b. In order to see the effect of the plate’s thickness on �, Fig. 30.3 shows the results of � for the
plate’s thickness of 0.6 m. By comparing Figs. 30.2 and 30.3, it can be found that the value of � decreases by increasing the
plate’s thickness at short spans and widths. The changing plate’s thickness affects both the mass and stiffness of bridge, and
also changes the contribution of the parapet’s stiffness on the global stiffness of the structure. Therefore, it can be concluded
that there is a complex relation between � and the plate’s thickness.

30.2.3 Mapping Process

An artificial neural network (ANN) was employed to predict the relationship between the coefficient of � and the bridge’s
parameters, namely the bridge’s span a, width b, skew angle � , and thickness t. Neural networks are one of the most effective
soft computing algorithms for data fitting and classification. They mimic a human brain by implementing the interconnection
of artificial neurons. In this study, a feed-forward back-propagation ANN with three layers was used. The input layer received
the data vector containing the four parameters of bridge. The hidden layer processed the data by multiplying the input vectors
by weights and adding biases. The results constituted the argument of a transfer function that squashed the output values into
a certain range. For the hidden layer, ten neurons were used by means of a trial and error method, and the hyperbolic tangent
sigmoid transfer function was employed. For the input and output layers, a liner transfer function was used. The output layer
had one node that provided the value of �. To train the network, the Levenberg-Marquardt algorithm was used because of its
high performance and speed [8].

To study the ability of the network to estimate the value of �, we used all 14,256 data for the training. Figure 30.4 shows
the ANN estimated � versus the actual �, and it can be seen that there is no difference between them, because there is a linear
function between the estimated and target values. This trained ANN will be used to estimate � in identifying process of the
structural stiffness of a tested slab bridge.
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Fig. 30.4 The ANN estimated �
versus the actual �

30.3 Experimental Study

30.3.1 Test Description

The structure tested in this study was the War Branch Bridge located in the Staunton District in the state of Virginia. The
superstructure is comprised of two 9.75-m long, simply-supported reinforced concrete slabs that are 0.53 m thick and have
a 45ı skew angle (see Fig. 30.5). The deck has 0.3 m diameter voids oriented in the direction of traffic and spaced 0.45 m
apart. Built in 1976, the 2014 inspection report described the bridge to be in “fair” condition, with a deck/superstructure
condition rating of 7. The bridge was selected from amongst the Virginia Department of Transportation (VDOT) population
of reinforced concrete slab bridges with plans, with special consideration given to geometry similarity to the population of
this major category of bridges without plans.

For the vibration testing experiments, one of the two spans in the bridge was instrumented with accelerometers. All
instrumentation and acquisition comprised of Bridge Diagnostics, Inc. (BDI) equipment, where individual sensors physically
connected to four-channel nodes, which in turn interfaced wirelessly with a base station/data acquisition unit. Vibration
testing consisted of a series of experiments with excitation provided separately by ambient loading (wind and normal traffic),
impact hammer, and electro-magnetic shaker.

30.3.2 Modal Data Identification

In this paper, an algorithm based on the VMD is employed for identifying the modal properties of the bridge. In this method,
the measured acceleration signals are decomposed into the modal responses by means of the VMD algorithm, and each
obtained modal response has a center frequency which represents the natural frequency of the structure. Then, damping ratios
are estimated by doing a fitting process on decaying amplitude of modal response. This method is capable of identifying all
natural frequencies and damping ratios using only a single measurement of acceleration response at one suitable location.
Mode shapes are then identified from the results of modal responses at all sensing location of the structure.

The VMD is first used to decompose an acceleration signal S(t) into a set of sub-signals (modes), Sk(t), k D 1, 2, : : : ,
K, which have a compact bandwidth in spectral domain. It can be assumed each sub-signal to be compacted around a
center vibration !k which is determined using the decomposition algorithm. Therefore, each sub-signal represents the modal
response of structure. In this process, the constrained variational problem is formed by means of Hilbert transform and
frequency mixing based on minimizing the bandwidth of sub-signals. In order to render the problem unconstrained, the
quadratic penalty and Lagrangian multipliers are employed. More information about the VMD algorithm can be found
in [9].



248 A. Bagheri et al.

Fig. 30.5 Photo of the War Branch Bridge

By knowing the modal responses of a structure, it is easy to identify modal damping ratios for all vibration modes. In
most engineering structures that have small damping ratio, damping ratio can be estimated from the slop of the decaying
amplitude versus time t plot. In this paper, the plot of the decaying amplitude versus time t was fitted to a linear function
using the linear last-square fit approach. The slop of the linear function was used to compute the damping ratio.

Acceleration responses of the bridge in the vibration test using impact hammer were used to identify modal frequency
and damping ratio of the bridge. The described approach was used to decompose each acceleration signal to sub-signals
which represent modal responses of the bridge. The first and second modal frequency of the bridge was 26.07 and 30.59 Hz,
respectively. For these modes, the obtained damping ratios were 4.3 and 3.9%, which are close to the common value of the
damping ratio 5% mentioned in design codes for concrete structures.

30.3.3 Stiffness Identification

For identifying the bending stiffness of the tested bridge, the trained ANN is first used to obtain the value of � based on
the parameters of the bridge. For the War Branch Bridge, the bridge’s span a, width b, skew angle � , and thickness t are
9.44 m, 9.75 m, 45ı, and 0.53 m, respectively. The value of � which is the output of the trained neural network for these
bridge’s parameters is equal to 0.25. Then, by replacing the obtained value of � and the first modal frequency of 26.07 Hz
in Eq. (30.4), the bending stiffness D is obtained as 3.86 � 108 N m. The elastic modulus of the bridge’s material can be
computed from Eq. (30.3) based on the identified bending stiffness, which is equal to 31.62 GPa. These results can used
for estimating the ultimate compressive strength of the bridge’s concrete and the amount of reinforcement area inside the
concrete to estimate the bending capacity for computing the load rating factor.

30.4 Conclusion

In this paper, a method for identifying the structural stiffness of skewed concrete slab bridges using modal data was presented.
A large number of finite element models for slab bridges with different geometric characteristics were analyzed to provide
a set of data for mapping bridge’s characteristics to a coefficient that is used in identifying the bending stiffness from the
modal frequency of a bridge. An ANN was trained to predict this coefficient for a given simply-supported slab bridge.
The methodology was used to identify the bending stiffness of an in-service slab bridge. The developed ANN tool and
methodology can provide a simple approach to identify the structural stiffness of slab bridges. In a future study, the obtained
bending stiffness and elastic modulus of materials will be combined with the measured strain data to calculate the capacity
for inventory and operating load rating of the tested bridge.
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Chapter 31
Online Systems Parameters Identification for Structural Monitoring
Using Algebraic Techniques

L.G. Trujillo-Franco, G. Silva-Navarro, and F. Beltrán-Carbajal

Abstract Nowadays, with the modern techniques and developments on sensors and actuators technologies, disciplines like
Operational Modal Analysis (OMA), Structural Health Monitoring (SHM) and Non-Destructive Evaluation (NDE), among
others, are now basic parts of the study, modeling and monitoring for modern civil structures and vibrating mechanical
systems. The most important system parameters of a given mechanical system, including civil structures, like modal
parameters, mass and stiffness matrices are indicatives of the inherent nature and dynamical behavior of it, and, at the
same time, a possible way to detect failures by comparing two different sets of such parameters, before and after any
failure happens. In this work, a novel fast and online system parameter identification scheme, based on module theory and
algebraic techniques for structural monitoring and vibration absorption purposes or model updating for mechanical systems
under nominal operation conditions is proposed, that is, in an operational fashion, where only system output information is
available. The proposed scheme is evaluated with experimental data.

Keywords Algebraic identification • Operational modal analysis • Real time structure monitoring • Structural health
monitoring • System identification

31.1 Introduction

On the area of mechanical design and modeling (civil structures inclusive), the process called modal parameter identification
or modal analysis has become into a basic technological tool, which allows having a correct knowledge and sometimes a
prediction of the system response under harmonic excitation. In this information era, modal analysis can specially count on
the newest and powerful data analyzers for storing and processing the data under study. In this order of ideas, the task of
analyzing engineering structures response and behavior, when the system is working on its nominal operation conditions is
a natural consequence [1, 2] (e.g., via the OMA approach). Most of the times, real world systems work under a completely
random and hard to measure excitation; furthermore, in some special cases, it is desirable to monitor some interest output
in a real-time fashion. Certainly, the actual state of the art for modal analysis has a robust background, consisting of plenty
of identification algorithms in time or frequency domain, mainly for off-line estimation of modal parameters. However, it
is important to consider that, most of these techniques are essentially asymptotic, recursive, complex and slow for on-line
parameter estimation implementations, which could be required for efficient adaptive active noise and vibration control and
monitoring applications on dynamic mechanical structures [3–5].

As reported in Refs. [4–7], here we apply a theoretical framework for the algebraic parameter identification on continuous-
time linear systems. This identification approach platform consists of powerful mathematical tools as module theory,
differential algebra and operational calculus. It is important to remark that, the operational calculus is a quite general approach
based on different integral transformations of functions and generalized functions (e.g., Fourier, Laplace, Stieltjes, Hilbert,
Bessel) [4–7]. The application of operational calculus in mechanical engineering is quite common for the transformation of
functions from time to frequency domain and solving differential equations.
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In this work we propose a novel system parameter monitoring scheme based on algebraic identification. We perform
modal testing to the nominal or undamaged structure in order to have a reference for comparisons, and then, we induce
changes directly on the structure, simulating failures (e.g., a loose or broken screw or a mass addition), in order to identify
in a fast and online fashion the impact of each situation on the system modal parameters.

31.2 Illustrative Vibrating Mechanical System

Consider the n Degrees-Of-Freedom (DOF) vibrating mechanical system consisting of a six story building-like structure as
shown in Fig. 31.1, where xi, i D 1, 2, : : : , n, are the displacements of 6 masses representing the floors or Degrees-Of-
Freedom (DOF) of the structure, respectively. We model the columns as flexural springs with equivalent stiffness ki and
consider the structural damping ratios ci as Rayleigh damping [8].

The simplified mathematical model of this flexible mechanical system of 6 DOF under harmonic and unknown excitation
f is given by:

MRx C CPx C Kx D f .t/; x; f 2 R6 (31.1)

where x 2 R6 is the vector of generalized coordinates (displacements) of each floor respect to the main frame reference,
and M, C and K are symmetric inertia, damping and stiffness 6 � 6 matrices, respectively, given by:

MD

2
6666666664

m1 0 0 : : : 0 0

0 m2 0 : : : 0 0

0 0 m3 : : : 0 0

:

:

:

0 0 0 : : : 0 m6

3
7777777775
;CD

2
6666666664

c1Cc2 �c2 0 : : : 0 0

�c2 c2Cc3 c3 : : : 0 0

0 �c3 c3Cc4 : : : 0 0

:

:

:

�c6

0 0 0 : : : �c1 c6

3
7777777775
; KD

2
6666666664

k1Ck2 �k2 0 : : : 0 0

�k2 k2Ck3 �k3 : : : 0 0

0 �k3 k3Ck4 : : : 0 0

:

:

:

�k6

0 0 0 : : : �k6 k6

3
7777777775

(31.2)

The modal analysis representation of the mathematical model (31.1) is defined in terms of the modal or principal
coordinates qi, where i D 1, 2, : : : , 6 as follows (see, e.g., [1])

Rqi C 2�i!i Pqi C !2i qi D ‰T f (31.3)

Fig. 31.1 Six story Building-like structure. (a) Schematic diagram. (b) Physical plant
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with

x.t/ D ‰q.t/ (31.4)

where ! i and � i denote the natural frequencies and damping ratios associated to the i-th vibration mode, respectively, and ‰
is the so-called 6 � 6 modal matrix given by

‰ D

2
666664

 11  12 : : :  15  16
 21  22 : : :  25  26
:::

:::
: : :

:::
:::

 51  52 : : :  55  56
 61  62 : : :  56  66

3
777775

(31.5)

In notation of Mikusiński operational calculus [5, 6], this modal model is then described as

�
s2 C 2�i!is C !2i

�
qi.s/ D p0;i C p1;is C  1if1 C  2if2 C 	 	 	 C  6if6 (31.6)

where po,i are constants depending on the system initial conditions at the time t0 � 0.
From (31.3) and (31.5), one then obtains that

xi.s/ D
nX

jD1

 ij
�
p0;j C p1;js

�
s2 C 2�j!js C !2j

(31.7)

Therefore, the physical displacements xi are given by

pc.s/ xi.s/ D r0;i C r1;is C 	 	 	 C r2n�2;is2n�2 C r2n�1;is2n�1 (31.8)

with

pc.s/ D s2n C a2n�1s2n�1 C 	 	 	 C a1s C a0 (31.9)

where pc(s) is the characteristic polynomial of the mechanical system and ri,j are constants which can be easily calculated
by using the values of the system initial conditions as well as the modal matrix components  ij. Naturally, the roots of the
characteristic polynomial (31.9) provide the damping factors and damped natural frequencies, and hence the most descriptive
information about the structure and its status.

31.3 Online Structural Monitoring

The proposed online algebraic monitoring scheme shown in Fig. 31.2 works in conjunction with the building like structure
shown in Fig. 31.1 for the illustrative cases to be considered in this work.

The ARM (Advanced Risc Machine) takes samples of the acceleration of the sixth floor (in the horizontal axis direction)
of the structure at a precisely fixed sample rate of 1Khz, and then, those samples are sent to a standard PC running under
Windows 7

®
and Matlab

®
/Simulink to finally perform the online identification scheme.

We perform an on-line algebraic identification approach to estimate the modal parameters of the mechanical system
through the real-time estimation of the coefficients ak of the system’s characteristic polynomial as reported in [5, 6] using
only acceleration measurements of any floor of the structure. The application of the online algebraic identification scheme is
performed using cumulative trapezoidal numerical integration with fixed sampling time of 1 ms. The algebraic identification
scheme applied here is described on detail in [4] where is shown that by solving the algebraic equation (31.9) also detailed
in [4–7] one obtains the parameter vector � as:

™ D A�1B D 1

�

2
666664

�1

�2

:::

�n�1
�n

3
777775

(31.10)



254 L.G. Trujillo-Franco et al.

Fig. 31.2 Block diagram of the
proposed identification and
monitoring scheme

Then, the algebraic identifiers to estimate the coefficients ak of the characteristic polynomial without problems of
singularities when the determinant � D det(A(t)) crosses by zero:

bak D
R j�k�1jR j�j ; k D 1; 2; 	 	 	; 2n � 1 (31.11)

Thus, one could implement the algebraic identifiers (31.10) using only any available acceleration measurements Rxi of
any specific floor or degree of freedom. From the estimated coefficients bak, one can obtain the roots of the characteristic
polynomial:

�i D i C j!di; ��
i D i � j!di; i D 1; 2; 	 	 	; n (31.12)

where  i and !di are estimates of the damping factors and damped natural frequencies of the mechanical system, respectively.
Hence, the estimates of the natural frequencies and damping ratios are given by

!ni D
q
2i C !2di; �i D � iq

2i C !2di

(31.13)

Remark: On the block diagram of Fig. 31.2 the shaded arrow indicates that once we identify the modal parameters or even
the complete eigenstructure of the system, we can identify the excitation force and thus counteract it, as we have reported in
previous works [5, 7, 9] for vibration absorption schemes or simply characterize this unknown excitation force.

31.4 Some Illustrative Cases

In order to evaluate the performance of the proposed monitoring scheme we perform a traditional modal testing on the
structure in order to know its natural status or nominal modal parameters. The results of the modal testing (impact hammer
based) of the structure is reported in Table 31.1 and in Fig. 31.3.

The algebraic identification of the system modal parameters is shown in Fig. 31.4, notice that the online identification of
the modal parametersb� i and b!ni takes less than 1 taking in to consideration that we compute the natural frequencies and the
damping ratios using the estimates of the 12 coefficients ak corresponding to the characteristic polynomial of the mechanical
system.

Once calibrated the algebraic identifier, we consider our first case study: We induce one structural failure in the structure
by losing one of the four screws on the third floor; next, we excite the structure with a random impact force and then, identify
the new modal parameters of the “damaged” structure with only measurements of the sixth floor acceleration. The structural
failure detail and the new system impact response are shown in Fig. 31.5.
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Table 31.1 Modal parameters
of the nominal system

Mode Frequency (Hz) Damping ratio (%)

1 1.148 0.15
2 3.39 0.39
3 5.44 0.18
4 7.16 0.19
5 8.53 0.18
6 9.34 0.17
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Fig. 31.4 Online estimation of system modal parameters

The new system modal parameters are shown in Table 31.2, where we can notice the changes on the natural frequencies
and damping ratios. Notice that this induced fail does not imply obvious changes on the system dynamic behavior, however,
the proposed identifier can detect them in a fast and online fashion, as shown in Fig. 31.6.

The second case study consist on adding a 0.496 kg mass on the third floor only one second after the online estimation
of the modal parameters from the nominal structure. This is shown in Fig. 31.7. Where we show the mass added to the third
floor and the system time response after suddenly applying the mass and, therefore causing a new impact response of the
structure.
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Fig. 31.5 Loose screw detail and impulse response of damaged structure

Table 31.2 Change of the system modal parameters with a loose screw

Frequency (Hz) Damping ratio (%)
Mode Nominal Loose screw %Change Nominal Loose screw %Change

1 1.148 1.08 5.92 0.15 0.13 13.33
2 3.39 3.38 0.29 0.39 0.37 5.182
3 5.44 5.03 7.53 0.18 0.20 11.11
4 7.16 7.05 1.53 0.19 0.21 10.52
5 8.53 8.23 3.51 0.18 0.17 5.55
6 9.34 8.97 3.96 0.17 0.11 35.294
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Fig. 31.6 Online modal parameters identification of structure with a loose screw

The fast and effective online modal parameters estimation is shown in Fig. 31.8 while the comparison of the new structure
modal parameters is reported in Table 31.3. We intentionally leave idle the plotting part of the monitoring system for a second
in order to plot only coherent parameters, that is, we wait for the algebraic identifier to finish the required estimations.

31.5 Conclusions

It is proposed the use of an algebraic identification approach for the on-line monitoring and estimation of modal parameters
for multiple degrees-of-freedom mechanical systems. In this application, we have considered that only measurements of one
floor acceleration is available for the identification scheme implementation. The algebraic modal parameter identification
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Fig. 31.7 Mass change induced on the third floor after 3 s
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Fig. 31.8 Online modal parameters identification when the structure has a mass change on the third floor

Table 31.3 Change of the system modal parameters with a mass added to the third floor

Frequency (Hz) Damping ratio (%)
Mode Nominal With mass added %Change Nominal With mass added %Change

1 1.148 0.97 15.5 0.15 0.87 480
2 3.39 3.35 1.17 0.39 1.5 284
3 5.44 4.45 18.19 0.18 0.2 11.11
4 7.16 6.72 6.145 0.19 0.2 5.26
5 8.53 7.78 8.79 0.18 1.9 955
6 9.34 8.35 10.59 0.17 0.2 17.64

scheme was tested for a 6-DOF mechanical system excited by an impact excitation for illustrative purposes. In general,
the simulation and experimental results show a satisfactory performance of the proposed identification approach with fast
and effective estimations very promising for online applications as future operational modal analysis schemes and adaptive
vibration absorption.
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Chapter 32
Structural Vibration Control Using High Strength and Damping
Capacity Shape Memory Alloys

Soheil Saedi, Farzad S. Dizaji, Osman E. Ozbulut, and Haluk E. Karaca

Abstract Designing structures to withstand dynamic environmental hazards such as earthquakes, strong winds, and
hurricanes is of primary concern for civil engineers. In addition, recent advances in architectural forms, structural systems,
and high performance materials have enabled the design of very slender and lightweight structures. These flexible structures
are susceptible to be exposed to high levels of vibrations under strong winds and earthquakes, which may lead to structural
damage and potential failure. Over the past two decades, shape memory alloys (SMAs) have emerged as a smart material
that can be used in passive vibration control devices for energy dissipating and re-centering purposes. However, the quantity
of equivalent viscous damping provided by superelastic NiTi SMA wires or bars is not sufficient to render the use of SMAs
as the sole damping device implemented in a tall structure subjected to severe dynamic loadings. This study explores the
performance of recently developed NiTiHfPd alloys that have very high strength, high dissipation/damping capacity, good
cyclic stability and large operating temperature for vibration control applications. In particular, superelastic response of single
crystal and polycrystalline NiTiHfPd alloys were investigated systematically to reveal the effects of composition alteration
and heat treatments. The design of a novel passive vibration control device by utilizing the superelastic effect of NiTiHfPd
SMAs under compression was illustrated.

Keywords Shape memory alloys • Passive control • Damper • Vibrations • Earthquake

32.1 Introduction

To mitigate the adverse effects of dynamic environmental hazards such as earthquakes, strong winds, and hurricanes and
achieve a more resilient design under dynamic loads, various passive, active and semi-active control devices have been
proposed and developed [1]. The most widely tested and commonly implemented strategies have been passive devices as
they are reliable, require no external power, and never destabilize the structure. However, designing buildings with passive
systems to provide performance improvement over all ranges of earthquake and wind excitation is a challenging task.

A number of passive energy dissipation systems have been developed to mitigate damaging effects of natural hazards
on structures [2]. Passive energy dissipation devices can be grouped into two main categories: hysteretic devices and rate-
dependent devices. Examples of hysteretic devices include metallic yielding devices and friction devices. Energy dissipation
in hysteretic devices depends primarily on relative displacements within the device. These devices add initial stiffness
until yielding or slip occurs and provide hysteretic energy dissipation. However, they do not provide sufficient damping
at small vibrations caused by wind excitation or frequent seismic events while increase the forces and accelerations on the
structure due to high stiffness. Furthermore, metallic devices usually have a limited number of working cycles and may
require replacement after a strong event and friction devices may lead to permanent deformations if no restoring force
mechanism is provided. Examples of rate-dependent devices include fluid viscous dampers and viscoelastic dampers. The
energy dissipation capacity of these devices depends on the velocity across the device [2]. The viscous damper can provide
high force and damping capabilities while the viscoelastic dampers have low force and displacement capacity. In general,
rate-dependent devices can dissipate energy at all magnitudes of motion but do not possess the same capacity for energy
dissipation as hysteretic devices [3]. Note that these devices also do not have self-centering property to return the structure
to its original position.
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Fig. 32.1 Strain–stress diagrams for NiTi and NiTiHfPd

Numerous efforts have been carried out to develop new structural systems that can provide stable energy dissipation with
full self-centering capabilities [4]. Due to its inherent and excellent re-centering ability, high corrosion and fatigue resistance,
several researchers have proposed shape memory alloy (SMA)-based seismic protection systems including, but not limited
to, SMA-based bracing systems [5–7]; SMA-based dampers [8–11]; and SMA-based isolation systems [12–16]. Among
various SMA compositions, the NiTi alloy has been the most widely studied material for SMA-based dampers. Since NiTi
SMAs does not have sufficient energy dissipation capacity to render the use of SMAs as the sole damping device, damping
in those devices was supplemented through pre-tensioning SMA elements [17], incorporating a frictional device [18–20],
energy-absorbing steel struts [21], viscoelastic device [22, 23], or buckling-restrained braces [24].

A recently developed class of SMAs that consists of NiTiHfPd provides large energy dissipation and high stresses [25]
and can overcome the deficiency of currently available SMAs. Figure 32.1 presents typical strain-stress diagrams of NiTi and
NiTiHfPd SMAs at room temperature. It can be seen that the area captured within the hysteresis loop, which signifies the
dissipated energy, for NiTiHfPd is considerably larger than that of NiTi. The strength of NiTiHfPd is also significantly higher
than that of NiTi. Thus, the required cross-sectional area of the SMA elements to develop the design force of a damping device
will be considerably smaller for NiTiHfPd. A vibration control device based on NiTiHfPd will avoid employing additional
energy dissipation unit and/or requiring large quantities of material due to high energy dissipation capabilities and strength
of NiTiHfPd. This study discusses experimental characterization of NiTiHfPd SMAs and conceptual design of a simple but
efficient NiTiHfPd SMA-based energy dissipating and re-centering device, which avoids extra fabrication and material costs.

32.2 High Damping and High Strength NiTiHfPd SMAs

NiTi SMAs have been studied and employed in a variety of applications due to their superior shape memory properties,
corrosion resistance, biocompatibility, ductility, etc. However, they have certain limitations that restrict their functionality
for some applications. Alloying is one of the most effective ways to engineer properties and overcome these problems. For
instance, an SMA material with good damping capacity needs to have large mechanical hysteresis and transformation strain
at high-stress levels to be employed as dampers. While the mechanical hysteresis and damping capacity of binary NiTi alloys
has been reported to be 200–400 MPa and 16 J cm�3 respectively [26], with the addition of Nb it can be increased to 500–
600 MPa and 38 J cm�3 [27]. The addition of elements like Zr, Hf, and Pd also has been studied to improve strength, wear
resistance and damping capacity of SMAs. Due to its low cost, medium ductility and higher work output, the addition of
Hf to NiTi binary found to be the promising [28, 29]. However, one of the main challenges that should be addressed before
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NiTiHf alloys can be used in practical applications is their brittleness. Therefore, the addition of a variety of quaternary
elements to NiTiHf has been explored in the literature. For example, the addition of Cu to NiTiHf has been found to shrink
thermal hysteresis, improve thermal stability, ductility and two-way shape memory effect but no other substantial change
has been observed for other shape memory properties of the alloy [30, 31]. The addition of Pd as a quaternary element
to NiTiHf alloy has resulted in a significant improvement in the ductility, adjustment of TTs or enhance the shape memory
behavior. Toward this goal, Pd can be added in the expense of Ti to increase the transformation temperatures or at the expense
of Ni improves superelasticity. Single crystalline NiTiHfPd alloy has been reported to show huge mechanical hysteresis of
up to 1270 MPa, superelastic response under extremely high-stress levels (2.5 GPa), and damping capacity of 44 J cm�3

[25, 32]. Even polycrystalline NiTiHfPd alloys can generate high work outputs of 32–35 J cm�3 (up to 120 ıC), which are
considerably higher than NiTi and Ni. The ultra high-strength, and the exceptional damping capacity and practical ability to
demonstrate superelastic behavior at room temperature makes NiTiHfPd SMAs a great candidate for applications that require
high damping. Beside alloying, other most common methods to improve the shape memory and mechanical properties of
SMAs are thermomechanical processing (e.g. cold working and post-annealing), precipitate formation, and grain refinement
of polycrystalline alloys. However, thermal treatments seem to the most practical and cost-effective method amongst the
others. It has been shown that by the formation of precipitates through aging, the strength of the matrix and required critical
stress are increased which results in better shape memory response, the fatigue life, and cyclic stability. It should be noted
that the strengthening ability of the precipitates depends on the size, volume fraction, antiparticle spacing, and coherency of
these particles [33].

32.3 Material Characterization

For experiment characterization, Ni-rich single [111] oriented single crystal Ni45.3Ti29.7Hf20Pd5 (at %) and polycrystal
Ni45.7Ti29.3Hf20Pd5 (at %) alloys obtained from NASA. Perkin-Elmer Pyris 1 differential scanning calorimetry (DSC), was
used to determine the transformation temperatures. Heating–cooling rate was adjusted to 10 ıC/min. Aging of the samples
was performed using Lindberg/Blue M BF514541 furnace in air atmosphere and then water quenched. The mechanical
experiments were performed in an MTS Landmark servo-hydraulic test platform (100 kN) on 8 � 4 � 4 mm3 compression
specimens cut by electro-discharge machining. The strain was measured by an MTS high-temperature extensometer with
a gage length of 12 mm attached to compression grip faces. A strain rate of 10�4 s�1 was employed during loading of
the specimens, while unloading was performed at a rate of 100 N/s. Heating of the specimens was occurred by means of
mica band heaters retrofitted to the compression grips, and cooling was achieved through internal liquid nitrogen flow in the
compression grips. A heating–cooling rate of 10 ıC/min was applied during testing, using an Omega CN8200 series PID
temperature controller. K-type thermocouples attached to the test specimens and the compression grips provided real-time
temperature feedback.

32.4 Results and Discussion

Figure 32.2 demonstrates the superelastic response of [111] oriented single crystal NiTiHfPd. For superelastic experiments,
samples were heated up to a temperature well above Af and loaded up to 2, 4 and 6% strain limit successively and then
unloaded. The tests were performed at room temperature since the sample was well-above Af temperature at this temperature.
Next sample was loaded until failure to examine the ductility. The critical stress for stress induced martensitic transformation
was occurred at about 1300 MPa, and therefore 2% loading did not reach to this point and sample showed a linear behavior.
After 4 and 6% deformation, the sample was capable to show full strain recovery at room temperature and mechanical
hysteresis was more than 700 MPa at 6% deformation. However, when sample loaded further, it was failed at 1955 MPa and
7.2% deformation without showing the second plateau (for plastic deformation) indicating high brittleness of the sample. As
mentioned earlier, it is possible to tailor mechanical properties significantly using thermal treatments. The same alloy has
been showed even higher strength as well as higher mechanical hysteresis in homogenized condition (1050 ıC–4 h) shown
at Fig. 32.3. The homogenized sample shows ultra-high strength with a very wide superelastic window covering from �30
to 50 ıC. The critical stress for transformation was more than 1500 MPa at 10 ıC. The stress hysteresis was changing from
1270 to 900 MPa and decreasing as a function of critical stress of temperature [25], which is the highest reported hysteresis
in NiTi based SMAs literature.
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Fig. 32.2 Superelastic response of [111] oriented single crystal NiTiHfPd—as-received

Fig. 32.3 Superelastic response of [111] oriented single crystal NiTiHfPd in homogenized condition (extracted from [25])

Since single crystal alloys are costlier and difficult to fabricate, polycrystal samples are much more demanding despite
their lower strength. However, using precipitation formation through post processing heat treatments, it is possible to improve
their characteristics [34]. Figure 32.4 displays the effects of aging time and temperatures on TTs of polycrystal NiTiHfPd
samples, aged from 0.5 to 3 h at 350–550 ıC. Three heating-cooling cycles have been performed on each sample to find the
stabilized TTs. The As-received condition has been included in every figure to ease the comparison. From the Fig. 32.4a,
it can be seen that TTs have decreased as a function of time when they aged at 350 ıC. A similar trend was observed for
samples aged at 450 and 550 ıC in Fig. 32.4b, c, however, the decrease is minor. Another important observation is aging
at 450 and 550 ıC even for 0.5 h causes a huge shift in TTs when compared to the as-received condition. Figure 32.4d
compares the samples aged for 3 h at different temperatures. On contrary, TTs were increased as a function of temperature.
While Ms and Af temperatures of 350 ıC–3 h aged samples were �16 and 27 ıC respectively after increasing the aging
temperature to 550 ıC, they were found to be 189 and 216 ıC. The increases in TTs of Ni-rich alloys can be attributed
to the formation of large Ni-rich precipitates. These precipitates deplete the matrix from Ni, therefore, TTs are increased
[35]. As the aging temperature increases, they grow larger, their volume fraction and inter-particle distance increases, which
result in more Ni depletion in the matrix, consequently TTs maintain the increasing trend. Furthermore, internal stress and
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Fig. 32.4 DSC graphs of poly crustal NiTiHfPd aged at (a) 350 ıC, (b) 450 ıC, (c) 550 ıC and (d) 3 h aging comparison

coherency of the formed precipitates are important factors affecting the TTs. The mismatch between matrix and precipitate
lattice parameters may cause internal stresses around precipitates that can alter the TTs. Therefore, increasing of the formed
precipitates coherency with aging temperatures that causes higher internal stresses can be named as the second reason for
increase in TTs. The drop of TTs for 350 ıC aging again can be attributed to the formation of precipitates with very small
size and short interparticle distance. Thus, the resistance for martensite nucleation was increased and formation of martensite
required additional energy change, which in turn required further undercooling in the course of the forward transformation.

Figure 32.5a, b show the superelastic response of NiTiHfPd alloy in as-received and 450 ıC–10 h aged conditions,
respectively. To avoid further plastic deformation aged sample was loaded up to 5% at last cycle. It can be seen from Fig.
32.4a that in as-received condition sample can display only 2% full recovery and further deformation results in irrecoverable
strain. On the other hand, 450 ıC–10 h aged sample as shown in Fig. 32.4b showed almost full strain recovery even after
4% deformation. The irrecoverable strain was only 0.65 after 5% deformation. When these condition are compared, it is
observed that even though critical stress for stress-induced martensitic transformation occurred at higher stress level for as-
received samples than aged samples, strain hardening with a sharp slope was observed after plateau, which causes a plastic
deformation of the sample. It is noteworthy that as-received sample also shows a very low energy dissipation, resulting in
very narrow stress hysteresis while aged sample showed about 300 MPa stress hysteresis after 2% deformation, which was
increased to about 600 MPa when deformed 4%.



264 S. Saedi et al.

Fig. 32.5 Superelastic response of NiTiHfPd (a) As-received, (b) aged 450 ıC–10 h

Fig. 32.6 Plan view of SMARD at its original and displaced positions

32.5 Shape Memory Alloy-Based Re-centering Damper

By exploiting the advantageous characteristics of NiTiHfPd SMAs, a new passive vibration device is proposed in this
study. The device is named as Shape Memory Alloy-based Re-centering Damper or SMARD. Figure 32.6 shows plan
and longitudinal view of the SMARD at its original and displaced positions to describe its operating principle. A three-
dimensional rendering of the device is also shown in the Fig. 32.7. The SMARD comprises a SMA-Spring assembly
(rendered in yellow), a piston (gray), and an enclosure (black) with rigidly attached baffle plates. The high force steel
springs between SMA groups ensure large displacements under load while simultaneously transmitting the force between
SMA groups. Voids in the centers of the baffle plates allow the piston to pass through freely while arresting the otherwise
free-traveling SMA-Spring assembly. Note that NiTiHfPd SMAs exhibit better superelastic response under compression.
Therefore, the device is designed such that whether the piston is drawn out of or forced into the device, the SMA-Spring
assembly will undergo compression. Due to the inherent superelastic behavior of NiTiHfPd SMAs, the SMARD can exhibit
excellent re-centering ability with enhanced energy dissipation capacity.

In addition, SMA bars with up to four different diameters can be incorporated to the device. That will enable device to
produce a damping force that ensures sufficient energy dissipation for various levels of excitation. The SMARD is illustrated
with two different diameter bars (SMA1 and SMA2) in Fig. 32.6. As a result of arrangement of SMA bars in the device
and inherent re-centering behavior of SMAs, a properly designed SMARD will exhibit a re-centering and energy dissipating
behavior during all modes of vibrations under both wind and earthquake excitations. During a weak to moderate event, the
SMA bars with lower stiffness will experience relatively larger compressive strains and dissipate the energy while the stiffer
SMA bars will undergo small strains. During a moderate to strong event, both SMA groups will engage and dissipate large
amounts of energy, and the device will provide a larger damping force. During an extreme event, the SMARD will stiffen due
to second stiffening of SMA bars under large strains. This additional stiffening will avoid potentially catastrophic structural
displacements even under unforeseen strong ground motions.
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Fig. 32.7 Three-dimensional rendering of SMARD

32.6 Conclusions

This study proposes a new passive vibration control device that incorporates high performance superelastic shape memory
alloys. These new superelastic SMAs consist of recently developed NiTiHfPd alloys that have very high strength, high
dissipation/damping capacity, good cyclic stability and large operating temperature. Superelastic response of a single crystal
NiTiHfPd was briefly discussed. Then, a systematic study was conducted to evaluate the mechanical response of polycrsytal
NiTiHfPd SMAs. In particular, differential scanning calorimetry (DSC) was used to determine the effect of aging time
and temperature on transformation temperatures. Compressive tests were conducted to reveal the superelastic response
of polycrsytal NiTiHfPd alloy in as-received and 450 ıC–10 h aged conditions. The results obtained from these initial
experimental efforts suggest that polycrystal NiTiHfPd SMAs can also exhibit a superelastic response at very high stress
levels and with a large hysteresis loop. However, further investigations will be conducted to determine the effects of heat
treatments on transformation temperatures and provide the ability to tailor the microstructure to get superelastic behavior at a
temperature range of �20 to 50 ıC. Once the material characteristics of polycrystalline NiTiHfPd are optimized, a prototype
of the proposed SMARD device will be fabricated and tested.
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Chapter 33
Comparative Study on Modal Identification of a 10 Story RC Structure
Using Free, Ambient and Forced Vibration Data

Seyedsina Yousefianmoghadam, Andreas Stavridis, and Babak Moaveni

Abstract In this study the modal parameters of a ten-story reinforced concrete (RC) building are estimated from recordings
of free, ambient, and forced vibrations, using the eigensystem realization algorithm (ERA), the natural excitation technique
combined with the eigensystem realization algorithm (NExT-ERA), and peak-picking method, respectively. The structure
vibrated freely after it was hit the by a jack hammer used to demolish selected perimeter walls in the second story. The
forced vibrations were induced using a portable eccentric mass shaker installed on the second story of the structure. The
results obtained from the three methods indicate that the free vibration recordings can provide an accurate estimation of
the modal parameters of the structure at lower identification order and with reduced computational cost compared to the
NExT-ERA method applied on the ambient vibration recordings.

Keywords System identification • Impulse response • Dynamic testing • Comparative study • RC structure

33.1 Introduction

Methods to assess the condition of existing structures using vibration-based diagnostic methods are proposed in a number
of studies [1–3]. In these studies, the considered vibrations can be caused by ambient excitations such as wind, nearby
vehicular or pedestrian traffic [4–11] or by controlled excitations induced by an impact hammer, a shaker, a shake table, a
truck, or a jack [12–17]. In terms of the considered structures, these include actual buildings and bridges, as well as large-
scale laboratory specimens, with the majority being laboratory specimens since the dynamic testing of actual structures is
not common due to the practical implications and risks involved with such tests.

This paper discusses the modal identification of free, ambient, and forced vibration tests on a 10-story reinforced concrete
(RC) building at four damage states. The damage states were induced through the demolition of infill walls in the perimeter
which was permitted since the structure was to be demolished. The demolition of the walls with an impact hammer induced
high amplitude impulses followed by the free vibration of the building. Moreover, harmonic excitations were induced to
the structure using a portable shaker. The dynamic properties of the building at each damage state are identified from the
free vibration data using the eigensystem realization algorithm (ERA), the ambient vibrations using the natural excitation
technique combined with the eigensystem realization algorithm (NExT-ERA), and the forced vibrations using the peak-
picking method. The comparison of the dynamic properties obtained from the three types of excitation indicates that all of
the methods can provide accurate results, with varying computational costs. Finally, a parametric study using the NExT-ERA
method is also performed to investigate the effect of the number and location of selected reference channels on the estimated
modal parameters.
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Fig. 33.1 Test structure (view from west side)

Fig. 33.2 Second floor plan view showing extension building and acceleration positions

33.2 Test Structure

The structure, shown in Fig. 33.1, was a 10-story reinforced concrete (RC) structure with a slab-column structural system
and RC infills in the exterior frames. The building was built in 1910s in Utica, NY and characterized by overall length of
48.8 m (160 ft), width of 24.4 m (80 ft), and height of 25.9 m (85 ft).

The plan view of the second floor can be seen in Fig. 33.2. This is similar to the plan view of other floors. On the south
side of the building, a five-story clay masonry structure was attached to it to house an elevator shaft and service rooms. More
detailed information about the structure can be found in [18].

33.3 Dynamic Testing

33.3.1 Damage States

During the testing sequence, six exterior RC walls were removed from the second and third stories of the structure to simulate
damage. The walls were removed, two at a time, in three stages, as shown in Fig. 33.3a, introducing four damage states. The
first damage state (DS0) was the condition of the structure at the beginning of the tests in which the exterior walls in the first,
second, and fifth stories, in the north, west, and south sides were removed for demolition purposes. The second damage state
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Fig. 33.3 Wall removal and damage states. (a) Structure initial condition and damage states. (b) Wall removal using jack hammer

Fig. 33.4 Example of the time history responses for different excitation types recorded at 10th floor. (a) Ambient vibration. (b) Forced vibration
(sine sweep). (c) Wall demolition in 2nd story

(DS1) resulted from the removal of two walls in the western exterior frame on the third story. The third state of damage (DS2)
occurred from the removal of two walls in the northern exterior frame on the third story. The fourth and final damage state
(DS3) occurred after the demolition of walls in the north-west corner of the second story. The wall removal was achieved
using a jack hammer installed on an excavator as shown in Fig. 33.3b.

33.3.2 Testing Method and Sequence

A series of dynamic tests were performed on the building using a mobile shaker bolted to the second floor slab in a location
eccentric along the Y axis as shown in Fig. 33.2. The harmonic excitations induced by the shaker were sine sweeps, sine
steps, and sine dwells around the identified natural frequencies. More details about the dynamic tests are available in [19].
This study focuses on the sine sweeps and the excitations due to the jack hammer impacts to the exterior RC walls of the
structure during the demolition process. Figure 33.4 shows the sample response of the structure recorded at the 10th floor. It
can be seen that accelerations induced during the demolition were significantly larger compared to those induced during the
forced vibrations using the shaker.
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33.3.3 Instrumentation

The accelerations along the vertical and the two horizontal directions at two locations of every slab were recorded with
force-balance accelerometers. As indicated in Figs. 33.2 and 33.3, the accelerometers were installed near the NW and SE
corners on all stories except for the roof due to safety reasons. This configuration was selected so that the translational, as
well as the torsional motion of the structure could be monitored. The data logger used in this study could record accelerations
between 0.5 	g and 2 g. The sampling rate was 200 Hz and all accelerometers were synchronized by GPS timing having
less than 1 milli-second accuracy [19]. During the testing period, the data acquisition system was continuously recording for
56 h. Hence, the ambient vibrations of the building were recorded, as well as the forced vibrations and the free vibrations.

33.4 System Identification

The Eigensystem Realization Algorithm (ERA) and the Natural Excitation Technique combined with the Eigensystem
Realization Algorithm (NExT-ERA) are used to estimate the modal properties using the free vibration and ambient
measurements respectively. The peak-picking method is used to obtain the modal properties of the building from the transfer
function of the force vibrations due to the sine sweep excitations. The modal properties of the test structure are estimated at
each damage state using all data sets.

The free vibrations following each impulse were extracted from the recordings. They include, on average, 9 s of the
response after the impulse. Since these excitations were induced during the wall demolition, only the free vibrations at the
beginning and end of each wall demolition stage are considered here. At the beginning of each wall demolition phase, the
vibrations following each hit of the hummer are attributed to the previous damage state while the vibrations towards the end
of the demolition are attributed to the following damage state. Figure 33.5 shows an example of free vibration acceleration
time history. A total of 60 free vibration sets are obtained.

The obtained records are filtered in the frequency range between 0.2 and 20 Hz using a finite response filter of order 8192
and they are then down-sampled from 200 to 50 Hz. A block Hankel matrix of (40 � 200) � (50 � signal duration) is used
for the Eigensystem Realization Algorithm. Table 33.1 summarizes the cases considered here.

In the case of ambient recordings, continuous acceleration recordings of 12 to 15 min are considered. The recordings are
filtered and down sampled as those obtained from the free vibrations. The auto- and cross-correlation of signals are estimated
as the inverse Fourier transformation of the power and cross spectral densities which are calculated using the Welch method
[20]. The spectral densities are averaged over 72-s long windows with 50% overlap to mitigate the effects of noise while a
Hanning function [21] is used to eliminate the effects of window leakage. To investigate the effect of the number and location
of reference channels, six combinations of reference channels are considered in this study. Once the auto/cross correlations

Fig. 33.5 Acceleration time history of a free vibration measured on the 10th floor at the NE corner
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Table 33.1 Summary of free vibration measurements properties

Damage state Number of recordings Signal duration range (s) Impulse direction Max. acceleration range in all 40 channels (mg)

DS0 12 6–25 Y 1.5–15
DS1 12 8–14 Y 1.2–14.5
DS2 17 6–10 X 0.4–4.66
DS3 19 5–12 X 0.5–28

Table 33.2 Cases studied for NexT-ERA method

Case # # of reference channels Location of reference channels Reference channel measurement direction(s)

1 4 10th floor: SW and NE corners X and Y
2 2 10th floor: SW corner X and Y
3 1 10th floor: SW corner X
4 1 10th floor: SW corner Y
5 1 5th floor: SW corner Y
6 1 1st floor: SW corner X
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Fig. 33.6 Identification order dependency on maximum acceleration of the free vibration measurements in Y direction at DS0

are estimated, they are used to form a block Hankel matrix of (40 � 200) � ((50 � 72) � (# of reference channels)). Table
33.2 presents the cases considered in this study.

For the forced vibration recordings the power spectral densities (PSD) of the acceleration measurements are estimated
using the Welch method. The signals are averaged over Hamming windows of 8000 points and 50% window overlap. The
PSDs are used to obtain the transfer functions. The acceleration measurements in X and Y directions at the SW corner of the
2nd floor are considered as the input excitation due to the proximity to the shaker.

33.4.1 Identification Orders and Stabilization Diagrams

According to a previous study on system identification of the same structure [19], the first mode of the structure is identified
at an order of 130 at DS0. Therefore, the system identification process for both ambient vibration and free vibration
measurements is performed up to the order of 150. Figure 33.6 illustrates the identification order for the first four modes
of the structure plotted against the maximum acceleration recorded among all of the 40 channels during the free vibration
response at DS0 using the ERA method. Typically, identification orders as low as 10 are sufficient to identify the first two
modes, and orders between 20 and 30 are sufficient for modes 3 and 4. It can be also observed in Fig. 33.6 that in the case of
free vibrations no relation can be established between the identification order and the amplitude of the impulse excitations.

The identification orders from the ambient vibration are compared to the average order needed in the analysis of the free
vibration recordings at DS0 in Fig. 33.7. It can be observed that the identification orders are much higher using the ambient
vibration data for modes 1–3 in all cases of reference channels considered for the first three modes, and in a few cases the
modes are not identified at all. The difficulty in identifying the modes in lower system orders may be caused by processing
of the signal used to convert the ambient vibration to free vibration as discussed in a previous section. This process is based
on the assumption that the signal is broadband excitation which is not accurate. The unavoidable error in this simplifying
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Fig. 33.7 Comparison of identification orders between the studied cases

assumption along with the computational error added to the system identification because of the conversion process can
increase the identification order and required computational resources.

Figure 33.7 also demonstrates the importance of the number and location of the reference channels in the modal
identification of ambient vibration recordings using NExT-ERA method. When four, two, or one reference channels at
the 10th floor are considered in cases 1, 2, and 4, respectively, the identification order slightly increases as the number
of reference channels decreases. However, the computational time needed to run the identification algorithm increases
significantly by increasing the number of reference channels as the Henkel matrix size is proportional to the number of
channels. Case 5 which considers one reference channel at the fifth floor requires a higher identification order than case 4
which includes one reference channel in the 10th floor. This can be attributed to the fact that the higher floors experience
more motion which increases the signal-to-noise ratio.

In case 3, which considers one reference channel at the 10th floor measuring the acceleration in a direction perpendicular
to the that of case 4 (X-direction), only mode 2 can be identified at DS0. This can also be observed in Table 33.3 which
summarizes the identification order of the considered cases at all damage states. In all damage states, case 3 identifies modes
in higher orders than those of case 4. As shown in Fig. 33.8, which illustrates the mode shapes of the structure, the reference
channel selected for case 3 (X-direction in the South-West corner at the 10th floor) has a relatively small modal component
in all modes except for mode 2. Therefore, if this channel is used as a reference, the relatively low signal-to-noise ratio in
the free vibrations is produced from the NExT process. Case 6 which uses reference signal obtained from an accelerometer
in the first floor at the direction with small modal components, combines the drawbacks of cases 3 and 5. This results in the
highest identification orders among all the considered cases.

33.4.2 Modal Frequencies and Mode Shapes

Table 33.3 also presents the identified natural frequencies of the building for all considered cases. The values match well
between cases 1, 2, and 4 with maximum difference within 1%. In cases 3, 5, and 6 the results are more scattered; however,
the difference is not considerable. One can note that the natural frequencies identified from the free vibration measurements
are lower than those obtained from the recordings of ambient and forced vibrations. This difference can be attributed to the
level of motion of the structure as reflected in the acceleration amplitude. As shown in Fig. 33.4, the acceleration of the
structure after the jack hammer impulses has a higher amplitude than those resulted from forced and ambient vibrations.
The higher amplitude causes opening of minor cracks which reduce the overall stiffness of the structure and therefore the
identified natural frequencies. This can be also seen in Fig. 33.9 which presents the identified natural frequency at different
damage states for the first two modes of the structure using the different data sets. In all cases, the identified frequencies
indicate the same frequency change between the damage states.

Figure 33.8 presents the mode shapes obtained from the average of the free vibration, ambient vibration in cases 1, 2,
and 4, and the forced vibration measurements. The modal assurance criterion (MAC) [22] values are also calculated using
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Fig. 33.8 Mode shapes of the structure at DS0
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Fig. 33.9 Identified natural frequencies at different damage states

the 40-component mode shape vectors between the average mode shapes estimated using different sources of excitation
described above. It can be seen from the figure that the mode shapes are in excellent agreement with the MAC value of 0.98
or higher.

33.5 Conclusions and Remarks

A comparative study between the system identification methods, ERA, NExT-ERA, and peak picking using the free vibration,
ambient vibration, and forced vibration data respectively is presented here. The measurements were obtained from dynamic
tests of a 10-story RC building which was damaged through the demolition of selected perimeter walls using a jack hammer.

The identification orders used in the ERA method applied on the free vibration measurements are significantly lower than
those of NExT-ERA method applied on the ambient vibration recordings. This difference may occur because of the additional
processing of the ambient vibration signals to obtain the free vibration signal (NExT) which may add computational errors
to the identification process.
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The study also investigates the effect of the number and location of the reference channels on the system identification
results. Increasing the number of the reference channels results in lower identification orders but no significant difference is
observed in the values of the identified natural frequencies. However, the increased number of reference channels requires
significantly more computational time. The location of the reference channels affects drastically the results of the modal
identification. Hence, when a reference channel measuring the acceleration at a location and direction which has a low
participation in mode shapes of the structure is used, the system identification is not accurate as certain modes may not be
identified. Moreover, channels with higher signal-to-noise ratio result in more accurate system identification.

The identified frequencies from the three types of measurements indicate the same decreasing trend between the damage
states confirming the ability of the all methods to identify the changes in the dynamic properties of the system. It is also
observed that higher amplitude of the excitation results in lower identified frequencies as indicated by the comparison of
the frequencies obtained from the free vibrations following the impulses induced by the jack hammer and the frequencies
identified from the ambient vibration of the building. Finally, using the ERA method accurate results can be obtained at less
computational time. Moreover, this method does not suffer from issues related to the choice of reference channels. Based
on the observations, at this excitation level, the amplitude of impulse is independent of the modal identification and even
low amplitude non-destructive impulses can induce free vibrations to be used for ERA method for healthy and in service
structures.
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Chapter 34
Kronecker Product Formulation for System Identification of Discrete
Convolution Filters

Lee Mazurek, Michael Harris, and Richard Christenson

Abstract The following paper illustrates a mathematical framework for identifying discrete convolution filters and applies
that framework to a time varying dynamic problem. Convolution matrices, formulated using Kronecker products, allow for
least means squares solution of arbitrarily structured discrete convolution models. The framework exposes the convolution
structure and the filter coefficients independently in order to solve for the time varying weights of a known model, or an
unknown time varying filter. Transforms are shown to apply standard discrete spectral processing methods to this architecture.
The identification methods were successfully applied to identify the stiffness-like and damping-like operating regimes of a
typical viscous damper in a dynamic system subjected to periodic motion. The results show that discrete time varying system
identification successfully predicts measured test data and provides intuitive results showing stiffness-like behavior at low
force inputs and damping-like behavior for higher force inputs.

Keywords Time variant wiener filter • Time frequency analysis • Time variable system identification

34.1 Background

The work presented here is an extension of previous system identification methods, which model linear systems using
convolution integrals. System theory uses convolution integrals to model the response of a differential equation representing
an electrical, mechanical, or other system to an arbitrary input. For continuous linear systems, an output, y, can be calculated
given an input, x, and an impulse response filter, h, by

y.t/ D
tZ
0

h .�/ 	 x .t � �/ d� (34.1)

where t is time and £ is the relative time delay between input and output. The continuous impulse response filter can be
solved for given an input and output using spectral factorization methods described by Wiener [1] and Kolmogoroff [2].

The discrete form [3] of the above convolution integral is

y Œn� D
X

m

h.m/ 	 x .n � m/ for

�
m � max .n � .p � 1/ ; 0/
m � min .n; .r � 1// (34.2)

where lag, m, is used to show the sample delay between input and output, n indicates the output sample, r represents the
length of the filter, h, and p represents the length of the input x. The solution for the discrete filter, h, is simplified relative to
the continuous filter, and was defined in [3].

The work presented here focuses on the time varying discrete convolution problem

y Œn� D
X

m

H .m; n � m/ 	 x .n � m/ (34.3)
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where H may be a matrix of time varying impulse response filters, with n � m selecting the impulse response for the
corresponding input time. The solution process to find the filter H is the focus of this paper.

The structure of time invariant discrete convolution has been well researched. Linear time invariant discrete convolution is
known to possess a repeating structure, whose bases can be derived using Kronecker products. Efficient forward convolution
solution methods have been implemented using these bases [4, 5]. The solution for discrete time invariant filter, h, can be
performed efficiently given knowledge of the repeating structure. Kailath and Sayed [6] discuss this form of matrix structure
and provide multiple methods for inversion of these equations. Hansen [7] discusses deconvolution and regularization
methodologies for the solution of two dimensional convolution problems related to image processing. These methods are
expanded here to address the discrete time variant system identification problem.

Statistical methods are well established for the empirical analysis of discrete time convolution systems. Bendat and Piersol
[8] provide methods for assessing the quality of fit of single input single output, and multi input multi output system models.
Bendat [9] shows how to transform single input single output nonlinear systems in order to employ standard multi input single
output linear statistical processing. One objective of the discrete convolution system identification models documented here
is that they may be assessed using these standard statistical methods.

34.2 Mathematical Methods

Time varying system identification may be performed using convolution matrix products, which are the basis of this paper
and are explained here in detail. The convolution sum, as expressed in Eq. (34.3), is rewritten as a matrix vector product by
expanding the terms contributing to each output sample and placing zeros elsewhere. The resulting matrix appears as a series
of impulse responses with unit sample delays relative to one another. The discrete output vector y is calculated using

y D HŒCV� 	 x D

2
666666666666664

H00 0 	 	 	 0

H10 H01

::: 0
::: H11

:::
:::

Hr0
:::

::: H0p

0 Hr1
::: H1p

:::
:::

:::
:::

0 0 	 	 	 Hrp

3
777777777777775

	

2
6664

x0
x1
:::

xp

3
7775 (34.4)

where the matrix, H[CV], is equivalent to the time varying convolution operation. Note that for the purpose of this discussion,
H[CV] is used to indicate the filter stored in H expanded into a matrix which has convolution structure given by CV (as defined
subsequently in Eq. (34.18)). In the above expressions, y is an (n � 1) vector, H[CV] is an (n � p) matrix representing a
convolution operation, x is a (p � 1) vector, and n D p C r � 1 where r is the length of each impulse response stored in H.

While the above equation is sufficient to solve for output, y, it cannot be used directly to solve for the filter, H, or its
convolution structure, CV , given x and y. Generally H[CV] ¤ y 	 x�1 because the standard inversion process does not enforce
linear dependent structure and x is not directly invertible. The matrices are rearranged using the Kronecker identity as follows

y D In 	 HŒCV� 	 x (34.5)

vec.y/ D �
xT ˝ In

� 	 vec
�
HŒCV�

�
(34.6)

where ˝ indicates the Kronecker product, vec( : : : ) indicates the columns of the enclosed matrix stacked as a vector, and
In is the identity matrix of size n. The Kronecker product identity above is used to expose the expression vec(H[CV]), which
allows the terms of H[CV] to be grouped and organized into a linear structure as follows

vec
�
HŒCV�

� D CV 	 vec.H/ (34.7)

where CV is the convolution structure and H is a matrix of filter coefficients. The function of the variable CV is to describe
the structure of the convolution. The columns of CV represent terms in H and the rows represent output time for given
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input time. The above equations are combined into one total expression which contains the convolution structure and the
filter independently in the equation as

y D HŒCV� 	 x D �
xT ˝ In

� 	 vec
�
HŒCV�

� D �
xT ˝ In

� 	 CV 	 vec.H/ (34.8)

where vec(y) D y in this equation because it is assumed that y is already a vector.
The above expression is a form of the discrete convolution product which can be used to solve for H. The left Moore

Penrose pseudoinverse [10], indicated by ( : : : )�P is used to solve for H by

��
xT ˝ In

� 	 C
��P 	 y D vec.H/ (34.9)

���
xT ˝ In

� 	 C
�T 	 �xT ˝ In

� 	 C
��1 	 ��xT ˝ In

� 	 C
�T 	 y D vec.H/ (34.10)

Portions of the above equation are grouped together into equivalent auto and cross-correlation matrices using Kronecker
identities as

vec.H/ D Rxx
�1Ryx (34.11)

Ryx D ��
xT ˝ In

� 	 CV
�T 	 y D CV

T .x ˝ In/ .1˝ y/ (34.12)

Ryx D CV
T .x ˝ y/ (34.13)

Rxx D ��
xT ˝ In

� 	 CV
�T 	 �xT ˝ In

� 	 CV D �
CV

T .x ˝ In/
� 	 �xT ˝ In

� 	 CV (34.14)

Rxx D CV
T
��

xxT
�˝ In

�
CV (34.15)

For the case of linear time invariant convolution (denoted by absence of V subscript on C, but otherwise the same), the
convolution structure C is composed of a linear mapping of impulse responses and a shift operator by

C D

2
6666666664
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3
7777777775

D

2
66666666666666666666664



Ir

0p�1;r

�
2
4 01;r

Ir

0p�2;r

3
5

:::2
4 0i;r

Ir

0p�1�i;r

3
5

:::

0p�1;r

Ir

�

3
77777777777777777777775

S D

2
666664

0 0 0 	 	 	 0
1 0 0 	 	 	 0
0 1 0 	 	 	 0
:::
: : :

: : :
: : :

:::

0 0 0 1 0

3
777775

D
�

Sij D 1 for i � 1 D 1

Sij D 0 otherwise
(34.16)

where the shift operator, S, is an (n � n) matrix which h takes a unit input vector and delays it by a single sample. The
structure C can be interpreted as p series of (n � r) matrices mapping impulse h to its appropriately delayed output sample
for each input sample. The notation Si is used to indicate the shift matrix raised to the ith power, or multiplied a total of i
times, and S0 is an identity matrix. Inr indicates a rectangular identity matrix of dimensions (n � r), where the lower and right
columns of the largest square identity matrix are truncated to yield the rectangular identity matrix.

The expressions for auto and cross correlation can be shown to the standard expressions in Bendat and Piersol [8] when
the time invariant C structure is employed. The solution process for time varying H is similar to the one presented previously,
but the variable CV defining the convolution structure now has additional time variance, indicated by the subscript V. The
number of terms in H that must be solved for grows significantly relative to the time invariant case and therefore, additional



280 L. Mazurek et al.

constraints on the structure are needed to aid in the solution process. Often, the time variance in a system can be attributed
to an underlying state which has a known or measurable relationship to time. If the state is repeated multiple times during
an event, the impulse responses associated with the corresponding time can be made linear dependent to reduce the number
of overall variables required to be solved. Another method to assess linear dependence over time is to begin with several
candidate models and calculate the sample dependent model weight. These methods are a subset of the general time varying
convolution structure and are useful to realize overdetermined solutions.

For the time varying convolution to be used in this paper, each input sample results in an equal length impulse response.
V is a weighting matrix with rows equal to number of unique impulse responses, s, and columns equal to number of input
time samples, p. V can be interpreted as an array of time varying weighting vectors, describing each impulse response’s
contribution for a given input sample time. In the following notation, a single subscript (vi) indicates the vector associated
with one column, or weights for every candidate filter at a single input time, and the row within that vector (vij) represents
weighting for each candidate filter individually for the given input time. The V matrix is described by

V D

2
64
v00 	 	 	 v0p
::: 	 	 	 :::

vs0 	 	 	 vsp

3
75 D �

v0 	 	 	 vp
	
: (34.17)

The structure CV uses the terms in V to generate p series of (n � pr) matrices mapping each impulse stored in H to its
appropriately delayed output sample for each input sample. The Kronecker product is used to take the original time invariant
structure represented by unit shift operations and copy it with a given weighting for each impulse response model, which can
be expressed as
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(34.18)

One difficulty associated with the solution for vec(H) is the number of unknown terms relative to the available knowns.
To overcome this difficulty, the matrix V should be constructed to introduce linear dependence. Methods of ensuring full
rank include measuring multiple independent records of x and y, and making assumptions related to the amount of variation
the impulse response experiences over time. For example, if H is dependent on a repeating state, V can reflect that the same
vector hi (representing the ith column of H) appears multiple times. With appropriate structure, and sufficient averaging, it
is possible to have more knowns in x and y than unknowns in vec(H).

The only difference in the algebraic solution between time varying and time invariant filter, H, is the usage of the known
time invariant convolution structure C or the known time variant convolution structure CV . The following discussion describes
the solution process for unknown CV if candidate H is known. In other words, if candidate impulse responses are available,
the time varying weights of those impulse responses, which best fit a data set, can be solved for.

34.2.1 Solution for Time Varying Weighting Matrix

The matrix V describing the time varying weighting of a given column in H at each point in time can be solved for directly.
The process involves exchanging between different forms of the convolution product, by

y D �
xT ˝ In

� 	 CV 	 vec.H/ D matn .Cv 	 vec.H// 	 x (34.19)

where the operator matn( : : : ) is the operator which reverses the vec ( : : : ) operation, and has additional subscript n to ensure
the number of rows are unambiguous. The structure CV is given previously and the Kronecker product notation is exchanged
back to triple matrix multiply notation below. The following is an excerpt of CV structure which demonstrates the exchange.
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�
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�
(34.20)

The output y, can now be interpreted as the sum of each element in x multiplied by the appropriately weighted and delayed
impulse for its point in time. This representation is shown below in matrix form and as a summation.
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y D
Xp

iD0
��

Sn
i 	 Inr

� 	 H 	 vi
� 	 xi (34.22)

Given that each vi is a vector indicating the weighted sum of matrices multiplied by scalar values, their location in the
equation can be moved while preserving equivalence by
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The least means square solution for V is as follows

V D mats .L 	 Qv/ (34.24)

Qv D K�Py D �
KTK

��1 	 KTy (34.25)
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� 	 H 	 x0
� ��

Sn
i 	 Inr

� 	 H 	 xi
� 	 	 	 �.Sn

p 	 Inr/ 	 H 	 xp
� 	 	 L (34.26)

where the vector form of V is

vec.V/ D

2
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v0
:::
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3
75 or vec.V/ D L 	 Qv D

2
64
v0
:::

vp

3
75 (34.27)

The variable L has been introduced above to assign linear dependence and improve rank of the pseudo-inverse problem.
If L is not set to identity, Qv will contain the unique terms of the weighting vector, which may be projected to a full weighting
vector using L. The term KTy is analogous to the cross correlation of H and y weighted by each term in x. The term KTK is
analogous to the auto correlation of H weighted by each term in x.

For most problems, the solution for time dependent weight of candidate models involves fewer unknowns than the solution
for the fully time dependent filter model. Therefore, if candidate models are available, this method can efficiently use limited
test data to better understand the time variance of a system.

34.2.2 Equivalence of Time Varying Transfer Function and Time Varying Input

The previous equations can be equivalently interpreted as a multi-input single-output relationship where time variance is
expressed as a transform on the input term rather than the transfer function. A transform between these two forms can enable
the use of conventional statistical tools to understand time varying systems, and can be used to show the equivalent time
varying transfer function of linearized systems. Bendat [9] employs a similar method to transform time varying systems in
order to apply time invariant single output multi input statistical analysis, however this method is more specifically defined
for discrete time varying convolution processes.
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The matrix Z is a linear (kp � p) transform which takes an original x vector and produces a multitude of x vectors (stacked
together in vec ( : : : ) format). The following equations show an original time variant convolution structure CV , and the
modified multi input time invariant convolution structure C.

vec.X/ D .Z 	 x/ (34.28)

y D �
xT ˝ In

� 	 CV 	 vec
�

H
��

(34.29)

y D �
.Z 	 x/T ˝ In

� 	 C 	 vec.H/ D ��
xT 	 ZT

�˝ In
� 	 C 	 vec.H/ (34.30)

For the case where a linear time invariant multi-input convolution structure, C, and a time dependent transform, Z, are
both known, the equivalent time variable convolution structure can be defined uniquely.

y D ��
xT 	 ZT

�˝ In
� 	 C 	 vec.H/ D �

xT ˝ In
� 	 �ZT ˝ In

� 	 C 	 vec.H/ (34.31)

CV D �
ZT ˝ In

� 	 C (34.32)

Given CV and C, it is also possible to solve for the least means squares solution for the transform Z.

34.2.3 Spectral Processing

Coherence measures and uncertainty bounds may be developed using the time variant to multi input time invariant transform
and will be the subject of future studies. For the empirical demonstration in this paper, simplified coherence measures and
spectral processing methods were employed.

The coherence measures shown in this paper are calculated as the ratio between predicted signal power and the sum of
predicted and error power as

�2 D HSxxH�

HSxxH� C S""
(34.33)

where HSxxH� is the power spectral density of the response predicted by a given filter, and S"" is the power spectral
density of the error residual after the prediction is subtracted from the total. The predicted response is calculated using
Eq. (34.8) and subtracted from the original response to find the error. HSxxH� and S"" are calculated in this study using
the Matlab cpsd( : : : ) function with predicted response and response error as inputs respectively. This equation reproduces
the standard equations for coherence when the error and the prediction are uncorrelated. This assumption is true for time
invariant system identification, and potentially overestimates total signal power and underestimates coherence for the system
identification methods shown here. The compromise was selected in order to assure the reader that the identified filters are
indeed predictive, while leaving the complexity of multi input coherence to later publications.

34.3 Experimental Methods

The effect of low frequency vibration on damping performance in a coupled beam damper system was empirically assessed
using the time varying system identification. The experiment was performed under laboratory conditions to verify the
identification methodology but is generally application (for example to: dampers, braces and general energy dissipation
devices in civil applications). Figure 34.1 shows a notional schematic of the components involved in the laboratory test as
well as a picture of the experiment in the structures research lab at the University of Connecticut.

The test beam is a 9.1 m long steel pole, with a 0.15 � 0.15 m cross section and 6.3 mm wall thickness. A Taylor devices
damper, model number 1x2 D-TC specified for 111 N force at 3 m/s, was placed at approximately 3.7 m from the base of
the beam. The damper was intentionally tested at velocities outside (lower than) the typical operating range of the damper in
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Fig. 34.1 Experimental beam damper system. (a) Notional schematic of test setup. (b) Photo of test setup
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Fig. 34.2 Broadband and tonal test levels

order to perform identification of stiffening due to time varying seal behavior (the damper is specified at maximum velocity
and works as expected at the specified amplitudes).

Vibration test hardware was instrumented to the beam. An LDS V408 electrodynamic shaker was placed between the
damper and the foundation of the beam at about 2.4 m from the base. A PCB 208C02 piezoelectric load cell was used to
measure the shaker input force and a 208C01 load cell was used to measure the reaction force at the damper. A PCB 393C
seismic accelerometer (5% bandwidth 0.025–800 Hz) was placed on the beam at the damper attachment location. Time series
were recorded using a DataPhysics acquisition system with SignalCalc software. Input was generated using Matlab Simulink
with Quanser I/O boards driving the shaker through a consumer grade voltage amplifier.

The input signals were designed to assess the linear model using conventional system identification and to introduce steady
time variance to assess time varying system identification. Figure 34.2 shows the test events along two axes representing the
broadband force level and the tonal force level. The broadband input was used to perform conventional system identification,
and to provide a small linear perturbation signal for time varying system identification. The tones were superimposed upon
broadband input to repeatably vary the damper between physical regimes. Different levels were used in each axes in order to
explore the damper behavior at higher force levels near the specified operating point and at very low levels.

The recorded signals of force and acceleration were digitally post processed such that the identified filter would relate
force to velocity. This post-processing was performed by digitally filtering the force record with a first order 100 Hz highpass
infinite impulse response filter. The result is that in the center of the processing band (<100 Hz) the force derivative was used
in calculations. This results in system identification producing a band limited approximation of (s � force/acceleration),
where s is the Laplace derivative term, which approximates (force/velocity). The force per velocity transfer function has
improved dynamic range for plotting and calculation relative to the force per acceleration transfer function.

The test events were each 512 s in length and the solved for filter length was 1 s, or 256 samples. The filter weighting
matrices were set such that each consecutive second was averaged with the previous, and the time varying filter was set so
that each consecutive 8 input samples use the same impulse response weight using the L (Eq. (34.24)) and V (Eq. (34.17))
matrices. This was performed so that the time varying system identification (Eq. (34.11)) would result in 16 equivalent block
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averages (or ratio of knowns to unknowns), and the time varying weight problem (Eq. (34.24)) would result in 256 times as
many knowns as unknowns. Note that the time varying system identification problem is more data intensive than the time
varying weighting problem due to solving for a full filter length rather than just the weights.

34.4 Results

The measured frequency response function between the load cell in series with the damper and the acceleration on the
beam at the damper attachment shows the variance of the system with test level. Figure 34.3 shows broadband test events at
multiple levels. The results show the force over velocity calculated by taking the Fourier transform of the calculated impulse
response for the system (Eq. (34.11) with time invariant structure). Two reference lines are shown on the plot indicating the
impedance associated with an ideal stiffness and an ideal damper. The conventional system identification models performed
at 1.4N RMS broadband input and 38N RMS (closer to 111N specification) were taken as candidate models for later events.

The time varying weight calculation (Eq. (34.25)) was performed for the tonal and broadband input events. The results
are shown in Fig. 34.4. The left column shows the solved coefficients for the weight of the previous 1.4N RMS broadband
model over time. The model was judged to be stiffness-like so it was labeled as such in the following figure (despite small
amounts of structural interaction). The center column shows the weight for the previous 38N RMS broadband model over
time, which is labeled damping-like. The right column shows the effective coherence measured using Eq. (34.33). Each plot
was generated using the same low 1.4N RMS level of broadband input and an increasing amount of tonal input.

Figure 34.5 shows the results of time varying system identification (Eq. (34.11)) in presence of underlying disturbance for
a 10N tone imposed on 1.4N RMS broadband. This method is different than the previous model weighting method because
no model is assumed (other than convolution structure); each impulse response is independently solved for. The pane on
the left shows the frequency response over time (Fourier transform of columns of H matrix). The color indicates the total
response magnitude, with the vertical axis indicating frequency and the horizontal axis indicating time. The plot on the right
shows the effective coherence for the time varying system identification versus linear time invariant system identification for
this event.

34.5 Discussion

The conventional and time varying system identification methods illustrate different aspects of the time variability of the
coupled beam damper system. Figure 34.3 shows the identified linear time invariant model for load cell force to beam
velocity at the damper connection varies depending upon broadband drive level. At the lowest excitation level, the model is
comparable to a stiffness line, and at the highest level, the model is comparable to a damping line. The curves show some
degree of structural interaction due to a mode associated with the beam damper system at 14 Hz. The relative weights of the
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stiffness-like and damping-like models were found for events with differing levels of tonal force inputs, and the results are
shown for a single period in Fig. 34.4. The stiffness-like model weight over time shows that the damper operates in different
regimes depending on drive level. At very low levels, the behavior is nearly constantly stiffness-like, at intermediate drive
levels the stiffness-like model is dominant at two time instances in the period, and at the highest drive level the stiffness
model does not describe the data. The damper exhibits little weighting of the damping-like model at low input levels, very
high damping model weight at intermediate drive levels, and approximately 0–2 times the damping-like model at high input
levels. Reversal of the seal may account for increased loss at intermediate drive levels. The models best accounted for total
signal power at low to intermediate drive levels. In contrast to the previous figure, which shows weights for assumed models,
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Fig. 34.5a illustrates the time varying system identification (without assumed model) for a single event (10N tone imposed
on 1.4N RMS broadband). The time varying model in Fig. 34.5a provides similar conclusions to Fig. 34.4, showing that
the measured force per unit velocity varies over the duration of the event between stiffness and damping trend-lines. Figure
34.5b shows the ratio of predicted signal power to predicted plus error signal power. The time varying system identification
more effectively predicts this system’s output than the linear time invariant system identification for this event.

34.6 Conclusions

The methodology laid out in this writing enables the least means squares solution of arbitrarily structured discrete convolution
models. The advantage of this solution methodology is that the form of the model and its inputs and outputs are directly
sampled in time and little information is required about physical process being modelled. Two identification methods are
discussed in this writing to assess time varying weights for candidate models, and to identify entirely unknown (aside from
convolution structure) time dependent discrete convolution models. The discrete sampling and model allows for application
of standard statistical tools and spectral processing methods to assess the quality of the fit using the equivalency between
time varying single input single output processes and time invariant multi input single output processes, or the single input
approximation used in this paper. Future work will discuss statistical properties of these time varying models.
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Chapter 35
Calibration-Free Footstep Frequency Estimation Using
Structural Vibration

Mostafa Mirshekari, Pei Zhang, and Hae Young Noh

Abstract This paper introduces a calibration-free footstep frequency estimation system using footstep-induced structural
vibration. Footstep frequency is an important measure for tracking health status in senior/health care and rehabilitation.
Using structural vibrations for this estimation can improve intrusiveness commonly associated with long-term monitoring.
Because the large number of structure types and the variety of noise they are subjected to, the main challenges of vibration-
based approach are: (1) separating footsteps from other impulsive excitations (such as door shutting, cane striking, object
droppings, etc.), (2) providing a system which is compatible to different structures and does not require calibration and
training for every structure. To combat these challenges, we introduce an online footstep frequency estimation system which
uses human walking pattern heuristics to automatically separate and tune the system to distinguish between footstep-induced
vibration and other impulsive excitations in different structures. We validate our approach in two different buildings with
human participants. The results show that our approach results in F1 score of 0.87, equal to 8� improvement compared to a
baseline approach, which classifies the footsteps using a model trained in a different structure.

Keywords Footstep • Online learning • Calibration-free • Structural vibration • SVM classification

35.1 Introduction

Detecting gait abnormalities is important for health tracking in many healthcare scenarios. For example, in senior/health
care [9, 10]), temporal gait parameters are key indicators of many conditions (e.g. dementia, chronic obstructive pulmonary
disease) [6]. Much research has focused on employing mobile devices (e.g., smartphones and wearables) for such step
tracking [1, 3]. These approaches are uncomfortable and require direct participant of the patient, which leads to reduced
level of cooperation and thus effectiveness.

To combat these limitations, we use footstep-induced floor vibration for counting footsteps and estimating frequency of
footsteps. The key intuition behind this sensing system is that footsteps striking on the floor induce vibration waves which
propagate through the floor. Such vibration can be measured in a passive manner using vibration sensors mounted on the
floor [2, 4, 5]. Main challenges of this approach resides in the fact that (1) impulsive excitation noise whose signal is similar to
that of footsteps; and (2) each structure induces unique vibration response to footsteps, which makes the vibration different
in different structures. The first challenge results in reduced footstep frequency accuracy by mistakenly considering non-
footstep impulsive forces as footsteps, while the second challenge requires training the model for every structure which adds
to the deployment difficulty.

In this paper, we introduce an online learning system that learns the footstep induced vibration responses of a specific floor
and updates the footstep frequency estimation model on the fly. This system eliminates the need for extensive calibration in
different structures. This system consists of three main components: (1) a detection module, (2) a classification module, and
(3) an online learning module. The detection module measures the floor vibrations and distinguishes the parts induced
by impulsive forces from background noise of harmonic or white nature (such as machinery or measurement noise).
Classification module distinguishes footstep-induced vibration signals from other impulsive excitations. Finally, to make
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the model compatible with new structures, online learning module leverages trace-level heuristic about walking periodicity
to update the classifier model. We validate our system performance using field experiments in different structures with human
participants.

35.2 Online Footstep Frequency Estimation System

Our system for footstep frequency estimation employs an online learning approach to accurately detect footsteps and
estimate footstep frequency without extensive calibration using the following three modules: (1) a Detection Module,
(2) a Classification Module, and (3) an Online Learning Module. An overview of our system is presented in Fig. 35.1.

Detection Module Detection module measures the floor vibration and detects signal induced by impulsive forces. Ambient
floor vibration is measured using sensors mounted on the floor. Using a geophone, ambient vibration consists of parts resulted
from impulsive excitations (induced by footsteps, door shutting, walkers, etc.) and parts resulted from harmonic or white
background noise (e.g., machinery or measurement noise). We separate the impulsive excitation parts which contains the
footstep-induced vibration from the background noise using an energy-based threshold method [7]. This method, assumes a
Gaussian distribution for background noise and three standard deviations above the mean (� C 3 ) of the signal energy is
set to be the threshold to detect impulses.

Classification Module To accurately estimate footstep frequency, we need to accurately distinguish the footsteps from
other impulsive excitations. To this end, our system leverages a one-class SVM classifier using features based on frequency-
domain representation of the signal. One-class SVM [8], trains the classifier using data related to one cluster (e.g., footsteps)
and considers the rest of data points as outliers. This classifier is suitable for our purpose as in real-world application the
source of all impulsive non-footstep excitations is not known. Hence, we train the one-class SVM classifier using only the
footstep-induced vibrations. However, the waveform of a footstep is different in different structures as shown in Fig. 35.2a.
Therefore, trained classifier will be dependent on the structure and is not compatible with different structures. To eliminate
extensive calibration for each structure, we introduce an online learning module.
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Fig. 35.1 System overview
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Online Learning Module Our system employs trace-level heuristics about walking patterns (i.e. periodicity) to detect
potential footstep-induced signals on the fly and leverage such footsteps as training data to update the model to accurately
represent footstep-induced vibration in each structure. The main intuition is that traces resulted from footsteps are periodic
with a specific range of frequencies, whereas other impulses are not generally periodic.

To leverage such periodicity, we find impulse signals that have similar periods as footsteps. The period of potential
footsteps is estimated using the dominant frequency component of the auto-correlation function. Next, we separate the parts
of the vibration signal which are induced by periodic footsteps in a specific range of frequencies from other non-periodic
impulsive excitations. To this end, we find the inner product of the positive sinusoidal signal of the determined frequency
with the energy of trace signal. The resulting signal only includes the walking trace and does not contain the impulses of
different periodicity. An example of this procedure is presented in Fig. 35.2b.

35.3 Evaluation

In order to validate our system, we conducted field experiments with human participants in two structures: a campus building
which has a non-carpeted concrete floor with an observed first natural frequency of 23.83 Hz and a nursing home facility
which has a carpeted concrete metal deck floor with an observed first natural frequency of 14.84 Hz. The experiments consist
of two different people walking in their natural gait and several types of impulses (i.e., object drops, walkers, canes, and
door closing). We first train the system in one of the structures. The accuracy of classification in the other structure is then
compared for two cases: before and after updating the classifier using our approach. The results show that our approach
results in F1 score of 0.87 which is equal to 8� improvement in classification performance.

35.4 Conclusions

In this paper, we introduce a non-intrusive system based on footstep-induced floor vibration. We focus on addressing the main
challenges of this sensing system: (1) distinguishing footstep-induced vibrations from other impulsive excitations; and (2)
providing an algorithm which is compatible to different structures. To address these challenges, we utilize a calibration-free
online learning technique that leverages trace-level heuristics to extract footstep-induced vibration in different structures. We
validated our approach through field experiments in two structures with human participants. The results show F1 score of
0.87 which is equal to 8� improvement compared to a static learning approach.
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Chapter 36
Optimal Bridge Displacement Controlled by Train Speed on Real-Time

Piyush Garg, Ali Ozdagli, and Fernando Moreu

Abstract This paper aims to present a controller to optimize the lateral bridge displacement by controlling the speed of the
train passing over it. The controller assumed for this purpose is a Linear Quadratic Regulator (LQR) controller. The results
will be simulated based on and compared to the actual bridge displacement measured on the bridge during a train passing
event.

Keywords LQR • Structural control • Displacement • Velocity • Railroad bridge • Structural health monitoring •
Real-time

36.1 Introduction

Railway system in US is very critical for the freight transportation across the country. It accounts to 40% of freight movement
by ton-miles and about 16% by tons [1]. The railways are a $60 billion industry with an operating revenue of over $430
million [1]. More importantly, 91% of all the railway freight are commodities like agriculture and automobile products,
construction materials, chemicals, coal, food, metals, and minerals [1]. This makes the optimal and timely performance of
the rail network very critical. There is about 140,000 miles of rail track across the country [2]. In addition to this, there
are about a 100,000 bridges on the railway network, meaning, on average there is a bridge every 1.4 miles [3]. Thus to
ensure a smooth operation of the railways, it is critical to maintain the efficiency of the bridges. The movement of the trains
over the bridges cause vibrations on the structure, and if the displacement of the bridge due to the vibration is excessive, it
can cause derailment. Some studies have shown that the speed of the train has an almost direct correlation with the bridge
displacement [4, 5]. Thus if the train speed can be optimized with the bridge displacements, the excessive bridge movements
can be controlled and the train can pass through it at the maximum possible speed. This paper aims to find the optimal
speed-displacement value for the bridge using the bridge acceleration measurements.

The importance of the control of movement of structures is very critical and there has been a significant research in
this area in the recent times [6]. Types of controls can be classified as Active, Passive, Hybrid or Semi-Active [7]. Active
type control is the one which uses external power to control the actuators, while the passive control doesn’t use an external
source. Hybrid control is a type of control which uses both active and passive type of control, and the Semi-Active control
uses devices which consume much less power than the active type devices. To control the movement of the structures,
the movement should be accurately measured, so that the appropriate quantity of control signal can be applied. These
displacements can be measured using different techniques such as acceleration [8], Global Positioning System (GPS) [9]
and digital image processing [9]. This paper uses passive type control and displacement measured from acceleration to
implement the control of the bridge displacement.

Magneto-Rheological (MR) Damper is an example of the active device which is most commonly used in the control of
the movement of structures. Dyke et al. successfully showed that the acceleration feedback can be used to control the MR
dampers [10]. The literature review shows various ways of implementing the control for these active devices. Some of these
are PID control [11], Neural Networks [12], Fuzzy Logic [13], and Lyapunov based control [14]. The control techniques
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have also been used with the semi-active devices to control the structural movement during the seismic activity [15]. In this
paper we will use the LQR technique to control the bridge displacement using the acceleration and train velocity feedback.

In the past, LQR technique is used to control the active [16] and semi-active [17] control of the bridge structures. There
have been studies which focus on the control of the bridge displacement resulting from the vibration induced by the motion
of the train [18]. The study by Jia Lui et al., also presents the control for the bridge displacement and vibration induced by
the train braking and vertical moving loads [19]. However, both these studies control either active or semi-active devices.
The disadvantage of this approach is that it takes a lot of additional resources in terms of money, labor, energy, and hardware
installation time and efforts for the control of bridge movements. This paper aims to present a control approach which
overcomes these disadvantages and is easy to implement.

36.2 Dynamic Modelling

The model of the bridge selected for this study is a simple beam structure with rigid supports at each end (Fig. 36.1). The
nodes in the bridges are the joints with one degree of freedom (indicated by wi in Fig. 36.1) along the x axis. The train pass
event generates a force on each of these nodes (indicated by ui in Fig. 36.1). It is assumed that the force acting on the nodes
have a linear relationship with the displacement of each node.

The bridge selected for this paper is located over the river Calumet at Chicago, Illinois (Fig. 36.2).
The typical equation of motion for the internal dynamics for the bridge is of the form

M RW C C RW C KW D U (36.1)

Here the matrix M represents the mass matrix of each node on the bridge. The matrix C is the damping matrix and the
matrix K is the stiffness matrix.

Fig. 36.1 Structural model of the bridge

Fig. 36.2 Selected test bridge [20]
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The mass matrix for this bridge is given by

M D

2
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0

0

0

0

0
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0

0

0

0

0
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0

0
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(36.2)

The stiffness matrix is represented as

K D

2
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(36.3)

And the damping matrix is given by.

C D

2
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(36.4)

Matrix W represents the displacement states of the nodes, then the matrices PW and RW represent the velocities and the
accelerations of each of these nodes respectively. These matrices can be shown as

W D

2
666664

w1
w2
w3
w4
w5

3
777775

PW D

2
666664

Pw1
Pw2
Pw3
Pw4
Pw5

3
777775

RW D

2
666664

Rw1
Rw2
Rw3
Rw4
Rw5

3
777775

(36.5)

The input to each of the nodes can be represented by the matrix U as

U D

2
666664

u1
u2
u3
u4
u5

3
777775

(36.6)

The State space representation of the internal dynamics of the system is given by the equation

PX D AX C BU (36.7)

where X represents the displacement and velocity states of the nodes. This can be represented as

X D



X1
X2

�
D



W
PW
�

PX D

 PX1

PX2

�
(36.8)

We can calculate the values of the A and B matrices for this system by using the Eqs. (36.1) and (36.7). Thus we can
represent these matrices as
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A D



0 I
M�1K M�1C

�
B D



0

M�1
�

(36.9)

The state space representation for the output of system is given by.

Y D CX C DU (36.10)

Here Y represents the output states of the system. This is given by

Y D ŒX1� (36.11)

The matrices C and D can be found from the Eqs. (36.10) and (36.11), represented as

C D �
I 0
	

D D Œ0� (36.12)

For this bridge model, the natural frequency of vibration is 1.5 Hz. Using this, we can calculate the expected displacement
of the bridge for different speeds [3] using the modal analysis.

Figure 36.3 plots the peak displacements of the mid span (node 3) for different speeds. From this figure, it is clear that the
peak displacement for the bridge goes on decreasing as the speed of the train decreases.

In Fig. 36.4, I have plotted the peak displacements of different nodes at different speeds. As we can observe from the
graph, the relationship of peak nodal displacement has almost a linear relationship with the speed of the train. For the sake
of convenience, we will consider this relationship to be linear in this paper.

It can be seen clearly from the Fig. 36.5, that the peak displacement of node 3 is the greatest at any given speed on the
train. Thus if we can optimize the system to control the displacement of node 3 and control the train speed using this node
alone.

To prove this theory, we will make the assumption that the train is already over the bridge and peak displacement condition
will be the initial condition of the state space model. We will also assume that the force exerted by the train cars (weight of
the train) is continuous and equal for the entire duration of the time. Further it is assumed that the train is very long and thus
it exerts the force on the structure for the entire duration of the simulation. These assumptions will be addressed in the future
work where the train dynamics will also be included along with the bridge dynamics which will cause bridge displacement
at real time.

Fig. 36.3 (a) Plot of mid span (node 3) displacements at different train speeds. (b) View of peak values for the mid span displacements at different
train speeds—magnified
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Fig. 36.4 Plot relating train speed to displacement for different nodes

Fig. 36.5 Plot of mid span (node 3) displacements at different train speeds

36.3 Control

Linear Quadratic Regulator (LQR) is an approach to optimize the feedback gains and minimize the cost function. When we
apply LQR control to a system, it will optimize for the states to go to zero asymptotically. However, in our problem, if we
want to ensure zero displacement for the nodes, the LQR would drive the input to zero, which means we will have the train
speed approach zero asymptotically. This does not make any sense for practical implementations. Moreover, the slope of the
speed vs displacement curve is such that we will not have a zero displacement for zero velocity. The structure and the train,
being dynamic model itself, will have some weight, which will result in some displacement even if the train does not move
over the bridge. This also means that at zero displacement, the train speed should be negative, which doesn’t make any sense
practically. To solve this conundrum, a tracking approach to the LQR problem has been used for this paper.

In tracking using LQR, we force the state to drive to the reference values instead of zero. The above Fig. 36.6 is a typical
approach to solve the tracking problem using the LQR approach. In the tracking problem we have a feedback gain Kx and a
feed forward gain of Kr. Reference input r is the desired value of the state.
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Fig. 36.6 Typical LQR tracking control block diagram

Fig. 36.7 Closed loop model for bridge and train dynamics

The implementation of LOR for tracking in this paper is applied in the form of two blocks as shown in Fig. 36.7. Here
the Bridge block is the state space model of bridge and implements the LQR control. The train model is used to calculate the
required speed of the train to provide the desired control input, this block will also estimate the displacement value as per
the velocity. We use the plot in Fig. 36.4 to accomplish this. This train block will change in the future work to implement the
train dynamic model with displacement feedback from the sensors.

In the tracking problem for the LQR approach, we consider the error in the current state and reference input, along with
the state feedback. Thus the control input to the system is calculated using the error and state feedback. This input is given
by the equation

u D –Kx 
 x–Kr 
 r (36.13)

In this paper, Linear Quadratic Integral (LQI) technique has been used to achieve the LQR Tracking. In this approach, the
gain values for the matrices are calculated using the A and B matrices of the state space equation and the weighting matrices
Q and R. Figure 36.8 below, is a typical implementation of the LQI technique. Here the output of the state space model is
all the states of the system. This output is multiplied to the gain Kx. The displacement states are fed to the train model which
gives the train velocity and bridge displacements as discussed earlier. The train model gives the measured displacement as
the feedback to this system which is used to calculate the error.

The lqi(A,B,Q,R) function in MATLAB was used for the calculation of for the feedback and the feedforward loops.

36.4 Results

The objective of the paper was to limit the movement of the bridge using a reference input. Since the Train system is not
dynamic, the initial conditions to the state space models were set at the maximum displacements found from the Figs. 36.3
and 36.4. The optimization was done using the response of the node 3 as according to Fig. 36.5, it has the most displacement
at any given speed. Thus at the initial conditions, the system is at maximum displacement and the velocity of the train is
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Fig. 36.8 Linear quadratic integral (LQI) control Simulink model

100 MPH. As we can see from Figs. 36.5 and 36.6, the displacement of the node 3 at 100 MPH is around �0.61 in. We will
optimize the system for node 3 to have a fixed displacement of �0.565 in. As the velocity–displacement system is considered
to be linear, by observing the slope of the curve for node 3 in Fig. 36.4, we can calculate the speed of the train to be around
40.78 MPH at the displacement of 0.565 in. for node 3.

The control law is considered successful if the displacement of node3 reaches �0.565 in., the train speed mimics the node
3 displacement curve, the velocity of the train settles between 40.5 and 41 MPH, and no nodes have displacement more
than node 3. It should be noted that, since the train dynamics are ignored and the relationship between the train speed and
displacement is assumed as linear, the train is capable of changing the speed instantaneously. These issues will be addressed
in the future work. Also the implementation of the dynamic model of the train will prevent the speed of the train from going
to negative when the control is applied.

It is observed in the Fig. 36.9 that the speed of the train after optimization reaches a constant value of 40.73 MPH. It can
also be seen from Fig. 36.10, that the node 3 value settles at �0.565 in. Moreover, it can be observed that the displacements
of other nodes settle at values closer to 0 and the system will remain stable for this response.

36.5 Conclusion

The problem of excessive bridge displacement due to the motion of the train was addressed in this paper. A unique approach
of controlling this movement by controlling the train speed was proposed and the theory behind it was proved with results.
A simple beam model of the bridge was used to develop the dynamic structural model, and its modes were used to measure
the bridge movement in relation to the train speed. The tracking approach was used to optimize the control problem. Tracking
was chosen over regulation to maximize the train speed while minimizing the bridge displacement as regulation would result
in an impractical system. Linear Quadratic Regulator optimization was applied to tracking problem. Linear Quadratic Integral
method of LOR tracking was used and the results were analyzed. This paper will be used as the basis to implement a dynamic
train bridge interaction model in the future.
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Fig. 36.9 Train velocity control using node 3 for LQI implementation

Fig. 36.10 Plot of node displacements for a closed loop system implemented with LQI optimization

36.6 Future Work

As mentioned earlier, in this paper I had assumed a static displacement problem by considering a very long train, already
over the bridge and the cars have a constant weight exerting a constant force on the bridge. The next step in this project will
be implementation of a time varying system, using a moving load, which will have no initial displacement and as the load
passes over the bridge, the displacement will change. As soon as it exceeds the threshold value, the LQR will try to reduce
the speed accordingly. This system will then be developed further by cascading with dynamic train model which will interact
with the bridge dynamics, simulating a moving mass system. The final model will have LQR optimization to control the train
speed and bridge displacement in real time in practical environment.
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Chapter 37
System Identification and Structural Modelling
of Italian School Buildings

Gerard O’Reilly, Ricardo Monteiro, Daniele Perrone, Igor Lanese, Matthew Fox, Alberto Pavese, and
Andre Filiatrault

Abstract Extensive damage to school buildings has been observed during past earthquakes in Italy, with the 2002 Molise
event resulting in the complete collapse of a school building leading to numerous casualties. As part of a wider project in
Italy to assess the seismic risk in school structures, six school buildings of various construction typologies were surveyed
and instrumented to validate detailed numerical models of typical school structures located throughout Italy.

Keywords System identification • Structural modelling • School buildings • Reinforced concrete • Masonry

Of the six school buildings considered as part of the aforementioned project, three were reinforced concrete frame building
constructed before the introduction of seismic design codes in Italy in the 1970s. The first of these is a three-story frame
situated in Ancona, which is along the Adriatic coast of Italy in the province of Marche and is shown in Fig. 37.1a. Similar
to this is another three-story frame building located in Carrara, which is along the Mediterranean Sea side of Italy in the
province of Tuscany and is illustrated in Fig. 37.1c. Finally, the third reinforced concrete frame school building is shown in
Fig. 37.1e and located in Tito, which is in the southern region of Italy in the province of Basilicata, which consists of another
three-story frame. In addition to reinforced concrete frame buildings, a number of masonry buildings were also included in
the study, such as the two-story masonry building situated in Avola, Sicily and shown in Fig. 37.1f which was constructed
in the 1930s. Similarly, Fig. 37.1b shows another school that consists of a two-story masonry school building constructed
in 1960’s. A third and final typology was also added to include a precast concrete school building constructed in 1987 in
Cassino, Italy, as shown in Fig. 37.1d.

Several accelerometers were installed at various locations in each school building to record ambient vibrations. These
instruments were used to identify the modal properties of the existing structures. Comparisons were made between the
recorded modal properties, such as natural frequencies and mode shapes, and those predicted from eigenvalue analyses
using advanced three-dimensional numerical modelling techniques developed to assess the structures under extreme seismic
loading. Details of the instrumentation and numerical models will be discussed in the oral presentation. Table 37.1 compares
the first three measured ambient vibration natural frequencies for each of the six buildings with those blindly predicted by
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PLAN VIEW

Scuola Elementare Carlo Antognini in Ancona, Italy
Scuola Elementare “Emiliano Rinaldini” Ghedi, Italy

Scuola Elementare Enzo Mattei in Cassino, Italy
Istruzione Superiore Liceo Classico “ E. Repetti” in Carrara, Italy

Scuola Media G. Pascoli in Tito, Italy

Istituto di Istruzione Superiore “Ettore Majorana” Avola, Italy

(a)

(c)

(e)

(f)

(d)

(b)

PLAN VIEW

PLAN VIEW

Fig. 37.1 Plan view of the various schools instrumented throughout Italy
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Table 37.1 Measured ambient vibration and numerically predicted natural frequencies

Natural frequencies (Hz)
School building and location Mode No. Mode shape Ambient vibrations measured Numerically predicted Measured/Predicted

Scuola elementare Carlo
Antognini, Ancona, Italy

1 Translation 5.25 1.61 3.26

2 Torsion 6.38 2.25 2.83
3 Translation 9.63 2.74 3.51

Istituto istruzione superiore
liceo classico, “E. Repetti”
Carrara, Italy

1 Translation 4.50 1.49 3.02

2 Torsion 5.13 2.36 2.17
3 Torsion 6.38 2.51 2.54

Scuola elementare Enzo
Mattei, Cassino, Italy

1 Torsion 7.50 0.99 7.58

2 Torsion 17.8 3.97 4.48
3 – Not measured 0.99 –

Scuola media G. Pascoli, Tito,
Italy

1 Torsion 11.6 2.43 4.77

2 Torsion 22.0 3.17 6.94
3 – Not measured 3.39 –

Istituto di istruzione superiore
“Ettore Majorana” Avola,
Italy

1 Torsion 6.63 3.13 2.12

2 Torsion 17.5 4.35 4.02
3 – Not measured 4.55 –

Scuola elementare “Emiliano
Rinaldini” Ghedi, Italy

1 Torsion 1.38 4.35 0.32

2 Torsion 2.88 4.72 0.61
3 Torsion 13.75 5.00 2.75

Table 37.2 Natural frequencies of scuola elementare Carlo Antognini in Ancona, Italy obtained from 2016 Norcia earthquake triggered
records and from ambient vibrations measurements

Mode No. Earthquake triggered natural frequencies Ambient vibrations natural frequencies Earthquake triggered/Ambient vibrations

1 3.88 5.25 0.74
2 4.50 6.38 0.71
3 6.63 9.63 0.69

the numerical models. Considerable differences exist between the measured natural frequencies and those predicted by the
numerical models. In most cases, the numerical models underpredict the natural frequencies. Reasons for these differences
will be discussed during the oral presentation.

The accelerometers installed on the roof of the Scuola Elementare Carlo Antognini in Ancona, Italy were triggered during
the recent (August 24, 2016) Norcia earthquake in central Italy [1]. The site of the building is located at approximately 160 km
from the epicentre of the earthquake. The response amplitudes of the building under this earthquake event were much larger
than that under ambient vibrations. Table 37.2 compares the first three natural frequencies of the building extracted from
the earthquake triggered records from those obtained from of ambient vibrations measurements. The natural frequencies
extracted from the earthquake triggered records are significantly lower than those obtained from ambient vibrations
measurements. Reasons for these reductions in natural frequencies will also be discussed during the oral presentation.
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Chapter 38
Investigation of Transmission of Pedestrian-Induced Vibration
into a Vibration-Sensitive Experimental Facility

Donald Nyawako, Paul Reynolds, and Emma J. Hudson

Abstract This paper is based on field measurements that were undertaken in a facility housing ultra-low level vibration
sensitive equipment. The aim of these tests was to better understand the vibration transmission from an overhead pedestrian
footbridge to a pile supported experimental floor and the supported vibration sensitive equipment.

The results of experimental measurements to estimate the as-built modal properties (natural frequencies, modal damping
ratios and mode shapes) of the footbridge structure are presented as well as response measurements at selected locations on
the footbridge and experimental floor from controlled walking tests. These series of measurements indicate that vibrations
are transmitted from the footbridge to the experimental floor as well as to the supported equipment. This is verified through
transmissibility checks which also indicate that vibrations from the experimental floor are transmitted onto the supported
equipment over the frequency bandwidth considered. The assessment of vibration levels using vibration criteria curves for
response measurements on the experimental floor and the supported equipment for ambient (quiet conditions) and controlled
walking excitations on the footbridge structure are also provided.

Keywords Vibration • Vibration criteria • Transmissibility

38.1 Introduction

Structures housing vibration-sensitive scientific and manufacturing equipment often demand ultra-low level vibration
environments, sometimes with tolerances of the order of picometers [1]. Failure to provide such vibration environments
can compromise vital experiments or result in severe production losses.

The determination of appropriate vibration levels can be difficult since the equipment specifications for vibration
tolerances are often misleading. In [2] and [3], observations are made that when designing vibration-sensitive facilities
for advanced technologies or even for research and development applications, it is appropriate to use the generic vibration
criterion (VC) curves. These have been developed based on available specifications, tests and experiences and they can apply
to a broad range of equipment. Facilities should be made with some flexibility in mind in the sense that they should be
designed to meet the requirements of a family of equipment that might be installed there. The generic VC curves can be used
with other existing guidelines, for example, [4] and [5] that have been developed for the evaluation of human exposure to
vibration in buildings, whole body mechanical vibration and repeated shock.

Additional provisions should be made for the case where the desired vibration limits are not attained in the design phase
or in practice [6, 7] for example, through the introduction of vibration mitigation technologies. This might comprise of either
controlling the vibrations at source, controlling the transmission of vibrations or controlling vibrations at the receiver using
passive, active, semi-active or hybrid technologies.

The three aspects of the vibration source, the vibration transmission path and the vibration receiver are the fundamentals
of the work presented here. The vibration source results from pedestrians walking on the footbridge structure, the
vibration transmission path results from the footbridge structure onto an experimental floor through the supporting walls
and columns and the vibration receiver is the sensitive equipment installed on the experimental floor. Thus, the work
presented here investigates the transmission of pedestrian-induced vibration from a footbridge structure onto a vibration
sensitive experimental facility. Experimental modal analysis (EMA) tests are carried out to estimate the modal properties of
the footbridge structure. Additional EMA tests are carried out to quantify the transmission of vibrations from the footbridge
structure onto the experimental facility as well as on the supported equipment. Response measurements at a selected location
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on the footbridge structure and at two locations on the experimental floor based on controlled walking tests over the
footbridge structure are also presented as well as the transmissibility plots between these responses. Finally, the assessment
of vibration levels using vibration criteria curves from response measurements on the experimental floor and supported
equipment are shown for both walking and ambient excitation cases.

38.2 Estimation of Modal Properties of As-Built Footbridge Structure

The footbridge structure is steel-framed and comprises of two primary beams 610 � 229 � 125 UB running along its edges
as shown in Fig. 38.1a. Angular bracing of the beams consist of 165 � 152 � 20 UBT and 90 � 90 � 10 RSEA sections.
Two intermediary 100 � 100 � 5 RHS supports with CHS bracings that are introduced at mid-span as props to the primary
beams can also be seen in Fig. 38.1a. These were added to provide additional rigidity to the footbridge structure and they in
turn alter its dynamic characteristics. Figure 38.1b shows a typical section through the experimental facility around the test
location area.

The test grid in Fig. 38.2 was used to determine the modal properties of the footbridge structure. Two excitation shakers,
APS Dynamics Model 400 electrodynamic shakers, were placed at TPs 7 and 13 as seen in Fig. 38.3a, b. TPs 5 and 13
are the intermediate support points for the mid-span support seen in Fig. 38.1a. The shakers were driven with statistically
uncorrelated random signals so that the frequency response functions (FRFs) corresponding with individual shakers could
be evaluated. The shaker forces were measured using Endevco 7754A-1000 accelerometers that were attached to the inertial
masses whilst the acceleration of the footbridge was measured using 19 Honeywell QA750 servo accelerometers mounted
on levelled perspex base plates and placed at TPs 1–19. Data acquisition was carried out using a Data Physics Mobilyzer II
digital spectrum analyser. Figure 38.4 shows the FRFs determined at the collocated actuator and sensor locations.

The results of the modal parameter estimation that were evaluated using ME0scope software are summarised in Table 38.1
and the first four vibration modes are shown in Fig. 38.5.

Fig. 38.1 Photo underneath footbridge structure showing primary beams and bracing elements and 2D section of experimental facility around test
location. (a) Photo under footbridge. (b) Section through experimental facility

Fig. 38.2 Test grid for modal testing of footbridge structure (section A to B) in Fig. 38.1b
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Fig. 38.3 Excitation shakers and accelerometers at TPs 7 and 13 on the footbridge structure. (a) Accelerometer and shaker at TP7.
(b) Accelerometer and shaker at TP13

Fig. 38.4 Point accelerance frequency response functions at TPs 7 and 13 on the footbridge structure

Table 38.1 Summary of
estimated modal properties from
EMA tests

Mode Natural frequency [Hz] Damping ratio [%]

1 5:7 0:7

2 8:7 0:9

3 10:4 3:7

4 12:0 2:3

5 12:9 0:5

6 14:2 1:5

7 15:7 0:9

8 16:3 0:6

9 17:0 0:5

10 17:9 0:7

11 19:1 0:6

12 19:8 1:2

38.3 Vibration Transmission from Shaker Excitation Tests

The frequency response function (FRF) tests were repeated with the accelerometers at TPs 1–8 being moved to TPs 101–108
that are located within the structure housing sensitive equipment shown in Fig. 38.1b, which is installed on the experimental
floor. TPs 101, 103, 105 and 107 are accelerometers on the experimental floor whilst TPs 102, 104, 106 and 108 are
accelerometers on equipment resting on the experimental floor. For example, Fig. 38.6 shows the accelerometers at TPs
101 and 102 on the experimental floor and on the equipment it supports at one of the locations. The aim of these tests was to
study the transmission of vibrations from the footbridge structure to the experimental floor and the equipment installed on it.
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Fig. 38.5 Estimated mode shapes of the lowest four identified resonant frequencies of the footbridge structure. (a) Mode 1. (b) Mode 2. (c) Mode 3.
(d) Mode 4

Fig. 38.6 Accelerometers at TPs 101 and 102 on the experimental floor and on equipment installed on the experimental floor

The most important FRFs at the selected locations of TPs 7, 101 and 102 with reference to the shaker excitation at TP
7 are presented in Fig. 38.7a. Also presented in Fig. 38.7b are FRFs at TPs 13, 101 and 102 with reference to the shaker
excitation at TP13. These plots show the potential for transmission of vibrations from the footbridge structure onto the
experimental floor as well as on the equipment it supports. A key indicator for these observations are similar resonant peaks
being seen on the footbridge structure as well as on the experimental floor and supported equipment. This indicates that the
same vibration mode is being engaged at both locations and this would result in vibrations at one point being transmitted
onto the other location. This is clearly seen at some particular frequencies, for example, around 20.0 Hz in Fig. 38.7a even
though the relative magnitude on the experimental floor and supported equipment is lower by about 50 dB. Figure 38.7a, b
also indicate that vibrations from the experimental floor are directly transmitted to the equipment supported on it across the
frequency bandwidths considered during the testing.

Figure 38.8 shows the calculated transmissibilities between the response measurements at TPs 13, 101 and 102 for the
shaker excitations at TPs 7 and 13. One fundamental feature of this figure is that vibrations from the experimental floor
are directly transmitted onto the equipment it supports and even potentially amplified at some frequencies, due to local
resonances within the equipment itself.
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Fig. 38.7 Frequency response function measurements at TPs 7, 13, 101 and 102. (a) FRFs at TPs 7, 101 and 102 corresponding to shaker at TP7.
(b) FRFs at TPs 7, 101 and 102 corresponding to shaker at TP13

Fig. 38.8 Transmissibilities between responses measured at TPs 13, 101 and 102 for shaker excitation case
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Fig. 38.9 Section through experimental facility showing points of maximum deck responses and transmission points onto experimental floor

38.4 Results from Controlled Walking Tests

Walking tests were performed by a pedestrian walking over the footbridge structure from point A to point C and back to
point A, as shown in Fig. 38.9. The pacing frequencies were controlled by a metronome and varied from 1.5 to 2.5 Hz, in
steps of 0.1 Hz. The figure also shows the points at which the maximum footbridge responses occur as well as the points of
maximum transmission of vibration onto the experimental floor. Only the responses at TPs 13, 101 and 102 are shown in this
work in Fig. 38.10a–c, being responses for the entire duration of the walking.

An observation of the responses measured in Fig. 38.10b, c show the potential for transmission of vibrations from the
footbridge structure onto the experimental floor and the equipment it supports. In Fig. 38.10, the peak response measurements
on the footbridge structure at TP13 are ˙1.0 m/s2, whilst those at TPs 101 and 102 are ˙0.004 m/s2.

The respective transmissibilities between accelerometer measurements at TPs 13, 101 and 102 for the controlled
pedestrian walking tests are shown in Fig. 38.11. An observation from this figure is that all vibrations from the experimental
floor are directly transmitted onto the equipment it supports, potentially even amplified at some higher frequencies.

38.5 Vibration Criteria Curves for Response Measurements on Experimental Floor
and Supported Equipment

Vibration criteria (VC) curves are defined as the root-mean-square (RMS) velocity spectra in 1/3 octave bands. Instead of
specifying vibration levels in fixed bands, proportional bands are used as they provide a better measure of how a structure
reacts to a broadband excitation at the resonant frequencies. Vibration criteria (VC) curves are often classified in increasing
severity from VC-A down to VC-M [3]. More commonly, VC-A to VC-E are seen in most of the literature.

VC curves are used to assess the levels of vibration at key locations on the experimental floor: TPs 101 and 102 in Fig. 38.6.
Two different scenarios are considered: walking excitation and ambient conditions. The results of these assessments are seen
in VC curves presented in Fig. 38.12. These figures show that the responses measured can, for example, be tolerated by
significantly better than a VC-E facility.

38.6 Conclusions

This work has provided some clarifications as to the potential for transmission of vibrations from the footbridge structure
to the experimental floor and subsequently to the equipment supported on the experimental floor. This is seen from both the
experimental modal analysis (EMA) tests as well as from controlled walking tests at different pacing frequencies. It is seen
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Fig. 38.10 Responses measured by accelerometers sited at TPs 13, 101 and 102 to pedestrian walking frequencies ranging from 1.5 to 2.5 Hz in
steps of 0.1 Hz. (a) Response measurement at TP13. (b) Response measurement at TP101. (c) Response measurement at TP102

that most of the vibrations on the experimental floor are directly transmitted onto the equipment it supports as evidenced by
the transmissibility plots. The assessment of vibration using the vibration criteria (VC) curves, for example, show that the
responses measured can be tolerated by a VC-E facility.
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Fig. 38.11 Transmissibilities between responses measured at TPs 13, 101 and 102 for controlled walking tests

Fig. 38.12 Vibration criteria (VC) curves for walking and ambient excitations at TPs 101 and 102. (a) VC curves for walking and ambient
excitations at TP101. (b) VC curves for walking and ambient excitations at TP102
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Chapter 39
An Ambient Vibration Test of an R/C Wall of an 18-Story Wood
Building at the UBC Campus

Yavuz Kaya, Carlos E. Ventura, and Alireza Taale

Abstract This paper is part of long-term research project, and the main intension of this paper to estimate the stiffness of a
concrete core wall of 18-story timber based structure. The 53-meter tall structure has been constructed at the campus of the
University of British Columbia in 2016, and it is currently used as a student resident. The building is the tallest timber-based
structure in North America. An Ambient Vibration Test (AVT) was conducted on one of the concrete walls to estimate the
modal properties of the concrete wall (e.g., modal frequency, modal damping ratio, and mode shape). The construction of
the two concrete walls was finished at the time of the AVT, but not the entire structure; therefore, the AVT was conducted
only on one of the concrete walls. The modal properties of the Bernoulli Euler and Shear beam are previously used in the
literature to estimate the structural response; therefore, they are now used in this study to match the extracted modal response
of the concrete wall to estimate the stiffness of the concrete wall. The preliminary results are presented in the paper, but still
this work is in progress, and more results will be published in the future.

Keywords Modal identification • Shear and bending beam • R/C concrete wall • Modal frequency and mode shape •
Stiffness

39.1 Introduction

UBC has constructed an 18-story tall wood building at the UBC campus 2016. The 53-meter-high building (the Brock
Commons Tall Wood Building) is currently being used as a student residence, housing approximately 400 students and are
comprised of approximately 500 CLT panels as well as two concrete cores as seen in Fig. 39.1. The location of the building
is at 6088 Walter Gage Road, Gage South Precinct at the UBC campus. UBC is currently installing a permanent structural
health monitoring system on the building. Such a system will be used to characterize dynamic behavior of the building and
establish a baseline in long term. Any abnormal behavior out of this characterization would trigger an inspection on the
building.

In conjunction with this long term goal, an Ambient Vibration Test (AVT) has been conducted on the east R/C concrete
wall of the building in order to identify the modal properties (e.g., modal frequencies, damping ratios, and mode shapes) of
the R/C wall only. The main purpose of this work is to study the dynamic response and estimate the stiffness of the R/C
core-wall using the AVT results.

Preliminary results of the AVT are presented in the paper. The identified mode shapes of the R/C wall is compared with
those of theoretical bending- and shear-beam. Results show that the mode shape of the R/C wall is consistent with that of an
inverted bending beam; therefore, the stiffness estimation of the R/C wall is done using the inverted bending beam.
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Fig. 39.1 Construction of Brock Common Tall Wood Building (a) Concrete cores on June 3rd, 2016. (b) Concrete cores and timber based structure
on Aug 23rd, 2016. The red arrow indicates the east concrete core

39.2 Description of Ambient Vibration Test

The total of eight sensors in three setups are used to test, collect and record the ambient vibration data on the 18-story tall
core wall on June 3rd, 2016. The average air temperature was 19 ıC, and the test lasted for 3 h and 30 min starting from 9:00
a.m. to 12:30 p.m.

A set of eight Tromino [1] sensors has been used to conduct the AVT test on the east core-wall. One of the sensors was
used as a reference sensor located at the 17 ½ floor. The rest of the sensors are places at different floors in three setups
to measure the vibration of the structure as shown in Figs. 39.2 and 39.3. The north recording component of the reference
sensor is oriented towards to the entrance door (toward the ocean) to the stair hall, and the rest of the sensors are oriented the
same. The recording duration for each setup is 20 min with a sampling frequency of 512 Hz.

39.3 Data Processing

39.3.1 Modal Identification

The data processing is done in Artemis Modal 5 [2]. Figure 39.4 and Table 39.1 shows the preliminary results for the first
two modal frequencies and mode shapes of the east core-wall of the 18-story. The results are presented for both east–west
and north–south directions.

39.3.2 Comparison of Modal Properties with Theoretical Bending- and Shear-Beam

The most commonly used beam model, the Euler–Bernoulli beam, also known as bending beam, assumes that the bending
effect is the single most important factor in transversely vibrating beams, which includes the strain energy due to the bending
and the kinetic energy due to lateral displacements. The shear beam model, on the other hand, adds the effects of shear
distortions (i.e. the angle of the rotation of the cross-section due to shear) to the Euler–Bernoulli beam model making it more
sensitive to non-slender beams as well [3].

Differential equations of the motion of a bending- and a shear-beam are given in Eqs. (39.1a) and (39.1b), respectively
[3, 4]

m
@2u

@t2
C EI

@4u

@x4
D f .x; t/ (39.1a)
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Fig. 39.2 Sensor locations and orientations along the height of the building for Setup 1 & 2

Fig. 39.3 Sensor locations and orientations along the height of the building for Setup 3: (a) at 6 ½ floor; (b) at 10 ½ floor; (c) at 14 ½ floor;
(d) at 17 ½ floor, and (e) Tromino sensor
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Fig. 39.4 Estimated modal frequency and mode shapes of the 18-story tall core wall: (a) first mode shape (1.20 Hz) in east–west direction;
(b) second mode shape (6.34 Hz) in east–west direction; (c) first mode shape (1.41 Hz) in north–south direction; and (d) second mode shape
(7.27 Hz) in north–south direction

Table 39.1 Identified modal frequencies and damping ratios

Identified modal frequency (Hz) Identified modal damping ratio (%) Description

1 1.205 0.922 1st bending in EW direction
2 1.417 0.952 1st bending in NS direction
3 6.271 2.387 2nd bending in EW direction
4 7.293 2.976 2nd bending in NS direction

�A
@2u

@t2
� GAs

@2u

@x2
D f .x; t/ (39.1b)

where u, m, E, and I are the deflection, mass per unit length, Young modulus of elasticity, and second moment of area of
the cross-section of the beam, respectively, GAs is the elastic stiffness of the shear-beam (G is the modulus of rigidity and
As is the effective shear area), �A is the mass per linear length of the shear-beam where � is the mass density, A is the cross
sectional area, and f (x, t) is the loading per unit length of the beam. The details of the derivations of a general solution to the
mode shapes of a bending-beam and a shear-beam can be found in [2].

In the bending-beam model, the slope and the displacement at the fixed end as well as the moment and the shear force
at the free end are zero. In the shear-beam model, the displacement at the fixed end and the slope at the free end are zero.
Due to these difference in boundary conditions and the additional effects of shear distortions in the shear-beam model, the
two models result in two different mode shapes as shown in Fig. 39.5. It should be noted that both the curvature and the
amplitude of the mode shapes are different at all the modes, and the peaks and zero crossings of each mode shape along the
length do not occur at the same location.

The first two normalized mode shapes of the inverted cantilever bending and the shear beams along with the identified
mode shapes of the R/C core-wall are plotted in Fig. 39.5. The observed natural mode shapes of tall buildings with moment
resisting frame are close to those of a shear beam particularly in the 5- to 15-story range; however, tall buildings with concrete
shear walls usually exhibit mode shapes of a bending beam [5] as shown in Fig. 39.5.

Using the dispersion relationship of the bending beam, the natural frequency of vibration for an inverted bending beam
can be expressed as [2]
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Fig. 39.5 Comparison of the identified mode shapes of the concrete wall with those of a bending- and shear-beam. The mode shapes of the
concrete wall for the first two modes follows that of a bending beam as expected

Table 39.2 Frequency equation and the first two wave numbers of bending beam model

Identified modal frequencies Difference
a, Wave number cos(a) cosh(a) C 1 D 0 Theoretical modal frequency x-direction y-direction x-direction y-direction

Mode 1 1.875104 1.229 1.205 1.417 1.95% 15.30%
Mode 2 4.694091 7.7 6.271 7.293 18.56% 5.29%

2� f D
s

EI

�AL4
	 a2 (39.2)

where a, f and L are the wave number, the natural frequency, and the length of the bending beam, respectively. It is very clear
from Fig. 39.5 that the modes shapes of the concrete core follows that of bending beam as expected.

From the structural drawings, the material and the cross sectional properties of the high strength concrete have been
identified as E D 2.7E10 N/m2, � D 2500 kg/m3, A D 11.32 m2, L D 52.66 m. The calculated wave numbers, theoretical
and the identified modal frequencies of the bending beam are given in Table 39.2 [2].

Using Eq. (39.2), once can calculate the theoretical modal frequencies of the bending beam by assuming mass moment of
inertia of the R/C core-wall as I D 38.85 m4.

The difference in the natural frequencies between the theoretical and the identified modes can be attributed to the boundary
conditions of the concrete core wall. The bending beam model assumes that the beam is perfectly fixed at one end, but such
condition does not exist in real life: the concrete core is not perfectly fixed to the ground. Due to the soil structure interaction,
the boundary condition of the concrete wall at the foundation level can be assumed to be softer than a fixed connection.
Therefore, one should expect lower frequency from a system with soft boundary condition, and this is very consistent with
modal frequencies obtained from the ambient vibration test for both orthogonal directions (Table 39.2).

39.3.3 Future Work

A permanent structural health monitoring system will be installed on the structure in 2017, and a second AVT will be
conducted on the building in 2016 in order to extract the dynamic modal properties of the structure. A detailed Finite
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Element (FE) model of the building will be created and calibrated using the AVT test. The permanent monitoring system
will assess the health of the structure in real-time using the calibrated FE model of the structure.

39.4 Conclusion

The preliminary results that has been shown the following:

1. The mode shapes of the R/C core-wall is consistent with that of an inverted bending beam
2. The first natural frequency of the R/C wall is consistent with that of a bending beam with 1.95% and 18.56% differences

in the first and second modes, respectively
3. The difference in the natural frequency between theoretical bending beam and the R/C core wall can be attributed to the

differences in the boundary conditions: the theoretical bending beam is assumed to be perfectly fixed at one end, but the
R/C wall is not perfectly fixed to the ground.

4. The moment of inertia of the R/C wall is calculated as I D 38.85 m4 using the dispersion equation.
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Chapter 40
The Day the Earth Shook: Controlling Construction-Induced Vibrations
in Sensitive Occupancies

Michael J. Wesolowsky, Melissa W.Y. Wong, Todd A. Busch, and John C. Swallow

Abstract Floor motions can disturb occupants, leading to frequent complaints and loss of functionality. In healthcare
facilities, this issue can be more critical, as high-resolution imaging equipment with stringent vibration criteria are often
employed. As existing healthcare infrastructure ages, extensive renovations and additions to functioning facilities are
commonly being planned, designed and constructed. In many cases, these largely invasive projects are occurring while the
existing vibration-sensitive facilities remain in operation. The control of construction-related vibrations form an increasingly
important component of the planning, design and construction processes for these situations.

This paper provides two case studies of existing hospitals which are undergoing extensive additions. In both cases, the
diagnostic imaging (DI) suites, containing Magnetic Resonance Imaging (MRI) and Computed Tomography (CT) equipment,
are located directly adjacent the facility additions. For both cases, a series of vibration tests are described that were conducted
using a combination of backhoes, excavators, caisson drillers and vibratory compactors to determine the extent of mitigation
and monitoring required during the construction process in order to allow the DI equipment to remain in operation. Further
commentary is provided regarding the practical realism of vibration criteria for DI equipment, as it was found for one of the
cases discussed below that the manufacturer-provided vibration criteria for a CT scanner were apparently inaccurate since
construction activity generated vibrations that exceeded the constraints of those criteria without any subjectively apparent
loss of performance.

Keywords Vibration sensitive equipment • Construction vibration • Vibration measurements • Vibration mitigation •
Model validation

40.1 Introduction

Over the years, many existing healthcare facilities have required extensive additions and renovations to accommodate new
facility demands and technology. Often, these renovations occur while the existing healthcare facilities remain in operation
with associated concerns over construction vibration. Healthcare facilities often contain highly vibration-sensitive equipment
whose accuracy in operation could be compromised as a result of the construction-induced vibration. As such, the control of
construction-related vibrations forms an increasingly important component of the planning, design and construction process
for these projects.

Two case studies are presented in this paper that describe the different vibration testing methods as conducted at two
hospitals that are, as of the publication of this paper, undergoing extensive facility additions. Both hospitals required that
the Diagnostic Imaging (DI) equipment, which has stringent vibration requirements, remain in operation throughout the
construction process. The first case study describes vibration testing that included the simulation of construction activity
using a variety of construction equipment, in order to determine construction vibration zones of influence for the entire
hospital. The second case study describes both simulated construction-vibration testing along with real-time continuous
vibration monitoring during the actual construction stage.
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40.2 Vibration Criteria

A method for defining vibration criteria for human comfort uses the root mean square (RMS) velocity response of each one-
third-octave band from 1 to 80 Hz [1]. For sensitive equipment, this criterion may also be expressed in one-third octave bands,
or other formats, including power spectral densities, peak-to-peak levels, etc. Over the past 25 years, generic vibration criteria
(VC) have been developed which provide frequency-dependent sensitivities for various classes of equipment, and these are
applied as performance criteria. These VC curves are internationally accepted as a basis for designing and evaluating the
performance of vibration sensitive equipment and the structures that support them. The VC curves currently range from
Workshop (least stringent) to VC-G (most stringent). As a point of reference, most laboratories target at least VC-A (50	m/s)
as an uppermost vibration condition.

The VC curves were originally based on the ISO 2631-2 (1989) [2] base curve for human response to whole-body
vibration, which is considered the threshold of human perception, but have since evolved. The ISO base curve is often
referred to as the ISO—Operating Room criteria of 100 	m/s which is not as stringent as VC-A. The above-noted VC
are specified in terms of RMS velocities each one-third octave band. The VC curves are beneficial where manufacturers’
specifications are non-existent, incomplete, where specific equipment has not yet been selected, or as an alternative when
manufacturer-supplied specifications prove to be inaccurate.

40.3 Case Study #1: Construction Zone of Influence

Case Study #1 involves a new patient tower addition for a large existing hospital. As such, parts of the existing hospital will be
demolished and re-built, while the rest of the hospital will continue to stay in operation. The hospital has vibration-sensitive
areas throughout the facility, although the main area of concern is the DI suite where the Magnetic Resonance Imaging
(MRI) and Computed Tomography (CT) scanners are installed. Simulated construction-vibration testing was carried out to
determine whether or not construction activities can be expected to cause vibration levels within the hospital that would
exceed the equipment’s vibration limits. Two types of tests were conducted: (1) vibration propagation into buildings; and
(2) vibration propagation with distance. The main purpose of these tests was to develop zone of influence lines to determine
just how close to the hospital that construction activities could be conducted while allowing for continued operation of the
vibration-sensitive equipment.

To measure the vibration propagation into buildings, three uni-axial accelerometers were set-up to obtain tri-axial
acceleration data at various outside and inside locations of the hospital buildings. Accelerometers were placed in the MRI
and CT scanner rooms as well as an X-ray room. Measurement rooms were purposely chosen to be in different wings of
the hospital, as every wing was built at a different time (with some wings dating back to the year 1929) and had different
structural systems. To simulate construction activities, a backhoe/excavator with a bucket was used to strike the pavement
repeatedly approximately 100 times, where the time between strikes ranged from 1 to 3 s. The striking location was in the
hospital’s parking lot in closest proximity to the DI equipment.

The measured VC levels are shown in Table 40.1 and show that at all sensitive areas, the vibration levels exceeded the
required VC curves.

As these vibration levels were for one exterior impact location, a second set of tests were conducted to determine the
reduction of vibration with distance. This would allow for vibration levels to be estimated anywhere on the future construction
site. This testing was conducted in the parking lot (and future site of the new patient tower) and was completed with three
different pieces of construction equipment: excavator with a bucket, caisson driller and a vibratory roller (see Fig. 40.1).
Tri-axial accelerometers were placed at 5, 10, 15, 20 and 120-m distances from the construction source. The first construction
simulation used the excavator with bucket to strike the ground repeatedly. The second simulation consisted of using a caisson
driller to drill a hole approximately 1 m in diameter and 3 m deep. Finally, the third simulation consisted of a vibratory roller

Table 40.1 Measured VC levels during excavator test

Room type VC measured VC limit Exceeds

X-ray Office (ISO) Operating theatre (ISO) Yes
MRI VC-A Manufacturer-provided (analogous to VC-B) Yes
CT scanner VC-A Manufacturer-provided (analogous to VC-B) Yes
Chemistry lab Residential night (ISO) Operating theatre (ISO) Yes
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Fig. 40.1 Construction equipment used as vibration generators
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Fig. 40.2 L1 particle velocity with distance

that was driven back and forth over the newly-refilled, caisson-drilled hole. The three different pieces of equipment were
considered to be representative of the types to be used for different phases of future construction.

The L1 vertical particle velocity at each accelerometer location is shown in Fig. 40.2. As can be seen in Fig. 40.2, the
120-m data point has significantly higher vibration amplitudes than the locations closer to the vibration source. This was
explained by the fact that the 5, 10, 15 and 20-m measurements were all taken on the parking lot asphalt or sidewalk, while
the 120-m measurement was taken on grass. As such, the soil at the 120-m location could be considered “free soil”, while all
other locations were on compacted soil. The density and wave speed of the “free soil” are less than the compacted soil and
thus allows for the amplitudes of vibration to increase in order to conserve the intensity of vibrational power flows. Given
that all the equipment in the building would be located on compacted soil below the foundations of buildings, only the 5, 10,
15 and 20-m accelerometer locations were used to calculate propagation curve fits.

In addition to measuring vibration within the rooms where sensitive equipment is installed, accelerometers were placed in
the adjacent bays to quantify the vibration reduction within the building over distance. The L1 particle velocity found in one
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Fig. 40.3 Vibration attenuation through one wing of the building

Fig. 40.4 SAP2000 model of the hospital wing

of the wings is shown in Fig. 40.3. This wing is a steel-framed building built in 1956 with concrete decking and both steel and
concrete columns. To confirm the accuracy of the measured values within the building, a SAP2000 finite-element model of
the structure was also created and is shown in Fig. 40.4. The measured and expected vibration levels from SAP2000 match
quite closely, as is shown in Fig. 40.3. Comparing Figs. 40.2 and 40.3, the velocity vs. distance slope is much shallower
within the building as compared to outside the building. This suggests that vibration attenuates more in soil as opposed to
through the concrete and steel structure of this particular building.

Along with the change in vibration propagation through the structure of the building, it was observed that a significant
loss in vibration amplitudes occurred as the vibrations travelled from the exterior soil into the building foundations. As such,
it can be said that the construction-induced vibration goes through three different stages, all with different rates of reduction
over distance: (1) reduction through soil, (2) amplitude drop during transmission from soil to the building foundations, and
(3) reduction through propagation within the building structure.
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Fig. 40.5 Construction vibration zone of influence

The zone of influence for each phase of construction was derived from the plots shown in Fig. 40.2. An example of a zone
of influence drawing is shown in Fig. 40.5. To create the contour drawing as shown, the demolition area for one phase of
construction was highlighted and the estimated distances from the construction site required to reach the different VC levels
were outlined relative to that site. All of the vibration-sensitive spaces in the hospital were also highlighted and color-coded
with reference to their recommended VC curve, allowing for a convenient means by which to identify whether vibration
levels will exceed the VC for a given interior space.

40.4 Case Study #2: Hospital Construction Vibration Monitoring

This second case study also involves assessing the effect of construction-induced vibration on hospital equipment. For this
hospital, the main equipment of concern were the CT scanners and nuclear medicine cameras in the DI department. Similar
to the first case study, future construction activities were simulated through the use of a backhoe with a bucket that struck the
ground repeatedly in quick succession. Tri-axial accelerometers were placed within the vibration-sensitive rooms. Additional
accelerometers were placed in an area that was deemed a potential site for an additional CT scanner, planned for future
installation, should the vibration testing show that the current CT location would not be acceptable during construction.

The manufacturer-provided specifications for the CT scanner stated that the scanner could remain in operation under a
VC-A (50 	m/s) vibration environment. This is higher than the manufacturer’s requirement for most CT scanners in use
today, which typically require a maximum of VC-B (25 	m/s). Measurements from the simulated construction activity
indicated that the CT scanner room would expect vibration levels to reach Office (ISO), which is significantly higher than
the required VC curve. As a result, the general contractor was required by the hospital to vibration monitor the CT scanner
room with an instrumentation system that also transmitted remotely triggered alarms indicating when VC-A was exceeded.
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Table 40.2 Number of
exceedances of “Alarm” and
“Limit” thresholds

Exceedances X-axis Y-axis Z-axis

“Alarm” 25 	m/s 725 303 1776
Operational limit 50 	m/s 186 61 775

Fig. 40.6 Measured vibration levels (	m/s)

Tri-axial accelerometers were placed in the CT scanner room and were left unattended for a period of months but that
remained remotely accessible through an Internet-based interface. Electronic mail and short message service (SMS) alerts
were programmed into the instrumentation system so as to trigger alarm messages should the vibration levels in the CT
scanner room exceed the VC. In fact, two VC thresholds were set, where the “alarm” (warning) threshold was 25 	m/s from
the 8 to 80 Hz octave bands (VC-B) and the “limit” threshold was 50 	m/s (VC-A). Furthermore, on a weekly basis the
measurement results were inspected and documented along with a summary of the number of exceedances that occurred
during a week. An “exceedance” was only counted if the duration of an event was over 10 s. Table 40.2 shows an example
of the number of exceedances of the “alarm” and “limit” thresholds seen in the course of one typical week of construction.

Further, Fig. 40.6 shows the exceedances over a 10-day period for the vertical accelerometer axis, where it is evident
that the VC were exceeded quite significantly; since there were instances where vibration levels were 8-times the “limit”
threshold and reaching nearly 400 	m/s (Office (ISO)).

Though vibration levels greatly exceeded the equipment manufacturer’s specifications, it was understood from the CT
scanner technicians that no malfunctions and imaging artifacts were evident during operation. The technicians further stated
that the CT scanner was still operating as intended and as such, did not require further monitoring given that the construction-
induced vibration showed no noticeable signs of compromising the equipment. It may be worth noting that such results may
not generally occur for a different CT-scanner product or other vibration-sensitive equipment, like an MRI.

40.5 Conclusions

Two case studies have been presented in which vibration-sensitive hospital equipment either will be, or has been, subjected
to high levels of vibration as a result of expected/actual construction activity for hospital renovations. In both cases, the
proper functionality of the DI equipment were of utmost importance to the hospital, and were found to exceed the maximum
required VC during simulated and/or actual construction activities. The following conclusions have been made:
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1. Vibration reduces at a much greater rate with distance through soil than through the structure of a hospital building.
2. A large drop in vibration amplitudes occurs as the vibrations travel from the exterior of a building into the foundation

structure of a building.
3. Manufacturer-provided vibration specifications may potentially be treated with some skepticism as they may not represent

the actual VC that is needed for the intended operation of the sensitive equipment.
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Chapter 41
An Exploratory Study on Removing Environmental and Operational
Effects Using a Regime-Switching Cointegration Method

Haichen Shi, Keith Worden, and Elizabeth J. Cross

Abstract Cointegration is a property of some nonstationary time series; it is now widely adopted in various econometric
analyses. Recently, cointegration has been successfully adapted to address the issue of environmental and operational
variations (EOVs) in structural health monitoring. However, cointegration is a linear algorithm, while many real world
structures may exhibit nonlinear behaviour under EOVs. The aim of this paper is to introduce a novel nonlinear cointegration
approach, as an extension of the previous work on cointegration. More specifically, the cointegrating relationship is allowed
to switch from one regime to another; the augmented Dickey-Fuller (ADF) test statistic is utilised as a tool to determine
where to activate the switch. The Johansen procedure is adopted for estimating the cointegration relationship. The proposed
approach will be examined with a synthetic example, showing that EOVs can be effectively eliminated.

Keywords Nonlinear cointegration • Structural health monitoring • Environmental and operational variation • Regime
switching • Nonstationary time series

41.1 Introduction

Structural health monitoring (SHM) is increasingly important for the operation and maintenance of mechanical and civil
systems, given the reality that many of them are approaching or exceeding their original design life. SHM normally includes
collecting sensor data periodically from structures, extracting damage-sensitive features, and analysing those features using
statistical or machine learning tools [1]. However, as most engineering structures are operating in an ambient environment
which is constantly changing, sensor readings are therefore inevitably corrupted by environmental and operational variations
(EOVs). The effects of EOVs have become a major headache for SHM practitioners, the changes caused by ambient
temperature can be so large that potential system failures will be falsely masked, which is obviously an unwanted situation.
A good survey on this issue can be found in [2].

Cointegration is an important concept of nonstationary time series, which was first proposed by Engle and Granger
(EG hereafter) in 1987 [3]. It is now widely used in the economic world when dealing with nonstationary time series, and
essentially expresses the idea that the difference between two nonstationary time series is more predictable than a single time
series. In honour of their achievements, EG were awarded the 2003 Nobel prize in Economics “for methods of analysing
economic time series with common trends (cointegration)”. Opposite to deterministic trends, stochastic trends exist widely
in the real world; EOVs can be regarded as a kind of stochastic trend. Seeing the possible links between cointegration and
EOVs, some pioneering work of bringing cointegration to the world of SHM has been done; readers are suggested to refer
to [4] as a tutorial, where cointegration elegantly projected out the influence of EOVs in the SHM system, a stationary
damage-sensitive residual series was obtained. Since then, several efforts have been attempted to further explore the power
of the cointegration method: Cross et al. [5] compared the cointegration method with two other methods: outlier analysis
and principal component analysis. Dao and Staszewski applied the Johansen procedure and stationarity test in the context of
Lamb-wave-based SHM [6]. Worden et al. attempted to improve the cointegration method by extracting the nonstationary
components from time series using the discrete wavelet transform. Cross and Worden carried out exploratory studies on
nonlinear cointegration; however, the method produced a heteroskedastic residual [7]; Zolna et al. tried to remedy this issue
via a scaling transformation which produced a residual stationary in the variance [8]. The current authors also investigated
a nonlinear cointegration approach in the EG framework, with Gaussian process regression performing as a cointegrating
regression function [9].
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Although cointegration has increasingly been employed in the context of SHM, the fact that cointegration is a linear
approach may not always satisfy the nonlinear context in a more general sense. Many real world engineering systems might at
times respond nonlinearly to any changes in ambient environment, and conventional linear cointegration might therefore not
suffice to model this situation correctly. This paper is concerned with a further exploration of the previous work, and a novel
nonlinear cointegration method named regime-switching cointegration will be presented, which will allow cointegration
relationships to switch according to certain criteria. In the rest of this paper, the basic theory of cointegration and unit roots
will be briefly covered, and then the idea of regime switching will be illustrated with a synthetic example; finally, discussion
and conclusions are presented.

41.2 Unit Roots and Cointegration

In terms of nonstationarity, econometricians have developed various tools for testing for it. The unit root process is one of the
most popular and well established modelling methods for nonstationary time series. Consider the first order autoregressive
model of a time series xt:

xt D ˛xt�1 C �t; .t D 1; 2; : : :N/ (41.1)

where �t is a stationary process with zero mean and variance 2, ˛ is a real number that determines the stationarity of xt: if
j˛j < 1, xt is stationary; if j˛j > 1, then xt is nonstationary, and its variance grows explosively with time; if j˛j D 1, then
the variance of xt will be t2, which will grow with time, thus the process is nonstationary. Such a data generating process is
termed a unit root process. A unit root process can achieve stationarity by simply differencing it once, so it is also known as
a difference stationary process.

The test for the presence of unit root processes used in this paper is perhaps the most commonly used statistical test, the
augmented Dickey-Fuller (ADF) test, and the steps for implementing the test will only be briefly outlined here, but readers
can refer to [10] and [11] for further details. The ADF test is to fit the time series xt to the following form:

�xt D �xt�1 C
mX

jD1
�j�xt�j C "t (41.2)

where � is a differencing operator such that �xt D xt � xt�1, the �j are the coefficients of the autoregressive terms, m is
the lag number. In this regression, a sufficient number of lags should be included to achieve a white noise residual term "t;
an information criteria is a common choice for determining the lag number. In this form, the value of � will determine the
stationarity of the series; if � D 0 then xt possesses a unit root and is nonstationary. Therefore, a statistical test is employed
with a hypothesis H0 W � D 0 and an alternative hypothesis H1 W � < 0. The test for the null is simply a t test:

O� D O�
se. O�/ (41.3)

where O� is the least-squares estimate of � , and se. O�/ is the standard error of O� . The critical values of the t-statistics are
given in [11]. The null hypothesis is rejected if O� is smaller that the corresponding critical value, and accepted otherwise.
The model form of Eq. (41.2) can also be further adapted to include shift terms and/or trend terms [12].

Having reviewed the fundamentals of unit root processes and their statistical tests, one can now ascertain the
nonstationarity of a series through these procedures. It is not difficult to find that the test statistic is the key ingredient
in the unit root test, therefore in this paper, the power of the test statistic will be explored, and attempts to measure the degree
of stationarity with it, and determine the best possible model form, will be carried out.

As previously stated, cointegration is a powerful tool to understand nonstationary data, two or more nonstationary series
are cointegrated if a linear combination of them can be found to be stationary. Let xt D .x1t; x2t; : : :xmt/ denote an m-variate
time series, and suppose there exists a vector ˇ that makes

ut D ˇ 	 xt (41.4)

a univariate stationary time series. Here, the vector ˇ D .ˇ1; ˇ2; : : :ˇm/
0 is referred to as a cointegrating vector. Usually

there are more than one possible cointegrating relationships for a multivariate series xt, and many methods to estimate
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the cointegrating vectors are available in the literature, readers can refer to [13, 14] and [15] for comprehensive reviews.
The Johansen procedure, an efficient maximum likelihood (ML) estimator, will be adopted in this paper to estimate the
cointegrating relationship in engineering data, successful applications can be found in [4, 6] and [16].

To perform the Johansen procedure, one should have a Vector Error Correction model (VECM) of the m-variate time
series xt, which takes the form:

�Xt D ABTXt�1 C
p�1X
jD1

‰j�Xt�j C ut (41.5)

where ut is a m-dimensional vector Gaussian noise series, ut � N.0; �/; A and B are two m � r matrices, where r is
the rank of the matrix B. Matrix B is the cointegration vector matrix to be found, consisting of r cointegrating vectors.
Matrix A is the adjustment matrix. Expression (41.5) is also referred to as the Granger expression theorem, which explicitly
depicts the dynamics between the long run equilibrium (cointegration) and short term adjustments. To find the cointegrating
matrix B, one needs to employ steps involving decomposition, forming the likelihood function, optimisation and solving a
characteristic equation. Finally the estimate of B can be obtained:

OB D .ˇ1;ˇ2; : : :;ˇr/ (41.6)

where ˇ1;ˇ2; : : :;ˇr are the corresponding cointegrating vectors. As the first cointegrating vector ˇ1 corresponds to the
largest eigenvalue, so it is natural to select ˇ1 as the “most stationary” cointegrating vector, so as to make the stationary
residual series.

The Johansen procedure offers an efficient framework that not only estimates multiple cointegrating vectors at the same
time, but also produces a test statistic for determining the number of cointegrating vectors. In the SHM context, it is more of
interest to estimate the cointegrating vectors than to perform tests on the number of cointegrating vectors, because it is the
most stationary combination that one looks for to eliminate the EOV-induced “nonstationary components” in the data. Due
to the limited space available here, the details of implementing the Johansen procedure and the full theory behind it will not
be covered; again readers interested can refer to [15].

41.3 A Regime-Switching Cointegration Method

The motivation behind developing a nonlinear cointegration approach is actually straightforward: operating structures may
have significantly different behaviours under different operating conditions. For example, a bridge operating in summer
time and the same bridge with icing conditions in winter time will probably have very distinct dynamic responses, linear
cointegration may not suffice in this case. Similar phenomena can also be observed in economics. For instance in a case
of statistical arbitrage, cointegration is a common technique for choosing a profitable portfolio from the stock market; but
once some important monetary policy is announced, the economical impact might have a significant influence on the original
cointegrated variables. A new cointegration relationship needs to be evaluated so as to make a new portfolio, the change
position here is normally termed a breakpoint.

Reviewing the econometric literature on nonlinear cointegration, a mainstay of this is the extension to threshold
cointegration, first proposed by Balke and Fomby in 1997 [17]. In their framework, the adjustment term in the cointegrating
regression is allowed to shift once some indication variable exceeds a threshold. Furthermore, there are several other variants
built on the vector error correction (VEC) model, as expressed above in Eq. (41.5). In [18] and [19] for example, they allow
a threshold effect on the lag terms and the intercept term respectively. Gregory and Hansen [20], however, take the opposite
direction to let the cointegrating relationship change, or in their terms, shift regime. More specifically, the cointegrating vector
can change its value after a certain breakpoint, after which the system will stabilise itself at another long term equilibrium.
The position of the breakpoint is unlikely to be determined in advance, thus they calculate the unit root statistic for each
possible regime shift, and evaluate the smallest values across all possible breakpoints.

As cointegration has proved to be a powerful tool for modelling EOVs, the goal here becomes to further improve it by
creating a piecewise linear cointegration model, which can shift its cointegration form with respect to the condition of EOVs.
Inspired by Gregory and Hansen’s work, a regime-switching cointegration method will be adopted to address the issue above.
Different from their method however, instead of using the Engle-Granger framework, the more efficient Johansen procedure
is implemented to estimate cointegrating vectors. The procedure of the method is summarised as follows:
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1. Choose suitable monitored variables, rearrange the monitored series in the order of environmental or operational variable.
2. Insert a breakpoint at a position ranging from .Œ0:15N,Œ0:85N�/, where N is the sample size.
3. At each possible breakpoint, the series is split into two halves; use the Johansen procedure to estimate the cointegrating

vectors for each half.
4. With the estimated cointegrating vectors, calculate the residual series of both halves and then merge them into one series,

and determine the ADF t-statistic of the merged residual series.
5. Repeat procedures from step 2 to 4 at each point from Œ0:15N� to Œ0:85N�, and construct a plot of all ADF statistics

with respect to the breakpoint positions. Pick the minimum value of the curve, the corresponding position represents the
optimal breakpoint.

6. With the optimal results from step 5, using the environmental or operational variable as an index variable, construct a
switching cointegration relationship and a stationary residual series, which should be purged of EOVs and still have the
power to predict damage.

By utilising the procedure above, one can build a regime-switching cointegration model that is capable of capturing the
nonlinear effects of EOVs. In this exploratory study, only the case of two regimes are investigated, systems that accommodate
more regimes can be possibly addressed by inserting more breakpoints in the proposed model. Next, the proposed method
will be examined with a synthetic example.

41.4 A Case Study

To illustrate the proposed method, a simple linear system is simulated, the results from using the conventional cointegration
method will be compared.

Figure 41.1 shows a four degree-of-freedom (DOF) spring-mass system, where four lumped masses are in a chain with
both ends connected to ground. As is known, the stiffness of the metal material changes with temperature, which is a major
source of EOVs in SHM data; besides, freezing conditions of structures may always have a great influence on the masses,
stiffness and boundary conditions. To simulate the circumstances above, a bilinear relationship between spring stiffness and
temperature is created as shown in Eq. (41.7). Real temperature data recorded from the Tamar Bridge is used here as a
simulated thermal field [21]. The data length is 10000, and the temperature ranges approximately from �10 ıC to 20 ıC, as
plotted in the lower panel of Fig. 41.2. One can also produce nonlinearity by simply letting the third spring behave distinctly
from the other springs, as expressed in (41.8). The stiffness-temperature relationship has the following forms:

k1 D k2 D k4 D k5 D
��0:15 � T C 4; if T < 0

�0:05 � T C 4; if T � 0
(41.7)

k3 D
��0:15 � T C 5; if T < 0

�0:25 � T C 5; if T � 0
(41.8)

Because of the different behaviour of k3, the nonlinear effect can therefore be introduced into the vibration modes in which
the third spring is participating—the second and the fourth modes to be specific. To perform damage detection, a fault in the
stiffness of the spring is simulated: after 5000 data points, the stiffness of the second spring k2 becomes 0:8k2 immediately.
A small amount of Gaussian noise is added to account for measurement errors.

All natural frequencies of the system are identified at every time instant. They are all arranged with respect to time, as
shown in the upper panel of Fig. 41.2. Because of the nonlinearity in Eqs. (41.7) and (41.8), one can see that natural frequency
series tend to have larger variances in the cold temperature zone (for example, data points around 4000). It is also clear to see
that the effect of temperature is significant. The red dashed vertical line in Fig. 41.2 indicates where damage occurs; however,
due to the high variance of the series, any information of damage is overwhelmingly masked.

Fig. 41.1 A four-DOF spring mass system
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Fig. 41.2 Upper panel: the time series of the four natural frequency series of the system in Fig. 41.1 plotted as a function of time; Lower panel:
temperature series plotted against time. Red dashed line imposes damage introduction

Following the conventional cointegration procedures proposed in [4], one can obtain a residual series as shown in
Fig. 41.3. Because the underlying cointegration has not been accurately modelled, only the first part of the residual series
stays largely stationary, the high variance from the cold zone has been consequently left in the residual, damage indication
has therefore failed. By further investigating the mutual relationship of the four natural frequency series in Fig. 41.1, one can
see a clear bilinear relationship as plotted in Fig. 41.4. The knee points in the figure correspond to the breakpoint where the
cointegrating relationship changes. Thus, a two-regime cointegration model should be appropriate to model this four-DOF
system.

Following the procedure in Section 3 to validate the performance of the regime-switching cointegration method:

1. Not all data points are needed for estimating the model, only the alternative points from point 5000 to 8000 are chosen as
a training set. In order to find the relationship between the frequency series and temperature, the training set is rearranged
according to the magnitude of the temperature series, as displayed in Fig. 41.5 along with the temperature series. Denote
the shuffled series as ft D .f1t; f2t; f3t; f4t/; t D 1; 2; : : :N, where N is the sample size. Even though the stiffness is set to
have a bilinear relationship with temperature, Fig. 41.5 does not show any clear sign of a breakpoint.

2. Next, the ADF test statistic is utilised as a tool to ascertain the position of the breakpoint. As the breakpoint can be
anywhere in the series from the beginning to the end, the following step is to evaluate the ADF statistic at every possible
breakpoint. However, in practice, it needs a minimum amount of data to calculate the ADF statistic, so only the data in
the middle are used to evaluate it, that is the data set in the interval .Œ0:15N�; Œ0:85N�/. Assume a breakpoint is inserted
at position � , then the original ft.1 W N/ is split into two sets: f1� .1 W �/, f2� .� C 1 W N/. One then uses the Johansen
procedure presented earlier to estimate the cointegrating vector of each set, say ˇ1� and ˇ2� , and to construct the residual
series at this breakpoint, e� D .ˇ1� f1� Iˇ2� f2� /, where “;” is used to concatenate these two vector series; the subscript �
denotes the fact the residual series depends on the position of the breakpoint.

3. Repeat the procedure above to evaluate all the points in .Œ0:15N�; Œ0:85N�/ as breakpoints, and calculate the respective
ADF statistics, which are plotted in Fig. 41.6; the horizontal axis represents the number index of the training set. The blank
space at the beginning and the end of the figure indicates the fact that ADF statistics are only evaluated in the interval
.Œ0:15N�; Œ0:85N�/. The smallest value of the curve is at data point 976, corresponding to the temperature 0.4767 ıC,
which is quite close to the simulation assumption.
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Fig. 41.3 Residual series obtained using the conventional cointegration method, the red dashed line indicates where damage occurs

Fig. 41.4 Mutual relationship between natural frequency series

4. With the estimated best breakpoint and cointegrating vectors correspondingly, one can have the following regime-
switching cointegration relationship which is indexed by the value of temperature:

"t D
�
147:90 � y1t � 107:29 � y2t � 122:96 � y3t C 10:69 � y4t � 3:54; if T � 0:4767

�4:51 � y1t � 84:87 � y2t � 127:87 � y3t � 165:07 � y4t � 24:19; if T > 0:4767
(41.9)

Figure 41.7 shows the residual series from (41.9), the red horizontal lines are the three times standard error bars which
show the confidence interval of the health state.
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Fig. 41.5 Upper panel: natural frequency series rearranged in the order of temperature; Lower panel: temperature series rearranged in the order
of magnitude

Fig. 41.6 ADF statistics plot of the training sample points, the lowest point position determines the breakpoint position for the regime switch
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Fig. 41.7 Residual series of the cointegration model, the vertical red dashed line indicates damage introduction, the two horizontal red lines
represent the three standard error bars; the grey shaded areas show where cointegration switches regimes

It is clear that the residual series is stationary before damage introduction, any effect from temperature is effectively
eliminated, and the nonlinear behaviour of the frequency response is precisely captured. After 5000 data points, the
magnitude of the residual series exceeds the confidence interval immediately, which indicates strongly the occurrence of
damage, the overlaid grey areas show where cointegration switches from one regime to the other. The result can be interpreted
by the fact that the regime-switching cointegration is estimated with training data under normal condition, and the health
state of the system has been accurately modelled. Whenever damage occurs, the long term relationship of the variables no
longer holds, thus the residual series turns nonstationary immediately.

41.5 Discussions and Conclusions

Despite the fact that the method suggests very good results, one may still argue that shuffling the original series may break
the underlying cointegrating relationship, therefore the estimation procedure might be ill-conditioned. This argument is
partly true, that rearranging the order of series will surely break the underlying error correction mechanism [as expressed in
Eq. (41.5)], but the long term relationship stays the same, or in other words, the rearranged series have the same cointegrating
vectors as the original series, because the cointegrating relationships are stacked pointwise in time. One should bear in mind
that the final goal here is fundamentally different from the aim of the econometricians, the concern is more about the long
term relationship between variables, the short term adjustments are less of interest for the moment. Therefore, it is legitimate
to use temperature as a reference series to rearrange the original series, and estimate the cointegrating vectors of the yielded
series.

This paper is concerned with exploring a new nonlinear cointegration method aiming to address the issue of nonlinear
effects of EOVs in SHM data. The proposed method is based on a breakpoint model from econometrics to build a piecewise
linear cointegration model. The proposed method is validated with a synthetic case, the results suggest that environmental
effects on systems can be successfully removed; it needs the authors to further investigate this approach to solve real
engineering problems.
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Chapter 42
Evaluation of Contemporary Guidelines for Floor Vibration
Serviceability Assessment

Zandy O. Muhammad, Paul Reynolds, and Emma J. Hudson

Abstract Technological advances in the construction sector and innovative lightweight and large span structural layouts
in modern building floors increasingly mean that vibration serviceability is the governing design criterion. As this trend
continues, excessive vibrations induced by human activities are becoming a significant concern. Prediction of floor vibrations
at the design stage is often done using currently available design guidelines, such as AISC Design Guide 11, Concrete Society
Technical Report 43 Appendix G, SCI P354, Concrete Centre CCIP-016 and HiVoSS.

In this paper, the aforementioned design guidelines are used to predict the vibration responses of a typical office
floor, which are then compared with the actual measured responses. It is clear that different guidelines provide different
tolerance limits which make the satisfactory/unsatisfactory decision imprecise. The results show that the case-study floor
is unsatisfactory according to CSTR43 App G and CCIP-016, whereas it satisfies the requirements of AISC-DG11, SCI
P354 and HiVoSS. Nevertheless, the experimental vibration response indicates that there is a perceptible level of vibrations
but with no adverse comments. These discrepancies highlight the need for a better prediction techniques and more reliable
assessment criteria.

Keywords Vibration serviceability • Floors • Design guidelines • R factor • Pedestrian loading

42.1 Introduction

Vibration serviceability of building floors is an area of particular interest in light of advancements in construction
technologies and efficient use of materials. Driven by architectural demands for innovative and aesthetically pleasing designs,
modern office floors have ever more open-plan layouts and longer spans with fewer internal partitions. In these floors,
significant reductions in mass and damping are reported [1, 2] due to the modern paperless offices (computerised layouts)
rather than conventional heavy offices (compartmentalised layouts). As a consequence, floors are becoming ever more prone
to exhibit excessive vibrations in the range of frequencies generated by human activities, such as walking.

A number of design guidelines, available at the design stage, have been developed to predict the vibration performance of
floors and their ability to satisfy prescribed serviceability thresholds. These include:

• American Institute of Steel Construction Design Guide 11 2016 (AISC DG11) [3]
• Concrete Society Technical Report 43 Appendix G 2005 (CSTR43 App G) [4]
• Concrete Centre Industry Publication 016 2006 (CCIP-016) [5]
• European guideline, Human Induced Vibration of Steel Structures 2007 (HiVoSS) [6]
• Steel Construction Institute publication 354 2009 (SCI P354) [7]

These design codes have provided methodologies to predict the vibration responses of floor systems using multi-mode
SDOF approach under single person loading scenario. However, their reliabilities and limitations have not yet been fully
investigated, in particular where the floors are on the borderline of being acceptable or unacceptable in terms of vibration
response. Amongst the aforementioned guidelines there are different vibration design procedures which vary in both the
serviceability assessment and the tolerance limits.
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This paper examines the application of the above design guidelines for predicting the vibration response of a typical
office floor using the design procedures provided by each guideline and evaluates them against actual vibration responses
measured under a single person walking. The paper starts with a description of the case study floor, followed by a description
of the measurement campaign and FE analysis. Then, the design guidelines with their procedures are employed to predict
the vibration response and comparisons are made. The outcome of the analysis is discussed, both in terms of the reliability
of the methods to predict accurate response levels and also with respect to the appropriateness of the various tolerance limits.

42.2 Experimental and Analytical Investigation of Case Study Floor

42.2.1 Floor Configuration

The floor is a composite steel-concrete construction in a steel framed office building. This floor is irregular by design with
the primary beams varying from 7.193 to 10.013 m in length and spanning between column lines, as shown in Fig. 42.1.
The secondary beams also range from 9.53 to 13.0 m in length. The floor features composite steel beams supporting slabs
cast of light weight concrete poured over steel profiled decking. A total height of 130 mm of concrete slab is used acting
compositely with the secondary beams. The majority of the floor area is open plan office space furnished and there are few
partition walls. Columns are located along the two sides of the building as well as along the centrelines.

Fig. 42.1 Plan of floor configuration
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42.2.2 Data Acquisition

Experimental Modal Analysis (EMA) was performed to find modal properties (i.e natural frequencies, modal damping and
mode shapes) of the floor, which are shown in Fig. 42.2. Full details of the modal testing and vibration monitoring are
discussed elsewhere [8] and some key points are repeated here. Four electrodynamic shakers were used to excite the floor
and responses were measured using high quality accelerometers (Honeywell QA750). A test gird of 65 test points were
utilised for acquisition of frequency response functions (FRF). For walking responses, the accelerometers were located at
a point of high response and data were acquired at different pacing rates ranging from 104 steps per minute to 132 steps

Fig. 42.2 First four modes from FE analysis and experimental modal analysis. (a) FE analysis, f1 = 5.23 Hz, m = 36.02 tonnes. (b) EMA f1 =
5.24 Hz, � = 3.16%. (c) FE analysis, f2 = 6.52 Hz, m = 28.54 tonnes. (d) EMA f2 = 6.06 Hz, � = 2.24%. (e) FE analysis, f3 = 6.33 Hz, m = 35.95
tonnes. (f) EMA f3 = 6.58 Hz, � = 1.87%. (g) FE analysis, f4 = 6.87 Hz, m = 39.95 tonnes. (h) EMA f4 = 7.31 Hz, � = 2.60%
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per minute. The walking path was between grid line D-1 and E-6 (Fig. 42.1), since it was noticed that the lowest mode
shapes were concentrated in this region and it was within the reach of walking frequency ranges. The response data were
sampled at 204 Hz and subsequent to the measurements the following steps were performed to obtain the measured vibration
responses:

• BS6841 Wb frequency weighting was applied to the acceleration time history, which takes into account the variation of
human perception of vibration at different frequencies.

• Running root-mean-square (RMS) trends were calculated for the 1 s integration time for the weighted acceleration.
• The RMS values for all the weighted accelerations were found.
• The peak of running RMS trends was found, which is termed as maximum transient vibration value (MTVV).
• Response factor (R-factor) was calculated by dividing the MTVV value by the base curve value of 0.005 m/s2.

42.2.3 FE Analysis

A 3D FE model of the floor structure was developed in ANSYS from the structural drawings. SHELL63 elements were
utilised to model the orthotropic composite floor and BEAM188 was assumed to model all the beams and columns. Manual
model updating was performed to match the measured frequencies. A modal analysis was conducted to obtain natural
frequencies and mode shapes of the floor. There are a significant number of vibration modes less than 12 Hz and due to
space limits only the first four mode shapes are shown in Fig. 42.2.

42.3 Vibration Responses Using Current Guidelines

This section presents the design procedures available in the vibration guidelines, i.e [3–7] to estimate the vibration responses
to a single person walking. The design methodologies of each guideline are briefly discussed, then the results are presented
with the corresponding tolerance limits.

42.3.1 Source of Excitation: Walking Loads

The walking load model described by each guideline is different and takes various forms. It is widely accepted by the
available guidelines that vibration responses of floors are in two types: a resonance build-up for low-frequency floors and
a transient response for high-frequency floors. The threshold frequency between these two categories is around 10 Hz. For
the considered office floor, the fundamental frequency is less than 10 Hz; hence, the walking load model only relevant to the
low-frequency floors is discussed.

The walking load model used in AISC DG11, CSTR43 App G, CCIP-016, and SCI P354 is a Fourier series representation
considering only the first four harmonics [3–5, 7], the general from is shown in Eq. (42.1).

F.t/ D G

"
1C

NX
nD1

˛n sin.n2� fpt Cˆn/

#
(42.1)

where, F.t/ D walking load time history (N); G D static weight of a person ( (168 lb) 750 N in AISC DG11; 700 N in both
CSTR43 App G, CCIP-016 and 746 N in SCI P354); ˛ D Dynamic Load Factors (DLFs); n D order of harmonic of the
walking rate (n D 1, . . . ); fp D pacing frequency (Hz); t D time (sec); ˆ D harmonic phase angle; N D total number of
harmonics.

The values of DLFs provided by CSTR43 App G and CCIP-016 are statistically defined to have 25% chance of being
exceeded, while in AISC DG11 deterministic values are used and in SCI P354 the values depend on pacing frequencies.
Also, the pacing frequency ranges between 1.0–2.8 Hz in CSTR43 App G and CCIP-016, whereas the design range covered
by SCI P354 and AISC DG 11 is narrowed down to 1.8–2.2 Hz and 1.6–2.2 Hz, respectively.
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HiVoSS [6, 9], however, assumes a completely different approach by modelling walking as a step-by-step polynomial
function with eight terms. The pacing frequency and pedestrian weight is defined probabilistically and it is a cumulative
distribution for each combination of the pacing frequency and pedestrian weight.

42.3.2 Dynamic Properties of the Floor by the Guidelines

The current guidelines characterise the dynamic properties of the floors by modal parameters, such as natural frequency
of the floor, modal mass and damping ratio. Among the design guidelines, CSTR43 App G allows to use the measured
modal parameters and it is applicable to all materials of construction. HiVoSS presents slightly a different approach to
include transfer function procedure to estimate the modal properties; however, graphs are provided by HiVoSS as a result
of beforehand calculation of the transfer function to find the vibration responses. Hence, the graphs can be used directly by
reading off the vibration responses. This guideline is only applicable to steel structures, which implies a significant limitation
of the use of this guideline.

CCIP-016 [5], similar to CSTR43 App G, is applicable to any construction materials, with the extension of being
applicable to floors as well as footbridges. Both AISC DG11 and SCI P354 are only applicable to steel structures.

42.3.3 Vibration Response Estimation and Evaluation

For low-frequency floors, the resonant response occurs when one of the harmonics of walking matches a frequency of the
floor. Mode superposition is an effective tool in all the guidelines to obtain the final response. The guidelines calculate
acceleration responses of each mode, then by using the mode superposition the final outcome is obtained. AISC DG11 [3],
in particular, suggests using analytical FRFs to determine which mode provides the highest response and thus the peak
magnitude of the FRF will be used to estimate the acceleration response. For the considered floor, the peak FRF value
obtained from harmonic (steady state) analysis (see Fig. 42.3) is 0.80 � 10�3 m/s2/N, which occurred between grid line B-1
and C-2 (Fig. 42.1).

Fig. 42.3 Peak FRF magnitude from FE harmonic analysis between grid line B-1 & C-2
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Different vibration criteria are provided to evaluate the vibration responses predicted by each guideline. CSTR43 App G
and CCIP-016 calculate the response factor (R factor), which is then compared to recommended tolerance limits based on
the floor usage. For office floors, similar to the case study floor, the recommend vibration limit is an R factor of 4. However,
SCI P354 only provides a higher recommended limit, which is R factor of 8.

On the other hand, AISC DG 11 only sets the peak acceleration as the vibration limit, which is 0.5%g for office floors,
this value corresponds to an equivalent R factor of 7. HiVoSS considers a different criterion, which is one step root-mean-
square (OS-RMS). This value has a dimension of mm/s. It is based on the peak root mean square velocity calculated from
the inverse of Fourier transformation of the weighted velocity response [10]. This value provides different “recommended
class” as acceptable criteria, which ranges from class A (highly recommend) to class F (not recommended). The OS-RMS
for each class is calculated from a combination of walking frequency and pedestrian weights, the 90% percentile of those
values are considered to be the highest response under the walking load. In calculating the OS-RMS90 value, the walking
path is not taken into account, this implies that the excitation point is kept fixed. Hence, this method is believed to be “semi-
probabilistic” [11]. The OS-RMS90 multiplied by a value of 10 gives the equivalent R factor [10]. The recommended values
for office floors according to HiVoSS is between a lower limit (5% probability of complaints) of OS-RMS90 D 0.8 mm/s and
upper limit (95% probability of complaints) of OS-RMS90 D 3.2 mm/s, which corresponds to an R factor of 32.

42.4 Results and Discussion

The vibration serviceability assessment is performed based on the tuned FE model for all the modes less than 12 Hz for
CSTR 43 App G, and SCI P354, while 15 Hz for the CCIP-016. The FRF for AISC DG 11 was performed up to frequency
of 10 Hz under a unit amplitude load at location of the highest mode amplitude and the response was measured at the same
point (Fig. 42.3). The modal damping ratio of 3% was assumed for all modes of vibration. The response was calculated for
a range of the floor frequencies to obtain the peak vibration response (i.e R factor).

The results of the maximum predicted R factor are shown in Fig. 42.4. It can be seen that all the guidelines predict different
values of R factor. CSTR43 App G and CCIP-016 predict an R factor of greater than 4, which results in an unsatisfactory
floor evaluation. SCI P354 gives an R factor of 7.86 from the calculations, which results in a positive assessment of the floor.
Both AISC DG 11 and HiVoSS predict the equivalent R factor of 4.19 (0.30%g) and 12.75 (OS-RMS90 D 1.275 mm/s),
respectively. Hence, the floor is acceptable by AISC and it is within the recommended region by HiVoSS. Also, the
distribution of R factor under various pacing frequencies is presented in Fig. 42.5. It is clear that there are R factor values
predicted by a wide range of pacing frequencies from CSTR43 App G and CCIP-016, whereas SCI P354 range of pacing
frequencies seems to be inadequate.

Fig. 42.4 Predicted R factor by different guidelines with recommended tolerance limits
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Fig. 42.5 Distribution of different pacing frequency against R-factor in guidelines. (a) Distribution of pacing frequency against R-factor in
CSTR43 App G. (b) Distribution of pacing frequency against R-factor in CCIP-016. (c) Distribution of pacing frequency against R-factor in
SCI P354
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From the actual response standpoint, the measured R factor is 5.3 (MTVV D 0.026 m/s2). This value corresponds
“subjectively” to a perceptible level of the vibration by floor occupants, but it resulted in no adverse comments. It is worth
noting that the peak values predicted by the guidelines are scattered in comparison to the actual response. The predicted
values provide only a single value for prediction with different descriptors (peak acceleration, peak R factor and OS-RMS90),
which do not give reliable information on the event occurrence. These peak values may not occur as frequently as predicted
(i.e the probability of occurrence and exceedance is not known), despite being assessed as unacceptable/acceptable according
to the provided recommended limits.

These discrepancies highlight that the current design guidelines can potentially result in unreliable assessment of floor
vibrations, which may lead to imprecise assessment as satisfactory/unsatisfactory. Therefore, better calculation techniques
and more reliable criteria are required to predict more reliably the vibration responses of floors [12].

42.5 Conclusion

This paper has highlighted vibration response prediction by contemporary guidelines relative to the measured response
obtained from experimental walking measurements. The response prediction is based on a single peak value of acceleration
or R factor, which is not a representative value and may not occur as often as expected by the guidances. Also, the response
criteria provided by HiVoSS is obviously much higher than its counterparts, despite being on the basis of a probabilistic
approach. Whilst different guidelines provide various assessment criteria, the satisfactory and unsatisfactory decision seem
to be imprecise. As a result, the serviceability assessment procedure and recommended vibration tolerance limits of different
guidelines seem to be unreliable and misleading, since the prediction is based on a single person loading and the single peak
value. Hence, various probability of exceedance needs to be defined in order to reflect the actual behaviour of the floor at
different excitations. It is clear that there is a need for further research and investigations to carry out extensive work in
in-servicing office environments and develop or improve a more reliable assessment tools.
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Chapter 43
Excitation Energy Distribution of Measured Walking Forces

Atheer F. Hameed and Aleksandar Pavic

Abstract For vibration serviceability of floors, current design guidelines propose different force models to represent human
walking on structures. Those models have been derived based on many assumptions to simplify the real force induced by
human walking. One of those assumptions states that the force is assumed periodic. Other simplification is that the spectrum
of the force is assumed to have very low energy beyond a certain frequency limit, hence it can be neglected in that higher
frequency region. Those assumptions have been verified and validated over time for conventional floor structures. However,
modern floors are slender, made of lightweight materials, and have strong orthotropic properties and low point stiffness.
Hence they feature localized higher modes that could be excited even with small amount of energy. In this paper, real walking
forces are used to demonstrate the excitation energy distribution over frequency range of 0–60 Hz. A unique database of 852
vertical continuous ground reaction forces (GRF) measured on an instrumented treadmill due to walking is used for that
purpose. Excitation energy is calculated by summing the power of the measured force in the frequency domain. It is found
that there are considerable amounts of excitation energy well beyond the frequency limits proposed by the current floor
design procedures. Boxplots are presented showing the realistic energy distribution which could excite the higher modes of
lightweight and slender floors.

Keywords Vibration serviceability • Human walking • Signal energy • Parseval’s theorem • Fourier spectrum

43.1 Introduction

While the ultimate limit states used to govern the design of conventional floor structures in the past, serviceability limit
states, specifically vibration serviceability, has become the governing design criterion for modern lightweight and slender
floor structures. This is because modern floors feature lightweight materials that are strong enough but not stiff enough.
Although these floors are designed in accordance with the procedures proposed by the state-of-the-art design guidelines,
floors designed “to code” are increasingly failing to meet the required occupants comfort level. This is considered as a
serious issue, and suggests that the current design procedure might not be suitable anymore for the design of modern floor
structures. To rationalize this problem, it is crucial to identify the following, as proposed by ISO 10137:2007 [1]:

1. Vibration source,
2. Transmission path, and
3. Vibration receiver.

This paper investigates the vibration source, which could be any human activity that can excite a structure such as walking,
jogging, or running. For floor structures, walking is the most common human activity that could excite the structure. Current
design guidelines propose different forcing models that can be used to represent excitation due to human walking on a
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structure. Although those forcing models are easy to implement, they are based on many assumptions, hence are not able
to reflect real walking scenarios. All these models are assuming periodicity of human walking as opposed to real walking
which are considered narrow-band random forces. Moreover, it is assumed that human walking forces have negligible ability
to excite higher modes of vibration with natural frequencies above certain value. For example, when considering resonant
vibration analysis, the proposed forcing model has only four harmonics, which extend up to 11.2 Hz [2, 3]. In this paper,
measured walking forces are used to demonstrate how the walking excitation energy is actually spread over a much wider
range of frequencies that goes well beyond the suggested level by the current design guidelines.

43.2 Methodology

The measured walking forces were collected from 85 participants using an instrumented treadmill where 852 continuous
vertical walking force time histories were recorded [4]. The walking forces were recorded with a sampling frequency of
200 Hz and the speed of each test subject was controlled, hence each measured force has a unique pacing frequency. The
test sequence can be cited in details by Brownjohn et al. [4]. A typical normalized (by the weight of the test subject) walking
force time history is shown in Fig. 43.1 along with its discrete Fourier amplitudes for a data block of 20.48 s.

To determine the pacing frequency of each measured walking force, the Fourier spectrum was analyzed and all forces
were categorized into groups according to their pacing frequencies. The distribution of all measured forces according to their
pacing frequency is shown in the histogram in Fig. 43.2.

The total energy, E, of a continuous signal x(t) is defined as [5]:

E D
1Z

�1
x2.t/dt (43.1)

In the case of a discrete-time signal, the total energy is defined by [5]:

E D
1X

nD�1
x2 Œn� (43.2)

Fig. 43.1 Typical walking force time history and Fourier amplitudes (Pacing frequency is 2 Hz)
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Fig. 43.2 Histogram of pacing frequencies

Where x[n] is the discrete-time signal, and n is the sample number. The result of Eq. (43.2) is the energy of the whole signal.
However, when the energy of a desired frequency band is required then the calculation is best performed in the frequency
domain using Parseval’s theorem. Parseval’s theorem is given as [6]:

E D
1X

nD�1
x2 Œn� D 1

N

1X
kD�1

jX.k/j2 (43.3)

Where X(k) is the Discrete Fourier Transform of the discrete-time signal x[n] and k is the sample number in the frequency
domain. Parseval’s theorem could be interpreted as follows: while the energy of the total signal could be calculated by
summing the squared value of each sample in the time domain, it is also possible to get the same results by summing the
squared spectral lines in the frequency domain. In this paper, Eq. (43.3) is used to evaluate the energy of each walking force
time history over predefined frequency range. It is important to emphasize that the energy calculated using any of the Eqs.
(43.1)–(43.3) is a signal metric and not the energy defined in physics as “the ability to do work”. The physical energy has
units of Joules, while the ‘signal energy’ has units that depend on the units of the signal itself: (unit2/s) or (unit2/Hz).

43.3 Results

As explained in Sect. 43.2 Methodology, the forces were divided into groups according to their corresponding pacing
frequencies. This allowed forces of similar frequency characteristics to be processed independently. The process was based
on the analysis of the Fourier amplitudes of each force. The Fourier amplitudes of all forces with pacing frequency of 2 Hz,
for example, is shown in Fig. 43.3.

Using Eq. (43.3), the signal energy of each force was calculated in frequency bands of 1 Hz for frequency range between
0 and 60 Hz. The 1 Hz frequency band is centered around an integer frequency. For instance, the signal energy at 2 Hz is
calculated for a frequency band between 1.5 and 2.5 Hz. The excitation energy is presented statistically by means of box
plots. Figure 43.4 shows the calculated energies for the group with pacing frequency of 2 Hz shown previously in Fig. 43.3.
It can be seen that the excitation energy is noticeable beyond the limit of 11.2 Hz. The red crosses of the box plot shown in
Fig. 43.4 are the outliers [7].

For better representation, Fig. 43.5 shows the total of signal energy over specified frequency bands defined as:

1. 0.5–2.8 Hz: this is where the first harmonic of walking occurs.
2. 2.9–11.8 Hz: this is where the second, third, and fourth harmonics appear.
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Fig. 43.3 Fourier amplitudes of 48 walking forces with pacing frequency of 2.00 Hz

Fig. 43.4 Energy distribution of 48 walking forces with pacing frequency of 2.00 Hz

3. 11.9–30 Hz: this is where other harmonics are visually recognized (from Fig. 43.4).
4. 30.1–60 Hz: this is the rest of the frequency range of interest.

The first two bands, i.e. up to 11.2 Hz, are the only part of the walking force that is been considered by the current design
procedures. It can be noticed from Fig. 43.5 that the other parts of walking forces, i.e. beyond 11.2 Hz, cannot be neglected
if the excited structure has modes of vibration in that range of frequencies. Especially when those modes are localized and
generate frequency response function (FRF) amplitudes higher an order of magnitude than the FRFs corresponding to the
lower modes of vibration.
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Fig. 43.5 Accumulative energy over certain frequency bands of 48 walking forces with pacing frequency of 2.00 Hz

43.4 Conclusions

Analysis of the excitation energy was conducted using 850 measured walking forces from 85 participants. The analysis
showed that the energy is distributed well beyond the limits of the proposed walking models of the current design guidelines.
Boxplots were used to statistically represent the results where a pacing frequency of 2 Hz was considered. It is suggested
that these higher frequency ranges should not be neglected especially when calculating the vibration response of structures
with significant contribution from higher modes of vibration.
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Chapter 44
Identification of Human-Induced Loading Using a Joint Input-State
Estimation Algorithm

Katrien Van Nimmen, Kristof Maes, Peter Van den Broeck, and Geert Lombaert

Abstract This paper uses a state-of-the-art joint input-state estimation algorithm to identify the modal load induced by a
single pedestrian on a laboratory structure. The experimental setup involves a simply-supported concrete slab with a length
of 7 m. A dynamic model of the lab structure is constructed from a finite element model that is calibrated using a set of
experimentally identified modal characteristics. The estimated modal load as is compared with the numerically predicted
modal load which uses the average single-step walking load as determined from direct force measurements, the location of
the individual steps as identified from video processing and a numerical model of the structure. For the time interval where
the pedestrian is crossing the slab, the estimated modal load is found to be in good agreement with the numerically predicted
values. Following the last footstep of the pedestrian, the slab passes into a decaying free vibration whereby an exponentially
decaying estimated input compensates for small errors in the modal properties.

Keywords Human-induced vibrations • Force identification • Footbridge • Human-structure interaction • Vibration
serviceability

44.1 Introduction

Although the dynamic performance of footbridges under high crowd densities is often imperative for design, the available
load models are rudimentary and have virtually never been verified [1]. Concerns about these load models are further
strengthened by the fact that human-structure interaction (HSI) phenomena are not well-understood [2]. In-field observations
are the only way to obtain detailed and accurate information on representative operational loading data [1, 3]. As direct force
measurements are in this case practically infeasible, inverse force identification where the input forces are reconstructed from
the resulting vibrational response and a dynamic model of the structure, constitutes a promising alternative.

This contribution uses a joint input-state estimation technique as described in Maes et al. [4] to identify the modal load
induced by a single pedestrian on a laboratory structure. The results are compared to the numerically predicted modal load
which is based on the average single-step walking load as determined from direct force measurements, the location of the
individual steps as identified from video processing and a numerical model of the structure.

44.2 Experimental Setup

The laboratory structure consists of a simply-supported hollow-core pre-stressed concrete slab with a span of 7 m (Fig. 44.1).
The structure only has a single mode, the vertical bending mode, with a natural frequency within the dominant spectrum
of pedestrian excitation (< 10Hz). The corresponding modal parameters (Qfj D 6:05Hz, Q�j D 0:39Hz) are experimentally
identified [5].
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Fig. 44.1 The hollow-core pre-stressed concrete slab excited by a single pedestrian

The experimental study considered a single pedestrian walking along the slab (see Fig. 44.1). The vertical acceleration
response of the slab was recorded at 13 locations, uniformly distributed along its length. The pedestrian is instrumented with
sensors allowing a 3D tracking of the motion. The registered pedestrian motion allows to identify the average step frequency
and the onset of each step [6]. The location of the individual footsteps are identified from video processing (Fig. 44.1). The
results show that the average step frequency of the pedestrian equals Qfs D 1:98Hz.

44.3 Results

The forces are estimated using a data set consisting of one displacement (nd;d D 1) and 13 acceleration measurements
(nd;a D 13. The noise covariance matrices Q and S used in the force identification are assumed to be zero as the force pŒk�
accounts for all excitation present. The matrix R in this case accounts for sensor noise and is constructed from the (known)
standard deviation of the measurement noise [4]. The initial state estimate vector xŒ0j�1� and its error covariance matrix PŒ0j�1�
are both assumed zero.

To verify the results of the joint input-state estimation algorithm, the estimated forces are ideally compared to the directly
measured input force. Although direct measurements of the pedestrian load are not available in this case, a reasonable
approximation of the real walking load is obtained using a generalized single-step load model characterized by the weight
of the person and the identified pacing rate [6]. The average step frequency (Qfs D 1:98Hz) and the onset of each step are
identified from the tracked pedestrian motion [6]. The single-step walking load follows from previous research involving
the same participant, whereby the ground reaction forces (GRFs) were measured directly by an instrumented split-belt
treadmill [6]. The averaged vertical single-step walking load for a step frequency of 2.00 Hz was determined from more than
200 consecutive steps. The variations in amplitude of the single-step walking load resulting from small variations of the
pacing rate (e.g. 1:98 < fs < 2:00Hz) are found to be negligible [7]. Moreover, the resulting forces and structural response
are found to be much more sensitive to the timing of successive footfalls than to small variations in force amplitude or contact
time of the single-step walking load [8]. Together, the averaged vertical single-step walking load (ps) and the identified onset
of each step in time (tq), allow to reconstruct the force pq due to step q in time:

pq.t/ D �
�
t � tq

�
ps
�
t � tq

�
; with � .t/ D

(
1 0 � t � tc

0 otherwise
(44.1)

with t [s] the general time of the experiment and tc the duration of contact between the foot and the supporting structure.
Taking into account the identified location of each step and the mass-normalized mode shape, the modal load induced by the
pedestrian is calculated.

Figure 44.2 compares the numerically predicted modal load and individual foot traces with the results of the joint input-
state estimation algorithm. Both the comparison in time (Fig. 44.2a) and frequency domain (Fig. 44.2b) show a fairly good
agreement between the numerical predictions and the vibration-based estimated input. The harmonics of the walking load
can be clearly observed in the corresponding amplitude spectrum (see Fig. 44.2b).
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Fig. 44.2 Comparison between the identified (green) and simulated (blue) modal load corresponding to fundamental bending mode of the slab:
(a) time series and (b) amplitude spectrum of the peri phase (when the pedestrian is on the slab) and (c) the reconstructed foot traces

44.4 Conclusions

This contribution uses a state-of-the-art inverse force identification technique to reconstruct the pedestrian-induced load from
the resulting vibrational response and a dynamic model of the structure. The experimental study involves a simply-supported
concrete slab with a length of 7 m excited by a single pedestrian. The results of the joint input-state estimation algorithm are
verified by comparison with the numerically predicted modal load. A good agreement is found between the estimated modal
load and the corresponding numerical predictions.
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