
Chapter 6
Modeling Hypoxia and Its Ecological
Consequences in Chesapeake Bay

Jerry D. Wiggert, Raleigh R. Hood and Christopher W. Brown

Abstract The Chesapeake Bay is a valuable recreational, ecological and economic
resource that is subject to environmental hazards, such as harmful algal bloom
(HAB) and hypoxia, which can degrade the Bay’s health and jeopardize the viability
of this important natural resource. As a step toward developing the capability to
forecast such hazards, a biogeochemical version of the Chesapeake Bay Regional
Ocean Modeling System (ChesROMS) has been developed. The model framework
encompasses the physical, biogeochemical and bio-optical effects of river borne
sediments, atmospheric deposition, nutrient and dissolved organic matter inputs, and
benthic interactions throughout the Bay. These influences all contribute to the
evolution of dissolved oxygen in the Bay’s waters, in particular the consistent annual
development of anoxia in the bottom waters of the mid-Bay region. Here, we
report on the performance of a newly developed, mechanistic dissolved oxygen
formulation that has been incorporated into the ChesROMS model with the
motivation to realistically resolve seasonally developing hypoxia/anoxia in the Bay.
Insights into various biophysical interactions and biogeochemical processes of the
Bay gained from these numerical experiments are considered, and the application of
the ChesROMS model fields in short-term ecological forecast applications is
discussed.
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6.1 Introduction

Chesapeake Bay is the largest estuary in North America and has the highest
land-to-water ratio (14:1) of any coastal water body in the world. The Chesapeake
Bay watershed spans more than 64,000 square miles, encompasses the District of
Columbia and parts of six states, extends northward to Otsego Lake near Coop-
erstown, NY and westward to the foothills of the Blue Ridge Mountains, and is
home to more than 17 million people. Recreationally, the Bay’s sport salt-water
fishing industry annually yields $1.34 billion in sales (National_Marine_Fish-
eries_Service 2011), and swimming and boating are supported by numerous bea-
ches and safe harbors. Ecologically, vast wetlands surround the Bay and its
tributaries and offer a haven for a rich diversity of wildlife. Economically, the Bay
supports the livelihoods of many commercial fishermen. The commercial seafood
industry contributed $3.39 billion in sales, $890 million in income, and nearly
34,000 jobs to the local economy in 2009; furthermore, the Bay is the largest
producer of blue crabs in the world, with yearly harvests of approximately 24.9
million kilograms (National_Marine_Fisheries_Service 2011). Clearly, maintaining
the ecological health of the Bay is a priority for the quality of life and economic
vitality of the mid-Atlantic region.

The seasonal variability of the physical environment within the Bay regulates the
biogeochemical processes that in turn provide the framework for supporting these
substantial fisheries harvests. The magnitude of the Bay’s estuarine circulation is
primarily set by the seasonality of the Susquehanna outflow, which typically peaks
in the spring and tapers off to a late summer minimum. Seasonally varying wind
forcing has also been established as an important contributor to the longitudinal
circulation, with wintertime northerly winds acting to reinforce the principal estu-
arine circulation and southerly winds associated with the summertime Bermuda
High acting in opposition to this circulation (Goodrich and Blumberg 1991). Along
with its influence on the estuarine circulation, the annual cycle of freshwater inflow
is a primary control on the seasonal variation in water column stratification, which
is of particular biogeochemical relevance due to how this affects air-sea exchange
and therefore in water dissolved oxygen concentration. The annually recurring
development of severe hypoxia in the bottom waters of the main stem of the Bay is
clearly linked to water column stratification that develops in late spring/early
summer (Murphy et al. 2011).

Human activities over the last several decades have led to significant degradation
of water quality and ecosystem health in the Bay (Kemp et al. 2005). Associated
detrimental impacts include nutrient pollution and the negative consequences of
eutrophication such as increased turbidity of Bay waters, which inhibits the growth
of submerged aquatic vegetation (SAV) (Moore and Wetzel 2000; Moore and Jarvis
2008). Eutrophication has also amplified the annually recurring manifestation of
hypoxia in bottom waters of the Bay, an environmental condition that is harmful to
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both invertebrates and fish. All of these negative effects are subject to substantial
intra-seasonal and interannual variability that arises due to variations in
freshwater/nutrient loading and the above-noted physical drivers (Murphy et al.
2011; Hagy et al. 2005). This variability is so large that it has made it difficult to
assess whether efforts to restore the Bay are working; that is, detecting a clear trend
is problematic given the system’s inherent variability. This variability also makes it
difficult to predict what the ecological health of the Bay will be in the future on
timescales ranging from days to months to years and under the emerging impacts of
global climate change (Najjar et al. 2010).

Developing the ability to predict the timing, location, and intensity of low
oxygen events will help mitigate their impacts on human and ecosystem health by
providing local, state, and federal agencies with early warnings of their arrival.
Furthermore, this capability can be used by managers to evaluate the outcome of
different scenarios and select the best alternative in order to better preserve the
coastal resources and protect human health.

As part of an effort to predict water quality and ecosystem health in Chesapeake
Bay, we have developed the Chesapeake Bay Ecological Prediction System
(CBEPS), a three-dimensional, coupled estuarine physical–biogeochemical–eco-
logical modeling system that routinely generates and provides nowcasts and
short-term (3-day) forecasts of a broad suite of physical, biogeochemical and
ecological properties in the Bay (Brown et al. 2013). This modeling system is built
upon the Chesapeake Bay Regional Ocean Modeling System (ChesROMS) (Xu
et al. 2011), an implementation of the open source Regional Ocean Modeling
System (ROMS) (Shchepetkin and McWilliams 2005) for Chesapeake Bay.

The ChesROMS’s biogeochemical model was developed to capture the
spatio-temporal variability of the Bay’s phytoplankton and nutrient distributions.
Capturing the annually recurring seasonal onset of hypoxia at depth in the mid-Bay
region (Hagy et al. 2004) was another specific objective of the model’s develop-
ment. The focus on hypoxia necessitates the inclusion of an active dissolved oxygen
(DO) component in the biogeochemistry. Fulfilling this need represents a challenge
in terms of maintaining sufficient complexity to capture the seasonally recurring
transition to hypoxic/anoxic waters in a setting where the influence of benthic–
pelagic coupling (i.e., exchange of dissolved nutrients and DO) plays a critical role
in the overall elemental cycling of the Chesapeake Bay system. In addition, this
model must be capable of capturing interannual variability in the Bay’s biogeo-
chemical properties and DO. Finally, a streamlined approach is needed for routine
application of the ChesROMS biogeochemical model to obtain the nowcasts and
short-term forecasts of ecosystem function that inform CBEPS (cf., Brown et al.
2013), and to expeditiously perform longer-term runs (e.g., annual and interannual
hindcasts) used for synthesis studies of the Chesapeake Bay system.

In this paper, we describe the ChesROMS biogeochemical model, focusing on
the model components that have been developed and implemented to simulate
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nutrient cycling under seasonally developing hypoxic and anoxic conditions in both
the water column and sediments of Chesapeake Bay. The solutions presented here
were all obtained through application of forcing fields from 1999, which was
chosen as a focus for the biogeochemical model’s development since it represents a
typical hydrologic flow regime. The three primary aspects of the Bay’s biogeo-
chemical variability we targeted as key features to capture in the model simulations
were the phytoplankton bloom dynamics, the spatio-temporal variation of nutrient
distributions, and the onset and persistence of severe hypoxia along the main stem.
We found that there are inherent tradeoffs to these three modeling objectives,
whereby increased skill in one aspect can be countered by a significant degradation
of one or both of the other objectives. Here, we report on our success in simulta-
neously attaining these three objectives, review the new insights into the workings
of the Chesapeake Bay system that were gained, and outline future steps for
incorporating these insights into ongoing research activities and operational model
development efforts.

6.2 Methods

6.2.1 ChesROMS: Physical Model and Forcing Fields

ChesROMS is set up as a three-dimensional, sigma-coordinate model, with a
horizontal resolution of 1 to 5 km and 20 vertical levels; this configuration is used
to simulate the circulation and physical properties (temperature, salinity, density,
velocity and mixing) of the estuary (Fig. 6.1). The physical implementation of the
ChesROMS model employed for the results presented here is identical to that
reported by Xu et al. (2011). A synopsis of the model setup is presented here; for
full details of the implementation, validation and assessment of model skill, the
reader is invited to consult the Xu et al. foundational effort.

The ChesROMS physical model provided the capacity to simulate the estuarine
circulation in Chesapeake Bay that is principally controlled by hydrologic inputs
from nine freshwater sources distributed around the Bay (Xu et al. 2011). The
principal sources into the Bay are the Susquehanna (51%), Potomac (18%) and
James (14%) Rivers, with further contributions from the Patuxent, Rappahannock
and York Rivers and sources on the Eastern Shore (Guo and Valle-Levinson 2007).
Forcing of the ChesROMS model consists of lateral boundary conditions associated
with the noted river inflows, atmospheric boundary conditions (heat and momentum
fluxes) obtained from the NARR reanalysis produced by NCAR, tidal forcing at the
Bay’s mouth from the ADCIRC EC2001 tidal database along with tide station data
from Wachapreague, Virginia and Duck, North Carolina. At the model’s open
boundary with the North Atlantic, salinity and temperature were nudged to cli-
matological values in the 2001 World Ocean Atlas.
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6.2.2 ChesROMS: Biogeochemical Model Configuration

A relatively simple NPZD-type ecosystem model has been implemented as a fully
coupled component of ChesROMS. The Fennel et al. model (2006) that is provided
as a standard component of the ROMS source (http://www.myroms.org) forms the
basis for the ChesROMS ecosystem model (Fig. 6.2). Here, we describe how the
model has been constructed and the capabilities that we have introduced in order to
capture the elements of the Bay’s biogeochemistry that were not accounted for in the
standard ROMS release. Due to space considerations, the detail of the
biogeochemical equations that we developed is not included herein. For the reader
with interest to pursue these modifications in more depth, a slightly modified version
of our biogeochemical formulations has been documented in Feng et al. (2015).

The ChesROMS ecosystem uses nitrogen as its fundamental currency but also
includes a simple parameterization of phosphorus limitation. The formulation of an
water light model specifically developed for the Bay by Xu et al. (2005) has been
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Fig. 6.1 Bathymetry for the ChesROMS model. The white line shows the track of data pulled in
making along-bay section plots. The black diamonds show the CBP sites that are used in
model-data comparisons of upper, mid-, and lower Bay physical and biogeochemical fields. From
north to south, the four CBP sites are CB3.3C, CB4.3C, CB5.3 and CB6.3. The principal rivers
flowing into Chesapeake Bay are noted
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adopted, with model salinity (as a proxy for CDOM (colored dissolved organic
matter)) contributing to attenuation of downwelling irradiance, along with chloro-
phyll and inorganic suspended solids (ISS). The ecosystem tracks phytoplankton

DONNH4
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Diffuse Sources
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P
Chl
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Fig. 6.2 Diagram for the ChesROMS biogeochemical model, illustrating the flows of nitrogen
through the model’s state variables. Benthic, terrestrial and atmospheric sources and sinks
accounted for by the model are shown. The gray backgrounds of Z, DS, DL and ISS represent these
constituents’ role in attenuating downwelling irradiance. Similarly, the green background of CHL
represents its role in attenuating downwelling irradiance, where CHL is a diagnostic variable of the
phytoplankton state variable for which Chl:N varies with environmental conditions (Geider et al.
1997). The black circle represents the formation of large detritus (DL) through the aggregation of
phytoplankton (P) and small detritus (DS). The light blue background of the upper box represents
the dissolved oxygen within the water column that is subject to atmospheric exchange, variability
in stratification and biotic generation and utilization. The cyan arrows represent production of
oxygen via photosynthesis while the magenta arrows in the flow chart represent respiratory
processes that take up oxygen. Drawdown of nitrate to fuel benthic denitrification and benthic
efflux of ammonium into the water column are indicated by the pathways of NO3 into and NH4 out
of the benthos
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biomass, and organic and inorganic components of nutrient and particulate con-
stituents (Fig. 6.2). The phytoplankton constituent in the model has an associated
chlorophyll representation that is based on a Chl:N ratio that is modulated by the
light field (Geider et al. 1997). As part of the particulate organic constituents, two
detritus size classes are included, where large detritus (DL) is generated through the
aggregation of small detritus (DS) and phytoplankton (P) (black circle, Fig. 6.2).
A single zooplankton size class with grazing rate modulated by temperature
(Huntley and Lopez 1992) contributes to the small detritus pool via sloppy feeding
and mortality. A dissolved organic nitrogen (DON) component has been added to
accommodate riverine-associated DON loadings that contribute significantly to the
Bay’s overall nitrogen budget, which exhibits increasing DON:DIN ratio toward the
Bay mouth (Bradley et al. 2010). In addition to the flows of nitrogen through the
ChesROMS ecosystem noted here, the benthic, terrestrial and atmospheric sources
and sinks incorporated in the ecosystem model are represented in the wire diagram
(Fig. 6.2).

Dissolved oxygen (DO) concentration is mechanistically determined, with sea-
sonal transitions toward anoxia accomplished by inclusion of explicit water column
denitrification based on Oguz (2002). Within the water column, DO-based transi-
tions between nitrifying (normoxic) and denitrifying (hypoxic) conditions are
applied that modulate the remineralization of detritus by aerobic and anaerobic
bacteria; zooplankton activity and metabolic losses are linked to the nitrification
formulation and are thus ramped down where hypoxia is established and as it
intensifies. The sources and sinks of DO associated with these biogeochemical
processes in the water column are indicated on the wire diagram by the cyan
(production) and magenta (uptake) arrows (Fig. 6.2). The benthic biogeochemical
model of Fennel et al. (2006) that was developed for normoxic water column
applications has been extended by linking benthic exchanges to the dissolved
oxygen concentration of overlying bottom waters using a Michaelis–Menten-based
formulation.

Through this benthic exchange linkage the model is set to: (1) mechanistically
modulate the drawdown of water column DO at depth to fuel benthic denitrification
and; (2) capture the observed amplification of ammonium efflux from the benthos
and onset of nitrate influx to the benthos as benthic denitrification intensifies (see
Fig. 6 in Middelburg et al. 1996). The Michaelis–Menten-style formulation applied
to control these benthic exchanges is based on published observations from the Bay
that relate ammonium efflux to bottom DO (Rysgaard et al. 1994; Cowan and
Boynton 1996). A second Michaelis–Menten style mechanistic link to nitrate
concentration in overlying bottom waters is implemented to prevent generation of
negative concentrations resulting from nitrate drawdown; this inhibition to nitrate
drawdown solely affects the benthic interaction with water column nitrate at depth
in the model. That is, anaerobic respiration in the benthos that fuels ammonium
efflux is assumed to shift to an alternative electron acceptor source (e.g., sulfate)
that is not explicitly modeled. Finally, the sinking velocity of the large detritus pool
was reduced by 40% in the bottom layer of the model to allow for advective
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redistribution of organic matter by the estuarine circulation and to promote oxygen
demand in the water column via resuspension.

Point and diffuse source loadings of NO3, and both organic and inorganic par-
ticulates, are based on the rates of river inflow and concentrations of NO3, total
organic nitrogen (TON) and total suspended solids (TSS) measured along the Bay’s
boundaries that were obtained from the Chesapeake Bay Program (CBP) data
repository (http://chesapeakebay.net/). Atmospheric deposition of NO3, NH4 and
DON over the Bay are determined from measured rates of wet atmospherically
deposited nitrogen from the NADP’s Wye Island Station (http://nadp.sws.uiuc.edu/)
and constant annual rates of dry deposition (Meyers et al. 2001).

6.2.3 Model Assessment and Validation

The CBP data holdings are an invaluable resource that have been used here both for
setting the initial state of the model and for constructing the biogeochemical
boundary conditions associated with point and diffuse sources around the Bay (as
noted above). These data were also critical for assessing how effective the bio-
geochemical model is at capturing the seasonal variability, including vertical
structure, over the entire estuary. Measurements of chlorophyll, NO3, NH4, DO and
DON were all routinely extracted and used to directly compare the seasonal vari-
ability of profiles at a targeted group of CBP stations (3.3C, 4.3C, 5.3 and 6.3) that
are representative of the upper, mid- and lower Bay (Fig. 6.1). The three upper
stations are also aligned with the outflows (north to south) of the Patapsco,
Choptank and Potomac Rivers, while the Lower Bay site is located south of the
Rappahannock River outflow.

The CBP measurements were also used to determine an along-Bay quantification
of model skill (Willmott 1981) that provided a temporally integrated view of per-
formance over 27 CBP sites along the Bay’s main stem. For the results presented
herein, skill values for chlorophyll, NO3 and NH4 are based on the full annual
period while the skill values for DO are based on the summer period (May–
August). The temporal and spatial alignment of the model output to the CBP profile
data are as follows. The time of the data profiles is aligned to the middle of the UTC
hour to associate it with the model time step. Spatially, the model values (20 layers)
are interpolated to align with the vertical location of the data. In cases for which the
measurement location extends beyond the model profile, the bottommost point in
the model profile is used.

As a typical hydrological forcing condition, 1999 was deemed an attractive time
frame for conducting the development and testing needed for establishing the
biogeochemical model and gaining critical insight into its sensitivities. The results
presented here will focus on the baseline model implementation and the insights it
reveals regarding seasonal variation of bloom dynamics, nutrient availability and
dissolved oxygen in the Bay.
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6.3 Results

6.3.1 Seasonal Variability in the Physical Environment

Examining the seasonal and spatial variability in the Bay’s salinity field reveals the
physical setting that controls its biogeochemical processes. The comparison of
modeled salinity with co-located measurements drawn from the CBP observations
database at the four target stations (3.3C, 4.3C, 5.3 and 6.3) is shown in Fig. 6.3.
These point-to-point model-data plots provide a direct comparison of the 15 CBP
salinity profiles obtained during 1999 at the four stations highlighted. For this
comparison, the smaller symbols at each profile location represent shallower sample
depth.

Some generalities that can be drawn from this comparison are that at the two
northern sites (3.3c and 4.3c, Fig. 6.3), bottom waters in the model are fresher than
the observed condition until the fall when the model is consistent with the data.
Surface waters in the model are also consistently fresher at the northernmost station
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Fig. 6.3 Observed (+) and modeled (O) salinity in 1999 at four CBP stations: a CB3.3C;
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(3.3c), except during the spring freshet and in November (Fig. 6.3a). At station 4.3c
(Fig. 6.3b), the surface waters are slightly fresher than observed through May; over
the rest of the year, the model accurately represents surface salinity. Overall at
station 5.3 (Fig. 6.3c), the salinity range for each profile over the course of 1999 is
well represented by the model. The model does exhibit a tendency toward too salty
conditions at depth after July. This tendency (model salinity greater than observed
at depth) is more pronounced at station 6.3 (Fig. 6.3d).

Vertical sections of salinity along the Bay’s main stem, for April, May, August
and October, are shown in Fig. 6.4. The magenta diamonds along the distance axis
represent the location of the four CBP stations featured in Fig. 6.3, while the
along-Bay distance is in reference to the mouth of the Susquehanna River in Harve
de Grace, MD. The extraction path of the along-Bay section from the model results
follows the Bay’s main stem (Fig. 6.1, white line).
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The mid-April time frame of the first salinity section is chosen to align with the
seasonal peak in freshwater discharge, which typically occurs late March to early
April (Sanford et al. 2001; Schubel and Pritchard 1986). Over the course of the 6
months shown in Fig. 6.4, the freshwater plume associated with the inflow of
Susquehanna River water exhibits a clear peak in its extent in the mid-April panel
(Fig. 6.4a) with salinities of 12 or less extending ∼110 km downstream of the river
mouth. The profile from the end of April at station 3.3c (Fig. 6.3a) indicates that
surface salinity is accurately captured in the model, whereas the deep values are
fresher by ∼20%. An interesting feature of the mid-April salinity section is the
shoaling of the S = 16 isohaline at 155–165 km and the freshening of surface
waters farther downstream, where the S = 16 isohaline again outcrops oceanward
of 220 km (Fig. 6.4a). Examining an animation of model salinity sections reveals
that this mid-Bay outcropping of the S = 16 isohaline occurs intermittently, and
exhibits pronounced variability, from mid-February through mid-June. The fresher
waters downstream of this outcrop location, which are bounded by the S = 16
isohaline when the outcrop events occur (Fig. 6.4a), are aligned with the Potomac
River inflow. The magenta diamond at ∼180 km downstream distance, which
demarks CBP station 5.3, is adjacent to the mouth of the Potomac (Fig. 6.1).

The 6-month sequence of salinity sections provides a useful illustration of the
evolution of surface salinity in the Bay (Fig. 6.4). The freshwater discharge from
the Susquehanna River in May is typically 40–50% lower than the peak discharge
of the late March/early April time frame. The retreat of the low salinity feature at
the head of the Bay in May (note the S = 8 and S = 12 isohalines) clearly reflects
this discharge reduction (Fig. 6.4a, b). The freshening of the mid-Bay region is also
apparent, with the S = 16 outcrop no longer present in the mid-Bay (Fig. 6.4b).
This results from the progression of the spring freshet down the Bay and the various
lateral inputs (e.g., the Potomac and Patuxent Rivers).

The evolution of the estuarine circulation’s return flow is represented by the
S = 16 and S = 20 isohalines in the 6-month sequence (Fig. 6.4). By May, the
bottom expression of both isohalines has shifted toward the Bay mouth coincident
with the noted freshwater inflow. Over the summer, the two isohalines propagate
40–50 km northward (Fig. 6.4b, c). Over the summer months, model salinities at
depth for the two southern stations show good agreement with the CBP measure-
ments (Fig. 6.3c, d) while the two northern stations are consistently less salty than
observed (Fig. 6.3a, b). In the fall this bias shifts, with bottom salinities at the two
northern stations represented well in the model while the two southern stations tend
toward being too salty. The fall salinity transect reveals the reduction in the strength
of the return flow and the onset of fall breakdown of stratification with seasonal
cooling (Fig. 6.4d).

As indicated above, the distinction in bottom salinity between the model and the
observations at station 3.3c persists through September (Fig. 6.3a); this indicates
that the return flow of the estuarine circulation in the model is slightly too weak. For
the sections of model salinity, this suggests that the accumulation of elevated
salinity waters at the Bay mouth is apparent as the seasonal evolution unfolds is
overstated (Fig. 6.4b, c). Thus, deep salinities will tend to be too high near the Bay
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mouth and too low in the mid- and upper Bay, as is generally apparent in the
model-data comparison time series (Fig. 6.3). This aspect of the simulated physical
environment has significant implications for the functioning of the model’s bio-
geochemical constituents, in particular the DO evolution that is attained.

6.3.2 Seasonal Variability of Biochemical Constituents

Model-data comparison for biochemical constituents of the model (chlorophyll,
NO3 and NH4) for the two northern sites, where seasonal anoxia manifests, is
shown in Fig. 6.5. The chlorophyll comparison at the northernmost site shows that
the range in chlorophyll concentrations is consistent with the measurements
(Fig. 6.5a). The spring bloom onset is captured, though the bloom’s persistence in
the model extends to early May prior to decreasing in late May and into the summer
months. The observations indicate that the spring bloom begins to ramp down a
couple weeks earlier than in the model; however, the maximum surface chlorophyll
concentration (>40 mg m−3) was measured in late May. During summer, modeled
chlorophyll is within the observed range, though the model’s subsurface values are
consistently higher than the minimum observed concentrations. During fall and
early winter, chlorophyll in the model consistently exceeds the measured values
over the whole water column. At station 4.3C, the spring bloom in the model also
persists longer into the early summer (Fig. 6.5b). Interestingly, during the summer
and into the fall the model succeeds in capturing the minimal chlorophyll con-
centrations at depth that are seen in the data.

The model-data comparison of nitrate provides some insight into the functioning
of the model’s ecosystem. At both locations, observed nitrate concentrations during
late April/early May significantly exceed the modeled values (Fig. 6.5c, d). This
suggests that the termination of the spring phytoplankton bloom is due to grazer
control, indicating that zooplankton activity in the model does not ramp up as
quickly. Minimal values of nitrate over the summer months over the entire water
column are accurately represented in the model at station 3.3c, as is the subsequent
enrichment in the fall/early winter period (Fig. 6.5c). At station 4.3c, the very low
summertime nitrate values are also captured; however, concentrations in the latter
months are 2–3 times greater than observed (Fig. 6.5d). The model does accurately
capture the observed high bottom-water nitrate concentrations.

The ammonium comparison shows that the model does a good job of simulating
low surface concentrations over almost the entire seasonal cycle (Fig. 6.5e, f).
Departures from the measured low surface ammonium values (<0.6 μM) in the
model tend to occur in late summer (particularly mid-August) and in the early
winter in the mid- to upper Bay (Fig. 6.5e, f) as well as the lower Bay (not shown).
Examining animations of along-Bay sections of ammonium indicate that when they
appear, these instances of elevated surface ammonium concentrations in the model
result from vertical mixing that homogenizes the water column distribution (data
not shown). As this mechanism implies, maximum ammonium concentrations
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occur in bottom waters that are in contact with the benthos. Peak ammonium values
at depth in the model occur consistently throughout the seasonal cycle; the observed
vertical distributions also follow this pattern (Fig. 6.5e, f). While the simulation’s
peak bottom concentration values are consistent with the highest observed values,
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modeled concentrations in the lower half of the water column are for the most part
higher than observed and these elevated values at depth are clearly more persistent.

6.3.3 Dissolved Oxygen (DO) Results

The dissolved oxygen comparison shows that the model captures the general fea-
tures of the seasonal cycle for the upper, mid and lower regions of the Bay, with peak
concentrations in the spring, decreasing concentrations from late spring through the
summer and re-oxygenation of the water column initiating in the fall (Fig. 6.6).
A more complete representation of this seasonal evolution of dissolved oxygen in the
model is revealed in the along-Bay sections (Fig. 6.7). Fully oxygenated springtime
surface waters are clearly represented in the section plots; this DO condition can be
seen to extend over the entire Bay (Fig. 6.7a). The late spring distribution shows
reduction of dissolved oxygen concentrations over the whole water column and the
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appearance of very low bottom-water concentrations at several locations (Fig. 6.7b).
These low DO hotspots in the late spring distribution are most pronounced in the
mid- to upper Bay with two distinct features that appear just above the two northern
CBP focus stations (3.3C, 4.3C); thus, they are situated just upstream of the inflows
of the Patapsco and Choptank rivers. The model-data comparison for these two
stations shows that the model captures the timing of this hypoxia onset in late spring
quite well (Figs. 6.6a, b and 6.7b). In addition, moderate DO concentrations at this
time (∼180 mmol m−3) are very accurately represented at station 5.3 (Fig. 6.6c). At
station 6.3, the model consistently overestimates DO drawdown at depth through the
late spring (mid-May) time frame (Fig. 6.6d).

The establishment of persistent summertime hypoxia is achieved at station 4.3C
and intermittently realized at stations 3.3C and 5.3 (Fig. 6.6a–c). All three of these
sites exhibit hypoxic conditions in the summer, with the two northern locations
reaching full anoxia beginning in late May to early June that persists through the
end of August (Fig. 6.6b, c). In the results shown here, full anoxia in the model’s
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Fig. 6.7 Along-Bay vertical sections showing the seasonal progression of dissolved oxygen
(mmol m−3) for: a 14 April; b 14 May; c 12 August; and d 11 October. The triangles along the
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6.6). The northernmost point of the data extraction track (39.36 °N, 76.19 °W, Fig. 6.1), which is
approximately 20 km south of Harve de Grace, MD, serves as the basis for the distance axis
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bottom waters is only achieved at station 4.3C in mid-July to mid-August
(Fig. 6.6b). However, several other of the CBP station locations in this mid-Bay
region also achieve summertime anoxia in the bottom DO concentrations in the
model (4.1C, 4.3 W, 5.2, not shown). Further, daily maps of modeled bottom DO
over the Chesapeake Bay domain reveals that hypoxic to anoxic conditions
extending from the Potomac River inflow (station 5.3) to just north of the Patapsco
River inflow (station 3.3C) occur intermittently in late June through July and more
persistently throughout August (not shown). The along-Bay section for mid-August
illustrates this extensive latitudinal range of very low DO conditions and indicates
that hypoxia can range over 15 meters of the water column and extend to within 5
meters of the surface (Fig. 6.7c).

The timing of onset of re-oxygenation of the water column in mid-September for
the upper and mid-Bay stations is nicely captured by the model (Fig. 6.6a–c).
Further the ongoing evolution of re-oxygenation through early December is well
represented. Except for waters proximal to the Patapsco outflow (Fig. 6.7d), the
along-Bay section for mid-October indicates that the entire estuary has returned to
oxic condition. The CBP data support the model’s indication that the main stem
region near the Patapsco outflow is a low DO hotspot in the late fall/early winter
time frame, as it is the only site where DO is below 150 mmol m−3 in November
and below 200 mmol m−3 in December (Figs. 6.6 and 6.7d).

6.3.4 Assessment of Model Skill and Parameter Sensitivities

With the goals of attaining fidelity in the model’s representation of phytoplankton
bloom dynamics, spatio-temporal variation of nutrient distributions and the
onset/persistence of severe hypoxia in the mid- to upper Bay region, an extensive
exploration of the ecosystem model’s parameter space has been performed. The
model-data comparisons of the biochemical fields (e.g., as featured in Figs. 6.5 and
6.6) were a prime component of the solution assessments. The other primary
component of these assessments was determination of model skill (as defined in
Willmott 1981), which provided an objective, overview characterization of the key
state variables for each solution. An aggregate model skill over the 1999 seasonal
cycle was calculated using all profile data gathered at each of 27 CBP stations and
is presented as an along-Bay variation. The 27 CBP stations chosen for these
along-Bay skill assessments range from station CB1.1 (39.55 °N, 76.08 °W) down
to CB7.3 (37.12 °N, 76.13 °W); the linear distance of these stations from Harve de
Grace, MD is represented by the black triangles on the abscissa of Figs. 6.4 and 6.7.
For the most part, these stations lie along the Bay’s main stem; however, several
sites in the shallower waters adjacent to the main stem are included to provide full
representation.

The along-Bay skill within a set of six model solutions for four model state
variables (chlorophyll, ammonium, nitrate and dissolved oxygen) is shown in
Fig. 6.8. The sidebar of Fig. 6.8 lists the identifiers of the 27 CBP sites included in
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the skill determinations, with an integer index noting their ordering in the down Bay
direction. The four CBP stations featured in the model-data comparisons (black
diamonds, Fig. 6.1) are indicated by gray shading in this site listing. While skill in
the model state variables throughout the Bay was desired, the skill values for DO at
sites 6–7 and 12–15 were a focal point for assessing how well summertime hypoxia
onset and persistence were attained. These two along-Bay foci, respectively,
coincide with the Patapsco/Chester River and Potomac River inflows (Fig. 6.1). It
should be noted that differences in DO skill achieved at these sites were closely
examined since even minor improvement in skill at these locations was indicative
of significant improvement in the summertime evolution of bottom DO concen-
tration in the model, in particular with regard to transitioning to and maintaining
hypoxic conditions.
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Fig. 6.8 Along-Bay skill within a set of six model solutions for four model state variables:
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The six featured model solutions are chosen to illustrate the tradeoffs in the
fidelity of these biochemical fields that are commonly realized; that is, improve-
ments in one of the targeted system attributes achieved through parameter adjust-
ment are typically accompanied by some degree of degradation in one (or both) of
the other attribute targets. The skill assessments shown in Fig. 6.8 represent a
progression of overall improvement in model skill as parameter adjustments are
adopted, albeit with tradeoffs as detailed below. In previous sensitivity analyses
leading up to the group of solutions shown in Fig. 6.8, a diverse range of the
model’s ecosystem functionalities were explored that assessed maximum nitrifi-
cation rate, temperature dependence of phytoplankton growth rate and zooplankton
grazing rate, and the aggregation parameter that modulates formation of large
detritus (represented by the black circle in Fig. 6.2). As a result of this sequence of
parameter explorations, model solution A was achieved (dashed orange line,
Fig. 6.8).

A particular target outcome that motivated the parameter exploration reported
here was to improve the persistence of summertime mid-Bay hypoxia, which was
difficult to achieve. Indeed, the summer evolution of mid-Bay hypoxia in Solu-
tion A nicely captures onset in late May/early June but does not maintain the severe
hypoxia seen in the observations and actually transitions to non-hypoxic DO
concentrations by early August (i.e., >62.5 mmol m−3, Fig. 6.9a). The five sub-
sequent solutions featured in Fig. 6.8 represent a further parameter exploration that
targeted refining the formation, water column processing, and benthic delivery of
organic matter in the model with the aim of improving persistence of hypoxia
during the stratified, summer season. The skill curves for the baseline solution are
for the standard run from which all of the model-data shown herein are taken
(Figs. 6.3, 6.4, 6.5, 6.6 and 6.7). The skill curves for solutions B–E in Fig. 6.8
highlight intermediate stages from solution A (orange dashed line) that led to the
baseline run (black dashed line). Table 6.1 provides a synopsis of the model
parameters used for each skill assessment, how the values were adjusted and their
impact on the ecosystem.

In the original water column denitrification formulation that we adopted from
Oguz (2002), symmetric ramps for switching on/off nitrification and denitrification
as conditions transitioned from normoxic to anoxic were employed. For solution B
(Fig. 6.8, olive solid line), an asymmetry was introduced via modification of the
half-saturation coefficient for the denitrification curve (KDNF, Table 6.1). This
asymmetry acted to slightly retard the net remineralization by aerobic and anaerobic
bacteria of both detrital size classes, thus resulting in slight amplifications of
oxygen uptake within the water column and delivery of organic matter to the
benthos. Relative to solution A, solution B exhibited a clear improvement in DO
skill at upper and mid-Bay sites (6–7, 12–15), a mixed influence on chlorophyll and
a significant degradation of ammonium and nitrate, particularly in the mid- to lower
Bay (Fig. 6.8). The degradation of these DIN forms manifests as concentrations that
were in excess of 6 times too high in July/August (ammonium) and
October/November (nitrate) (not shown). Excessive ammonium efflux is the
underlying cause, with the efflux rate being amplified by both the increased organic
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matter delivery to the benthos and, to a lesser degree, the lower bottom-water DO
concentration. These low DO concentrations are clearly apparent in the model-data
comparison (Fig. 6.9b). These show that DO values that interact with the benthos,
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and modulate benthic exchange rates, successfully capture the summertime per-
sistence of bottom-water anoxia but DO values at mid-depths are lower than
observed.

For solution C (Fig. 6.8, blue solid line), the reduction of large detritus sinking
velocity in the bottom layers of the model has been relaxed (FwR, Table 6.1) to
promote benthic delivery and relieve POM retention in the bottom model layers that
amplifies oxygen demand via remineralization in the water column. As intended,
this parameter modification returns the mid- to lower Bay DIN fields to a realistic
state in the summer to fall time period. However, the summertime onset and evo-
lution of mid-Bay hypoxia is severely degraded, with persistence of bottom anoxia
again being poorly captured though with improvement relative to solution A
(Fig. 6.9a, c).

For solution D (Fig. 6.8, cyan solid line), a more pronounced asymmetry in the
nitrification/denitrification ramps is adopted with the aim of shifting the model into
a solution space that can achieve the desired summertime hypoxia behavior
(KDNF, Table 6.1). Similar to the solution A -> solution B impact described
above, solution D (relative to solution C) exhibits significant degradation of DIN
fields in the mid- to lower Bay that is again associated with too high concentrations
of ammonium and nitrate in the mid-summer to fall time frame. Also similar to

Table 6.1 Summary of model parameter adjustments. Column 1 shows the line type, to reinforce
the legend on Fig. 6.8. Column 2 gives the run identifier. Columns 3–5 give the details of the
affected parameter including its variable name, units, and how its value was modified for the given
model run. A summary of the parameter’s direct impact on the model for the given experiment is
given in Column 6. Over the progression from solution A to the new baseline solution, the
parameter changes are cumulative

Line type Run ID Modified
parameter

Units Value
adjustment

Modification summary

Solution A Original solution

Solution B KDNF mmol
O2 m

−3
3.0 -> 2.86 Reduce 1/2 saturation

coefficient of denitrification
onset curve (KDNF)

Solution C FwR N/A 0.9 -> 0.4 Increase DL sinking velocity
in bottom model layer. 
wLDet_bottom = (1 − FwR)
* wLDet

Solution D KDNF mmol
O2 m

−3
2.86 -> 2.82 Reduce 1/2 saturation

coefficient of denitrification
onset curve (KDNF)

Solution E wLDet m d−1 0.5 -> 0.95 Increase DL sinking velocity
throughout water column

Baseline KBO2 mmol
O2 m

−3
26.5 -> 20.0 Reduce 1/2 saturation

coefficient applied for benthic
biogeochemical exchanges
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solution B, the mid-Bay DO fields better capture the onset and evolution of hypoxia
in bottom waters, in particular the persistence of anoxia in bottom waters
(Fig. 6.9d). However, similar to solution B, mid-depth DO is too low, particularly
late July to August time frame (Fig. 6.9b, d). Solution D also realizes the highest
skill in chlorophyll in the lower Bay (sites 18–23), which contrasts the poorest skill
relative to the other solutions (along with solution B) at mid-Bay sites (13–17).

For solution E (Fig. 6.8, magenta solid line), the sinking velocity of large
detritus was increased from 0.5 to 0.95 m/d (wLDet, Table 6.1). This parameter
modification promotes flux of organic matter to the benthos and reduces particulate
matter loading in the water column, with concomitant impacts on oxygen demand
and denitrification. Both DIN fields are positively impacted. Solution E achieves the
highest skill in ammonium throughout the Bay and the highest skill in nitrate in the
lower Bay. Two pronounced tradeoffs are incurred. The first is the poorest
chlorophyll skill in the lower Bay, which results from poorer fidelity of bloom
dynamics during the mid-summer to early fall time frame. The second tradeoff is
that bottom DO concentrations during summertime are just on the threshold of
hypoxic, rather than the severe hypoxia to anoxia that is observed for the June
through August time frame (Fig. 6.9e).

For the baseline solution (Fig. 6.8, black dashed line), the half-saturation coef-
ficient in the formulation that links benthic exchanges to the DO concentration of
overlying bottom waters is lowered by ∼25% (KBO2, Table 6.1). In oxic to mar-
ginally hypoxic bottom waters, this modification reduces nitrate drawdown and
ammonium efflux, and enhances dissolved oxygen drawdown. The reduced nitrate
drawdown has an interesting, though subtle, impact that can be seen when com-
paring model fields for the mid-Bay stations of the standard run (Fig. 6.5b, d, and f)
with those of solution E (not shown). Higher nitrate concentration in late April
promotes higher plankton biomass (both P and Z) that leads to higher POM
accumulation, relative to solution E, with an associated increase in water column
recycling and DO uptake. This combines with the amplified benthic DO drawdown
linked with export fluxes to improve hypoxic onset and persistence in the model’s
bottom waters during the summer (Fig. 6.9e, f).

The summertime DO time series for the six experiments demonstrate the sig-
nificant variation in the modeled hypoxia evolution at one station (4.3C, Fig. 6.9).
Aside from solution B, there is a consistent pattern to hypoxia onset in May. In
contrast, the persistence of anoxia in bottom DO and evolution of DO concentration
over the water column exhibits a range of responses across the six solutions
(Fig. 6.9); this diverse model DO response to the applied parameter modifications is
apparent all along the Bay in the skill values (Fig. 6.8d). At station 4.3C, the
baseline solution can be seen to provide the best balance between attaining per-
sistent hypoxic bottom DO conditions while maintaining low (non-hypoxic) con-
ditions at mid-depths of the water column (Fig. 6.9). For additional overall
comparative perspective for the six solutions in the skill assessments, mean skill
values and rankings of the experiments for all four state variables have been col-
lected in Table 6.2. The gray shading applied to some of the cells indicate results
where the along-Bay skill is below one standard deviation from the mean for all
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experiments. This view of the results, along with the skill and summer DO com-
parisons (Figs. 6.8 and 6.9), summarizes the tradeoffs in the model’s skill at cap-
turing the observed spatial and temporal variability of the key biogeochemical
parameters targeted in this assessment. It is apparent that each solution tended to
have an attribute for which it particularly excelled, yet each was also consistently
plagued by one (or more) attribute(s) for which performance was particularly poor
(e.g., NH4 and NO3 skill in solutions B and D, Fig. 6.8b, c). Overall, it can be seen
that the baseline solution achieved the best collective fidelity over the spectrum of
model attribute objectives articulated in the introduction.

6.4 ChesROMS Application to Ecological Forecasting
of Chesapeake Bay

The ultimate goal motivating our development of the ChesROMS biogeochemical
model is its application as a means of illuminating biogeochemical processes within
the Bay (described above) and providing nowcasts and short-term forecasts that can
be used to inform the Chesapeake Bay Ecological Prediction System (CBEPS).
The CBEPS was created with and for state and federal agencies responsible for
monitoring and responding to potentially harmful biotic events and conditions in
Chesapeake Bay, such as harmful algal blooms and hypoxia, to forecast these
events and aid in mitigating their deleterious effects on human and ecosystem health
(Brown et al. 2013).

In the application of CBEPS, the physical and biogeochemical variables are
forecast mechanistically using ChesROMS, while the species predictions are gen-
erated using a novel mechanistic—empirical approach, whereby real-time output
from the coupled physical—biogeochemical model drives multivariate empirical

Table 6.2 Summary of impact on model skill as a result of the parameter adjustments
(Table 6.1). Column 1 gives the run identifies. Columns 2–5 give the mean along-Bay skill. The
temporal range for the mean skill values of chlorophyll, NH4 and NO3 is annual while for DO it is
the summer period (May–August). The rank order over the six solutions in this comparison is
given along with the mean skill. The mean and standard deviation for the four parameter skills are
given in the two bottom rows. For table cells with italics, the mean along-Bay skill for a given
solution is more than one σ below the mean over the six solutions

Run ID Mean Along-Bay Skill
Chl NH4 NO3 DO

Solution A 0.33/5 0.40/4 0.55/2 0.50/3
Solution B 0.32/6 0.17/5 0.26/5 0.53/2
Solution C 0.36/3 0.43/2 0.56/1 0.48/6

Solution D 0.34/4 0.14/6 0.25/6 0.54/1
Solution E 0.37/2 0.48/1 0.52/3 0.49/5

Baseline 0.38/1 0.43/2 0.49/4 0.50/3
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habitat suitability models of the target species (see Fig. 3 in Brown et al. 2013).
Environmental variables such as water temperature, water clarity, the concentra-
tions of chlorophyll and nutrients, and the probability of encountering or (relative)
abundance of several noxious species, such as the Atlantic sea nettle (Chrysaora
quinquecirrha), a stinging jellyfish, the pathogenic bacterium Vibrio vulnificus, and
the harmful algal species Karlodinium veneficum in the Bay and its tributaries are
provided as forecast guidance (Fig. 6.10). Near real-time forecasts of sea nettle
distribution have been widely viewed by recreational users, while predictions of
V. vulnificus appearance are under review by state officials to assist in monitoring
recreational exposure (J. Jacobs, pers. comm.) and have been deemed helpful to
managers who must decide when to close beaches and shellfish beds (Pace et al.
2015). Hindcasts can be used to explore likely changes in the distribution of these
organisms that might occur in the future in response to climate change (Decker et al.
2007; Jacobs et al. 2014).

The capability to predict DO and consequently hypoxic events provides these
agencies with a tool that can be used to alert them of these and related potentially
harmful conditions. For example, predicting the three-dimensional fields of DO and
water temperature can be used by fisheries scientists to assess the volume of suit-
able habitat for various commercially important fish in the Bay, such as striped
bass, and the stress imposed on them by hypoxia and elevated temperatures (Ludsin
et al. 2009; Costantini et al. 2008). The hypoxia predictions can also be used
tactically by monitoring agencies to strategically design and implement their
sampling efforts in Chesapeake Bay and its tributaries. Forecasts are needed more

Fig. 6.10 Examples of species forecasts generated by the Chesapeake Bay Ecological Prediction
System (CBEPS). a Probability of encountering Atlantic sea nettles, Chrysaora quinquecirrha, on
17 August 2007; b probability of encountering the pathogenic bacterium Vibrio vulnificus on 20
April 2011; and c relative abundance of the potentially toxigenic dinoflagellate Karlodinium
veneficum on 20 April 2005. Legend: low: 0–10, med: 11–2000 cells/ml, high: >2000 cells/ml.
Color bar for likelihood is the same for both A and B. Reproduced with permission from Brown
et al. (2013)
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than ever to guide sampling activities in the field and increase the efficiency of
monitoring programs during periods of limited resources. On a longer time horizon,
CBEPS/ChesROMS could be extended, given appropriate forcing, to project how
anthropogenic effects might impact the timing, distribution, and intensity of
hypoxia in the Bay in the future.

In order for the environmental predictions to be useful to the agencies and
public, they must be sufficiently accurate with a known degree of uncertainty,
reliably available and accessible in a timely fashion, and interpretable by these
agencies and its users. CBEPS is located, maintained and run by an academic
institution (University of Maryland’s Center for Environmental Science at Horn
Point Laboratory in Cambridge, MD) that is not funded to offer this degree of
service. As a consequence, over the course of CBEPS’s lifetime, its predictions
have sporadically been unavailable due to problematic issues such as maintaining
software licensing, hardware viability and supporting cyberinfrastructure. It does,
however, offer a valuable experimental platform to test and assess new ecological
forecasting algorithms and models for the Bay and to demonstrate the use of these
predictions. Once validated and deemed useful by the community, the newly
developed techniques and models can and should be migrated into a true opera-
tional environment within an appropriate agency, such as NOAA. This effort is one
of several crucial steps in laying the foundation for generating truly operational
ecological forecasts in Chesapeake Bay and serves as a roadmap for other locations.

6.5 Discussion and Conclusions

The ChesROMS physical model has considerable skill in simulating temperature
and, to a lesser degree, salinity in Chesapeake Bay; hindcasts over a 15-year period
(1991–2005) reveal that both temperature and salinity fields match well with
observations with a correlation of approximately 0.99 and RMSE of 1–1.5 °C for
temperature and a correlation of 0.95 and RMSE of 2–2.5 for salinity (Xu et al.
2011). The results presented herein reflect this lower salinity correlation, with
bottom waters that are too fresh at the northern sites during summer (Fig. 6.3a, b)
and too saline at the southern sites during fall (Fig. 6.3c, d). This model tendency is
further demonstrated in the seasonal sections of salinity that reveal an accumulation
of high salinity waters near the southern end of the Bay, which should propagate
farther up the estuary. This is indicative of an estuarine circulation with a too weak
return flow in the model; the core shortcoming leading to this result is an overly
smoothed bathymetry with an inadequately resolved deep channel. Higher resolu-
tion ROMS simulations have been demonstrated to better resolve the estuarine
return flow and more realistically capture along-Bay salinity variability (M. Scully,
personal communication). However, the computational demand of such higher
resolution configurations makes them impractical to use in most research efforts.

The ecosystem model results from the main solution (Figs. 6.5, 6.6, 6.7 and 6.9)
indicate that rather than being solely prescribed by dynamical processes, these fields
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are subject, over location and season, to varying blends of physical and biochemical
control; this assertion is consistent with that articulated in the synthesis of Kemp
et al. (2009). The link between stratification and hypoxia in coastal and estuarine
systems is well-documented (Rabalais et al. 2010) and has a clear association in the
salinity and DO fields of the model (Figs. 6.3 and 6.6). Contrasting how salinity
stratification relates to DO evolution in bottom waters at stations 3.3C and 4.3C
underscores the importance of realistically representing stratification of bottom
waters, which harkens back to the issues noted above regarding the shortcomings in
the estuarine circulation. Comparing the fidelity of bottom salinity at station 3.3C to
that at 4.3C in the model (Fig. 6.3a, b), it can be seen that the modeled salinity
during the May–August period is notably worse at the more northern site (i.e.,
where the estuarine circulation is more poorly represented). It is also apparent that
the greater skill at capturing summertime onset and persistence of hypoxia at these
two sites aligns with how well stratification of bottom salinity is represented
(Figs. 6.3a, b and 6.6a, b). Overall, examining these two sites reveals a direct
linkage between the degree of mismatch in modeled bottom salinity and how well
the temporal evolution of bottom hypoxia is represented.

In contrast, the spring bloom in the model is an example of a biophysical
interaction subject to biochemical control where its onset is consistent with the
observed timing yet its persistence is longer than is apparent in the measurements.
Given that observed nutrients are non-limiting, this suggests that the key mecha-
nism relates to establishment of top-down control of the phytoplankton population
being delayed and potentially under-represented in the model. Another biophysical
mechanism apparent in the results is, while the model effectively simulates the
accumulation of DIN forms in bottom waters through benthic connectivity and their
subsequent lateral advection, the timing of the injection of these chemical con-
stituents into surface waters is controlled by vertical mixing (i.e., reduction of
vertical stratification). Thus, it is likely that the mismatch in surface nitrate and
ammonium in the late fall, where the model values are too elevated, link back to
stratification shortcomings noted above.

The principal motivation of developing a mechanistic dissolved oxygen for-
mulation applicable to an estuarine system subject to significant riverine loadings
and benthic connectivity has been realized with some success. The seasonal
establishment of hypoxic bottom waters over the mid- to upper Bay, and the
subsequent re-oxygenation in the fall, is well represented. Further, full anoxia in
late summer in the upper Bay is also realized. An interesting result appearing in the
model DO field is an association between hypoxia “hot spots” in the Bay and the
inflows of the Patapsco and Choptank rivers. While they may primarily relate to
estuarine circulation issues in the model, it is possible that these hot spots are
indicative of the flow of low DO waters into the Bay from these riverine sources,
and/or augmentation of the organic matter loads remineralized within the water
column and by the benthos of the main stem Bay. While the impact of the
multi-decadal trend in the Susquehanna’s nitrate loading on Bay eutrophication is
well-established (Hagy et al. 2004), this model result suggests that the influence of
the lower volume lateral riverine inputs to the main stem Bay play a significant role
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in the establishment and maintenance of its hypoxic waters. Elucidating the effects
of these lateral inputs deserves further investigation and assessment. This is par-
ticularly crucial in light of the amplifying anthropogenic impacts, associated with
evolving land use and agricultural practices (among others), that are known to afflict
river dominated estuarine and coastal waters worldwide (Zhang et al. 2010).

Two aspects of our model’s biogeochemical function, both relating to how the
transition from normoxic to anoxic remineralization is formulated, have demon-
strated sensitivity that has clear repercussions on ecosystem behavior. These are:
(1) introduction of asymmetry in the nitrification/denitrification ramps applied to
the water column remineralization; and (2) modification of the half-saturation
coefficient applied in linking benthic exchanges of DO and DIN to the dissolved
oxygen concentration of overlying bottom waters. For the ramps asymmetry, the
complexity of nitrogen cycling when a nitrification—denitrification coupling can be
established at the boundary of oxygen deficient waters (Codispoti and Christensen
1985) strongly suggests that mirrored onset/shutdown of these processes in the
water column is improbable and requires further consideration. The formulation we
have introduced to link benthic remineralization with overlying dissolved oxygen
concentration was developed with the objective to forego incorporating further
complexity via coupling with a detailed benthic model (e.g., Soetaert et al. 2000).
However, a very limited dataset was leveraged in developing our formulation; given
the clear sensitivity to adjustment of its half-saturation parameter demonstrated by
the model, a larger dataset that more comprehensively establishes these exchanges
is desirable.

The sensitivity studies that we have documented clearly demonstrate that
modification of the biogeochemical formulation leads to notable changes in the
model’s biological and chemical constituents. That is, biogeochemical controls on
the Chesapeake Bay system, in particular the spatio-temporal distribution of its
hypoxic waters, are of primary importance to attaining realistic biogeochemical
function and, in this regard, are arguably on par with the influence of physical
controls that has been elegantly demonstrated previously (Scully 2010, 2013).
Consequently, a well-considered, mechanism-based biogeochemical model
embedded within a coupled three-dimensional model framework is essential for
achieving: (1) valuable insight into how short-term and interannual variation in
river inflow and nutrient loading will impact the Chesapeake Bay estuarine system;
(2) successful application of ecological prediction systems to promote informed
recreational and resource use; and (3) accurate prediction of the biogeochemical and
ecological consequences of climate change.
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