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Abstract In this chapter, we discuss the problem of how to discover when works in
a social media site are related to one another by artistic appropriation, particularly
parodies. The goal of this work is to discover concrete link information from texts
expressing how this may entail derivative relationships between works, authors,
and topics. In the domain of music video parodies, this has general applicability
to titles, lyrics, musical style, and content features, but the emphasis in this work
is on descriptive text, comments, and quantitative features of songs. We first
derive a classification task for discovering the “Web of Parody.” Furthermore, we
describe the problems of how to generate song/parody candidates, collect user
annotations, and apply machine learning approaches comprising of feature analysis,
construction, and selection for this classification task. Finally, we report results from
applying this framework to data collected from YouTube and explore how the basic
classification task relates to the general problem of reconstructing the web of parody
and other networks of influence. This points toward further empirical study of how
social media collections can statistically reflect derivative relationships and what
can be understood about the propagation of concepts across texts that are deemed
interrelated.
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Toward a Web of Derivative Works

We consider the problem of reconstructing networks of influence in creative
works—specifically, those consisting of sources, derivative works, and topics that
are interrelated by relations that represent different modes of influence. In the
domain of artistic appropriation, these include such relationships as “B is a parody
of A.” Other examples of “derivative work” relationships include expanding a short
story into a novel, novelization of a screenplay, or the inverse (adapting a novel into a
screenplay). Still more general forms of appropriation include quotations, mashups
from one medium into another (e.g., song videos), and artistic imitations. In general,
derivative work refers to any expressive creation that includes major elements of an
original, previously created (underlying) work.

The task studied in this paper is detection of source/parody pairs among pairs of
candidate videos on YouTube, where the parody is a derivative work of the source.
Classifying an arbitrary pair of candidate videos as a source and its parody is a
straightforward task for a human annotator, given a concrete and sufficiently detailed
specification of the criteria for being a parody. However, solving the same problem
by automated analysis of content is much more challenging, due to the complexity
of finding applicable features. These are multimodal in origin (i.e., may come from
the video, audio, metadata, comments, etc.); admit a combinatorially large number
of feature extraction mechanisms, some of which have an unrestricted range of
parameters; and may be irrelevant, necessitating some feature selection criteria.

Our preliminary work shows that by analyzing only video information and
statistics, identifying correct source/parody pairs can be done with an ROC area of
65–75%. This can be improved by doing analysis directly on the video itself, such
as Fourier analysis and extraction of lyrics (from closed captioning, or from audio
when this is not available). However, this analysis is computationally intensive and
introduces error at every stage. Other information can be gained by studying the
social aspect of YouTube, particularly how users interact by commenting on videos.
By introducing social responses to videos, we are able to identify source/parody
pairs with an f-measure upwards to 93%.

The novel contribution of this research is that, to our knowledge, parody detection
has not been applied in the YouTube domain, nor by analyzing user comments.
The central hypothesis of this study is that by extracting features from YouTube
comments, performance in identifying correct source/parody pairs will improve over
using only information about the video itself. Our experimental approach is to gather
source/parody pairs from YouTube, annotating the data, and constructing features
using analytical component libraries, especially natural language toolkits. This
demonstrates the feasibility of detecting source/parody video pairs from enumerated
candidates.
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Context: Digital Humanities and Derivative Works

The framing contexts for the problem of parody detection are the web of influence
as defined by Koller (2001): graph-based models of relationships, particularly
first-order relational extensions of probabilistic graphical models that include a
representation for universal quantification. In the domain of digital humanities,
a network of influence consists of creative works, authors, and topics that are
interrelated by relations that represent different modes of influence. The term
“creative works” includes texts and also products of other creative domains, and
includes musical compositions and videos as discussed in this chapter. In the domain
of artistic appropriation, these include such relationships as “B is a parody of A.”
Other examples of “derivative work” relationships include expanding a short story
into a novel, novelization of a screenplay, or the inverse (adapting a novel into a
screenplay). Still more general forms of appropriation include quotations, mashups
from one medium into another (e.g., song videos), and artistic imitations.

The technical objectives of this line of research are to establish representations
for learning and reasoning about the following tasks:

1. how to discover when works are related to one another by artistic appropriation
2. how this may entail relationships between works, authors, and topics
3. how large collections (including text corpora) can statistically reflect these

relationships
4. what can be understood about the propagation of concepts across works that are

deemed interrelated.

The above open-ended questions in the humanities pose the following method-
ological research challenges in informatics: specifically, how to use machine
learning, information extraction, data science, and visualization techniques to reveal
the network of influence for a text collection.

1. (Problem) How can relationships between documents be detected? For example,
does one document extend another in the sense of textual entailment? If statement
A extends statement B, then B entails A. For example, if A is the assertion “F is
a flower” and B is the assertion “F is a rose,” then A extends B. Such extension
(or appropriation) relationships serve as building blocks for constructing a web
of influence.

2. (Problem) What entities and features of text are relevant to the extension
relationship, and which of these features transfer to other domains?

3. (Technology) What are algorithms that support relationship extraction from text
and how do these fit into information extraction (IE) tools for reconstructing
entity-relational models of documents, authors, and inspirational topics?

4. (Technology) How can information extraction be integrated with search tasks in
the domain of derivative works? How can creative works, and their supporting
data and metadata, support free-text user queries in portals for accessing
collections of these works?



70 J.L. Weese et al.

5. (Technology) How can newly captured relationships be incorporated and
accounted for using ontologies and systems of reasoning that can capture
semantic entailment in the above domain.

6. (System) How can a system be developed that maps out the spatiotemporal
trajectory of an entity from the web of influence? For example, how can the
propagation of an epithet, meme, or individual writing style from a domain of
origin (geographic, time-dependent, or memetic) be visualized?

The central thesis of this work is that this combined approach will enable link
identification toward discovering networks of influence in the digital humanities,
such as among song parody videos and their authors and original songs. The need
for such information extraction tools arises from the following present issues in
text analytics for relationship extraction, which we seek to generalize beyond text.
System components are needed for:

1. expanding the set of known entities
2. predicting the existence of a link between two entities
3. inferring which of two similar works is primary and which is derivative
4. classifying relationships by type
5. identifying features and examples that are relevant to a specified relationship

extraction task.

These are general challenges for information extraction, not limited to the
domain of modern English text, contemporary media studies, or even digital
humanities.

Problem Statement: The Web of Parody

Goal: To automatically analyze the metadata and comments of music videos on
a social video site (YouTube) and extract features to develop a machine learning-
based classification system that can identify source/parody music videos from a set
of arbitrary pairs of candidates.

The metadata we collected consists of quantitative features (descriptive statistics
of videos, such as playing time) and natural language features. In addition to this
metadata, the video contents can be analyzed using acoustical analysis to recognize
song lyrics (Mesaros and Virtanen 2010) or image recognition to recognize human
actions in music videos (Liu et al. 2008). Such sophisticated multimedia processing
is, however, computationally intensive, meaning data analysis takes orders of
magnitude longer and requires sophisticated hardware. Moreover, while the residual
error is in generally excess of 25%, the potential reduction using natural language
features is hypothesized to be significant. As our experiments show, this is indeed
the case, using topic modeling features derived from descriptor text and comments
had far lower computational costs than those of extracting audiovisual features from
video. The remaining residual error makes any achievable marginal improvement
from multimedia analyses too small to be cost effective, and so we deem them to be
beyond the scope of this work.
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Fig. 1 Literary devices used
in derivative works

Irony

Satire Parody

The Need for Natural Language Features

The relative tractability of natural language analyses makes the language of
derivative works the focus of this research. More importantly, we narrow the scope
to discover whether the social response to a derivative work reflects its unique
linguistic features. Derivative works employ different literary devices, such as irony,
satire, and parody. As seen in Fig. 1, irony, satire, and parody are interrelated. Irony
can be described as appearance versus reality. In other words, the intended meaning
is different from the actual definition of the words (LiteraryDevices Editor 2014).
For example, the sentence “We named our new Great Dane ‘Tiny’” is ironic because
Great Dane dogs are quite large. Satire is generally used to expose and criticize
weakness, foolishness, corruption, etc., of a work, individual, or society by using
irony, exaggeration, or ridicule. Parody has the core concepts of satire; however,
parodies are direct imitations of a particular work, usually to produce a comic effect.

Background and Related Work: Detecting Appropriated
Works

Irony, Satire, and Parody Detection

Detecting derivative works can be a technically challenging task and is relatively
novel beyond the older problems of plagiarism detection and authorship attribution.
Burfoot and Baldwin (2009) introduce methodology in classifying satirical news
articles as being either true (the real or original news article) or satirical. In a variety
of cases, satire can be subtle and difficult to detect. Features focused on were mainly
lexical, for example, the use of profanity and slang and similarity in article titles. In
most cases, the headlines are good indications of satires, but so are profanity and
slang since satires are meant for ridicule. Semantic validity was also introduced by
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using named entity recognition. This refers to detecting whether or not a named
entity is out of place or used in the correct context.

Similar features can also be found in parodies. Bull (2010) focused on an
empirical analysis on non-serious news, which includes sarcastic and parody news
articles. Semantic validity was studied by calculating the edit distance of common
sayings. This expands beyond just parody as many writings use “common phrases
with new spins.” Unusual juxtapositions and out of place language were also shown
to be common in parody text, for example, “Pedophile of the Year” is phrase that
is not uttered often in a serious context. This also leads to a comparison of the
type of language used in parody and satirical articles. Non-serious text tends to
use informal language with frequent use of adjectives, adverbs, contractions, slang,
and profanity, where serious text has more professional qualities of style, diction,
tone, and voice. In contrast to serious text, parodies can also be personalized (use
of personal pronouns). Punctuation was also seen an indicator as serious text rarely
use punctuation like exclamation marks (Tsur et al. 2010; Bull 2010).

As seen in Fig. 1, irony encompasses both satire and parody, but can also be
more problematic to detect without a tonal reference or situational awareness. It is
“unrealistic to seek a computational silver bullet for irony” (Reyes et al. 2012). In an
effort to detect verbal irony in text, Reyes et al. (2012) focus on four main properties:
signatures (typographical elements), unexpectedness, style (textual sequences), and
emotional scenarios. Properties of irony detection clearly cascade down to the
subdomains of parody and satire.

Music Video Domain

YouTube as a Data Source

YouTube has become one of the most popular user driven-video sharing platforms
on the Web. In a study on the impact of social network structure on content
propagation, Yoganarasimhan (2012) measured how YouTube propagated based on
the social network to which a video was connected (i.e., subscribers). He shed light
on the traffic YouTube receives such that “In April 2010 alone, YouTube received
97 million unique visitors and streamed 4.9 billion videos” (Yoganarasimhan 2012).
Per recent reports from the popular video streaming service, YouTube’s traffic and
content has exploded. YouTube, in 2016, had over a billion users, streamed hundreds
of millions of hours of video each day, and spanned over 88 countries (Google
2016). YouTube videos are also finding their way to social sites like Facebook
(500 years of YouTube video watched every day) and Twitter (over 700 YouTube
videos shared each minute). This leads to many research opportunities such as the
goal of reconstructing a web of derivative works. With over 100 million people that
like/dislike, favorite, rate, comment, and share YouTube videos, YouTube is a perfect
platform to study social networks and relations.
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The YouTube Social Network

YouTube is a large, content-driven social network, interfacing with many social
networking giants like Facebook and Twitter (Wattenhofer et al. 2012). Considering
the size of the YouTube network, there are numerous research areas, such as
content propagation, virality, sentiment analysis, and content tagging. Recently,
Google published work on classifying YouTube channels based on Freebase topics
(Simmonet 2013). Their classification system worked on mapping Freebase topics
to various categories for the YouTube channel browser. Other works focus on
categorizing videos with a series of tags using computer vision (Yang and Toderici
2011). However, analyzing video content can be computationally intensive.

To expand from classifying videos based on content, this study looks at classify-
ing YouTube videos based on social aspects like user comments. Wattenhofer et al.
(2012) performed large scale experiments on the YouTube social network to study
popularity in YouTube, how users interact, and how YouTube’s social network relates
to other social networks. By looking at user comments, subscriptions, ratings, and
other related features, they found that YouTube differs from other social networks
in terms of user interaction (Wattenhofer et al. 2012). This shows that methodology
in analyzing social networks such as Twitter may not be directly transferable to
the YouTube platform. Diving further into the YouTube social network, Siersdorfer
(2010) studied the community acceptance of user comments by looking at comment
ratings and sentiment (Murphy et al. 2014; Trindade et al. 2014). Further analysis of
user comments can be made over the life of the video by discovering polarity trends
(Krishna et al. 2013).

Machine Learning Task: Classification

Machine learning, the problem of improving problem solving ability at a specified
task given some experience (Mitchell 1997), is divided by practitioners into several
broad categories: supervised learning, which involves data for which a target
prediction or classification is already provided by past observation or by a human
annotator, and unsupervised learning, where the aim is to formulate categories or
descriptors based on measures of similarity between objects, and these categories
are not provided as part of input data (Mitchell 1997; Murphy 2012; Alpaydin
2014). Classifying previously unseen items based on known categories by training
them on labeled texts is an instance of supervised learning (Mitchell 1997), while
topic modeling, the problem of forming as-yet unnamed categories by comparing
members of a collection of items based on their similarities and differences, is a
typical application of unsupervised learning (McCallum 2002; Blei and Ng 2003;
Elshamy and Hsu 2014). In text analytics, the items are text documents; however,
we seek in this work and future work to extend the items being classified and
categorized as derivative of others. That is, we seek to generalize to a broader range
of creative works, including musical instruments or singers (Weese 2014), musical
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compositions, videos, viral images and other memes, social media posts, users, and
communities (Yang et al. 2014), etc.

Over the last decade, researchers have focused on the use of the formulation
of kernel-based methods with the purpose of determining similarity and indexing
documents for such machine learning tasks as classification (Trindade et al. 2011)
and clustering (Bloehdorn and Moschitti 2007). The use of kernels allows a
complex data space to be mapped to a compact feature space, where the level
of similarity between documents can be easily and efficiently calculated using
dynamic programming methods based on a kernel function (Doddington et al. 2004;
Shawe-Taylor and Cristianini 2004). Such a kernel function forms the basis to
a kernel machine such as support vector machine or online perception that can
be applied for classification. The approach has been demonstrated to be effective
for various representations of documents in NLP from sequence kernels for POS
tagging (Bunescu and Mooney 2005; Lodhi et al. 2002) to tree kernels based on
parse trees (Cancedda et al. 2003). Moschitti has explored on the use of kernels for
a number a specialized NLP tasks such as relation extraction (Nguyen et al. 2009),
semantic role labelling (Moschitti 2006; Moschitti et al. 2008), and question and
answer classification (Moschitti 2008).

Relation extraction (RE), as defined by the Automatic Context Extraction (ACE)
evaluation (Doddington et al. 2004), is the task of finding semantic relations between
pairs of named entities in text, e.g., organization, location, part, role, etc. ACE
systems use a wide range of lexical, syntactic, and semantic features to determine the
relation mention between two entities. Supervised, semi-supervised, and unsuper-
vised machine learning methods have been applied to relation extraction. Supervised
methods are generally the most accurate, however, with the proviso that there are
only few relationship identified types and the corpus is domain-specific (Mintz
et al. 2009). There has been extensive work in the latter direction with regard to
the use of kernel methods. A number of kernel-based approaches have been derived
either through the use of one or more the following structural representations for a
sentence: its constituent parse tree and its dependency-based representation which
encode the grammatical dependencies between words. The approach of kernels over
parse trees was pioneered by Collins and Duffy (2002), where the kernel function
counts the number of common subtrees with appropriate weighting as the measure
of similarity between two parse trees. Zelenko et al. (2003) considered such use
of parse trees for the purpose of relation extraction. Culotta and Sorensen (2004)
extended this work to consider kernels between augmented dependency trees. Zhang
et al. (2006) proposed the use of convolution kernels which provide a recursive
definition over the structure (Moschitti 2004). Nguyen et al. (2009) consider the use
of a novel composite convolution kernels not just based on constituent parse trees
but also for dependency and sequential structure for RE. A relation is represented by
using the path-enclosed tree (which is the smallest subtree containing both entities)
of the constituent parse tree or the path linking two entities of the dependency
tree. Bunescu and Mooney (2005) proposed shortest path dependency kernel by
stipulating that the only information to model a relationship between two entities
can be captured by the shortest path between them in the dependency structure.
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The latter is represented as a form of subsequence kernel (Doddington et al. 2004).
Wang (2008) evaluated the latter structure in comparison to other subsequence
kernels.

Kernels have been applied not only for relation extraction between named
entities but also more complex relationship learning discovery tasks between whole
sentences such as question and answering and textual entailment. Moschitti et al.
(2008) propose a kernel mechanism for text fragment similarity based on the
syntactic parse trees.

Methodology: Using Machine Learning to Detect Parody

Feature Analysis and Selection

We treat the problem of parody detection over candidate source video pairs as a
classification task given computable ground features. Similar task definitions are
used for prediction of friends in social networks: e.g., classification of a proposed
direct friendship link as extant or not (Hsu et al. 2007; Caragea et al. 2009).
This supervised inductive learning thus presents a simultaneous feature analysis
(extraction) and selection task.

Finding quantitative ground features is in many instances a straightforward
matter of interrogating the YouTube data model (API Overview Guide 2014) to
extract fields of interest. In some social media analytics domains, this produces
attributes that are irrelevant to some inductive learning algorithms (Hsu et al. 2007);
in this domain, however, we found the effects of feature selection wrappers to
be relatively negligible. By contrast, natural language features generally require
crawling and parsing free text to extract sentiment, keywords of interest (including
suppressed stop words), and ultimately named entities.

Annotation for Supervised Learning

Ground truth for the supervised learning task is obtained by developing a user
interface that presents candidate pairs of videos to an annotator, renders the metadata
as it appears in YouTube, allows the annotator to view the video, and having him or
her provide a Boolean-valued judgment as to whether the pair consists of a source
and parody. No special expertise is required; no explanations are elicited; and this
approach admits validation via annotator agreement (cf. Hovy and Lavid 2010).

Addressing the Class Imbalance Problem

Class imbalance occurs when there is a significantly large number of examples of
a certain class (such as positive or negative) over another. Drummond and Holte



76 J.L. Weese et al.

(2012) discuss the class imbalance problem as cost in misclassification. As the
imbalance increases, algorithms like Naïve Bayes that are somewhat resistant to the
class imbalance problem suffer performance. Instead of using different algorithms
to overcome class imbalance, the authors suggest generalizing the data to create
a more uniform distribution to help overcome class imbalance. There are various
methods to create a more uniform distribution of classes in a dataset. YouTube has
millions of videos with a fraction of those being source/parody pairs. In order to
keep the dataset in this study from becoming imbalanced, candidate source/parody
pairs were filtered to give improved representation.

Data Acquisition and Preparation

Data Collection and Preprocessing

Criteria for Generation of Candidates

One challenge to overcome was that there is no parody dataset for YouTube and no
concrete way of collecting such data. Our initial dataset included only information
about the YouTube video (video statistics), rather than the video itself. The search for
videos was quite limited (search bias in which videos were chosen). Given a well-
known or popular parody video, the corresponding known source was found. The
problem of multiple renditions of the same source arose and to solve it, only those
deemed “official” sources were collected (another search bias). The term “official”
refers to the video being published (uploaded) by the artistic work’s artist or sponsor
YouTube channel or account. The collection of known sources and parodies (28
of each) were retrieved using Google’s YouTube API and stored into an XML file
format for easy access.

The final experimentation greatly expanded the preliminary dataset. Kimono
Labs, an API for generating crawling templates, was used to generate seeds for
crawling YouTube for source and parody videos (Kimono Labs 2014). The Kimono
API allowed quick and easy access to the top 100 songs from billboard.com (the
week of November 3rd was used). The song titles were collected and used to retrieve
the top two hits from YouTube using the YouTube Data API (API Overview Guide
2014). Parodies were retrieved in a similar fashion, except the keyword “parody”
was added to the YouTube query which was limited to the top five search results. This
helped reduce the class imbalance problem. Pairs were generated by taking the cross
product of the two source videos and the five parody videos, making 1474 videos
after filtering invalid videos and videos that were not in English. The cross product
was used to generate candidate pairs since source videos spawn multiple parodies as
well as other fan made source videos. Information retrieved with the videos included
the video statistics (view count, likes, etc.) and up to 2000 comments.

http://billboard.com
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Annotation

A custom annotator was built to allow users to label candidate source/parody pairs as
valid or invalid. This was a crucial step in removing pairs that were not true parodies
(false positive hits in the YouTube search results) of source videos. Naively, videos
could be tagged based on whether the candidate parody video title contains parody
keywords like “parody” or “spoof,” but this generates several incorrect matches
with sources. Likewise, if a parody video is popular enough, it also appears in the
search results for the corresponding source video. It is also important to note that
source lyric videos and other fan made videos were included in the dataset, so as
to extend preliminary data beyond “official” videos. Having only two annotators
available, pairs that were marked as valid by both annotators were considered to
be valid source/parody pairs. In future works, more annotators will be needed and
as such, inter-annotator agreement can be verified by kappa statistics and other
means. Annotation left only 571 valid pairs (38.74%), which shows the importance
of annotating the data versus taking the naïve approach to class labels. The number
of pairs used in the final dataset was reduced to 162 valid pairs (about 11%) and 353
invalid pairs (23.95%) after removing videos that did not have a minimum of 100
comments available for crawling.

Feature Analysis

Preliminary experiments included four different feature sets:

1. The first used only ratios of video statistics (rating, number of times favorited,
number of likes/dislikes, etc.) between the candidate source and parody.

2. The second used video statistic ratios plus a feature which indicated whether or
not the second video in the pair was published after the first.

3. The third experiment used only the raw data collected (no ratios) plus the
“published after” feature; this experiment was used as the baseline and used for
comparison.

4. The fourth experiment included all features from the first three experiment
designs.

The best performance was achieved as a result of the fourth feature set. The
dataset was also oversampled to reduce the class imbalance. This gave a 98% ROC
area; however, using the raw data as features, along with the oversampling caused
overfitting. A better representative of the preliminary results was an average ROC
area of 65–75%. Note that this is only with features generated from the video
statistics.
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Table 1 Features of the final experiment

Feature Description

SentenceCount Number of sentences from comments
Stanford NLP sentiment Sentiment of comment sentences which range from very negative to

very positive (a five value system)
AvgCommentSentiment Average word sentiment from TwitIE
BadWordCount Percentage of words that are profanity
Penn treebank NLP The parts of speech tags in the penn treebank (Liberman 2003) as

generated by stanford NLP
Penn treebank TwitIE The parts of speech tags in the penn treebank generated by TwitIE
Punctuation Punctuation marks
WordCount Number of words in comments
AverageWordLength Average length of words in comments
Top 20 mallet topics The top 20 topics generated by mallet for source videos and for

parody videos
Views Number of views the video received
Likes Number of likes for the video
Dislikes Number of dislikes for the video
FavCount Number of times the video was favorited
CommentCount Number of comments the video has
TitleSimilarity The edit distance of the parody and source video titles

Note that each is unique to the source video and the parody video except TitleSimilarity which is
for both

Feature Extraction from Text

Extracting features from video content can come with a high computational
overhead. Even though some natural language processing (NLP) tasks can be costly
(depending on the size of text), this study focuses on using only features extracted
from video information, statistics, and comments as shown in Table 1. One area of
focus were lexical features extracted from user comments per video. Parts of speech
tags were generated by two different toolkits: Stanford NLP (Manning et al. 2014)
and GATE’s TwitIE (Bontcheva et al. 2013). This allows the evaluation of a short-
text tagger (TwitIE) and a multipurpose tagger (Stanford NLP). Both were also used
to analyze sentiment of user comments. TwitIE was used to produce an average
word sentiment, where Stanford NLP was used for sentence level sentiment. Other
features include statistical lexical and structural features like punctuation, average
word length, and number of sentences. A profanity filter was used to calculate the
number of bad words in each set of comments. The number of unrecognizable
tokens by the parts of speech taggers was also added as a feature. This hints at the
unique language of the user comments where nontraditional English spelling and
internet slang is used. All counts (sentiment, parts of speech, etc.) were normalized
to percentages to take into account the difference in the number of comments
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Song Seeds Annotation

YouTube Video
Collection Comment Collection

Feature Construction
Candidate Pair

Generation

Fig. 2 Workflow model of a system for collecting and classifying YouTube video source/parody
pairs

available between videos. Another large portion of features generated were by using
Mallet (McCallum 2002), a machine learning toolkit for natural language. The built
in stop word removal and stemming was used before collecting the top 20 topics
for all parodies and sources for each training dataset. The summary of the process
described in this section can be seen in Fig. 2.

Experimental Results

Statistical Validation Approach

Experiments were conducted using a ten fold cross validation with 90% of the
data used for training and 10% used for testing. All features were generated per
video automatically with the exception of a few features like title similarity, which
requires both videos to construct the feature. Topic features were constructed by
training the topic model in Mallet using the training datasets, and then using that
model to infer the topics for the test datasets. Two data configurations were used
to test whether or not the occurrence of the word “parody” would introduce a bias
to classification. A synset was created for removing these occurrences: fparody,
parodies, spoof, spoofsg. The data configurations were then combined with different
feature arraignments to test the impact of using Stanford NLP, TwitIE, and video
statistics.
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Results Using Different Feature Sets

This section describes results on the parody-or-not classification task: learn-
ing the concept of a parody/original song pair by classifying a candidate pair
(Song1, Song2) as being a parody paired with the original song it is based on. All
classification tasks were done using the machine learning tool WEKA (Hall et al.
2009a, b). The supervised inductive learning algorithms (inducers) used included:
Naïve Bayesian (NaiveBayes), instance-based (IB1), rule-based (JRip), decision
tree (J48), artificial neural network (MLP), and logistic regression (Logistic).

Results were averaged across all ten folds. The f-measure (Powers 2011),
standard deviation, and standard error can be found for each feature configuration
in Tables 2, 3, 4, 5, 6, and 7. On average, the best performing inducers were MLP
and IB1 at 90–93% f-measure. J48 performed well, but after looking at the pruned
tree, the model tended to overfit. With the addition of features from user comments,
performance increased significantly when compared to the preliminary work which
used only video statistics. Stanford NLP (Tables 4 and 5) is shown to overall produce
more relevant features than the TwitIE parts of speech tagger (Tables 2 and 3). When
the TwitIE features were removed, performance was relatively unaffected (1–2% at
most). Logistic is an exception to this analysis as it dropped 6.59%; however, this is
taken as an intrinsic property of the inducer and requires further investigation. The
removal of the video statistic features, however, did reduce performance for most

Table 2 Results for the stanford NLP, TwitIE, and video statistics feature set that include parody
synsets

Average F-measure: Stanford NLP, TwitIE, and video statistics with parody synsets

Inducers AVG F measure (%) STD (%) STD-ERR (%)
IB1 91.01 2.87 0.91
J48 90.78 4.11 1.30
JRip 86.60 5.06 1.60
Logistic 87.95 2.87 0.91
MLP 91.35 3.36 1.06
NaiveBayes 82.37 4.21 1.33

Table 3 Results for the stanford NLP, TwitIE, and video statistics feature set that exclude parody
synsets

Average F-measure: Stanford NLP, TwitIE, and video statistics without parody synset

Inducer AVG F measure (%) STD (%) STD-ERR (%)
IB1 91.39 3.17 1.00
J48 85.67 5.99 1.89
JRip 82.14 5.58 1.76
Logistic 88.29 3.72 1.18
MLP 90.44 2.64 0.83
NaiveBayes 80.18 3.87 1.22
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Table 4 Results for the stanford NLP and video statistics feature set that include parody synsets

Average F-measure: Stanford NLP and video statistics with parody synset

Inducer AVG F measure (%) STD (%) STD-ERR (%)
IB1 92.59 2.96 0.94
J48 90.70 4.21 1.33
JRip 85.80 4.57 1.45
Logistic 86.80 4.65 1.47
MLP 90.28 3.65 1.16
NaiveBayes 82.55 4.50 1.42

Table 5 Results for the stanford NLP and video statistics feature set that exclude parody synsets

Average F-measure: Stanford NLP and video statistics without parody synset

Inducer AVG F measure (%) STD (%) STD-ERR (%)
IB1 93.15 3.19 1.01
J48 85.05 4.88 1.54
JRip 86.16 4.96 1.57
Logistic 81.73 5.10 1.61
MLP 90.09 3.06 0.97
NaiveBayes 78.50 3.69 1.17

Table 6 Results for the stanford NLP feature set that include parody synsets

Average F-measure: Stanford NLP with parody synset

Inducer AVG F measure (%) STD (%) STD-ERR (%)
IB1 92.39 2.87 0.91
J48 88.50 3.41 1.08
JRip 84.06 3.83 1.21
Logistic 82.94 6.41 2.03
MLP 88.73 2.87 0.91
NaiveBayes 78.51 4.70 1.48

Table 7 Results for the stanford NLP feature set that exclude parody synsets

Average F-measure: Stanford NLP without parody synset

Inducer AVG F measure (%) STD (%) STD-ERR (%)
IB1 92.94 3.19 1.01
J48 86.87 4.25 1.34
JRip 81.63 4.80 1.52
Logistic 81.73 5.03 1.59
MLP 87.71 3.08 0.97
NaiveBayes 75.14 4.11 1.30
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inducers, showing that the popularity of a video helps indicate the relation between
a parody and its source. Removing the parody synset did not have a heavy impact
on performance. This is an important find, such that the word “parody” does not
degrade classification of source/parody pairs.

Interpretation of Results: Topic and Feature Analysis

The most influential features were seen by using feature subset selection within
WEKA. This showed that source and parody topics were most influential in the
classification task. However, some topics clusters tend to overfit to popular videos
or artist, especially for source videos. Generic clusters were also formed for things
like music, humor, appraisal (users liked the song), and hate. A few unexpected
topics also appeared, which show that current events also make it into the trending
topics of the videos, for example: Obama, Ebola, and religion. Other feature analysis
concluded that personal nouns were not relevant. This contradicts related work.
Lexical features that were relevant included verbs, symbols, periods, adjectives,
average word length in parody comments, and undefined or unrecognized tokens.
Sentiment also showed promise during feature selection, though further experiments
and dataset expansion will be needed to achieve more insightful feature selection.

The original hypothesis of this study is supported by the results. After introducing
features extracted from comments, classification of source/parody pairs improved.
The hypothesis also held after removing the parody synset. This generalizes the
approach and makes it applicable to other domains, such as improving search,
classifying news articles, plagiarism, and other derivative work domains. The
proof of concept in this study leaves many possible directions for future research,
including domain adaptation and feature expansion. Features left for future work
include named entity recognition (this can help detect original authors of works),
unusual juxtapositions and out of place language (Bull 2010), sentence structure
beyond punctuation (Reyes et al. 2012), and community acceptance of comments to
supplement sentiment analysis (Siersdorfer 2010).
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Summary and Future Work

The results reported in Tables 2, 3, 4, 5, 6, and 7 of this paper support the original
hypothesis of this study: after introducing features extracted from comments,
classification of source/parody pairs improved. More significantly, results obtained
with the parody synset removed also support the hypothesis. This generalizes the
approach and makes it applicable to other domains, such as improving search, clas-
sifying news articles, plagiarism, and other derivative work domains. The proof of
concept in this study leaves many possible directions for future research, including
domain adaptation, feature expansion, and community detection. Features left for
future work include named entity recognition (this can help detect original authors
of works), unusual juxtapositions and out of place language (Bull 2010), sentence
structure beyond punctuation (Reyes et al. 2012), and community acceptance of
comments to supplement sentiment analysis (Siersdorfer 2010).

As mentioned in the introduction, a central goal of this work is to develop
techniques and representations for heterogeneous information network analysis
(HINA) to better support the discovery of webs of influence in derivation of creative
works and the recognition of these and other instances of cultural appropriation.
Figure 3 illustrates one such use case using early modern English ballads from
the English Broadside Ballad Archive (EBBA); Fig. 4 illustrates another based on
the meme Sí, se puede (“Yes, one can,” popularly rendered “Yes, we can”). These
are hand-constructed examples of the types of “network of influence” diagrams that
we aim to produce in continuing research.

Figure 5 depicts the data flow and workflow model for our system for Extracting
the Network of Influence in the Digital Humanities (ENIDH), as a block diagram.
The system described in this book chapter implements a simplified variant of this
workflow. On the left side, the input consists of candidate items to be compared—in
this case, digital documents such as song videos bearing metadata. Named entity
(NE) recognition and discovery plus terminology discovery are preliminary steps to
relation discovery. As described in Section “Results using Different Feature Sets”,
supervised learning to predict parody/original song pairs was conducted using a
variety of inducers, but not using support vector machines (SVM) and other kernel-
based methods. The desired web of influence (Koller 2001) is represented by a
heterogeneous information network (containing multiple types of entities such as
“original song” and “parody video” or “original video” and “parody lyrics”) as
illustrated in Figs. 3 and 4.
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Fig. 3 Example of a network of derivative works based on the English Broadside Ballad Archive
(EBBA)
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Fig. 4 Example of a heterogeneous information network of derivative works based on the meme
Sí, se puede/Yes, We Can
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Fig. 5 System block diagram: Extracting the Network of Influence in the Digital Humanities
(ENIDH)
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