
Lecture Notes in Electrical Engineering 426

Filippo Cavallo
Vincenzo Marletta
Andrea Monteriù
Pietro Siciliano
 Editors 

Ambient 
Assisted 
Living
Italian Forum 2016



Lecture Notes in Electrical Engineering

Volume 426

Board of Series editors

Leopoldo Angrisani, Napoli, Italy
Marco Arteaga, Coyoacán, México
Samarjit Chakraborty, München, Germany
Jiming Chen, Hangzhou, P.R. China
Tan Kay Chen, Singapore, Singapore
Rüdiger Dillmann, Karlsruhe, Germany
Haibin Duan, Beijing, China
Gianluigi Ferrari, Parma, Italy
Manuel Ferre, Madrid, Spain
Sandra Hirche, München, Germany
Faryar Jabbari, Irvine, USA
Janusz Kacprzyk, Warsaw, Poland
Alaa Khamis, New Cairo City, Egypt
Torsten Kroeger, Stanford, USA
Tan Cher Ming, Singapore, Singapore
Wolfgang Minker, Ulm, Germany
Pradeep Misra, Dayton, USA
Sebastian Möller, Berlin, Germany
Subhas Mukhopadyay, Palmerston, New Zealand
Cun-Zheng Ning, Tempe, USA
Toyoaki Nishida, Sakyo-ku, Japan
Bijaya Ketan Panigrahi, New Delhi, India
Federica Pascucci, Roma, Italy
Tariq Samad, Minneapolis, USA
Gan Woon Seng, Nanyang Avenue, Singapore
Germano Veiga, Porto, Portugal
Haitao Wu, Beijing, China
Junjie James Zhang, Charlotte, USA



About this Series

“Lecture Notes in Electrical Engineering (LNEE)” is a book series which reports
the latest research and developments in Electrical Engineering, namely:

• Communication, Networks, and Information Theory
• Computer Engineering
• Signal, Image, Speech and Information Processing
• Circuits and Systems
• Bioengineering

LNEE publishes authored monographs and contributed volumes which present
cutting edge research information as well as new perspectives on classical fields,
while maintaining Springer’s high standards of academic excellence. Also
considered for publication are lecture materials, proceedings, and other related
materials of exceptionally high quality and interest. The subject matter should be
original and timely, reporting the latest research and developments in all areas of
electrical engineering.

The audience for the books in LNEE consists of advanced level students,
researchers, and industry professionals working at the forefront of their fields. Much
like Springer’s other Lecture Notes series, LNEE will be distributed through
Springer’s print and electronic publishing channels.

More information about this series at http://www.springer.com/series/7818



Filippo Cavallo • Vincenzo Marletta
Andrea Monteriù • Pietro Siciliano
Editors

Ambient Assisted Living
Italian Forum 2016

123



Editors
Filippo Cavallo
Scuola Superiore Sant’Anna
Pontedera
Italy

Vincenzo Marletta
DIEEI
Università degli Studi di Catania
Catania
Italy

Andrea Monteriù
Università Politecnica delle Marche
Ancona
Italy

Pietro Siciliano
IMM-CNR
Lecce
Italy

ISSN 1876-1100 ISSN 1876-1119 (electronic)
Lecture Notes in Electrical Engineering
ISBN 978-3-319-54282-9 ISBN 978-3-319-54283-6 (eBook)
DOI 10.1007/978-3-319-54283-6

Library of Congress Control Number: 2017933676

This book was advertised with a copyright holder in the name of the authors in error, whereas the
publisher holds the copyright.
© Springer International Publishing AG 2017
This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part
of the material is concerned, specifically the rights of translation, reprinting, reuse of illustrations,
recitation, broadcasting, reproduction on microfilms or in any other physical way, and transmission
or information storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar
methodology now known or hereafter developed.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this
publication does not imply, even in the absence of a specific statement, that such names are exempt from
the relevant protective laws and regulations and therefore free for general use.
The publisher, the authors and the editors are safe to assume that the advice and information in this
book are believed to be true and accurate at the date of publication. Neither the publisher nor the
authors or the editors give a warranty, express or implied, with respect to the material contained herein or
for any errors or omissions that may have been made. The publisher remains neutral with regard to
jurisdictional claims in published maps and institutional affiliations.

Printed on acid-free paper

This Springer imprint is published by Springer Nature
The registered company is Springer International Publishing AG
The registered company address is: Gewerbestrasse 11, 6330 Cham, Switzerland



Preface

Active and Assisted Living (AAL) has been recognized for its crucial role in
determining the quality of life in the future of our society. This principle has been
confirmed by such institutions as the European Commission, an organization that
clearly sees AAL as the “fundamental block” in addressing the challenges of
demographic changes, sustaining people in productive and healthy work, keeping
people at home healthy, independent and integrated, and improving the delivery of
care where and when needed. These are very demanding challenges for which AAL
can guarantee products and services that improve the quality of life for people in all
phases of life, combining new technologies and social environments. Recent
advances in a number of research areas have helped the vision of AAL to become a
reality and have allowed integration of new AAL technologies into human lives in a
way that will benefit all.

All these aspects were explored during the Seventh Italian Forum on Active and
Assisted Living (ForItAAL), in June 2016, Pisa, Italy. It is one of the most
important annual showcase events for researchers, professionals, developers, policy
makers, producers, service providers, carriers, and end user organizations working
in the different fields of AAL, who want to present and disseminate their results,
skills, prototypes, products, and services.

This book presents the refereed proceedings of the Forum and reviews the status
of researches, technologies, and recent achievements on AAL. Different points of
view, from research to practice, cover interdisciplinary topics, combine different
knowledge, expertise, needs, and expectations, and thus offer a unique opportunity
to all those directly or indirectly interested and involved in the field of AAL.

Moreover, the book discusses the promises and possibilities of growth in AAL. It
lays out paths to meet future challenges and will provide crucial guidance in the
development of practical and efficient AAL systems for our current and future society.

Pontedera, Italy Filippo Cavallo
Catania, Italy Vincenzo Marletta
Ancona, Italy Andrea Monteriù
Lecce, Italy Pietro Siciliano
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The Mo.Di.Pro Experimental Project
at the Galliera Hospital: I.C.T., Robots
and Care of the Environment
for the Rehabilitation of Patients
Before Discharge

Niccolò Casiddu and Claudia Porfirione

Abstract The project Mo.Di.Pro, which stands for “Assisted Discharge modal” is
a pilot study to test and validate an innovative form of hospitalisation which pro-
vides domestic assistance following treatment in the acute stage, during which, for a
vast number of patients (mainly elderly) their discharge is delayed due to reasons
independent from purely sanitary needs. The model proposes a domestic environ-
ment with sanitary assistance and monitoring with a discreet staff presence, in order
to gradually prepare patients to return to their household after being discharged.
This goal was pursued by designing and realising hi-tech, semi-hospital accom-
modation prototypes with domestic characteristics. They integrate the domestic
environment with current technology in monitoring, telepresence, and teleassis-
tance, thus reducing the need for continuous assistance from the medical staff. This
contributed to increased safety and autonomy for patients.

Keywords Protected discharge � Telemedicine � Rehabilitation � Tech support

1 Introduction

The study involves the collaboration between the Hospital Board of Galliera and the
University of Genoa, (DSA—Architectural Science Department, DIBRIS—
Department of Computer Science, Bioengineering, Robotics and Systems
Engineering) for the construction of a shelter facility of domiciliary nature adjacent
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to the hospital allowing scheduled visits by doctors and immediate intervention in
health emergencies, at a lower cost to the current hospital costs (approx.
1000 €/day) and to assist the return to a home environment more gradually and
effectively.

Accordingly the study activity has concerned, first of all, the design and con-
struction of prototype semi-hospital housing of domiciliary nature and with
high-tech equipment and subsequently the design of interface systems for the
monitoring and control of activities during the model testing.

1.1 Objectives

The aim of the study, which started in January 2015, is to develop a model of
“protected discharge” in premises with high technological and architectural content
for elderly patients, clinically dischargeable but not able to return home, for social
care issues. It is an experimental pilot study, coordinated by Dr. Gian Andrea
Rollandi (Scientific Coordinator, E.O. Ospedali Galliera).

The experimental activity includes the involvement of 30 subjects chosen among
patients in hospital discharge, discharged and sent for monitoring in the area of
temporary in-hospital residence for a period of approximately 5–2 days.

The primary objective of the study is to evaluate the feasibility in terms of
protected discharge, with the help of appropriate monitoring of the main
vital/clinical signs using the automated system, in the context of specifically ded-
icated discharge premises of domiciliary type. Accordingly, the primary endpoint is
represented by the hospitalisation days of patients enrolled in an experimental
model. The achievement of this objective will be identified by the number of
hospitalisation days.

The secondary objectives, since this is a pilot study, are varied and include a
series of evaluations, with exploratory intent, which will be used to better define the
objectives of any subsequent stage of experimentation. They are mainly identified
in assessing the hospitalisation costs, life quality for patients and their caregivers,
the degree of cognitive and physical frailty, assistive devices and remote
connection.

2 Materials and Methods

Recent data show that a predictable percentage of around 8% of patients admitted to
hospitals prolongs stay in hospital despite being clinically dischargeable and with
no need to carry out diagnosis and/or in-hospital therapy [1]. This involves, on the
one hand, an unsuitable occupation of hospital beds with an increase in the number
of hospitalisation days and hospital health expenditure and, on the other hand,
hardship for patients with increased risk of creating conditions of disability and
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iatrogenic diseases by “prolonged hospitalisation”, well documented mainly in
more compromised and older subjects [2, 3].

The reasons for the continued stay in hospital may include [4, 5]:

1. degree of disability and frailty of the patient with heavy care burden once
returned to his/her domestic environment (distance from the hospital, assistance
availability, etc.);

2. prolonged waiting for activation of home care processes;
3. prolonged waiting for supplying aids/devices at home;
4. unwillingness on the part of family members/caregivers to receive the patient at

home;
5. bed unavailability in protected residential structures (RSA) or rehabilitation

facilities.

The conditions of the study result from the analysis of the times and course of
hospitalisation: the average time of hospitalisation of patients with non-surgical
pathologies is slightly longer (at the Galliera hospital, the average is 15 days) and
while, normally, most of the diagnoses and the most important therapies are con-
ducted in the first week of admission, usually, in the last days before the discharge,
the medical assistance to patients decreases to almost zero.

In this respect one of the most important elements to consider is the time gap
between the time a patient is deemed clinically dischargeable and the time this
patient is actually discharged. This time gap is due mainly to social welfare
problems related to the difficulties for families to receive a member who is less
self-sufficient and in need of more care and time of insertion in the RSA (nursing
residence) in several respects (rehabilitation, clinical stabilisation, relief and more).

On this basis a shelter structure, adjacent to the hospital, is planned to be built, so
that scheduled visits and immediate action of doctors is easily enabled in the event
of a health emergency, provided with all the architectural and premise features to be
perceived as a receptive domestic/lodging facility that enables a significant
reduction in the daily management cost (the current average cost of hospitalisation
is nearly 1000 €/day).

The stay is planned in larger rooms, with home like furnishings and with a
different discipline from the perspective of the relatives’ access, in order to “ac-
company” more gradually and effectively both patients and relatives back to their
home environment.

The goal of the experiment aims at identifying design (architectural and tech-
nological) solutions, to assist the rehabilitation of hospitalised patients before their
final discharge [6].

So the choice has been made to experiment with new project proposals and to
generate an “ecosystem” with materials, furniture, accessories and technology
platforms already available in the market, implementing the functions for achieving
predetermined objectives: for example to monitor the domestic space, to facilitate
opportunities for communication and user participation in every aspect of daily life,
etc.

The Mo.Di.Pro Experimental Project … 5



2.1 Accommodation Design

The objective of the first testing phase aims at creating and studying the func-
tionality of (architectural and technological) design solutions, to enhance autonomy,
independence and mobility of the dischargeable patient [7]. The study is based on
the principle that, going through a transition period in an environment of mainly
domestic reception features, these persons can regain the ability to live actively and
independently at home.

Architectural (distribution, material, structural and formal) choices in the study
are conceived according to criteria designed to guarantee maximum safety, comfort
and ease of use (for guests, their families and professionals) and to optimise the
procedure and timing for operation and maintenance of the premises in relation to
the expected hygiene standards. The project aims at verifying solutions for those
needs [8].

New project proposals will be experimented and a “domestic ecosystem” will be
generated with materials, furniture, accessories and technology platforms already
available on the market, implementing functions for achieving present objectives:
for example, to monitor domestic space, to facilitate opportunities for user com-
munication and participation in every aspect of daily life, etc.

Starting from the identification of needs and the users’ needs, the work aims to
identify solutions and products that allow the integration of architectural environ-
ment with systems of monitoring, control and assistance (with particular attention to
the protection of privacy), involving different technological areas such as:
telecommunications, computer science, microsystems, robotics, new materials,
according to the AAL (Ambient Assisted Living) approach [9].

The study applied to the project was conducted on two interdependent levels:

• Definition of finishing materials, furnishings and accessories, colour harmonies,
textures, etc. designed according to ergonomics, usability, accessibility and
security (passive technological design);

• Choice of technologies, devices and systems that are integrated into the
domestic ecosystem, both in current use and to be developed specifically to
provide environmental control and personal monitoring and offer assistance,
care and companionship (active technological design).

The integration of “passive” solutions (e.g. resilient floor surfaces, to reduce
damage in the event of a fall or impact, shape and arrangement of furnishings,
position of control devices etc.) and “active” hi-tech systems (integrated sensor
panels for the control of posture and warning in the event of recognition of a fall)
makes it possible to implement smart environments, which are still designed to be
perceived as domestic and in which the comfort and safety of the guest and family
members is guaranteed and at the same time monitoring and care facility is opti-
mised [10].
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2.1.1 Bedroom

The spaces intended for curative periods and at night, being of a private nature, are
defined by the use of cool colours, designed to separate clearly the public spaces
from the private ones [11, 12]. Colour has been used as signage and orientation to
accentuate the differentiation between the different spaces of the accommodation
and the transition from one to another [13]. The light fixtures are predominantly
composed of domestic purpose lights (such as floor lamps and lampshades over
nightstands). In particular, the lighting during the night, for the safety of our guests,
is guaranteed by a LED step light for orientation, automatically operated by getting
out of bed.

The furnishings have light wood finishes, more similar to the home than the
hospital environment [14]. The bed nets are of orthopaedic type with variable
inclination (Fig. 1).

2.1.2 Bathroom

In toilets, scaled so they are easily adaptable to the use of a wheel chair, the
installation is expected of acrylic stone shower trays flush with the sanitary floor
and equipped with full access, while maintaining the typical characteristics of the
home environment. Specific measures have been developed to prevent the risk of
falling due to tripping or slipping and of impact or injury (Fig. 2).

Fig. 1 Single room
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2.1.3 Corridor

In the corridor (partially adjacent to the living room), as throughout the accom-
modation, the floors were completely coated in 2 mm thick PVC with a wood
effect, with hot-welded joints, to ensure perfect homogeneity of the environments
and also their cleanliness [15] (Fig. 3).

2.1.4 Living Area

Warm colours characterise the bright living room [16]. The kitchenette is equipped
with refrigerator, electric hob with induction heating for heating food, microwave
oven, sink with mixer tap and mobile storage facilities with easy handling (e.g.,
handles easily reached and recognisable by colour and shape) [17]. Fittings and
components are safe, pleasant and characterised by a high level of performance
(i.e., without materials which are excessively cold to the touch). A “Design for All”
principles-based design has guaranteed the best approach possible to all worktops
[18].

The lights, kitchen ceiling light points, the floor of the living room and the light
fixtures on the ceiling of the corridor are linked to the presence detection system
(Figs. 4 and 5).

Fig. 2 Single bathroom
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Fig. 3 The wide corridor from the entrance leads to the living area

Fig. 4 Kitchen
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2.1.5 Gym

Dominated by the colour yellow, it has retained the lighting from the ceiling [19].
Usable for rehabilitation activities under the guidance of the responsible staff
member, it has a space dedicated to the technical IT compartment.

2.2 Monitoring of Parameters

During the stay in the semi-hospital residence certain data will be monitored which
is collected using worn devices and properly coordinated environmental devices.

The intention is to monitor a series of vital signs using non-invasive wearable
devices that give the subject enrolled complete freedom of movement and that
perform analyses on the data captured (through the implementation of mathematical
methods and statistical analyses) [20].

In particular, we intend to observe the following vital signs: temperature, blood
pressure, heart rate and oxygen saturation, breathing rate and body weight.

In addition to monitoring vital parameters, there will also be monitoring of the
following laboratory parameters when necessary: glycaemia, INR, cholesterol.

The analysis of sleep and movement, the risk of falling (fluctuations and swings,
as well as changing the centre of gravity) and ADL (Activity of Daily Living) are

Fig. 5 Living area
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monitored. Sleep quality, understood as the number of nocturnal awakenings, is
monitored as an indicator of the overall health of the patient (Fig. 6).

The intention is to monitor the amount of time the patient spends sitting, the time
and speed of walking and physical activity: this monitoring activity (motion
analysis) both includes the use of wearable sensors and is deployed in the
environment.

Using wearable inertial sensors it is possible to estimate the number of steps
taken and track/trace the person’s posture, while through two cameras, properly
positioned, it is possible to obtain synchronised video streams and spatial and
temporal information on users (e.g. spatio-temporal sequences of activities: statis-
tics on time spent at a given point, statistics on how often the patient moves around
the room and what are the points where he most commonly goes, information
related to time slots).

It is also expected that, inside the rooms, monitoring will be performed through
wearable devices, positioning systems and RFID tags. To give some examples:

1. force sensors that detect the status (free/occupied) of chairs, armchairs, sofas,
beds;

2. sensors to detect the presence of persons in the apartment;
3. tags placed on key items that will recognise a specific type of activity through

interaction with them.

In addition to the proposed set-ups, it is intended to also to offer the testing and
subsequent marketing of devices currently in the engineering phase (Fig. 7).

Fig. 6 Some of the monitoring equipment supplied to the facility
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2.3 Ethics: Informed Consent

The study protocol is in compliance with the principles established by the 18th
World Medical Assembly in Helsinki, 1964 and subsequent amendments/additions
as well as Good Clinical Practice.

The nature of the study, its purpose, the procedures, the expected duration and
the potential risks and benefits should be explained to each patient. Each patient
must be informed that the participation in the study is voluntary and that he/she may
withdraw at any time. Withdrawal of consent will not affect its subsequent clinical
treatment or relationship with the doctor.

Fig. 7 List of parameters to be observed and the relevant devices available on the market
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Informed consent will be drafted by the coordinating centre by means of a
written statement, using non-technical language. The patient will have to demon-
strate that he/she understands the information contained in the consent, by signing
and dating it; also the copy of the document must be provided. No patient will be
enrolled in the study without having obtained his/her prior informed consent. An
original copy of the signed written informed consent of the patient must be kept by
the enrolling centre in a dedicated section of the study documentation.

3 Results and Discussion

No data is currently available in the literature on the methodology of management
intervention tested in this study and in a similar context (hospital): no sufficient data
is therefore available from previous experimental experiences on which to base the
foundations to build valid hypothesis testing.

It follows that no formal sample calculation has been performed. The study is
therefore intended as a pilot type with exploratory intent, with the main objective
being to assess the feasibility of a managerial change in hospital discharge standard
procedures. The standard assumable sample of about 30 subjects to be enrolled in a
time of approximately 3 months (10 persons/month) has been therefore established
on the basis of practical considerations considering eligible cases that normally
involve the hospital. This sample will be sufficient, however, to consider first the
technical feasibility of the project, but may also be useful in testing, on an
exploratory basis, the initial assumptions of efficacy (maintenance of fragility
indices, popularity testing, reducing hospitalisation time and operating costs) and to
lay the groundwork for possible future studies, even with larger randomised
drawing on case studies and specifications.

Descriptive statistics used for continuous parameters shall be mean, standard
deviation, median, quartiles, minimum and maximum; the discrete parameters will
be absolute frequency and relative frequency. The normality of deployments will be
tested and, if necessary, the necessary transformations to normality will be applied.

Any statistical tests used with purely exploratory intent will be the Fisher exact
test and chi-square for comparison between proportions; mainly nonparametric tests
(given the limited sample size) will be used in the case of comparison between
continuous variables.

3.1 Experimentation with Telepresence Robots

The purpose of the trial made by the group of researchers of the DSA (Architectural
Science Department) in the semi-hospital facility is the evaluation of operating
modes for using tele-presence robots in assisting elderly patients.

The Mo.Di.Pro Experimental Project … 13



Evaluation by users, service personnel and customers, will cover the robot
interface, which is the component of the product that allows the user to actually take
action. For this purpose two Padbots will be used in the treatment rooms, a
telepresence robot developed by Inbot Technology Ltd, a company based in
Guangzhou [21]. Padbot allows users to move and communicate remotely with
actions-reactions in real-time voice and video, in a simple and natural manner. The
launch campaign suggests using them in the work and private environments, par-
ticularly in long distance relationships, since they can amplify the degree of sat-
isfaction with telepresence communication (Fig. 8).

This tele-presence robot consists of a body about 90 cm allowing it to move
freely on wheels within the department. The head consists of a tablet—which can
be an iPad or Android tablet—which makes it possible to connect remotely with a
4G connection or wi-fi. This telerobot is equipped with sensors antifall and anti-
collision enabling it not to collide with potential obstacles that can be found in the
environment in which it moves, and it can be controlled remotely via the appro-
priate smartphone app (iOS or Android). The robot has an independent operating
time of 8 h and when it has lost its charge goes independently to its charging base
to recharge, and it also has Bluetooth and speakers. From a design point of view,
Padbot is characterised by soft and sinuous lines that resemble a white goose, a
quality that makes it particularly elegant, pleasant and friendly [22].

The two rooms of the department will be equipped with a Padbot operated by
service personnel of the department or by a physician who can remotely connect to
the patient.

Fig. 8 Padbot, telepresence
robot
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If authorised by the patients, the system can be activated even with family
members, so that they can get from the outside, on their mobile devices, in con-
nection with patients within the department.

The conduct of these operations will be assessed through appropriate cards and
interviews, for the purposes of analysing the problems encountered in the use of
robots, both by patients and by service personnel and assessing the object’s
usability as well as the user’s related perception [23].

3.1.1 Specific Procedures

The trial will cover in particular the assessment of certain procedures for calling for
assistance staff, which are usually outside the department. Two scenarios will be
analysed:

• local (patient);
• Remote (doctor or family);

The scenarios identified will configure three different types of communication-
interaction with the robot:

1. Video chat without Padbot (between 2 SmartPhone/Tablet type terminals)
2. Video chat via Padbot activated by the local device (between 2 terminals).
3. Video chat via Padbot by two terminals.

The development is expected of specific secondary procedures aimed at
improving the existing functionalities or their specific implementation in areas of
interest for research. The following is a list of the main ones:

– development of an application or a specific computer software;
– increase of the quality of communication by wi-fi;
– increased level of video call alert on the SmartPhone/Tablet (currently the

automatic answer works only when the Padbot App is active);
– development of the ability to send images or other multimedia files;
– development of the ability to send text messages or images during a video call

(like Skype).

The evaluation of the procedures will involve medical and welfare staff in filling
out a questionnaire concerning the efficiency of the communication and usability of
the robotic system.

A parallel evaluation of quality will be performed through interviews conducted
for guests by the researchers of the DSA, via video call with Padbot, at agreed
times.
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4 Conclusion

This project, initiated in January 2015, has already led to the creation of a model of
“protected discharge” of high technological and architectural content.

The experimental activity, launched inApril 2016, is affecting successfully thefirst
subjects chosen among patients in hospital discharge (for approximately 5–2 days).

The trial is intended to test the feasibility of positive rehabilitation of patients
being discharged, to familiarise them with the use of self-monitoring technologies
for communication and data transmission, and it is functional to be able to transfer
the rehabilitation situation to situations at home so as to enable a functional rela-
tionship of assistance which continues over time, in order to improve quality of life,
safety and autonomy and reduce recidivism in recovery, such as often happens in
patients, especially the elderly and frail, after discharge [24].
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Theoretical Model for Remote Heartbeat
Detection Using Radiofrequency Waves

V. Di Mattia, G. Manfredi, M. Baldini, V. Petrini,
L. Scalise, P. Russo, A. De Leo and G. Cerri

Abstract Recently there is an increasing demand for contactless and unobtrusive
techniques able to ensure a complete, comfortable and unobtrusive monitoring of
human vital signs even in critical situations, such as burn victims and newly born
infants, or when a long time monitoring is needed. This paper describes a pre-
liminary theoretical investigation about the possibility of using an electromagnetic
approach, already successfully tested for respiration monitoring, to detect the heart
activity of a human subject in indoor environments. In particular, the electromag-
netic model presented has been implemented to investigate the physical mechanism
of interaction between the heart movement and an electromagnetic wave impinging
on the human chest and to find out what is possible to observe from the outside
without any electrodes.
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Keywords Electromagnetic sensor � Heartbeat detection � Remote sensing

1 Introduction

The heartbeat is an important vital sign which indicates the health and the physi-
ological vital status of a subject and represents a predictive parameter for many
pathologies. The early diagnosis of the heart disease is a more and more significant
goal considering that, according to the World Health Organization (WHO), the
cardiovascular disease is one of the leading causes of death and the proportion of
deaths related to cardiovascular disease is increased by 5.7% globally between 1990
and 2013 [1].

The electrocardiography (ECG) is the gold standard among monitoring cardiac
techniques and it measures the bioelectrical signal generated by the myocardial cells
involved in cardiac activity. The mechanisms of contraction involved generate an
electrical potential difference, which propagates to all the surrounding tissues and
can be measured by several electrodes placed on the body surface. In some cases,
such as burn victims or newly born infants or when a long time monitoring is
needed, the fixed electrodes represent a contraindication (discomfort, skin irritation,
subject confined) with a consequent need for a noncontact measurement
method [2].

In this context, the electromagnetic (EM) technology can provide a useful
approach to remotely monitoring humans’ vital signs. Previous studies [3, 4]
demonstrated the feasibility of using EM fields to monitor the respiration activity of
human subjects in indoor environments, highlighting some important advantages as
the possibility of non-contact measurements at significant distances (even 2 or 3 m),
and most importantly, through tissues (bed sheets, blankets, clothes), because
common fabrics are generally transparent to EM waves. These aspects may rep-
resent a clear advantage for both the monitoring of non-collaborative or burnt
patients and the remote monitoring for Ambient Assisted Living applications. In
fact, an EM system may be easily installed inside hospital rooms or even at home
without the need to have a direct collaboration of the subject, the intervention of
medical personnel nor of the subject and without privacy issues. The next step of
this research field is to investigate the possibility of using a similar EM technology
to detect without contact the cardiac activity. A preliminary theoretical study about
the feasibility of such an approach will described in this paper.

The normal heart rate in adult subjects ranges from 1 to 3 Hz, corresponding to
60–100 beats per minute (bpm) but in some cardiac arrhythmia disease, it can
significantly change. During ventricular tachycardia, the heart rate can increase over
200 bpm; it can also decrease below 60 bpm during bradycardia. These changes
influence the respiration rate, which increases above 1–2 Hz in emergency cases,
while the normal respiration rate varies between 0.1 and 0.3 Hz (12–20 breaths per
min), demonstrating that is often important to consider the frequency components
of both the heart and the respiration rates. It is equally true that the two signals are
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hardly distinguishable from each other. In fact, the breathing activity produces a
chest displacement ranges from 4 to 12 mm, which is summed to the exiguous skin
movement caused by the heart activity, which ranges from 0.2 to 1 mm.

A lot of experimental researches have already been conducted on non-invasive
monitoring of heart rate. Some examples are: a 2.4 GHz Doppler radar on chip used
to detect the heart rate with an accuracy up to 80% [5]; a wavelet transform
performed to detect the heart rate at various distances from the radar [6] and an
investigation about the effect of the frequency on the detection accuracy [7]. On the
contrary there is a lack of theoretical studies able to give a physical explanation of
the relation between the heart movement and the EM signal reflected by the human
chest and observed from the outside without any electrodes. Actually the values
relative to the impedance, the attenuation, the speed and the thickness of various
tissues crossed by the EM field while travelling through the human thorax from the
skin to the heart can be found in [8, 9], allowing predict some parameters related to
the EM signal reflected by the human chest. Starting from these and other studies
related to the dielectric properties of biological tissues of a human chest [10], the
idea has been to review and modify the multilayer model presented in [11] to better
understand the physical mechanism of interaction between an EM wave and the
human chest and its consequences on the reflected wave, in order to define some
guidelines for the realization of an EM non-contact monitoring system.

The paper is divided as follows: Sect. 2 describes the EM model implemented
and its application to the detection of the cardiac activity; Sect. 3 presents a
comparison between the results obtained using the models and those calculated by
analytical formulation and by experimental measurements; at the end, Sect. 4
resumes the goals and the most important results of the research activity presented
and proposes some hints for future developments.

2 The Electromagnetic Multilayer Model

Starting from the positive results achieved in terms of respiration monitoring by
means of an EM sensor [3, 4], the next step has been to investigate the feasibility of
monitoring the cardiac activity without contact and with a similar technology. In
particular, it has been taken into account the use of a Doppler continuous wave
radar technology. The research activity started with a preliminary study to under-
stand which is the physical quantity related to the heart movement that can be
significantly detected from the outside and without contact with the human body. In
fact, while the respiration activity causes a chest displacement of about few cen-
timeters (depending on the breath depth) visible even to the naked eye, the
movement of the cardiac muscle is hard to detect because it is placed under several
layers (chest, lungs…) and causes a skin displacement of maximum 1 mm. For this
reason, the first step has been the development of an EM multilayer model to
simulate the interaction between an EM wave and the heart movement. This allows
to understand if the EM wave is able to penetrate all the tissues to directly detect the
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reflection caused by the cardiac movement, or whether it is necessary to detect the
reflection caused by the superficial thoracic movement due to the cardiac activity. In
fact, it is commonly known that the phenomena of depolarization and polarization
are responsible for the contractions movements of the cardiac muscle, that are
variations of shape and volume of the heart. Such movements do not remain
organ-confined but they propagate through the adjacent tissues and the ribs, thus
causing a skin vibration slightly perceptible from the outside. Moreover, the extent
of this external movement caused by the heartbeat varies depending on the con-
ditions of the monitored subject, considerably decreasing for patients in conditions
of obesity or over fifty years and by the position taken by the subject. The size of
the skin vibration caused by the heartbeat can be assumed between 0.2 and 1 mm
and to this exiguous displacement is summed the much higher chest movement
caused by the breathing activity. Therefore, not only a small spatial resolution is
required, but even a suitable signal processing to distinguish the two signals.
Table 1 resumes the average amount of the variables related to the two phenomena.

2.1 Multilayer Model Implementation

An EM wave transmitted at a sufficient distance from the subject to monitor, that
means assuming the target is in the far field zone with respect to the transmitter, can
be considered as a plane wave. At this point there are two main factors that
influence the characterization of the reflected wave: the morphology of the human
body and the dielectric properties of the tissues crossed by the wave. It is under-
standable that taking into account the complex morphology of the body would
mean also considering the variability of these characteristics not only from one
person to another, but also depending on the position of the same subject. On the
contrary, the dielectric properties of the tissues crossed by the incident wave with
slightly approximations are quite comparable among subjects. Therefore, it is
reasonable to consider that an EM model will be an approximation of the real
scenario but sufficient to estimate the amount of reflection and attenuation of an EM
wave that travels through the different tissues of the body.

The propagation of an EM wave through biological tissue is mainly governed by
the dielectric constant, the conductivity, the source configuration and geometric
factors that describe the structure of the tissues themselves. These parameters also
determine the amount of power density absorbed by a given tissue. When the radius
of curvature of a surface is larger than both the wavelength and the beam width of

Table 1 Comparison between the fundamental features of respiration and heart activities

Respiration activity Heart activity

Rate (breaths/beats per minute) 6–40 40–180

Frequency (Hz) 0.1–0.6 0.6–3

Chest displacement (mm) 4–12 0.2–1
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the incident radiation, it is possible to use planar tissue models to estimate the
absorbed power density and its distribution within the body. In the view of this
hypothesis, the one-dimensional layered model proposed in [11] to study the
dependency of dielectric proprieties of biological tissues on the frequency, has been
chosen as the starting point for the implementation of a more complete model. In
fact, among the models present in literature, it is the most satisfactory to represent
the geometry and the dielectric characteristic of the human chest. Actually, to the
end of our study, it has been reviewed and extended in order to consider also the
contribution of the cardiac muscle. In fact, the original model includes Skin, SAT,
Muscle, Bone Lungs, where SAT (Subcutaneous Adipose Tissue) represents the
subcutaneous fat and contains various types of fat tissue. Figure 1 shows a sche-
matic representation of the proposed EM model, where a layer for heart has been
added between the bone and lungs layers. Table 2 reports the range relative to the
thicknesses of the tissues used in the model and relative to the frontal chest area of a
male adult subject, aged between twenty and sixty years, normo-weight [11]. The
values chosen for the simulation are the maximum, the minimum and the averages
values of the ranges indicated in Table 2. The dielectric properties of these tissues
are taken from [12].

Thanks to this simple EM model it has been possible to investigate at various
frequencies, the behavior of the reflection coefficient at the air-skin interface. Such
reflection coefficient provides a quantitative indication of the reflected wave useful
to estimate the intensity of the actual EM signal to be detected by a Doppler radar
system.

The layered model described in Fig. 1 has been analyzed as a transmission line
with losses, see Fig. 2, considering that the impedance of the nth layer can be
written as:

Zn ¼ gn
Znþ 1 þ gntanhcndn
gn þ Znþ 1tanhcndn

ð1Þ

where ηn, cn and dn respectively represent the characteristic impedance, the prop-
agation constant and the dimension of the n-th layer. Therefore, by applying
recursively the transmission line model, it is possible to calculate the reflection
coefficient at the air-skin interface as:

Fig. 1 The multilayer EM model proposed to study the interaction between an EM wave and
human chest
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Cair�skin¼ Zin skin � g0
Zin skin þ g0

ð2Þ

where η0 is the free space characteristic impedance and Zin_skin is the input impe-
dance of the EM model depicted in Fig. 2.

The model has been used to estimate the value of the reflection coefficient at the
air-skin interface at different working frequencies (from 236 MHz up to 10 GHz) in
two different scenarios: (a) thickness variation of 1 cm of the layer corresponding to
the heart; (b) 1 mm skin surface displacement caused by the heartbeat movement.

In the following the two different scenarios and the results obtained with the
multilayer EM model will be described in details.

2.1.1 Scenario (a): Heart-Layer Movement

In the first scenario, the reflection coefficient at the air-skin interface has been
evaluated at various frequencies, firstly in the rest condition and then when the
longitudinal dimension of heart-layer is increased of 1 cm, representative of the
heart contraction, leaving the thickness of the other layers unchanged with respect
to the rest condition. Therefore the variations of module and phase of the reflection
coefficient have been calculated for each frequency in the range 236 MHz–10 GHz
as the difference between the values obtained with the two configurations. Figure 3
depicts only the phase variation, that is more significant than the module variation,

Table 2 Thickness of
biological tissues [11]
adopted in the multilayer
model

Tissue Thickness (mm)

Skin 0.8–2.6

SAT 1.4–23.2

Muscle 0.0–30.0

Bone 5.6–6.6

Fig. 2 Multilayer EM model of human chest represented as a transmission line
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of the reflected wave evaluated all over the frequency range of interest and relative
to three different EM models, obtained considering the minimum, the mean and the
maximum thickness of the layers according to the variability range reported in
Table 2.

Three main evidences can be highlighted:

– Variations of both the module and the phase of the reflected wave are very small
and hardly detectable by a standard EM monitoring system. Anyway, the
highest values are obtained at about 400 MHz since moving up in the frequency
the attenuation phenomena become predominant and the EM wave is not able to
arrive at the last layer and come back with a significant intensity. Therefore only
the low frequency EM waves reach the heart layer, but their wavelengths are
much larger than the displacement to detect (about 1 cm) and consequently the
phase variation caused in the reflected wave is exiguous.

– At the high frequencies the EM wave is not able to penetrate through all the
tissues because the attenuation phenomena become predominant, so its pene-
tration depth significantly decreases and the EM field remains confined in the
first layers. Therefore no variation of phase caused by the dimension changes of
the heart layer can be appreciated, as clearly shown in Fig. 3.

– Considering that an incident EM wave is mostly reflected at the first interface
air-skin, when the longitudinal dimensions of layers are changed the curves
slightly differ from each other: the values of phase variations increase when
considering the minimum layer thicknesses of the range defined in [11] but the
different between curves reduces with frequency.

Fig. 3 Phase variation of the reflected EM wave due to 1 cm heart layer displacement (the lines of
different colors refers to tissue layer thickness parameterization) (Color figure online)
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2.1.2 Scenario (b): Chest-Layer Movement

The second scenario is related to the outside chest displacement that is the sec-
ondary effect (skin vibration) created by the heartbeat movement. In the multilayer
model this phenomenon is reproduced by varying the antenna—skin distance.

Figure 4 shows the variation of phase caused by the skin displacement with
respect to the rest condition (even in this scenario the simulation have been repeated
considering the minimum, the mean and the maximum values of tissue thickness,
according to [11]).

Three main evidences can be highlighted:

– the displacement of 1 mm is too small to be detected by low-frequency waves.
In fact Fig. 4 shows that the phase shift becomes greater as the frequency
increases, because by reducing the wavelength the resolution increases allowing
detect smaller displacements.

– the movement of the skin surface, albeit is an order of magnitude lower than the
heart-layer displacement considered in the previous scenario, causes a signifi-
cant phase modulation of high frequency waves reflected by the outside layer,
thanks to the small wavelength.

– As in the previous scenario, the longitudinal dimensions of tissues slightly
influence the phase variation of the reflected wave. Anyway in Fig. 4 the three
lines seems to overlap, because the difference is extremely smaller than the
phase variation obtained at high frequencies.

Fig. 4 Phase variation of the reflected EM wave due to 1 mm chest wall displacement (the lines
of different colors refers to tissue layer thickness parameterization)
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3 Validation of the Model

In order to validate the EM multilayer model presented in the previous section, the
results obtained have been compared with theoretical and experimental values. In
particular, the theoretical values have been calculated according to:

Du ¼ 4p � Dx
k

ð3Þ

which defines the phase variation as a function of the displacement Dx and the
wavelength k of the incident EM field.

As concerns the experimental values they have been obtained reproducing as
faithfully as possible the simulated scenario. The set up consists of a wide band
commercial horn antenna and a Vector Network Analyzer to transmit and receive a
continuous wave at the frequencies in the range of interest. The measurements
campaign has been carried out inside an anechoic angle set in our laboratory, even
if there are not particular requirements concerning the surrounding environment. In
fact, for each test, a reference signal is subtracted via software to the measured
signal, so as to delete the contribution of the static clutter and enhance the one due
to moving parts, as the target’s chest. This expedient allows conduct the measure in
whatever outdoor or indoor environments, as hospitals or houses, without any
issues caused by surrounding reflective surfaces.

This first campaign of measurement (8 tests, each 40s long) involved a male
subject in a state of good health. He wore normal clothes, and he has been asked to
maintain the default location for the test (sitting in front of the antenna, at a distance
of 1 m) avoiding suddenly movements all over the duration of the measure. For all
the tests carried out, the respiratory act of the subject is to be considered normal.

Table 3 summarizes the values obtained for a chest displacement of 1 mm at
236 MHz and 10 GHz, radiating a power level of 0 dBm. Looking at the values it
is clear that the very good agreement between simulated and calculated results. The
slight difference with the measured values is quite reasonable and it is probably due
to the real scenario in which the measure has been carried out and to the mea-
surement uncertainty. Therefore, once defined the displacement and the frequency,
the simulated values are to be considered as an upper limit, that is, as the maximum
values obtainable.

Table 3 Comparison between simulated, calculated and measured values of phase variation

Frequency (GHz) Du simulated (EM model) Du calculated (Eq. 3) Du measured

0.236 0.26° 0.56° 0.25°

10 23.99° 23.98° 18°
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4 Conclusions

A preliminary study about the use of EM technology to remotely monitor the
cardiac activity has been presented. The research activity started with the imple-
mentation of a simple but efficient model able both to explain the physical mech-
anism of the interaction between an EM wave and the human chest and to define
some guidelines for a future realization of an EM non-contact monitoring system.

To this end, a multilayer model of the human chest, including different materials
as skin, fat, bone, lungs and heart, has been reviewed for this specific application.
Then the multilayer model has been analyzed as a transmission line in order to
define the reflection coefficient at the air-skin interface and to investigate the
variations of its module and phase depending on the variation of the length of the
heart layer (displacement of about 1 cm) or of the skin layer (secondary effect of
heart beat causing an outside displacement of about 1 mm).

The preliminary study carried out, whose results have been compared with
theoretical and experimental values, allowed to deeply understand how an EM
continuous wave interacts with the human chest and what are the actual mech-
anisms that can be observed depending on the working frequency. In detail, using
low frequencies of about few hundreds of MHz it is possible to penetrate all the
tissue of the human chest up to the heart and directly observe the movement of
the cardiac muscle. Unfortunately, because of the strong attenuation of the EM
wave through biological tissues and the large values of its wavelength with
respect to the displacement to observe, the variations of the reflection coefficient
are too exiguous and very hard to be detected using a standard EM system. On
the contrary using high frequencies, the attenuation mechanisms are so significant
that the EM wave is not able to penetrate all the tissues and it remains confined
within the first layers, meaning that it is not possible to directly detect the
movement of the cardiac muscle, but due to the small wavelength, the EM wave
is able to resolve the 1 mm skin displacement, which causes a phase variation of
about 20 degree at 10 GHz. Moreover, the small penetration depth avoids the
interaction with any type of electronic devices eventually implanted inside the
human chest, as pacemakers.

It is worth noting that further studies could be carried out in order to inves-
tigate what happen at higher frequencies, although 10 GHz seems to be a good
trade off between resolution, simplicity and cost of realization. Moreover
according to what has been done in regards to the respiration monitoring [3, 4], it
could be convenient to investigate the use of a frequency sweep technique rather
than a single continuous wave paving the way for a future integration of the two
monitoring systems.
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A Wearable System for Stress Detection
Through Physiological Data Analysis

Giorgia Acerbi, Erika Rovini, Stefano Betti, Antonio Tirri,
Judit Flóra Rónai, Antonella Sirianni, Jacopo Agrimi,
Lorenzo Eusebi and Filippo Cavallo

Abstract In the last years the impact of stress on the society has been increased,
resulting in 77% of people that regularly experiences physical symptoms caused by
stress with a negative impact on their personal and professional life, especially in
aging working population. This paper aims to demonstrate the feasibility of
detection and monitoring of stress, inducted by mental stress tests, through the
analysis of physiological data collected by wearable sensors. In fact, the physio-
logical features extracted from heart rate variability and galvanic skin response
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showed significant differences between stressed and not stressed people. Starting
from the physiological data, the work provides also a cluster analysis based on
Principal Components (PCs) able to showed a visual discrimination of stressed and
relaxed groups. The developed system would support active ageing, monitoring and
managing the level of stress in ageing workers and allowing them to reduce the
burden of stress related to the workload on the basis of personalized interventions.

Keywords Stress monitoring � Stress induction test � Heart rate variability �
Galvanic skin response � Feature extraction � Psychometric instruments �
Clusterization algorithms

1 Introduction

Stress is a physiological response to the mental, emotional, or physical challenge
and it can be defined as the reaction of a person to the environmental requests or
influences [1]. Stress conditions can cause physical and emotional exhaustion that
leads to symptoms such as headaches, stomach complaints and difficulties in
sleeping. A study conducted by the American Institute of Stress (Statistic Brain
Research Institute, NY) has shown as in 2015 the 48% of people feels that their
stress condition has increased over the past five years. 77% of people regularly
experiences physical symptoms caused by stress with a negative impact on their
personal and professional life [2]. The influence of stress and its consequences on
society concerns also the economic aspect. According to the recent EU-funded
project 2013, the cost to Europe of work-related stress and depression was esti-
mated to be 617 billion annually. The total amount includes loss of productivity,
health care costs and social welfare costs [3]. The early detection of stress can
positively affect personal wellbeing and society affluence.

Traditionally, the level of personal stress has been established using some
psychometric instruments and scales [4], which are subjective. Subsequently the
correlation between the variation of the physiological signals and stress was
investigated in order to make the measurement more objective.

1.1 Physiological Signals and Stress Concept

Physiological phenomena are extremely correlated with stress and anxiety, such as
heart rate variability and galvanic skin response. Human stress response can be
described through Psychoneuroimmunology that tries to link together the physio-
logical systems involved in the stress response: the nervous system, the endocrine
system and the immune system [5].

Several studies have shown that stress has an impact on the Autonomic Nervous
System (ANS) [6]. The ANS provides a rapidly responding mechanism to control a
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wide range of functions and organs, including heart, skin resistance, digestive tract,
lungs, bladder and blood vessels [7]. The ANS has two components, the sympa-
thetic nervous system (SNS) and the parasympathetic nervous system (PNS). In
particular, the response “fight-or-flight” is associated with SNS, through the release
of adrenaline and noradrenaline [5], while PNS is involved in relaxation process.
Stress response is structured into 3 main stages: immediate effects of stress involve
the SNS, with releasing of adrenaline and noradrenaline in 2–3 s; intermediate
effects are characterized by 20–30 s time activity, in which adrenal medulla releases
epinephrine and norepinephrine.

That is why alteration of physiological signals and variables can be related to a
change of stress condition such as cardiac activity [8], electrodermal activity
(EDA) [9, 10], electro-myographic activity [11], breathing (Rottenberg et al. [12],
skin temperature [13], electrical brain activity [14], eye blink [15]. In particular
SNS and PNS regulate the EDA, the heart rate variability (HRV) and the brain
waves that are commonly used in literature to investigate the levels of stress during
different tasks [16].

1.1.1 Electrodermal Activity

Psycho physiological measures have been recently used in HRI studies, in which, in
addition to HRV, Galvanic Skin Response (GSR) has been used. The neural
mechanism and pathways involved in the central control of electrodermal activity
are numerous and complex. EDA is related to the level of arousal elicited by an
extended range of psychological and emotional states with either positive or neg-
ative valence. Different studies investigating anxiety, anger, fear and also joy
experiences report increased EDA [17, 18]. It is also an indicator of the cognitive
load, stress and arousal [9, 10], because of the variation of the skin electrical
resistance in response to various emotional stimuli. When a subject is under mental
stress, sweat gland activity is activated and increases skin conductance (SC). Since
the sweat glands are also controlled by the SNS, SC acts as an indicator for
sympathetic activation due to the stress reaction [1].

GSR has already been used in previous works in combination with other
physiological parameters. For example, SC has been combined with electro cardiac
activity, electromyographic activity and respiration activity in order to monitor
drivers’ behaviours through open roads [19]. In particular, the parameters provided
were the number of stressors in a given temporal window, the sum of the amplitude
of all the stressors counted in that temporal window, the sum of the response
durations and the sum of the areas under the peaks counted as stressors. Finally, the
integration of GSR, HRV and accelerometer data has been implemented in the work
of Sun et al. [1], with the aim to differentiate between physical activity and mental
stress. In particular, electrodermal activity has been analysed through three main
parameters: the number of the stressor, the related amplitude and the sum of the
duration of the responses.
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1.1.2 Electro Cardiac Activity

There are two types of neuro-modulatory receptors in cardiac cells: one is for
acetylcholine (SNS) and the other is norepinephrine (PNS). These receptors interact
with inhibitory or excitatory proteins, which, through chemical exchanges, can
modify the Calcium concentration in the heart cells membrane and inhibit or
stimulate heart rate (HR) and the strength of contraction [20]. HR describes the
cardiac activity when the ANS attempts to tackle with the human body demands
depending on the stimuli received. Concretely, ANS reacts against a stressing
stimulus provoking an increase in blood volume within the veins, so rest of the
body can react properly, increasing the number of heartbeats [8]. In confirmation of
this aspects, over recent years clinical researches have shown that one of the most
important indicators of stress is HRV. It is the variation in the time interval between
one heartbeat and the next one. To study the effect of SNS and PNS activities,
starting from ECG signal, it is necessary to analyse the HRV signal both in time and
frequency domains. Generally cardiac parameters as mean of Inter-Beat Interval
(IBI), HR, signal power in low frequency (LF) and high frequency (HF) bands are
used to analyse stress. The HRV analysis has already been used in different studies
to detect stress in various condition as mental task [21], high workload [22], car
driving [19] and other common daily tasks.

1.2 The Aim of the Study

This paper presents an experimental methodology to collect and analyse physio-
logical data to detect the stress status of the user. The methodology has been applied
in a test for the Trans.Safe (The AmbienT Response to Avoid Negative Stress and
enhance SAFEty) European research project which has the aim to detect stress
levels, through the monitoring and interpretation of physiological signals.

EDA and HRV were the physiological signals measured during the tests since
they are two of the most important indicators of stress (see Sects. 1.1.1 and 1.1.2)
and they can be revealed through portable and non-invasive devices. Thus, the
stress detection activity carried out in this experimentation has been performed
through a combination of two wearable sensors, Shimmer GSR Sensor and Zephyr
BioHarness™.

A new experimental protocol for the collection of physiological data in different
conditions has been defined. It consisted of alternated stages of rest and stress
induction phases combined with the administration of psychometric instruments.
Then, the data collected was properly processed and analysed in order to investi-
gated the significance of the physiological features in distinguishing stress and relax
conditions.

Since the main goal of this study is the monitoring of stress using a ultra-low
invasiveness system, it is reasonable to think that improving the comfort, the user
could wear the system for a long time, both during work or daily activities.
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In the future a such system, using a real time classifier, could act as a portable
system control, like medical devices as cardiac holter or pressure monitoring
devices (24 h). Furthermore it could also be useful for the user in order to predict
the rise of stress and act to reduce it. The feedback for stress presence and any
suggestion or intervention to decrease it would allow benefits for the user’s health
and a reduction in health care costs for stress-related illnesses.

2 Materials and Methods

In this section the sensor devices used for the acquisition of physiological signals,
the experimental protocol developed and adopted and the methodology chosen for
data analysis are described in detail.

2.1 Instrumentation

The choice of the wearable sensor devices to be included into the test has been
performed according to two criteria: accuracy of measurements and unobtrusive-
ness of the sensors. There are several devices on the market that claim the mea-
surement of cardiac and electro-dermal activity in a unobtrusive way.
Unfortunately, not all these devices are accurate enough for a reliable assessment of
stress conditions. In order to find a reasonable trade-off, we selected two devices:
Zephyr BioHarness™3 and Shimmer GSR Sensor (Fig. 1).

Zephyr BioHarness™3 (BH3) [23] is a Bluetooth chest belt capable of retrieving
signals derived from the ECG such Heart Rate and R-R Intervals. The ECG signal
is sampled at 250 Hz. Moreover, the BH3 is able to collect other signals such as
breathing rate, posture information and skin temperature. For the data analysis and
the development of the stress detection algorithm the Inter-Beat-Interval data pro-
vided by the device has been used. The GSR Module developed by Shimmer [24] is
a wearable sensor composed by two special finger electrodes and a main unit that
streams data related to the galvanic skin response with a sample frequency of
51.2 Hz using a Bluetooth connection.

Fig. 1 Zephyr BioHarness™3 on the left and Shimmer GSR Sensor on the right
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2.2 Participants

Twelve voluntary students (3 men, 9 women) with a mean age of 26.0 years old
(SD = 4.8 years, range = 21–30 years old) participated on purpose in this study.
All the participants did not meet the exclusion criteria that consisted in neurological
disorders that made unable the subjects to complete the mental tasks proposed or
cardiac diseases that could deface the physiological response in electro cardiac
activity.

Participants completed the experimental session in the Scuola Superiore
Sant’Anna (Pisa, Italy) and in the Telecom Italia WHITE Joint Open Lab (Pisa,
Italy). Written informed consent was obtained from all the participants before
starting the tests.

2.3 Experimental Protocol

The experimental protocol was intended to put the subjects in a state of emotional
and cognitive stress, in order to measure the variations of their physiological
parameters induced by stress.

The experimentation consisted in three phases: a baseline, a stress induction and
a recovery stage. During baseline the subjects relaxed in a separate room, for
10 min, without using mobile phone, without music or external sounds, without
stimuli and without closing their eyes. This phase was indispensable in order to
acquire the personal baseline of each subject, since physiological parameters show a
wide inter-subjects variability. At the end of baseline recording, the psychologist
administered psychometric instruments to the participants to obtain a subjective
perception about the level of stress, anxiety and drowsiness. Then the subjects
performed the stress phase, during about 15–20 min, completing a series of
extremely demanding cognitive tests handed out by the psychologist in order to
induce the stress. People were not aware that this phase was part of the experiment:
the psychologist indeed pretended to be sent by University to detect the intelligence
quotient (IQ) for a poll. The investigator assumed a very aggressive behaviour
towards the subject, behaving rude and correcting the person even when the he
accomplished the task properly. Furthermore, the user performed the required tasks
by listening a noisy sound in background that simulates high intensity traffic jam.
At the end of this phase, the subjects filled out the psychometric instruments again.
Afterwards a recovery period of 10 min was performed, in the same conditions as
in the baseline phase.

During the whole experimental session (baseline, stress and recovery phases),
the tested subjects wore the kit of wearable sensors described in Sect. 2.1, in order
to record electro cardiac and electrodermal activities.
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2.3.1 Tests for Stress Induction

The aim of this experimental protocol was to arouse stress in tested subjects that
would produce major changes in the level of physiological signals. For this reason,
in the experimental protocol the stress induction phase consisted of two paths:
(i) the use of validated neuropsychological tests that caused a great cognitive effort;
(ii) the creation of a stressful social situation that would put the subject under
pressure causing a strong emotional reaction.

The five different following tasks (Fig. 2), were executed by the tested subjects:

• Digit Span: it is a common measure of short-term memory to evaluate working
memory’s number storage capacity. In the test of Reverse Digit Span a list of
random numbers was read out loud to the person who had to immediately repeat
it in a backward order.

• Stroop Color Test: it is a common test to measure selective and divided
attention, cognitive flexibility and processing speed [25]. This test is a
demonstration of interference in the reaction time of a task in which the subject
was asked to read out loud and as fast as possible either the written word or the
ink color.

Fig. 2 Stress induction test set administered during the experimental session
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• Corsi Reverse: The Corsi block-tapping test is a psychological test that assesses
visual-spatial short term memory. The experiment is done typically by using a
wooden base where nine identical spatially separated blocks are present. In the
Reverse Corsi Test [26] the experimenter indicated a sequence of blocks by
tapping them and the subject was requested to reproduce the spatial succession
of boxes in the reverse way.

• Kohs Block Design Test: this is a performance test designed to be an IQ test
and to measure visual-spatial skills [27]. The subject was asked to replicate the
patterns displayed on a series of test cards by using colored cubes (each side has
a single color or two colors divided by a diagonal line).

• Tower of Hanoi: this is a mathematical game, common to test problem solving
and executive capacity of the subject [28]. It is composed by three rods and a
number of disks of different sizes which can slide onto any rod. The subject had
to move the entire stack to another rod, following simple rules: only one disk
could be moved at a time; only the upper disk from one of the stacks could be
moved and placed on top of another stack; no disk could be placed on top of a
smaller disk.

2.3.2 Psychometric Instruments

In order to measure the emotional state and the level of stress of the subjects, the
following psychometric instruments were administered before and after stress
induction phase:

• State-Trait Anxiety Inventory (STAI): this scale is one of the most frequently,
reliable and sensitive used measures of anxiety in applied psychology research.
In this study the short-form of the STAI scale was used, consisting of only six
items (STAI-6) since the objective was to establish the level of stress and
anxiety produced during the stress phase [29]. Higher STAI scores suggest
higher levels of anxiety.

• Karolinska Sleepiness Scale (KSS): it is one of the most common sleepiness
state tests and it is a 9-point Likert scale based on a self-reported assessment of
the person’s level of drowsiness at the moment [30]. The subject had to choose
his level of sleepiness from 1 = “very alert” to 9 = “very sleepy”. KSS was
originally developed to constitute a one-dimensional scale of sleepiness and was
validated against alpha and theta electroencephalographic activity [31].

• Shortened State Stress Questionnaire (SSSQ): The 24-item SSSQ [32], based
on the 90 Question Dundee Stress State Questionnaire (DSSQ), provides a
rapid, reliable, self-report assessment of the three primary stress dimensions:
distress, task engagement and worry [33].
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2.4 Data Analysis

The physiological data acquired during the whole experimentation have been offline
analysed using Matlab® R2012a.

The acquired data have been examined for baseline phase (10 min of recording),
stress phase (ranging from 15 to 20 min, depending from the attitude and behaviour
of the tested subject). Thus, for each phase, we obtained a dataset composed by a set
of GSR features for each participant and another dataset consisting of features
extracted from HRV signal. All these data were analysed in order to investigate
variations in physiological parameters that could be attributed to stress statutes of
the tested subjects.

2.4.1 Galvanic Skin Response (GSR)

The EDA has been recorded using Shimmer GSR sensor which provides as output
the galvanic resistance, that has been converted into galvanic skin conductance. In
the features extraction algorithm, the signal has been analyzed with temporal
windows of 2 min, after a filtering process, using a moving average filter. The
features extraction algorithm is based on startle detection that can lead to a set of
computable features. The method used is referred to the scoring multiples response
method of Boucsein [34], that establishes a local baseline at the level of the onset of
the second response and measures the distance from that baseline to the following
peak. The detection algorithm identifies all the occurrences of when the first
derivative exceeded to a certain threshold. It was empirically determined as
0.005 µS. Given the variability of GSR signal among subjects, this threshold is not
absolute but it has found to be adequate for the 12 subjects analyzed. Furthermore,
to ensure to not consider subsequent startles, a minimum distance has been chosen
as in (Shumm et al. [35], considering that a startle event is expected to last about 1–
3 s. Once the response was detected, the zero-crossing of the derivative preceding
and following the response were identified as the onset and end of the startle [36].
Starting from the startle detection, the following parameters have been calculated
(Table 1):

2.4.2 Electro Cardiac Activity

Electro cardiac activity has been recorded using the chest belt Zephyr BioHarness™
BH3. The device provides as output the raw ECG signal and the HRV data that
specifies the temporal distance between a beat and the following one. Starting from
Inter-Beat-Interval (IBI), the algorithm to extract the main features has been
developed. The IBI signal has been modified identifying and correcting ectopic
rhythm, which is an irregular heart rhythm due to a premature heartbeat. The
analysis of cardiac signal has been structured investigating both the time domain
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and the frequency domain. Regarding the time domain, the following parameters
have been selected and computed (see Table 2)

By identifying and correcting ectopic rhythm, a Normal-to-Normal (NN) interval
sequence appropriate for HRV analysis is obtained. Since the NN interval sequence
is an irregularly sampled time sequence, for spectral analysis it had to be therefore
converted to an equidistantly sampled sequence [37]. After a smoothing of the
signal, the NN interval sequence has been resampled at 4 Hz. For the analysis in
frequency domain, the following parameters have been computed (see Table 3):

2.4.3 Data Processing and Statistical Analysis

After extracting features from physiological signals, Kolmogorov-Smirnov test was
applied in order to verify the normal distribution of data. A non-parametric sta-
tistical analysis was used because the test showed data were not normally

Table 1 Features extracted from GSR signal calculated within a temporal window

Feature Name Description

Num_Startle Number of the stressors

Sum_Amplitude Sum of the amplitude of the stressors

Sum_RiseTime Sum of the rise duration of the stressors

Sum_RecTime Sum of the decrease duration of the stressors

Rise_Rate Mean value of the rise duration of the stressors

Decay_Rate Mean value of the decrease duration of the stressors

Area_GSR Mean of the area under each stressor

Mean_GSR Mean value of GSR signal

Std_GSR Standard deviation of GSR signal

Table 2 Features extracted from HRV signal in the temporal domain

Feature
name

Description

IBI_mean Mean of inter-beat-interval corresponding to R-to-R interval

SDNN Standard deviation of all Normal RR intervals (NN intervals)

HR_mean Mean of heart rate

SDHR Standard deviation of the heart rate

RMSSD Square root of the mean of the squared differences between adjacent normal RR
intervals

pNN50 Percentage of differences between adjacent normal RR intervals exceeding
50 ms

#ECT Number of ectopic intervals (abnormal RR intervals)

%ECT Percentage of ectopic intervals on the total number of RR intervals
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distributed. Then, Kruskal-Wallis (KW) test was used for comparing data acquired
in baseline phase and those recorded during stress phase in order to verify a sig-
nificant difference (p-value < 0.05) on the basis of the extracted parameters.
Furthermore the linear correlation between the significant parameters was calcu-
lated using the Pearson’s coefficient. If the value of correlation between two fea-
tures was at least rho = 0.8, the less significant one was deleted. Then, the
remaining features were used for Principal Component Analysis (PCA) in order to
identify how the groups investigated, related to different phases of the experimental
protocol, could be visualized and separated in the space of the principal components
(PCs). Finally, the most important PCs, that included more than 80% of the overall
variance of data, were taken into account in order to train and test a Support Vector
Machine (SVM) classifier which had to be able to correctly classify a subject as
stressed or not-stressed.

Regarding the analysis of the psychometric instruments, a T-test has been
conducted in order to assess if significant differences between after and before the
stress induction phase could be revealed.

Finally, a linear regression analysis has been implemented with the aim to look
for a correlation between the results obtained by the psychometric instruments
administered and the physiological parameters measured.

3 Results and Discussion

In this section the results obtained from both the analysis of physiological data and
the psychometric instruments are reported and widely discussed, examining the
most important features extracted, the evaluation of the psychometric instruments
and the algorithm for data classification.

Table 3 Features extracted from HRV signal in the frequency domain

Feature name Description

Peak VLF Frequency peak in very low frequency (VLF) range (0.04–0.15 Hz)

Area VLF Signal power by Power Spectral Density (PSD) in VLF

%VLF Percentage of signal power in the VLF respect to the total signal power

Peak LF Frequency peak in low frequency (LF) range (0.04–0.15 Hz)

Area LF Signal power by PSD in LF

%LF Percentage of signal power in the LF respect to the total signal power

Peak HF Frequency peak in high frequency (HF) range (0.15–0.4 Hz)

Area HF Signal power by PSD in HF

%HF Percentage of signal power in the HF respect to the total signal power

LF/HF Ratio between LF and HF powers
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3.1 Physiological Parameters Assessment

Features extracted by physiological parameters are reported in Tables 4 and 5 both
for baseline phase and stress phase as mean values and standard deviations.
Furthermore p-values, calculated with KW test for non parametric data, are also

Table 4 Features extracted from GSR signal: mean values ± standard deviations and
significance

Parameters Baseline Stress p-value

Num_Startle (#) 15.97 ± 4.71 17.95 ± 3.06 0.119

Sum_amplitude (lS) 11.18 ± 12.40 11.18 ± 6.79 0.453

Sum_RiseTime (s) 32.25 ± 6.94 41.25 ± 5.61 0.004*

Sum_RecTime (s) 61.96 ± 8.73 64.81 ± 2.52 0.488

Rise_Rate (lS/s) 3.61 ± 0.90 3.08 ± 0.39 0.141

Decay_Rate (lS/s) 9.36 ± 4.32 5.59 ± 1.21 0.003*

Area_GSR (s�lS) 2.55 ± 1.95 2.11 ± 1.16 0.773

Mean_GSR (lS) 11.56 ± 5.34 16.83 ± 5.99 0.028*

Std_GSR (lS) 1.62 ± 1.33 1.30 ± 0.73 0.862

*Significant difference between groups (p < 0.05)

Table 5 Features extracted from HRV signal: mean values ± standard deviations and
significance

Parameters Baseline Stress p-value

IBI_mean (s) 0.788 ± 0.126 0.642 ± 0.096 0.005*

SDNN (s) 0.065 ± 0.021 0.071 ± 0.025 0.544

HR_mean (bpm) 78.45 ± 12.38 95.54 ± 13.69 0.005*

SDHR (bpm) 6.43 ± 1.15 10.48 ± 3.88 0.001*

RMSSD (s) 0.04 ± 0.02 0.03 ± 0.01 0.018*

pNN50 (%) 22.89 ± 19.44 7.35 ± 4.98 0.043*

#ECT (#) 11.42 ± 14.57 25.33 ± 24.18 0.182

%ECT (%) 1.30 ± 1.77 1.29 ± 1.31 0.885

Peak VLF (Hz) 0.033 ± 0.014 0.011 ± 0.017 0.005*

Area VLF (s2) 195.03 ± 253.25 185.88 ± 106.16 0.326

%VLF (%) 16.93 ± 9.87 28.85 ± 9.41 0.009*

Peak LF (Hz) 0.077 ± 0.019 0.053 ± 0.022 0.016*

Area LF (s2) 509.75 ± 364.71 317.93 ± 147.23 0.184

%LF (%) 55.07 ± 16.94 51.15 ± 9.45 0.194

Peak HF (Hz) 0.219 ± 0.078 0.203 ± 0.096 0.486

Area HF (s2) 284.78 ± 276.02 120.66 ± 59.22 0.106

%HF (%) 27.99 ± 20.94 20.01 ± 8.88 0.525

LF/HF 3.53 ± 2.79 3.27 ± 2.28 0.908

*Significant difference between groups (p < 0.05)
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disclosed because they represent if there are significant differences between the two
investigated groups.

Significant differences are observed in some parameters, both for features
extracted by electro dermal and electro cardiac activities, representing a concrete
variation in physiological response to a psychological stress induction.

In particular for the first signal, Sum_RiseTime, Decay_Rate and Mean_GSR are
the significant parameters. For the second signal IBI_mean, HR_mean, SDHR,
RMSSD and pNN50 are the significant features in the temporal domain, whereas
Peak VLF, %VLF and Peak LF are the ones in the frequency domain.

Discussing significant parameters derived by electrodermal activity,
Sum_RiseTime is a parameter that gives an indication of how the global GSR level
is varying as time progresses. If the sympathetic branch of the ANS is highly
aroused, then sweat gland activity also increases. This fact leads to an increase of
skin conductance, that can be then a measure of emotional and sympathetic
responses. A significant variation of this parameter from baseline to stress phase can
be explained as an increase of arousal level of the subject, probably due to an
increment of stress level during the execution of the stressor tasks. A significant
variation has been observed from baseline phase to stress phase for other two
parameters: Decay_Rate and Mean_GSR. Regarding the mean value of GSR, it
reflects the variation of the signals in terms of arousal, cognitive load and stress in
general. So, an increase of cognitive load corresponds to an increase of the mean
value of the signal, related to a bigger sweat gland activity that modifies SC. Finally
a considerable variation in decay rate, which represents an indirect measure of the
relaxation pattern experienced by the subject [38] could mean that when the arousal
level is high, the GSR needs more time to assume values similar to baseline ones.
So it is reasonable to have a variation of the time needed to obtain a relaxation,
during a stress phase, respect to the baseline.

Regarding electro cardiac activity variations in the mean values of IBI and HR
from baseline to stress phase are absolutely congruent with an increase of stress
level: the number of beats in a minute increases, with a related reduction of the time
between a heartbeat and the following one. According to Orsila et al. [22] in which
RMSSD parameter changed its values among different phases of the experimental
session described, this parameter presents a variation from baseline to stress phase.
The lower value in the stress stage may suggests the subjects’ perceived stress was
effectively higher during this phase of the protocol. The difference between baseline
and stress conditions in pNN50 was expected, as in [21]. It is probably due to the
short term variability, which is lower with a cognitive task than during rest.
Also SDHR changes between the phases, being a measure for long term variability.
Analysing frequency domain parameters, it is known that sympathetic and
parasympathetic activities are reflected into LF and HF power, so a variation in one
of the parameters linked to these frequency contributions is justified. The activation
of SNS is indeed reflected in the variation of peak LF, peak VLF and %VLF.
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3.2 Psychometric Instruments Evaluation

A comparison between the scores of the state tests administered before and after
stress induction has been performed (Table 6) using the T-test. The KSS scores did
not show significant differences between before and after stress induction phase,
whereas the STAI-6 scores showed statistically significant differences between the
two phases (p < 0.05) indicating a recognisable level of anxiety in the tested
subjects. The SSSQ scores also showed significance differences between pre and
post stress induction tests (p < 0.01) In particular, a highly statistically significant
result (p < 0.01) emerged from a subscale of SSSQ called “distress” that is the most
important factor of SSSQ measuring the negative effect of the situation [32].
A statistically significant result related to the variation of this subscale could mean
that the stress induction phase effectively provided a negative effect on participants.

3.3 Correlation Between Physiological Parameters
and Psychometric Instruments

From the analysis of both physiological data and psychometric instruments it has
been possible to notice a significant difference among the baseline phase and the
stress one, indicating that these are valuable instruments to appreciate the arousal of
anxiety and stress. The further step has been to assess the correlation between
physiological features obtained from electro cardiac and electro dermal activities
and questionnaires, in order to establish if it was possible to classify the stress level
using psychometric instruments as reference. Unfortunately, the correlation
between these two instruments was not high. The p-values calculated and disclosed
in Table 7, did not show a significant correlation between physiological data and
psychometric instruments.

Among the psychometric scales used, KSS scale is the most correlated, showing
a significant p-value. It is indicated to assess the level of sleepiness of the subject.
The correlation with the variation of physiological data could explain that the stress

Table 6 Questionnaires results: mean values ± standard deviations and t-test significance

Scale Baseline Stress p-value

KSS 3.8 ± 1.3 3.3 ± 0.6 0.089

STAI-6 10.9 ± 2.2 13.7 ± 4.1 0.031*

SSSQ 93.4 ± 19.5 117.6 ± 34.2 0.001*

Distress 19.9 ± 10.9 39.5 ± 20.1 0.001*

Task management 36.5 ± 4.1 35.8 ± 6.1 0.639

Worry 37.0 ± 12.9 42.3 ± 19.5 0.174

*Significant difference at T-test between groups (p < 0.05)
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induction phase provided a reduction of sleepiness, increasing the level of alarm
and attention. The lack of significant correlation with the other scales has been
probably due to the fact that, generally, self-reports provide valuable information
but there could be problems with validity. Users of experimental studies often may
not answer exactly how they are feeling. Rather, they answer questions as they feel
others would answer them, or in a way they think the researcher wants them to
answer. Furthermore, the psychometric responses could be dependent on partici-
pants’ mood and state of mind on the day of the study [39, 40].

In this study it has been chosen to use physiological measures because, as
primary advantage, the participants can not consciously manipulate the activities of
their ANS [41–43]. Additionally, physiological measures offer a non-invasive
method that can be used to determine the stress levels and reactions of participants
interacting with technology [43, 44]. Even if psychometric instruments did not
provide a remarkable correlation with physiological response, it is possible to assert
that physiological measures provide an indication about the variation in stress level
of the tested subjects.

3.4 Data Classification

According to the aim of the paper, a classifier was implemented in order to identify
the status of the subjects on the basis of the measured physiological signals.
Basically, the classifier should be able to distinguish if a person is stressed or not.

For this purpose, the datasets acquired both in baseline and stress phases were
used and, in particular, the parameters resulted significant at the KW test in dis-
tinguishing between the two phases have been taken into account (see Sect. 3.1).

The linear correlation between the significant parameters was calculated using
the Pearson’s coefficient and results were reported in Table 8.

If the value of correlation between two features was at least 0.80, the less
significant one was deleted.

Thus, a reduced number of eight parameters has been selected and used for
Principal Component Analysis (PCA) that allowed to visualize the separation
between subjects in baseline and stress phases in the space of the PCs as shown in
Fig. 3.

Table 7 Correlation between
psychometric instruments and
physiological data

Scale R2 p-value

KSS 0.77 0.019*

STAI-6 0.53 0.373

SSSQ 0.55 0.312

Distress 0.53 0.357

Task Management 0.40 0.695

Worry 0.57 0.278

*Significant statistical values (p < 0.05)
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4 Conclusion

The presented work described features extraction and processing techniques used
for HRV and GSR signals. In particular, the aim was to demonstrate the possibility
to monitor stress condition through physiological signals variations. Among the
physiological features extracted, significant differences have been observed in some
parameters, both for electrodermal activity and electro cardiac activity. This fact can
be conferred to a concrete variation in physiological response due to a psycho-
logical stress induction. The PCA analysis has shown the capability of the system in
distinguishing stressed and not stressed clusters. Then, it is possible to conclude that
through physiological features it could be feasible to establish if a subject is stressed
or not. The significant difference between the scores obtained by the subjects before
and after the stress induction in both the STAI-6 questionnaire and SSSQ ques-
tionnaire confirms that the stress protocol designed reaches the goal of inducing a
cognitive and emotional arousal. The evidence of the efficacy of the protocol is
even more evidenced by the results of the distress subscale which seems very
effective in evaluating the situational stress experienced by the subject.

Since physiological signals are influenced by a high level of variability among
subjects, it is important to collect even small variations of signals in order to
calculate the related features. For this purpose it is needed to take into account both
the quality and accuracy of the devices used and the precision of the algorithms
implemented.

Regarding psychometric instruments, there was not a remarkable correlation
between physiological variations and scores obtained from the questionnaires. The
only significant p-value obtained was related to the KSS scale, focused on the level
of sleepiness, that probably changed among the different phases of the test, with a
reduction in the stress induction phase.

Fig. 3 PCA synthesizes the differences in physiological parameters between baseline (blue
markers) and stress phase (red markers). The first four PCs contains the 87.8% of the overall
variance (Color figure online)
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In future, the extraction features will be improved and classification algorithms
could be implemented in order to obtain a real time system, able to detect stress
levels of the user. The system will suggest also interventions such as physical
exercises in order to reduce the stress level. This will support active ageing,
allowing also to elderly to work until the retirement, under controlled conditions
that could reduce the burden of stress related to the workload on the basis of
personalised interventions.
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Complete Specifications of ICT Services
in an AAL Environment

Laura Burzagli, Paolo Baronti, Marco Billi,
Pier Luigi Emiliani and Fabio Gori

Abstract Problems concerning services in an AAL kitchen environment are dis-
cussed. The complexity of their accurate specification is outlined. An example of
implementation is described.

Keywords AAL � Service � Kitchen � Food � Well being

1 Introduction

Despite the amount of resources made available for research and development in
AAL (Ambient Assisted Living) and, in particular, for supporting people in
activities connected to feeding (kitchen), at the moment the impact on the market of
smart home appliances and their integration in a connected system is relatively
little. According to the experience of the authors, after many years of activity in
projects dealing with the kitchen environment, for example in the AAL
Project FOOD [1] and in the Italian project D4ALL [2], the main reason is that what
is offered to the potential consumers is probably not perceived by the users as very
relevant with respect to their real needs.
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In AAL, services are defined as a support to the activities carried on by people in
their daily living at home. What is offered now, apart health care applications that
however are not new, is only technology that can perform a specific task, such as
standing up or falling detection, or fancy displays on home appliances to have
information about their status or connections through the network e.g. to download
recipes. On the contrary, what is necessary is that the home system is able to
support activities that meet complex and composite needs, such as planning a
person’s diet, as part of a suite of services that seamlessly address all activities
connected to feeding.

This situation is due to many reasons. Out of them, two are considered here. The
first, discussed in detail in the paper, is that it is not possible to identify user needs
to be satisfied with home-based services, if an accurate analysis in not carried out of
the activities of people in their living environments, for example for feeding, and
how they perform them. The details of these activities must be carefully identified
to produce potentially useful services and then, in interaction with individual users,
to find out what are, if any, residual difficulties they may experience to fulfil their
goals and/or to use the services themselves, in order to introduce suitable adapta-
tions and/or additional support (e.g. at the level of interaction).

The need of individuals of having specific adaptations of services themselves
and/or additional supports is the second reasons for an insufficient uptake of the
home technology. As a matter of fact, in the transition from AmI (see the ISTAG
documents [3]), i.e. Ambient Intelligence, to AAL, i.e. Ambient Assisted Living,
the word “intelligence” has been forgotten. Available systems are not intelligent
enough to be really useful, i.e. to be able to adapt themselves to the requirements of
the single user.

2 Position of the Problem

As a matter of fact, a lot of activity has been devoted to the adaptation capabilities
necessary to match the service features to the different users’ profiles, thus over-
coming personal limitations, due to lack of user abilities and different contexts.
Several studies are already available on static and dynamic adaptation, often cited
as adaptivity and adaptability [4, 5]. However, from this perspective, a central role
is assumed by the accessibility and the usability of the interface and to this concern
laws, standards and guidelines are available [6]. Less activity has been carried out
with respect to the adaptation of the functionalities of equipment and corresponding
services.

Considering, for example, feeding, all basic necessary activities have been
carefully identified in the WHO-ICF document [7]. However, the experience gained
in the above cited projects, shows that the design of services in an assisted living
environment requires an additional level of analysis. The definition of the main
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functionalities of the services, of the interface with the user and of its adaptation
approach, is not sufficient. Most services, according to users’ evaluation reports, do
not reach the hoped satisfaction and acceptability level, mainly because they
address trivial tasks or functionalities at a too general level.

With reference to the ICF classification, this means that the granularity of the
classification of the activities is not sufficient to describe in the details how, for
example, people construct a shopping list by collecting and harmonizing infor-
mation about what they want to eat, what they have available at home, how fre-
quently they are shopping and so on. The design process, as presently carried out, is
relevant for the identification of the technical infrastructure, which is often the main
concern of many efforts in research and development in the AAL environment, and
the adaptation aspects of the human system interface, where a GUI implementation
is generally assumed. The necessary complexity and completeness of the service, to
be defined before any identification of adaptations of its functionalities to specific
user needs or preferences, is often not sufficiently analyzed. The result may be a
lack of real impact on the activity to be carried out by the user and therefore a
difficulty at the market level.

Actually, the functionalities of services must be developed from the start at a
level of detail able to cover most of the aspects concerning the considered human
activity (see Fig. 1). Otherwise, a service may be based on a powerful technical
infrastructure and have an adapted user interface, without being really effective. The
service provides advantages to the user only if it follows the activity normally
carried out by her. This is why a service must not only be based on the identification
of the necessary information flow. It must be compatible with and adhere to the
user’s habits. The service should be as much complete and coherent as possible
even if complex. Part of the adaptation effort should be devoted to hide the com-
plexity of the service to the user, when necessary.

Fig. 1 Service components
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3 Design Approach

Aspect related to a satisfactory description of an AAL service has been studied
within a specific context in the D4ALL project, whose main objective is to create a
platform for interoperability of ambient equipment and services and their adaptation
to individual users. The platform is supposed to help in designing and implementing
an inclusive and sustainable domestic environment adaptable and adaptive to the
individual users both at the level of human-system interface and of the integration
and cooperation of service functionalities. As a demonstration environment, the
kitchen was selected. In order to start the process of service development, all offered
services are grouped in four basic categories (macro-functions): Cookbook—di-
etary process (recipes), Diary—food preparation, Pantry—food management, and
control of appliances. These categories collect most of the service related to the ICF
domestic life activities [7], in particular activity d620 (Acquisition of goods and
services) and d630 (preparing meals), because they collect the vast majority of
services related to food preparation.

For each of the above basic categories, the component tasks and possible
interconnections among them have been identified, trying to take into account, as
much as possible, the real sets of operations that the user normally performs in her
daily life activities. This approach tries to capture the fact that very often people do
not perform single activities, but complex aggregations different activities.

3.1 Cookbook

This macro-function is at the level of interaction with general purpose information
accessible from the service and available in principle to all interested users. It is not
personalized. It contains recipes accessible through different selection criteria, e.g.
the name of the recipe, the presence of an ingredient, the type of dish (e.g. pasta or
dessert). For each recipe a list of necessary ingredients can be extracted and
information about the availability in the pantry retrieved. Therefore, the cookbook
function is connected with the pantry function.

3.2 Diary

This macro-function is available for every user registered with a specific profile. It
represents the personal level of interaction with the cookbook. The diary contains
the personal notes related with a recipe, including, for example, general comments
or specific modifications of ingredients and their doses. This may include a list of
already used recipes, a list of recipes under preparation and, consequently, the
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shopping list. The shopping list can be directly derived from the list of ingredients
of the recipes in preparation (components and quantity can be modified) or pro-
duced modifying an older shopping list or a list of normally bought items.

3.3 Pantry

This macro-function is in charge of the operations related to the acquisition and
storage of food. It is divided in three storage spaces: a space at ambient temperature,
a refrigerated space and a deep-frozen space. A search function is available that is
able to produce a list of what is available with an indication of where in the pantry
the element is available and the expiration date. At the moment, it is assumed that
the pantry content is explicitly updated by the user after shopping and according to
the use of the different items. However, it is foreseen that, due to the widespread use
of new technological developments, as for example RFID tags, in the future the
pantry content will be automatically updated. The list of items to be added to the
pantry is a combination of elements coming from the recipes under preparation and
elements explicitly introduced by the user according to her habits, the information
about the conservation status and the expiry dates of the single items.

3.4 Appliances

This macro-function is in charge of the interaction with the home appliances. It
gives information about their present status and control on all their functionalities.
During the cooking activities it is possible to control the right execution of the
recipe (e.g. temperature of the oven).

4 A Case Study—The Example of a Shopping List Service

In order to understand the design process, reference can be made to a specific
service, namely a service supporting the preparation of the shopping list. The first
step in planning the service is obviously the study of how to replace the paper
support with an electronic support, which can guarantee flexibility in use and
accessibility by different categories of users, since they can take advantage of
multimodal interaction. Then, the selection of the shopping-list components can be
based on predefined tables of commonly used items presented as text or as a
collection of icons, so favoring people with mild cognitive problems. However, a
careful analysis shows that, in order to define the service, it is not sufficient to study
the content of the list itself, but also how it is produced. Indeed, a person, when
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going to the market with the shopping list, has already carried out several activities
that must be supported by the service.

Even an informal investigation of these activities gives an idea of the complexity
of the necessary service and of the “intelligence” that should be introduced in it to
be really useful and probably worth to consider the migration to an assisted envi-
ronment. This investigation can be carried out with reference to a few short sce-
narios (sketchy descriptions of rea life situations). These scenarios are not assumed
as design tools or supposed to be exhaustive of all possible situations, but are
presented only as an attempt of showing the level of complexity which is requested
in order to implement a service able to handle the larger number of aspects possible.
They come from an evaluation of service requirements carried out by experienced
users, in order not to cover every aspects of the service, but to improve their
adherence to human activity.

1. Scenario 1: The user invited friends for lunch. Therefore, she selected some
recipes, corrected the doses of ingredients according to the number of guests,
and probably inserted some changes. For example, she replaced butter with oil,
as her doctor suggested. She also introduced bookmarks on the kitchen book to
come back fast to the pages of the selected recipes. She also checked the
availability of ingredients, some of which she must use, since close to the
best-before date. Shopping is also correlated to the food supply she likes to have
at home. She checks the fridge, the freezer and the cupboard, since, for example,
she generally uses fresh milk, but stores also some packages of long-life milk.

2. Scenario 2: The user decides to go for her weekly shopping. First, she has to
check her food supplies, taking also into account the different best-before dates
and, for example, the available vegetables in the fridge and in the freezer. She
needs to assess what she needs during the week, taking also in account that some
packages have already been partially emptied. Moreover, she wants to take into
account the dietary suggestions of the doctor.

3. Scenario 3: The user is planning a dinner with her friends, but, at the same time,
has also to take care of the weekly shopping. She has a list written the previous
day, placed with a magnet on the fridge door. Now, she has to add new
ingredients, after having found what product already available at home she can
use.

4. Scenario 4: The user comes back from the market with all the items of the list,
with the addition of other goods chosen while shopping, e.g. selected for their
special price. Therefore, the list of what is available in the kitchen must be
outdated.

The presented scenarios do not refer to different user’s profiles, but to different
situations. An effective service, in addition to be adapted to the different users’
profiles, which include physical, cognitive, sensorial and motor abilities, must take
into account the above described contexts of use. Therefore, it requires the devel-
opment of functionalities more complex than editing text or listing icons, even if
accessible.
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5 Technical Implementation

For the D4All project, an App(lication) on a mobile device with an accessible
interface that implements the four macro-functions described above has been
implemented. As a multiplatform environment, Cordova [8] is used and the solution
is being tested on an Android device with O.S. Android 5.x and 6.01.

For the recipe-book, on the vertical left menu bar the App includes the list of
recipes divided in five different courses: starters, first dishes, main dishes,
side-dishes, desserts. As can be seen in the right part of Fig. 2, a list of ingredients
is present, together with the quantity and an icon describing its availability in the
pantry. An emoticon (happy—green, straight face—orange, sad—red) represents in
a graphic form (color plus symbol) the presence, uncertainty and absence of the
ingredient in the pantry.

Moreover, a picture with four basic comments about the recipe is provided:
number of people, level of difficulties, cooking time, preparation. The number of
people can be changed, and the system automatically adjusts the quantity of each
ingredients and according to the availability, changes the availability icons.
A “recipe in process” is foreseen, which implies the shopping of the necessary
ingredients and the support for the real cooking.

The Diary macro-function (Fig. 3) includes a list of the used recipes (with the
date of use), a list of recipes in preparation and the shopping list. The shopping list

Fig. 2 Cookbook
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function can be used to create a new list or to add the ingredients of the selected
recipe(s) to an already available list. Information about the quantities in the recipe
and what is available in the pantry is made available to help people in deciding what
she needs or wants to buy (it may be that she wants to leave a quantity of a
necessary ingredient in the pantry), If the measurement units provided by the recipe
and the ones used by the user are different, a conversion system is available, at least
for a list of basic ingredients. Therefore, it is possible to modify the list of items, to
change the quantity to buy or to decide to buy only what is not already in the
pantry.

For the Pantry macro-function (Fig. 4), the screen shot shows the three types of
storage space: a space at ambient temperature, a refrigerated space and a
deep-frozen space. For any item the quantity and the expiry date is shown. Buttons
are used to control the lists: (i) to cancel an item, (ii) to add a new one, (iii) to
confirm the addition or (iv) to cancel it.

Even if it is assumed that in the future this operation will be automatic, presently
the operations after the shopping are simulated, with the explicit addition of new
items, even if they are not present in the previously produced shopping list.

For the macro-function control of home appliances in Fig. 5 the oven is used as
an example. Some working parameters are shown and can be set. It is possible to
choose a cooking program, the cooking temperature, and the switch-on time.
Buttons to confirm commands or to correct them, if necessary, are available.

Fig. 3 Diary and shopping list
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Fig. 4 Pantry

Fig. 5 Appliances

6 Future Work

In this preliminary stage all functions have been arranged on the basis of the
evaluation of experienced users. For the future a method to describe these activities
in a systematic way, for example through state charts, id under study. With this
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system it is possible to represent both functionalities and interactions, in a way
similar to the one carried out by people when they carrying out their activities.
These representations could be simulated and compiled to perform an output in a
programming language.

7 Conclusions

The implemented service can be the starting point for the introduction of different
sets of functionalities aimed to help people in their daily activities, for example for
the automatic production of shopping lists for periodic shopping, based on user
habits. It can also include adaptations to individual users, such as the production of
warnings related to the specific user health profile (for example diabetes) with
automatic suggestions of alternative ingredients. Anyway, the basic concept is that,
before studying and applying the adaptation process, it is very important to intro-
duce into the system a sufficient level of knowledge and “intelligent” processing,
which is able to emulate carefully the user activity. Otherwise, the adaptation
process may result quite limited.
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Design of a Community-Supported
CapAble Microwave System for People
with Intellectual and Physical Disabilities

Matteo Zallio, Paula Kelly, Modestas Jakuska, Hicham Rifai
and Damon Berry

Abstract Product personalisation has become a central topic and expected part of
every day life. Different people have different characteristics and abilities and each
user has different needs which means that products have to be tailored accordingly.
Microwave ovens are one of the most commonly used home appliances. People use
them to quickly heat or cook certain foods. Today, according to the US Bureau of
Labor Statistics, more than 90% of U.S. households own a microwave oven. This
project seeks to enable people with intellectual disabilities and physical impair-
ments to perform simple cooking tasks. The target group includes ageing people
who experience difficulties in using microwave systems, with a particularly low
grade of autonomy in preparing foods and meals. In order to address the specific
needs of the defined group of users, the research follows the principles of the
Quality Function Deployment analysis and takes inspiration from the DfA (Design
for All) theories and the UCD (User Centred Design) method. The aim of the
research is to find new solutions in order to simplify certain activities of daily living
for users who would otherwise be excluded from these actions. In the second stage,
the project, seeks to provide a set of tools that enable the interaction with smart
appliances to grow the sense of community, by sharing information within a social
network and a Cloud-based service system. The main challenge is to create a
“Community Supported Appliance” that provides technology and settings for
enabling users in performing one daily activity. The CSA is intended to be a simple
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to use, affordable learning system, continuously fed from the community of carers
and service users, that has the potential to be used, in the near future, by a wider
group of people. A device of this type benefits from added value given from expert
users to others in the community, in the form of sequenced multimedia instructions
to the person and direct operating instructions to the appliance.

Keywords Design for all � Ageing people � Intellectual disabilities � Physical
impairments � Smart home � CapAble microwave � Community supported appli-
ance � User centred design � Ambient assisted living

1 Introduction

Just as every single citizen has a unique set of characteristics and abilities, each user
has different needs and in an era of mass-produced goods, people with physical
impairments or intellectual disabilities whether those disabilities are life-long or
age-related, have to live within a world that is often not tailored for them [1].

Sometimes people with disabilities, are for various reasons, unable to complete
what others might consider to be simple everyday tasks, such as eating, bathing,
dressing, toileting, and moving—the Activities of Daily Living (ADL) [2]. When
people are unable to perform these activities, they need help in order to cope, either
from other human beings or mechanical devices or both [3].

Innovative technologies are emerging as a support for reacting to problems
related to people with disabilities and ageing people, bringing care from hospitals
into the community and increasing health services into homes [4]. In particular,
smart homes and smart responsive appliances address the promotion of independent
living by using assistive technologies for higher quality of daily life, supporting a
high degree of autonomy and dignity [5]. In these cases, the help provided by
technologies for Smart Living can enhance the level of autonomy for all, they may
serve as an enabling mechanism to assist the population, especially in the cognitive
and security domains, and also as a mechanism that enhances their daily life [6].

Referring to the ADL activities, one of the main tasks that could enable people
with disabilities and ageing people to be more independent, is related to preparing
and cooking foods autonomously, by using traditional home appliances like ovens,
microwaves or cookers. In order to develop a “Participatory Design Approach” a
consistent group of users, in particular, people affected by different physical and
cognitive impairments, were involved. This was indispensable to provide feedback
concerning different types of actions that users perform for eating or preparing
meals.

The method used for transforming user needs into specific design inputs for
designers and engineers, is the Quality Function Deployment (QFD). This method
helps to create operational definitions of the specific requirements and prioritizes
each product or service characteristic while simultaneously setting development
targets for the product or service. There is also a possibility to transform qualitative
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user demands into quantitative parameters, to deploy the functions forming quality
and to deploy methods for achieving the design quality into subsystems and ulti-
mately to specify elements for the design process [7]. By following the results,
based on the continuous reverse design approach that has been conducted with the
users, the research investigates how to design a user-friendly microwave system
that enables people with intellectual disabilities to be more in control of their
environment and to live more independent lives by participating in meal
preparation.

The aim of the project is to find new solutions in order to simplify certain
activities of daily living, in particular those associated with meal preparation, for
users who would otherwise be excluded from these actions. This is possible by
creating a working example of a “Community Supported Appliance” which incor-
porates a set of smart components with customised interfaces and sequenced
instructions for users, in order to enable them to prepare meals independently.

The main challenge is to provide technology and a group of standard settings
that give the user a chance to interact with a learning system that could be fed
continuously from the user’s community.

The research refers to different design approaches, combined with engineering
and social sciences and a user requirements analysis borrowed from Ergonomics
and Human Factors theories, in order to focus on the main issue and then to develop
a prototype of the CapAble Microwave. The role of this device is to facilitate the
user’s task and to make sure that the user is able to use it with minimum effort [8].

2 Cooking Appliances State of Art: Development and Use
of a Microwave

King [9] defined the smart home as “A dwelling incorporating a communications
network that connects the key electrical appliances and services, and allows them to
be remotely controlled, monitored or accessed”. A smart home is equipped with a
network and smart technology such as smart lighting system, smart appliances,
energy usage monitoring, security system, that enhance people’s life in many
aspects. Smart technologies have the potential to reduce the burden on caregivers as
well as healthcare costs, while maintaining a good quality of life for its users.

Emerging smart technology can facilitate self-care, extend the self-reliance of the
ageing population and disabled people, enabling them to perform different actions
[10]. Focusing on a kitchen appliance that is expected to change radically in the
next few years, the microwave is one of the most common cooking and meal
heating systems in use. People use microwave ovens to quickly heat prepared
meals, to defrost or cook foods. Today, according to the US Bureau of Labor
Statistics, more than 90% of U.S. households own a microwave oven [11].

Contemporary microwave ovens are safer, more convenient and offer a wealth of
advanced features. Current models produce about 10% more power than previous
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versions and many include electronic sensors along with automatic controls for easy
programming of cooking commands. They also come in a greater variety of sizes
power ratings and styles. From small no-frills models to sophisticated ovens large
enough to handle full-size meals, microwave ovens are ready to meet a broad range
of consumer needs.

The good news is that some of these advanced features are now available at
lower prices [12]. Some vendors have produced what could be considered as the
first smart microwaves that are able to interact in a smart, productive way with the
users. For example, IBM [13] introduced a concept of central coordination for
different appliances for the future kitchen, while Siemens [14] produced a kitchen
appliance that gathers important information from the Internet (e.g. cooking recipes
or cooking settings). Samsung, is one of the latest producers to release a new
microwave which has a series of smart sensors, that work by reading the surface
temperature of the food throughout the cooking process to decide when the food is
ready, eliminating the possibility of over or under cooked food [15].

However, the evolution of microwaves from the first models produced in the
early 1970s, to the latest, integrated units with an assortment of buttons, LCD/LED
screens and handles wheels, was not so linear. We can now assume that the level of
easy interaction between users and microwave appliances in certain cases decreases
exponentially with UI complexity. Bruner [16] assumed that categorisation pro-
cesses serve to simplify the world, leading people to reserve their refined dis-
criminatory skills only for that with which they are especially concerned. According
to this theory, people usually try to simplify processes, in particular those that are
repetitive, when they feel confident about using a certain device. This aspect is
particularly important because it helps to understand the usability processes that are
applied by different people in using the functions of various microwave ovens.

2.1 Microwave Usability Analysis

By analysing the microwave market of the last 2 years, it is possible to find a
variety of different models produced by different brands. By taking a small sample
of 30 of the most common microwaves starting from €110 up to €340, it is possible
to consider what type of user interface system they have.

The analysis shows that microwave appliances have an interface ranging from a
minimum of 7 buttons plus hand wheel up, to a maximum of 31 buttons. So, if we
think about extrapolating the results of this investigation, to the totality of the
microwaves that are available on the world’s market, we can estimate that the
average quantity of buttons present on a microwave is 16 (Fig. 1).

By using the Quality Function Deployment method, with the users from the
community and listening to the user group experience, it was possible to notice that
most of the time, members of the target group use no more than two buttons, like
“add 30s.” (which also starts the heat, in our case study) and “Stop/Cancel”. If we
compare the specific user needs linked to this research project and try to define an
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average of different users, such as ageing citizens, or people with minor physical
disabilities we could say that a significant proportion of the buttons are rarely used
(approximately 85% of buttons are not used).

Different aspects like: usability, complexity in interacting with the system and
finally affordance, caused a low level of usage of certain buttons. According to D.
Norman an “Affordance” is the design aspect of an object which suggests how the
object should be used; in particular: “…the term affordance refers to the perceived
and actual properties of the thing, primarily those fundamental properties that
determine just how the thing could possibly be used…” Affordances provide strong
clues to the operations of things. Buttons are for pushing. Knobs are for turning.
Slots are for inserting things into. Balls are for throwing or bouncing. When
affordances are taken advantage of, the user knows what to do just by looking: no
picture, label, or instruction is needed [8, p. 9].

Referring to this theory and according to the microwave analysis, based on the
user’s request, it has been possible to redesign the physical interface of a general
microwave and set up a new interaction method that a community of primary and
secondary users could use and implement continuously.

3 Research Methodology for a Community-Designed
Device

Understanding user requirements is an integral part of information systems design
and is critical to the success of interactive systems. It is now widely understood that
successful systems and products begin with an understanding of the needs and
requirements of the users [17]. The research, developed in consultation with care
staff and service users from a community of people affected by different impair-
ments, aims to identify and develop a new interface and interaction method in order
to enable people with cognitive and physical disabilities to learn the cooking
process and prepare meals by using a “Smart” microwave.

Fig. 1 Example of the most common microwaves interface, which is composed by buttons and
hand wheels
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In the second stage, the project seeks to provide a set of tools that enable the
interaction with smart appliances to grow the sense of community, by sharing
information with an Internet-based instruction system. This will involve an inno-
vative interface pattern and a set of community-based instructions. Focusing on the
type of users, it is important to underline the definition of ID—Intellectual
Disability, that includes a broad range of (developing) abilities in the group of
people.

Some users may demonstrate language delay, fine motor/adaptive delay, cog-
nitive and social delay and they may, just like any other person, have differing
personality traits and temperaments, hyperactivity, disordered sleep and associated
behaviours may include aggression, self-injury, defiance, inattention, hyperactivity,
sleep disturbances [18].

3.1 Quality Function Deployment Method
for a User Centred Design Approach

The Quality Function Deployment is a team user-based analysis that provides a way
for identifying and transferring user requirements into technical specifications for
designing devices, processes and products. The term Quality Function Deployment
derives from a Japanese translation of this methodology, hin shitsu (quality), ki nou
(function), ten kai (deployment). The methodology consists of a structured proce-
dure that starts with the qualities desired by the users, leads through the functions
required to provide these products and services and identifies the means for
deploying the available resources to best provide, in this particular case, the new
microwave interface [19].

In order to address the specific needs of the group of users, while following a
path, which provides a usable, and affordable product for ID users, the research
takes inspiration from merging the principle dictated from the Design for All the-
ories and the User Centred Design method. The Design for All is the intervention
into environments, products and services, which aims to ensure that anyone,
including future generations, regardless of age, gender, capacities or cultural
background, can participate in social, economic, cultural and leisure activities with
equal opportunities [20].

The User Centred Design approach originated in Donald Norman’s research
laboratory at the University of California San Diego (UCSD) in the 1980s and
became widely used after the publication of a co-authored book [21]. D. Norman,
offers four basic suggestions on how a design should be:

• Make it easy to determine what actions are possible at any moment.
• Make things visible, including the conceptual model of the system, the alter-

native actions, and the results of actions.
• Make it easy to evaluate the current state of the system.
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• Follow natural mappings between intentions and the required actions, between
actions and the resulting effect and between the information that is visible and
the interpretation of the system state [8, p. 188].

By following the QFD method, the project team employed frequent meetings
(one every two weeks for four months) with service users and front line care staff.
The meetings were indispensable to gather feedback on the developing system from
primary users, a significant number of the 40 people from the community site, in
addition to feedback and indications from secondary users (in particular the care-
givers and allied health professionals who provide services).

Different instruments were devised in order to collect the feedback and the most
useful and productive were: a customized online survey, which was administered
by the caregivers, direct interviews with the service users, which occurred during
the team meetings with the support of the caregivers and finally a focus group with
different persons. The study group was comprised of interviewees and focus group
members from one location; overall 10 suitable individuals took part in the inter-
views and focus groups out of a community of 40 service users.

A wider group of survey participants was approached across four locations
reaching a group of approximately 120 people. One of the groups of interviewees
and focus group was made up of 4 individuals ranging in age from 25 to 52 years
old. They were identified as they all had differing individual support needs in order
to use the microwave however, limited literacy skills affect the 4 participants to
varying degrees.

The specifics abilities of those four people are related to:

• Limited literacy to be defined in this instance but not limited to the ability to
understand and recognize some words in different contexts, for example on a
door push/pull and road signs such as Stop.

• The ability to read/write their own name, but unable to write freely from
instruction or memory.

• Recognizing brand names/commonly understood items with support of logos
and other environmental clues.

The interviews were conducted on a one-to-one basis in an office environment
and were carried out by an experienced and familiar care staff to the interviewees
and they were asked about their experiences in using microwaves. The objective of
the interview was to:

• Identify positive and negative interactions while using microwaves.
• The possible reasons and barriers that shaped the interactions.
• User patterns/trends, what and when people cook.

All of this information would help in providing data for shaping the “Persona”
model in the following stage of research. The second, more detailed interviews took
place with the same interviewers in a kitchen, which was familiar to the intervie-
wees using two different microwaves. The first microwave has two wheels, one for
time and one for setting. The second microwave has a digital screen with a number
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keypad and pre-set functions. In order to capture useful information on the inter-
action between person and microwave, users were asked to perform four basic
tasks:

• Open door/close door.
• Set up the timer for 2 or 5 min.
• Identify full/half/defrost functions.
• Highlight any dangers while using microwave.

Information was gathered while observing the interactions between each single
user and the device. By referring to a reverse process, information was also used to
shape the questions and statements in the following focus group. After the initial
interviews it was possible to move towards focus groups, which was composed of 6
additional individuals who joined the first 4 users. The objective of the focus group
was to ask a wider cross section of user’s opinions on the interaction and usage of
the microwave. The focus group was held in an office environment, with the
presence of the microwaves and 6 additional members; 4 of them were males and 2
females ranged in age from 25 to 57 years old, with similar abilities to the people
belonging to the first group of interviewees.

The interview process was the same as the previous one, asking questions related
to the usage of the microwave and observing interactions to identify any common
problems which were not verbally communicated, in order to collect as much
feedback as possible to build the Persona model. Finally, support staff joined in at
the end of the focus group to help provide insight from their perspective, as they
usually provide daily support to the focus group while using the microwave. It
emerged from the focus group that users, especially an individual user with cog-
nitive disabilities, like to watch cartoons on the TV and so they prefer to look at
images, or sketches, rather than reading text or numbers (this is also due to a lack of
literacy).

Some of the users also like to interact with apps and games on smartphones or
tablets, because those devices provide direct feedback and enroll the user in par-
ticipating in an interactive learning process for increasing abilities. From initial
interviews and focus group an accessible survey was developed in order to increase
the case study size. This was made available across 4 different locations, reaching a
group of approximately 120 persons and it was designed to be accessible for people
with limited literacy. It has been possible to receive 30 completed surveys, which
defined the main user requirement analysis.

Generally, it has been possible to collect feedback related to the request of
support for using the microwave and more than the 66% of people responses were
positive (Fig. 2).

For ID users, as for older people, the safe use and correct operation of a
microwave can be a big challenge, mainly caused by interface usability issues.
Settings (product to cook or heat, time and temperature), the often-heavy
mechanical catch/interlock on microwave doors, the multi-stage process that they
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have to complete in order to prepare a good quality meal, are some of the main
issues identified during the interview, focus groups and online survey.

In these circumstances and for these users, a modified and improved microwave
represents an opportunity to be more autonomous, to feel empowered to use
technology which was formerly unusable for them and the increased independence
of providing hot food by themselves.

3.2 Designing with the “Persona” Model

The set of needs, collected within the interviews, focus groups and survey, were
shaped by using the “User Persona” model. A Persona is a model of a user that
focuses on the individual’s goals when using an artifact. The model has a specific
purpose as a tool for software and product design. The Persona resembles classical
user profiles, but with some important distinctions. It is an archetypical represen-
tation of real or potential users and it is not a description of a real, single user or an
average user.

The Persona represents patterns of user’s behaviour, goals and motives, com-
piled in a fictional description of a single individual. It also contains made-up
personal details, in order to make the Persona more “tangible and alive” for the
development team [22].

Thanks to this fundamental instrument, it has been possible to summarize the
way that people interact with a microwave and what they usually cook for lunch or
for dinner in the common microwave room. This was a key topic, because as every
experienced microwave user knows, different foods have different heating tem-
peratures and times. In addition, for some foods, like for example soups, popcorn
and noodles, the user has to work through a multistage process. They will not just
put the prepared meal into the microwave, and switch it on, but they may also need
to fill a vessel up with water, preheat an item and stir, then heat again, or for
example shake the popcorn box, before and/or in the middle of the cooking process.
In addition to the power setting of the microwave itself, food entering the micro-
wave could come from a fridge, freezer or cupboard, necessitating slightly different
cooking times.

Fig. 2 Online survey for primary users. Do you need support to use the microwave?
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Finally, it is important to underline that when a food is overcooked there is a
serious danger of burns when handling the pot or the food container for this target
group. In order to avoid this issue, a humidity sensor that is based on the generation
of moisture vapour from the food, could shut off the microwave when a certain
level of humidity is reached inside the cavity and a temperature sensor could be also
used to determine when the meal is cooked and safe to handle.

For this work three Persona models have been created to represent the goals and
behaviour of the group of users and synthesized from data collected from interviews
with the users.

Maria, Persona 1, is a female aged 26. She is extremely independent, she can
travel freely in the neighborhood and she is adept in the use of technology such as
tablet or smartphone. There are no physical challenges that would Maria in using a
microwave but unfortunately she has limited literacy skills and finds it difficult to
use numbers in day-to-day life. This aspect has been previously identified during
phone training where alternatives for an unlocking pin were required due to his
multiple wrong attempts blocking the use of the phone. Finally Maria cannot dif-
ferentiate between the numbers and setting of the microwave timer correctly, so it is
important to solve this issue in order to enable him to use the microwave correctly.

Richard, Persona 2, is a male aged 41. He would require extra supports to
complete Activities of Daily Living. He uses a motorized wheelchair and has some
fine motor skill limitation with handgrip and arm reach across both sides of his
body. He also has limited literacy and basic numeracy skills. The identified support
needed for Richard is the physical use of the microwave. As the accuracy of touch
is decreased at full stretch, he may press the wrong number by accident not by
misunderstanding. He finally needs a system that enables the opening of the
microwave door with one hand.

Daniel, Persona 3 is a male aged 33. He is highly functioning and possesses the
majority of skills for independent participation in Activities of Daily Living. He can
freely access local areas and has excellent independent skills. He has good
numeracy skills that enable him to easily manage money and successfully use the
facilities of a bank/ATM. The main support that is needed for Daniel is to under-
stand the effect of the actions/settings on a particular device. It is likely that Daniel
set the numbers correctly each time, with the proper sized font, but he might find
issue with the functions of the microwave, for example if he cooked the food for the
correct time but on the wrong setting.

The results from the interview with primary users and consultations with care-
givers allowed the creation of three different representations of the group of users. It
is also important to underline that results from the survey (more than 58% of people
need support for preparing food packaging, e.g. peel of lid) (Fig. 3) and the main
issues related to poor literacy of Persona 1 and 2 are very important to understand
that not only the cooking process has to be automated by the microwave, but there
should be some aid for the process of preparing the food packaging.

In light of this information, the research group focused on defining a common
and easy way to use a low cost technology that enables people with intellectual
disabilities to use the microwave, but also one that could (according to Design for
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All and User Centred Design) be appreciated by the caregivers and family members
as users.

3.3 Preferences from the Users

One of the most important elements that was highlighted by the survey, was that ID
people are accustomed to go to supermarkets with the caregivers, where they are
given the opportunity to feel independent by choosing prepared meals from the
shelves and scanning products at the self-cashier. This is a significant challenge for
those people who can, followed by a caregiver, choose and buy foods without any
particular help, by using the facilities provided by the supermarkets (automated
barcode readers and automatic cashiers).

The results of the survey indicates that more than half of the users use the
microwave under supervision, to reheat a meal, that was previously cooked (like
prepared meals from supermarkets which have a big portion for just one person)
and that 25% use the microwave for cooking a packaged microwave meal (Fig. 4).

These indications brought to light that the majority of the studied users employ a
microwave to cook or heat prepared or semi-prepared food, with the help of

Fig. 3 Online survey for primary users. Do you need support with the instructions on how to
prepare the packaging? For example, peel of the lid

Fig. 4 Online survey for primary users. What are you using the microwave to do?
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caregivers. So for the purposes of the work it was possible for the project team to
narrow down the field of action of smart systems linked to the microwave.

Packaged and processed food from supermarkets has some drawbacks, but also
has the advantage of extensive labelling. Apart from the printed label, the barcode
provides important and distinctive information which allows users and (in this case)
a capAble microwave, to understand with simply one action, which kind of food is
contained in the packaging and provide the possibility to initialise the microwave in
the best way. A barcode is a machine-readable arrangement of numbers and parallel
lines of different widths printed on a package, which can be electronically scanned
at a checkout to register the price of the goods and to activate computer
stock-checking and reordering also called Universal Product Code, UPC [23].

Barcodes have a huge potential as an identifier of data related to different
products and provide an opportunity to design different pre-sets, for various types
of food.

4 The CapAble Microwave

The outcomes of the user analysis, allow us to identify the principles that have
driven this smart innovation.

People with disabilities and some ageing people with particular medical con-
ditions have difficulties in recalling very simple sequences of actions. The new
microwave device seeks to provide not just cooking assistance, but also a support
for independent living, by interacting in a productive way with the user.

As mentioned in the user feedback analysis, some of the users like to interact
with apps, games, watching animated movies with the aid of different devices and
enjoy scanning products in the supermarkets. One of the key points of the inter-
action process, which could be researched, is the “gamification” of the cooking
process. In recent years, gamification, the use of game design elements in non-game
contexts, has seen rapid adoption in the software industry, as well as a growing
body of research on its uses and effects [24].

In order to create a smart system by using not only hardware technologies, but
also user friendly software, it has been important to design an interface that allows
people to easily understand how to use hardware that evokes emotions, feelings and
a sort of challenge by performing a particular process. This process is known, as
gamification and users and caregivers, were conscious of the potential of this
interaction instrument. So, by following these indications, it has been possible to set
the hardware structure, which is composed of a barcode scanner, a touchscreen, an
audio speaker a Wi-Fi module and a Raspberry PI, but also understand how to
represent the visual feedback on the screen in a communicative way.

One of the simplest and more communicative interfaces, for the users, that they
usually like to see and to interact with, are “animations”; simple animations were
introduced in the project, to make information accessible in the community. The
regular use of Adobe voice (an application for a tablet, which allows for the creation
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of easy and professional looking animations), gives service users experience with
interacting with information in this format.

In other previous experiences, caregivers had positive feedback from using
anonymous animated instruction sequences, or simple and clear sketches and
drawings in order to communicate some desired interaction to the users. So it was
decided, with the help of the caregivers, to move forward on developing a simple
and easy “animation based” interface, which could be detailed, but at the same time
that would give a clear idea of the sequenced actions that everyone has to perform
for cooking a particular meal. The caregivers and users collaborate to create mul-
timedia instructions for the end-users and operating instructions for the associated
appliance. These instructions can be managed “in the Cloud” in what we term the
instruction management service.

When a user scans a barcode, the barcode information, and information about the
device that is requesting instructions are sent to the instruction management service,
which responds by sending customised cooking instructions to the requesting
device. The device acts in the manner of a browser, by issuing multimedia
instructions to the user, prompting them to engage in the cooking process. At
certain points in the cooking process, the device also operates the controls of the
microwave to cook the product. By enabling users to scan the barcode of foods
close to the microwave, the device “understands” what kind of food it is, identifies
the appropriate cooking time and temperature and provides visual and audio
feedback to the user.

4.1 System Architecture of the CapAble Microwave

The capAble microwave has the potential to give different types of feedback to the
user, before starting the automatic cooking process. Two embedded functions are at
the core of the interaction system:

1. Suggestion: by pointing out a set of instructions in order to guide the user in the
cooking/heating process, the system is able to give instructions not only in
directly controlling the appliance presets for temperature, time, but also about
what the user could do in order to prepare the food package to be heated.
Actions like: peel off the film, add some water, stir the food, shake the bag (for
popcorn), etc. can be promoted by the microwave touchscreen interface by
enabling user interaction and by making the cooking process more interactive,
adaptable and that can be turned into a game, rather than a automatic, boring
process.

2. Alerts: it is known that the heating/cooking process has safety concerns, such as
e.g. the risk of fire, if someone forgets to turn off the microwave, or the risk of
heating the meal too much, or the risk of the food “going off” if the food is left
inside the microwave for too long a period. The timer and temperature alerts,
settled with the specific information given by the barcode and on-line services,
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could be linked to the Cloud network of the community or to the
smartphone/tablet of the carer or end user, providing a safer control of the
process while avoiding personal security risks.

In order to solve the different user issues, the microwave uses information that is
downloaded from the Cloud. Members of the community can upload different user
instructions and settings for different types of microwaveable food products to the
platform. The platform created on the “easycook.ie.” domain (Fig. 5), is a
web-service, where people from the community can upload information related to
each food (like temperature and cooking time, calories, nutritional information,
etc.), bought in supermarkets and simultaneously each microwave of the commu-
nity can get information thanks to this instruction repository.

This web-based service, alongside this first prototype of the microwave could be
seen, not only as a basic information service in the initial stage of the research, but
also as a learning tool that enables people to upload additional information and
grow the sense of community for different group of users. The capAble microwave
effectively becomes an interactive smart object, which provides the required food
information and gives help in following the cooking process. So, by interacting
with users and redesigning the electronic circuit, the research moves forward on
producing a smart add-on module for existing microwaves such as those used by
the community. A barcode scanner with a Raspberry Pi, a small touchscreen that
gives visual feedback a speaker that provides audio feedback and a Wi-Fi module
are the core elements that comprise the first prototype (Fig. 6).

Another important positive issue that moves on developing the easily accessible,
“animation based” interface, is to “keep it simple” and “not personal” (so for
example, without showing a particular bowl, taken from just a photo of one user’s
bowl) it avoids a confusion that occurs when a service user sees a photo of a real
bowl. In that case, there was an experience in one of the interviews, that one user
could say “it’s not my bowl, it’s “John’s” bowl” and this could be a negative point
that could interrupt the process of good interaction between ID user and the smart
microwave.

Fig. 5 Prototype of the “easycook.ie.” website for the instruction repository

74 M. Zallio et al.



The capAble microwave will be enabled to inform the user which food is
contained inside the packet just scanned and it will provide assistance for sup-
porting with the instructions on how to prepare the packaging and with the safe
opening of the microwave door. By recognising the type of food scanned, which is
linked to a set of information (like cooking time, temperature, microwave power)
provided on the easycook.ie. website, the microwave will become an interactive
device that has the capacity to remind users of the different tasks.

For example: peel off the film, or add some water and then when the user places
the product inside the microwave it will automatically start the appropriate
cooking/heating process. Basically, by using an integrated barcode scanner, a Wi-Fi
module, a touchscreen, added to the existing microwave unit and by developing the
interaction software, it is possible to transform a classical, difficult-to-use micro-
wave, into an instrument that enables user engagement and that also simplifies the
process for varying groups of users to the extent that the required number of buttons
is ideally reduced to one.

5 Conclusion

The aim of the project is to find new solutions in order to simplify certain activities
of daily living for users who would otherwise be excluded from these actions. This
is possible by creating a working prototype of a “Community Supported Appliance”
which incorporates a set of tools that a community of primary users and secondary
users could use and implement, in order to address the main challenge of the
cooking process.

By working on the hardware and software technologies and on the interface of
the new microwave appliance, it has been possible to share cooking information

Fig. 6 Architecture diagram of the capAble microwave prototype
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and to enable people with intellectual and/or physical disabilities to learn from their
actions, adding value between members of the community.

The CSA—Community Supported Appliance has the potential to become an
instrument that enables people to perform actions and to re-design customized
interfaces for different home appliances. In perspective, the CSA can be applied
within different scenarios, like the home environment or within the public spaces
services or private/public transportation context.

The main challenge is to provide the technology and settings that give the
possibility to have a learning system that could be fed continuously from the user
community of carers and service users. The actual potential of this smart
community-based system could be much more significant, if we consider the mil-
lions of users that usually operate microwaves just to heat or cook meals. We are
conscious that the usage of a barcode scanner could have limits, related to specific
foods, but the feedback derived from the first tests with the users group, has shown
that the microwave appliance is mostly used not for the “proper cooking” of a meal,
but just for heating or preparing “ready-made” foods. So by introducing this small
add-on system to a microwave, we could significantly increase the possibility of
enabling people with disabilities to independently prepare foods, but at the same
time give to everyone a more convenient way to interact with a microwave.

As previously noted, although the focus group in this case was a small group of
people with a range of intellectual and physical disabilities, this solution should not
be limited only to this cohort. Clearly this type of solution can be applicable to a
range of possible user groups. This system could also allow users with other
abilities (like ageing people and children) to prepare a safe heated product and
finally to save time by reducing the number of actions and the cognitive load that is
required to cook/heat a meal in the best way.

Data shows that in 2002 in US, the health related expenditures was more than
$61B [25] and the health and caregiver system will be increasingly stressed as those
numbers increase. Chronic diseases like Dementia, Alzheimer’s and a variety of
physical impairments can make ADL very difficult.

For some older citizens, even the simplest of tasks such as cooking a
microwaveable meal can become overwhelming due to the complex cooking
instructions written in small print on the cooking package and the need for memory
and coordination in interacting with the microwave oven [26]. So there is a sub-
stantial and growing need to design new interactive systems, based on known
actions and known human behaviour, in order to keep people as independent as
possible in their environment. This will also affect the process of care provision and
the community welfare structure, which will take advantage of these solutions, by
reducing the costs and effort associated with private assistance [27]. This research
seeks to define a solution related to a particular problem within a community care
context and give a suggestion to apply the idea in parallel contexts. Assisted homes
and retirement homes users, could help in a further develop of the capable
microwave that could become a Universally Designed and functional smart
appliance for everyone’s house.
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This prototype could become an important and useful case study that should be
further investigated and integrated in a range of new cooking appliances, by
worldwide home appliance producers.

New microwaves, like the Samsung model that was previously mentioned, with
additional sensors, will add potential to have smarter community supported cooking
appliances with improved safeguards such as warnings to end-users about food
temperature. This smart development, apart from the community-support aspect
(which is not so developed in the automotive sector) is nevertheless quite similar to
the evolution that has already occurred in cars, with new sensors and smart systems.
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Work of the Home and Social
Relationships as a Guide to Domestic
Care for the Elderly

Giulia Frezza, Helen Keefe and Marta Bertolaso

Abstract New technologies might only partially solve the problem of elderly
loneliness and social isolation. Ongoing studies analysed by means of a shared
perspective promoted by London’s Home Renaissance Foundation (HRF) and
Rome’s Bio-Techno-Practice (BTP) offer a theoretical perspective on this issue that
could generate effective guidelines for technology design in this area. The stated
goal of the present Italian Forum for Ambient Assisted Living (ForItAAL 2016)
refers to “an innovative and integrated approach to address the socio-economic
challenges of an aging population, and thus ensure the best fruition of products and
services”. The vision of HRF is to promote interdisciplinary studies on the home
and domestic work, in an effort to create healthy and congenial home environments.
Several of these studies address the problem of loneliness and social isolation
among aging populations. This research offers a better understanding of the lone-
liness problem itself as well as more awareness of what thriving homes can offer by
way of long-term technological and social solutions for a growing demographic
phenomenon. Bio-Techno-Practice (BTP) is a research empowering hub, relying on
a renewed philosophy of science recognizing that many constitutive dimensions of
the human understanding are simultaneously involved in scientific practice and,
conversely, that human practice shapes the direction of scientific investigation
(www.biotechnopractice.org/wordpress).
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1 A Home that Changes Along with a Changing Body

Individuals grow and develop at home, so it is in society’s best interest to look after it
(http://www.homerenaissancefoundation.org/homeorg/about.html).

An essential aspect of the BTP philosophy is the idea of “a home that changes along
with a changing body”. “The body” in this vision is our first home and it keeps
changing throughout life since the very beginning of embryonic development. From
that point on, from a biological standpoint the organism can never be described as a
perfect equilibrium between cells, tissues, organs, and all the interactions inside and
outside the environment, which are also changing.

Our homes (internal and external) are always transforming. Understanding our
“changing homes” means to integrate both the idea of the whole mind-body as an
interior home as well as the concept of our exterior homes. As a matter of fact, part
of the home, or the environment, is definitely made by us and by all other indi-
viduals that constantly cooperate to build it up (at the symbiotic, trophic, ecological,
cultural and social levels). In other words: we are what we eat but in the meanwhile
what we eat is the same environment that we have built, in a continuous feedback
loop.

Human beings have been creating home environments since the beginning of
time, as part of their culture and history. Houses have been, in this sense, part of
human beings’ roots, places in which personal biographies are recorded in different
ways (pictures, traditions, etc.). Understanding what a home is allows us to identify
the right categories, to understand human genuine relations and activities, and their
relevance in and for society [1]. In this way, we shift the focus from a thing, i.e. a
physical home, to a concrete process, i.e. a natural dynamic relationship. It is
natural in the sense that it has always characterized human culture and society;
dynamic because it entails an on-going activity; relationship because it implies a
constitutive relation among different “players”, between a person and his/her
environment (i.e. a community). Along these lines caring is a typical aspect of a
human natural dynamic relationship.

Although it may sound trivial, the human being aspires to autonomy but he/she
is naturally dependent and vulnerable. To understand the process of caring, the
question, therefore, is clearly about how we can combine these two aspects, i.e. the
human tendency to be autonomous with our inherent vulnerability. Avoiding
sceptic views about human life and its nature, we can assume that the contradiction
is only apparent and that autonomy and vulnerability do not refer to the same
feature of human life and behaviour or, at least, not in the same sense. Eventually,
this tension for instance has been used by the philosopher Alfredo Marcos to reflect
upon the concept of mutual dependence, saying that (i) we have to place our
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autonomy at the service of those who are most dependent; (ii) the form that such
service takes is that of caring; and that (iii) as a specification of the latter point,
caring means remaining vigilant for someone [1].

2 The Problem of Social Isolation in Elderly Populations

Demographic change—is one of the great challenges of the 21st century, as well as
an opportunity. Much depends on how we are going to address it. Europe is the
fastest ageing society, the median age is already the highest in the world and the
over sixty-five population is supposed to double by 2050 gaining more than 27% of
the total population [2]. Consequently cross-cutting concerns emerge, and the need
and opportunity to act now.

Moreover, aging in its complexity is revealed as an integral part of an urgency
of new accounts of scientific practice in general: new ways of doing science are
rapidly emerging, bringing together life sciences and technology, as well as other
natural, human and social sciences.

Inherent to our BTP vision lies the idea of identifying a sequence of crucial
philosophical issues and questions that are emerging from science, and that inex-
tricably connect Bio, Techno and Practice, emphasizing their reciprocal differences
and interdependencies. Interdisciplinary, suitable tools, conceptual as well as
technological are needed for developing an overall concept of aging understanding
its complexity, and its multifold background (http://www.biotechnopractice.org/
wordpress/).

Our paper, integrating the cores of BTP and HRF visions on the topic of home
and caring, wishes to highlight that developing better social care technology for the
elderly cannot conceal a thorough debate on the more general issue about relational
and social problems of aging as a general, multifaceted and interdisciplinary
process.

The Home Renaissance Foundation (HRF) promotes research focusing on cre-
ating a home which meets the fundamental needs of individual and family and its
crucial role in building a more humane society. Moreover, emphasis is given to the
recognition of the kinds of work that go into creating healthy and congenial home
environments. For HRF, domestic work is not merely a collection of services such
as laundry, cleaning, and cooking. It is a values system in which science, art,
psychology, culture, skills and an aptitude for management all play a part.

HRF points out the need to understand the relational nature of the home and, in
such context, the potentialities and risks of home care technologies for the elderly.
This reflection, substantiated by best practices that are being gathered by the
Foundation, leads towards the emerging direction of social care technologies. From
this exploratory point of view, HRF organized the international conference series
“Excellence in the Home”. Several experiences about social care technologies were
presented.
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Studies collected in the conference’s Working Papers have underlined the rel-
evance of social isolation and of a “steady degradation” in companionship care,
described as “a fairly neglected element in gerontology, certainly within the area of
home care and healthcare technologies for the home” [3]. Works conducted by
Intel’s Health Research and Innovation Group (HRIG) aimed at exploring the role
of technology in helping the elderly remain in their home as long as possible [3].
The approach is based on one fundamental key concept. This developed from
overturning the typical engineering approach: first developing technology and then
finding uses for the tools produced. Intel’s HRIG focus, on the contrary, is based on
understanding people’s needs and practices before even thinking about developing
the technologies. For this reason a team of clinicians and psychologists was
enrolled. A group made up of 625 older people were attended to in the designated
clinic. At the same time, teams of anthropologists and sociologists interviewed
older people and passed time with them (in some cases for days; in other cases,
even years).

The result is a direct vision of “what may happen at 3 o’clock in the morning or
during the lulls in the day when a person’s energy levels are not particularly high”
[3]. Between 2006 and 2008 the same team launched an anthropological study on
the “Experience of aging” in seven European countries reporting similar results
where isolation of older people is shockingly confirmed [3].

Data of “Help the Aged” (now AgeUK: http://www.ageuk.org.uk/) reports that
[3]:

• Half of people aged 75 and over in Britain live alone;
• 12% of older people report feeling trapped in their own homes;
• 3% of older people never go out;
• Almost 5 million people consider the TV as their main form of company;
• Over a million UK pensioners ate Christmas dinner alone.

3 Technology and Human Technologies for Elderly Care

The “de Jong Gierveld loneliness scale” [4] for emotional and social loneliness
tested on data from 7 countries in the UN generations and gender offers a method
for measuring loneliness, which helps better understand the problem.

The scale, developed for older people specifically, divided loneliness into two
main constructs:

• Social loneliness, which is really about loss of social network or not having a
social network;

• Emotional loneliness which is that lack of an emotional attachment normally
due to loss of a significant other.
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If people classify as both socially and emotionally lonely on the de Jong scale
they tend to be in the highest risk categories with regards to health.

By means of the de Jong Gierveld loneliness scale, David Prendergast, a social
anthropologist leader of the Intel’s HRIG project, pointed out a new challenge in
home care technologies: how should a well-designed information communication
technology help reduce risks of loneliness and social isolation [3]. Indeed tech-
nological development should be built from an integrated, wider perspective. As a
matter of fact, if one deals with people not even used to computers, the risk of
creating a redundant technology increases. Technology dedicated to elderly should
be intuitive for them as specific individuals with peculiar idiosyncrasies and limits.

3.1 TRIL Building Bridges (BB) System

A specific communication technology, dedicated to people with little or no expe-
rience with computers, could then be developed within the TRIL Building Bridges
(BB) system. The project, co-developed with over 150 older people in Ireland
following the specific bottom-up approach described above. The BB technological
system offers the following [3]:

• Helps people who are isolated have more contact with others;
• Consists of an admin console which is hosted on a server and which deals with

all broadcasts and communications between Building Bridges Devices;
• Stores research data from devices and uses Voice over IP technology;
• The in-home device used by the older person is a touch screen computer with

speakers and handset.

In this way, the user could contact more people for an on-line chat (up to six
people), for messaging (sending greetings and personal messages), for broadcasting
(radio and video programs, news, documentaries, music). During the broadcast the
user can see who else is listening: an automatic 20 min conference call can be
launched when the program is over if they want to join a discussion, or have a
phone call with the group. These devices are intended as a “Tea Room” (up to 20
people can enter the tea room any time and chat together), and as a “Window on the
World” (they are linked to web cameras in outdoors locations). Moreover, friends
and family can be easily added in the BB software connections, sending documents
(photos, messages and so on):

• BB is a system that is well suited to the elder who may not be familiar with
computers, and who will benefit from increased social engagement;

• BB is a device that helps build bridges between older people, their family and
friends, their health and social systems and their communities.

The trials on the system showed an increasing perception of social inclusion
revealing a positive metric of success.
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3.2 An Option Often Overlooked and Underrated:
Inter-generational Living

Other studies, starting from the same concept of the isolation of older people,
develop other solutions [5]. As stated by Bryan Sanderson CBE, Chairman of HRF:
“Britain has an epidemic of loneliness. Intergenerational living can help ameliorate
this for the old and for the young too” [5].

Intergenerational living is indeed a peculiar solution which is not properly
technological, but that becomes a technological response when looked from the
Bio-Techno-Practice integrated perspective mentioned above.

Cultures look at intergenerational living in different ways. For instance in Japan,
up to 65% of older people live in the same home as their children as compared to
the rate in the UK of only 16% [5]. Meanwhile in the Netherlands, specific pro-
grams allowed students to live rent-free in care homes in exchange for offering
companionship to older inhabitants [5, 6].

Studies underline how multigenerational living shows potential in targeting
future puzzling care solutions in the UK [5, 7]. In 2013 HRF identified a need for
policy research aiming both at describing the challenges of multigenerational
households and at outlining how the existing policy infrastructure endorse them [5,
7]. The research showed that intergenerational living is not merely a thing of the
past:

• It plays a role in informal care for elderly and for children (47% of interviewed),
rather than in supplementing formal care provision (33% of the interviewed);

• Financial incentives can be a strong motivating factor for intergenerational
living solutions.

Among other relevant models, intergenerational living represents a non-technical
solution, but a solution that takes economics and policy into account. Moreover,
one of its potential benefits may be to provide increased dynamism to existing
design concepts for the housing stock.

Interviews with intergenerational co-resident families concluded that: “It is
imperative that the home environment functionally support the way families interact
in response to social changes of an aging parent moving in with an adult child while
similarly accommodating the privacy of individual family members” [5]. Along
these lines, the courtyard house model common in Scandinavia, China and South
America is often considered a model of international best practice design. This
intergenerational model can be of help even when rethinking from scratch the issue
of technological care for elderly focusing on a human as well as on a technological
perspective.

84 G. Frezza et al.



4 Conclusions—Rediscovering the Home

Going back to our initial core metaphor of “a home that changes along with a
changing body”, we may stress that every home is different also at different times
and in the multifarious contexts of life, including the silver time. In light of the
physiological process of “changing home” ageing becomes a life span perspective.
Moreover, it is a multidimensional process (biological, cognitive and emotional), as
well as contextual (individual, gender as well as socio-economical differences may
greatly affect the ageing process) (see http://www.cdc.gov/niosh/topics/
productiveaging/).

Along these lines, the World Health Organization defines healthy ageing as “the
process of developing and maintaining the functional ability that enables well-being
in older age” (http://www.who.int/social_determinants/sdh_definition/en). We think
that “well-being” is defined according to subjective as well as objective categories
which need to be distinctly evaluated and then integrated in one coherent
description.

Disruption of an individual’s functional abilities occurring with ageing relies
mostly on supportive and high-responsive environments. Among the principal
factors of a supportive environment there are transportation, social participation and
social inclusion, security, education, communication and information, as stressed
by priority area 4 of “Health 2020” (the 8th European framework) “Creating
supportive environments and resilient communities”.

The examples that we described (3.1 and 3.2) are social care technologies as well
as peculiar “human-technologies” for dealing with elderly issues. Both solutions are
innovative, interesting and built according to the needs of the elderly, and should be
implemented according to individuals’ and communities idiosyncrasies and
standards.

According to our standpoint, intergenerational living is particularly interesting as
a kind of solution; considering, for instance, that many might not have access to the
Building Bridges technology mentioned earlier. Moreover, it’s a long-term solution,
because it involves raising awareness about the benefits of (as well as advice about)
inter-generational living.

On this basis, a new social care technology for the elderly may be developed, as
our ongoing research will try to promote, which especially addresses ageing iso-
lation: allowing “silver people” to remain active, autonomous and fully integrated
as well as targeting specific disease prevention strategies (vaccination, injury,
mental disruption).

With these insights, we hope to provide some guidelines to assist the develop-
ment of better social care technologies for the elderly, taking into account the
relational nature of the home and the lesser known benefits of its promotion.
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The Design Contribution for Ambient
Assisted Living

G. Losco, A. Lupacchini, L. Bradini and D. Paciotti

Abstract The Design role for the assisted living ambient come from the several
declinations that design offers into similar branches of knowledge. The centrality of
the user is the starting point to the innovation of some design sectors and his
physical, psychological, social conditions too. In this context, the research proposed
several developments

• The ambient assisted living setting systematization defining its design
characters.

• The definition of different levels of intervention according to the components
role that make up the main supports of AAL.

• The collection of some case studies proposing solutions in keeping with defined
systemic grid.

Keywords Smart glove � Smart object � Interaction design � UCD

1 From Design for All to Design for AAL

The vision of the user as being with an inevitable mental and physical decline that
turns him into a social problem, is definitely an obsolete vision and never was true.
The properly integrated individual keeps his active social, psychological, and
economic contribution at every stage of his live according to the most advanced
social realities.

Even in semantic terms the description of separate physical capacity of indi-
viduals, not only by age conditions, it is strongly released from the weight of words
such as “disabled”, “handicapped” “elder” etc.etc.
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The holistic and inclusive vision of the Design For All has further helped to
define the scenaries where space, objects and services are configured as a function
of a substantial enlargement of fruition overcoming the issue of skill diversity. The
space or the objects are able to be accessible to everybody for their intrinsic and
extrinsic characteristics.

This is the purpose that design tries always to reach.
The scenary of Design for AAL overcome the point of view of Design for All

because it create a possibility of an Inclusive design including home comfort for
unusual conditions of life. The space seems often “heartless” against the user
because is just oriented to functional solutions of serious problems.

2 Generating Principles

According to this background, the group of Camerino University, School of
Architecture and Design “E.Vittoria” has developed, from long time, several
researches in a context where it is proposed a methodology of approach based on
some generating principles:

• The definition of the user and his needed not just functional related to its
physical, psychological and social conditions but also as a stimulus to a better
confort expectation.

• The potentialities of technological innovation, especially digital innovation, to
develop innovative solutions for products, components and services to help
individuals with disabilities.

• Design as an element of stimulus and final synthesis of a project, able to release
the user from a psychological condition of frustration in the use of components,
space and objects.

3 The Specific Contributions: Product Design Skills

Three levels of intervention have been identified in this specific context, where the
design project can become an original contribution and scientific implementation
for industry expertise.

3.1 User Centred Design (UCD) and Interaction Design
(ID)

The UCD offers a thorough study of the physical or virtual dialogue systems and
use of various products and systems for users with different levels of abilities,
through an experimental approach that involves the user in a crucial way, right from
the early concept and planning phases of the product.
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The inclusion of users in the project (creation of the prototype and use analysis
protocol) is strategic and essential especially for users who have a specific medical
case, especially when addressed to predict highly customised solutions.

Ill. n° 1, 2,  Project by Jessica Pesaresi–audio translator
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3.1.1 Interaction Design

Addresses the study of interfaces (physical and virtual) in a systematic way with the
essential aim of making the product as easy as possible to use in relation to the
specific characteristics of users and their pathologies.

The primary objective of ID is to study systems for linking man and product and
to optimise the operating procedures, facilitating them (User Friendly) by devel-
oping products with features that make them easy to use (Affordance).

3.2 Technological Implementation Design: Smart Design

Product design acts as a synthesis of technological innovation, particularly infor-
matics and digital, with specific contribution of ICT disciplines, and the potential
applied to the concrete project of service and function.

The technology transfer that puts the design in a strategic position is one that
defines technological systems that lack the synthetic support of the elements that
make it compatible, mainly in anthropic terms, in a context of physical formulas.

An ‘intelligent’ product (smart object) is the synthesis of this synergistic activity
of synthesis, where design is able to create a product that is functional, techno-
logical and ergonomic, all thanks to its expertise.

The ongoing dematerialisation of product functions in favour of the massive use
of digital technology, requires critical analysis and the proposal of concrete solu-
tions of a formal nature of physical systems capable of materialising the ‘smart
containers’, as well as to propose solutions more closely linked to the needs of a
user who has by nature and age, limited inclination to use technological equipment.

Ill. n°3, Project by  R. Albertazzi–translator for dumb and blind
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3.3 Morphology and Design: The Role of Shape

Seemingly redundant, this term refers to strategically fundamental data that the
design can define—the ability to structure a scenario made of new products, in
which its expressiveness and inherent communication free the product from the
emotional ‘medical’ and ‘rescue’ roles and from the frustrating obligation to the
use. This would work towards a formal value that best aligns to a normal aspect
where form and function do not appear unbalanced but linked to rational necessity.

Several studies show that the emotional approach of the user in difficult physical
and movement conditions is extremely critical towards products where the
expressive message of the form is medical implant aids, as well as this difficulty
being expressed in concrete terms in the refusal of the user to use such aids.

• The design has a very wide intervention margin, in order to define a formal
‘normalisation’ product that also makes it inclusive as an emotional element.

The specific areas that make up that margin of intervention are:
The colour system

• The formal redefinition alluding to the reference products that mitigate the
negative impact of the end-user

• The integration of the parties to transform the object in morphological terms
from the ‘discreet’ system to a ‘continuous’ system

• The interface and the facilitation of the mode of use (see previous section)
• Sensory levers to the reconsideration of materials
• The practical implementation also aimed at encouraging the subject to use and

user accept the product, emphasising recreation, leisure and communication.

Ill. n°4 Project by  A. Garaguso–sensor for the blind
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In conclusion, the specific competences of the discipline develop an innovative
product that puts the user at the centre of the system, enabling them to determine the
choices summarised at a formal level, answering the issues of function, use,
ergonomics and formality.

These areas constitute the different declination of the specific design in the field
of AAL, considering that in this context more than others, the user is characterised
by the specific conditions where the necessity of an accurate study of the product
cannot be separated from their areas of design.

4 Specific Contributions: The ALL Intervention Levels

The project is a continuation of previous expertise, defines a system of specific
intervention levels for ambient assisted living, always according to the specific
abilities of the product design project.

Such levels of intervention correspond to three defined scenarios:

• Objects and intelligent tools (Smart Object)
• Spaces and intelligent contexts (Smart Space)
• Movement and mobility.

In this context they are defined as the specific research projects (case studies).

4.1 Objects and Smart Aids

In systematic terms we can identify a series of useful objects in AAL that can fulfil
specific roles for the end-user.

A substantial feature is, as described in the previous chapter, the chance to give
articulated functions to the object, both tangible and intangible, or dedicated to
digital functionality.

The object of use in this case is able to interact with the user in an articulated
manner, supporting an adequate function in relation to the stresses, and from
environmental monitoring.

The smart object by its nature has a technological/digital ‘heart’ capable of
reacting, monitoring and giving appropriate functional responses, communicating
not only with the end user directly, but also in context, so that if it is equipped with
wi-fi connections, it can communicate with remote networks and the Internet
(Internet of Things).

The technological potential of these systems is numerous, the need to give a
physical form that involves the user is the main characteristic of the design.

The end user with different abilities, more compromised than the average, but
more involved and advantageous from the potential of intelligent products, like the
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users who collaborated with it as a direct or remote assistance (caregiver) represent
the research context of this level of approach.

You can take the smart object to different areas of use for AAL:

• Smart objects
• Smart aids
• Smart Prosthesis.

4.1.1 Intelligent Objects

Indicate objects which perform common domestic duties, so nothing special, but
that because of their characteristics can adapt to facilitate use by users with different
abilities. In this range we can include: appliances, technological equipment, sanitary
items etc.

4.1.2 Intelligent Aids

Are part of more complex elements or independent elements that help the use of a
particular space or element substantially, or intervene contributing to the active
rehabilitation, or supporting a user with a specific pathology. In this context we can
find objects or furniture that have thrust interaction technology and we can include:
mechanical closets, rehabilitation beds etc.

Ill. n°5 Project by  H.Wenwen–bed with lift
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4.1.3 Intelligent Prostheses

Consist of products that directly help the actions of the user with particular
pathologies, substituting in a more or less direct way the user’s physical function,
improving, or reactivating compromised physical functions.

Ill. n°6, 7 Project by  G. De Laurentis–tray with robotic arm

Case Study: Smart Glove
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The research project was developed with the development of a prosthesis that helps
the rehabilitation of the grip of the upper limbs for those users with specific
degenerative pathologies that limit the grip capacity of the limbs.

The specific role of the product proposes, through the exploitation of the fluid-air
dynamic characteristics, to replace the mechanical mechanisms with pneumatic
mechanisms, decreasing the impact of the mechanisms, as well as the weight and
shape.

Ill. n° 8, 9, 10, 11, Project by  F. Cotechini–Smart Glove
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4.2 Residential Spaces and Intelligent Environments

The objects and intelligent assistive devices of which we have just treated, are used
within the places of living, whether they are domestic and non-domestic, and with
which they must come together in order to provide an integrated environment to
measure AAL.

Can be defined in this context two main types of intervention:

• Domestic Context
• Hospital context.

At DOMESTIC level, the research project has suggested the creation of Smart
House, through the prefabricated furniture components, modular, multi-functional,
technologically implemented, flexible and systematized, acts to rebuild entire
domestic areas, or portions of them, up to individual areas functional. These
component systems are able to interact with the user and to transform living spaces
into dynamic entities, furthering/assist, users, facilitating and optimizing the use of
living spaces.

Compared the building envelope, the living space is formed from components
capable of performing multiple functions, including that of the delimitation and
temporary spatial separation.

Being modular and designed by parametric concepts, the system is able to adapt
to any morphological type, to allow an easy integration in domestic environments,
whether they are both existing and new buildings. Obviously in the interventions
that provide for the possibility of acting building envelope, such as interior work,
they can achieve significant results, compared to those of traditional distribution
designed layout with fixed scores (partitions).

The “architecture system”, must be able to satisfy the needs of a friendly
functional spaces, even on very small surfaces, always considering users’ issues,
well defined in the AAL issues.

These spaces and components can and should adapt to two main requirements:

– Member Fruition independently;
– Member Fruition with direct aid (caregiver) or indirect (remote control systems).

The use can still be considered even with objects and components that have a
role REHABILITATION (physical or neurological) or AID AND
IMPROVEMENT OF THE USE FOR THE CONDUCT OF ACTIVITIES OF
DOMESTIC LIFE.
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At HOSPITAL level may be defined the same classifying principles, net of the
space characteristics such as environmental units. The hospital setting recognizes
several significant moments: the context of care and specific intervention,
short-term care, long term care and rehabilitation.

Considering these levels the most functional spaces contiguous with the user
(resident) is the admission space (room or ward), services and spaces and reha-
bilitation components.

Case Study: Housing Unit Minimum 36 Mq

Ill. n° 12, 13, 14, 15 project by S. Angeloni, M. Levitikos 

The research project was aimed at the creation of a minimum housing units
6 � 6 � 2.70 m formed by a generic traditional building envelope, inside of which
was built a house that can accommodate 2 + 2 persons, to ensure lunch sitting for 8
and living spaces for 8 people seated. Starting from an open-space configuration,
the furnishings are distributed to form the functional areas, accompanying over 24 h
users. The furniture system is almost all suspended ceiling. This guarantees from a
unit area of about 34 m2 that can take the functional demand connotation (for
example we have a living space of 34 m2, with no architectural barriers, typical of a
traditional apartment of 100 m2, but set in an area total of one third).
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4.3 Movement and Mobility

Mobility is expressed at different levels of complexity, from domestic or personal
mobility, to the functional mobility of transport, always taking into account that
mobility is one of the first topics of ambient assisted living. This way, different
levels of mobility and products can be identified.

4.3.1 Personal Mobility Design (Movement)

This is essentially defined by the domestic space. Mobility can be on-site (if without
moving the person) but linked to the mobility of the body in daily activities such as
dressing, bathing etc.

In this respect, the design has to deal with the auxiliary product (aid) exploited
almost like a real prosthesis able to facilitate some elementary actions.

4.3.2 Domestic and In-Out Mobility Design (Micro-mobility)

This is partially domestic and regards the products and objects needed to move
freely within the home, as an aid and as support and security protection, capable of
overcoming the users’ regular barriers, or supporting the user’s safety in an inte-
grated way. Such aids can and must be able to implement the provision of acces-
sibility that does not confine them within the home, and also enables small transfers
outside the home. These aids must help the user to overcome even more significant
and impactful obstacles and barriers, also allowing movement by using electric
engines.

In the mobility aids family two specific categories can be identified:

Integrated Aids

Mobility aids combined with functional expansion technological implementation,
for example:

• movement support, lifting with positioning sensors, obstacle detection
• improvement to overcome architectural barriers.
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Ill. n° 16, 17 project by  D.Paciotti 

Integrated Modules Aid

Assistive devices that can be integrated with already existing products that
implement functions, for example:

– wheelchair integration for the use in all weather and digital connections.
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4.3.3 Urban Mobility Design

Short-range urban mobility needs specific requirements for people with pathologies
that cause difficulty in movement, the context of current products supports these
conditions with the integration of specific systems adaptable to standard cars.

The school’s research has developed a mobility product where the primary
objective is to propose integrated solutions for the product, from the initial con-
ception of the project, creating an end product that can be used by everyone,
including users with greater difficulties.

Specifically, the design project has mainly invested in the ERGONOMICAL and
TECHNOLOGICAL fields, developing the following characteristics:

• The concept of a MICROCAR (ELECTRIC QUADRICYCLE) of small
dimensions (265 cm in length, same as a Smart For two)

• Increase number of users (3 seats)

Ill. n° 18 project by  M.Grelli 
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• Improving accessibility and internal movement (rotating and shifting seats and
opposite double door opening)

• Technological implementation with digital control and monitoring support
platform, not only of the vehicle but also the user.

Case Study: Axillary Electric Walker
The product presented was developed by identifying the innovation features in two
main functions:

• The underarm support which enables the person to use the upper limbs for other
activities.

• The mechanical/electrical change of the user’s lifting support from sitting to
standing position.

Ill. n° 19, 20 project by  A. Garaguso 
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Ill. n° 21, n°22 project by  A. Garaguso 
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Adaptive Interface for Smart Home:
A New Design Approach

Francesca Gullà, Silvia Ceccacci, Roberto Menghi,
Lorenzo Cavalieri and Michele Germani

Abstract In an inclusive and accessible smart environments context the imple-
mentation of the “design for all” method presents several critical issues. In fact, the
universal design represents a difficult challenge for the designer because it depends
on the complexity of human intentions in a particular time and place. For this
reason, we propose a new approach that aims to support the design of inclusive
environments by improving the user-environment interaction.

Keywords Universal design � Adaptable user interfaces

1 Introduction

Research on information technologies has shown in the last twenty years a very fast
growth with an increase of attention to the development of solution able to satisfy
people with different characteristics and needs. At the present time, one of the main
research topics aims at the definition of technologies and tools in accordance to the
“design for all” approach. The term Design for All, or Universal Design in Europe
[1], is defined as “The design of products and environments to be usable by all
people, to the greatest extent possible, without the need for adaptation or special-
ized design. Hence the extended user concept, which seeks to consider the different
characteristics and individual experiences, including the multiplicity of physical,
motor, cognitive and contextual, in order to find (as possible) fits-all solutions.
Design according to D4ALL means satisfy the seven fundamental principles of
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universal design. These seven principles may be applied to evaluate existing pro-
jects, guide the design process and educate both designers and consumers about the
characteristics of more user friendly products and environments. These principles
are: Equitable Use: The design is useful and marketable to people with diverse
abilities; Flexibility in Use: The design accommodates a wide range of individual
preferences and abilities; Simple and Intuitive Use: Use of the design is easy to
understand, regardless of the user’s experience, knowledge, language skills, or
current concentration level; Perceptible Information: The design communicates
necessary information effectively to the user, regardless of ambient conditions or
the user’s sensory abilities; Tolerance for Error: The design minimizes hazards and
the adverse consequences of accidental or unintended actions; Low Physical Effort:
The design can be used efficiently and comfortably with a minimum of fatigue; Size
and Space for Approach and Use: Appropriate size and space is provided for
approach, reach, manipulation, and use regardless of user’s body size, posture, or
mobility. In an inclusive and accessible smart environments context the imple-
mentation of the “for all” method presents several critical issues. In fact, the uni-
versal design represents a difficult challenge for the designer because it depends on
the complexity of human intentions in a particular time and place.

A first criticality is represented by the complexity of the users, in terms of
physical, cognitive, socio-cultural and attitudinal diversity. The second criticality is
represented by the environment complexity; it includes the environment/device
typology, context definition and the definition of functional requirements of the
environment. Finally, the third criticality, is represented by the complexity of
environment interaction.

Therefore, the use of a “design for all” method, today, involves the choice of
guidelines that do not effectively support the definition of the design solutions. For
this reason, we propose a new approach that aims to support the design of inclusive
environments by improving the user-environment interaction. This can be achieved
developing an appropriate system that works on three levels: The first level is the
technological adaptation that consists of a system custom design into the initial
setup which can continuously monitor the user’s behavior and mode. The second
level are the utilities resulting from the correspondence between the activities
performed by the user. This level consists in a study of the proposed service in
terms of satisfaction of needs and user’s expectations, as well as the technical
implementation of specific functions. The last level is the simple and pleasant
usability that is based on User-Centered design to create usable products and
services.

2 Research Background

Several studies show that exists a certain category of users (i.e. elderly, disabled,
user with some limitation) that has a greater number of usability problems than
“average” user. However, improving the usability of a program or interface
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enhances users’ efficiency, whether young or old [2]. Requirements and recom-
mendations for human-system interaction have been introduced also by
International Organization for Standardization with the ISO 9241-210:2010 [3].
These methods facilitate the design of more effective interfaces better adapted to
user’s’ specifications, but often the outcomes are multiple interfaces for the different
types of users. Design for All, as it is called Universal Design in Europe [1], has
been introduced in the design of the interfaces as a method by which designers
provide their products to be used by the widest possible audience, independently of
their age or abilities [4]. It refers to the conscious and systematic work to apply the
“Principles of Universal Design” [5] and the related methods and tools [6], in order
to develop products and services which are accessible and usable by many people
as reasonably possible, avoiding thus the need for later adaptations, or specialized
design. Realize successful universal projects is a very big challenge: it means
designing products that while having “special functions” result equal or more
attractive and usable than common products, so that they are desirable for the
average user.

To support the design of products able to accommodate users’ variability, the
approach known as Ability-based Design has been developed in the context of ICT
products [7]. Unlike physical products, computer technology can observe users’
performance, model it, and use those models to predict future performance,
adapting or making suggestions for adaptations or customization, if automatic
adaptation is unwarranted or undesirable [8]. Ability-based design promotes the
development of personalized user interfaces that adapt themselves or can be easily
adapted by the human user. Langley [9] defines an Adaptable User Interfaces
(AdUIs) as “a software artefact that improves its ability to interact with a user by
constructing a user model based on partial experience with that user”. They are able
to alter aspects of their structure or functionality, in order to accommodate different
user needs and their changes over time [10]. To achieve this, they have to identify
the conditions that necessitate adaptation, and therefore, select and actualize an
appropriate course of action. Accordingly, AUIs are able to modify itself at runtime,
according to an adaptation state [11].

They can modify all the characteristics, but generally, adaptation is implemented
to one of the interface subsystems such as information lay-out (i.e. spatial
arrangement, color scheme, image, or text presentation, information content),
human-computer dialogue language, and navigation support. According with the
nature of adaptation that they provide, adaptive systems are classified into adaptive
and adaptable [12]. Adaptable user interfaces are customized directly by the user
(i.e. some internet portals in which users can modify the size of characters), while
adaptive user interfaces are automatically adapted by the system without direct
commands. Adaptive user interfaces are especially interesting for people whose
physical or cognitive performance changes over short periods (for instance
throughout the day), but however, it should be mentioned that currently there exists
only some systems (i.e. health applications) that support this functionality [13].
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3 The Design Approach

Designing an adaptive user interface means to define an interactive system able to
manage its knowledge about the user (i.e., who is using the system) and the
environment (i.e., the context in which the user-system interaction takes place), in
order to provide information content, functions, and interaction modalities, in the
most adequate way, according to different users and context of use. Therefore, the
requirement of a systematic process (flow) which may include alternative decisions
making procedures able to accommodate the resulting diversity of individual users,
is necessary. To achieve this objective, it is necessary to adopt a design approach
which supports the definition of polymorphic design solution, for each system
functionalities, so that it allows the definition of how the system should support
different users in different contexts of use.

For this purpose, in order to develop our smart adaptive system, a new design
approach to adaptive interface has been applied. In particular, the Design of an
Adaptive Interface requires to make three fundamental choices:

1. The first level is the choice of the User targets, of the Interface Role and of the
Environment Definition. To understand the end-user’s capabilities and needs
(i.e., user task that need to be supported by the system) and identify the main
functionality that the system should have, the Personas method is used [14]. The
Personas method is a plain and effective tool useful for designers and developers
allowing to gather the strengths and objectives of the user profile. For each
profile background, needs and behavior were identified. The interface role and
the environment definition are represented by the context of use and by the
environment typology and characteristics.

2. The second level consists in the definition of the adaptation goals and rule, the
definition of the interaction level and the definition of adaptation variable. The
Adaptation goals and rules are intended for those particular objectives we want
to pursue due to the process of adaptation (e.g. in order to minimize the number
of errors, optimize efficiency and effectiveness, in accordance with the type of
application and user for which the final system is intended). Finally, the inter-
faces adaptation should be activated by several factors, in particular it is nec-
essary to define the “adaptation variables” that consist in the definition of
context of use, goal to reach and user expertise.

3. The third level consists in the choice of the adaptation mechanism to use. There
are several methods to achieve this level; the most used are the fuzzy logic, the
Artificial Neural Network and the Bayesian Networks.

Once defined the three fundamental levels, a new methodology for
human-machine interaction and for user interfaces, according to the “design for all”
paradigms have been developed. The adaptation system is based on the knowledge
provided by three information models: the User Model, the Environment Model (or
Domain Model) and the Interaction Model. The system structure allows to:
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• Recognize the user;
• Store user needs and preferences;
• Extract information from the human-computer interaction;
• Provide a logic level and task correct interpretation;
• Make more accessible interaction with the environment;
• Define types of events to be triggered (Fig. 1).

4 The Proposed Adaptive System

The global architecture is based on three functional modules, continuously con-
nected each other’s: the Database Management System (DBMS), the Application
Core and the User Interface (UI). The DBMS provides to store all information about
user profile and context data, the Core can easily manage the application routine and
apply the adaptive rules implemented by Adaptive Engine. Finally, the user interface
allows users to interact with the application functionalities and can be reconfigured
according to Core Directives. In Fig. 2 the overall architecture is shown.

4.1 Database

The Database Management System (DBMS) is designed to achieve a large set of
structured data inputs and processes the amount of data requested by numerous

Fig. 1 The adaptation system: user model, the environment model and the interaction model
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users; the information is structured in four semantic areas. (1) User Features Profile
(i.e. the User Profile such as personal data and health-related information). This data
helps to define an accurate profile decode user’s abilities and functionalities
according to ICF Model [7]. (2) User Use Profile, where all the user interactions are
stored and his/her overall interaction history can be reconstructed. It includes all the
context information defined in the User Model. (3) Log Adaptation Actions, that is
the collection of all the adaptations provided by the Adaptive Engine during the
application usage. Finally, (4) Context Data, where all data related to the context of
use are stored (devices status, sensor measurements, time info).

4.2 Application Core

The brain of the application is represented by the core layer that provides to manage
the application logic. Besides managing the application routine activities, in the
application core the adaptive engine is developed, aimed to make adaptive the
proposed system.

The Adaptive Engine represents overall adaptive system pivot: it is composed of
an adaptive mechanisms and a monitoring system of changes. Adaptivity consists
of change mechanisms which include all dynamic features, such as preferences
based on history of user’s interaction, information contents, icons, layout, etc. In
particular, the adaptive mechanism is based on the Bayesian Belief Network
(BBN). Nowadays, Bayesian networks are one of the most comprehensive tools and
more consistent for the acquisition, representation and exploitation of knowledge in
conditions of uncertainty. A BBN is a probabilistic graphical model that represents

Fig. 2 Proposed adaptive system
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a set of stochastic variables with their conditional dependencies through use of a
directed graph; each node in the graph represents a random variable, while the
edges between the nodes represent probabilistic dependencies among the corre-
sponding random variable.

In order to achieve a proper adaptation action, a Decision Making Algorithm
(DMA) is developed [15]. After mapping the net with the UI information and
exploiting the power of the Bayesian Network, that allow to obtain inferences about
the most probable state from its nodes, the algorithm defines a threshold in order to
trigger the adaptation event of the corresponding node. The adaptation routine
provides to manage two different information: a real time upgrading of the correlate
information to the user interaction, and a storage of complex user interaction flow to
track his/her interaction history.

In this way, the system can dynamically adapt the UI configuration and, at the
same time, keep track of the user behavior and interface usage. The interaction with
the interface items can infer deterministic finding on the mapped node of the net;
this event triggers the updating routine of the stochastic distribution of the children
nodes. The DMA can be performed and if any probe node returns a dominant state,
the corresponding information on interface is automatically updated. Then, when a
complete task is completed (i.e. oven setting), the overall findings are stored on
database to track the interaction history of the user.

The described mechanism forms the adaptive engine able to define a detailed
user use profile and trigger the proper actions in order to minimize the effort and to
optimize efficiency in user’s interaction.

4.3 User Interface

The User Interface is the module between the system and the end user and, it
enables the control of the smart home devices. It has been designed to support the
user in the main domestic tasks: the meal preparation, interaction with the appli-
ances and the home environment control. The UI are managed by the Application
Core that controls the adaptivity of interface. The adaptation mechanism can
operate both (a) on the graphic features and (b) on the contents of the interface. The
graphic features (e.g. colour, text and buttons dimension, image size, etc.,) are
uniquely related to a disorder (i.e. colour blindness, visual disturbances, motor
problem) and they are being designed on the loss of body functionalities with the
aid of existing guidelines.

The contents concern the quantity and type of information that the interface
gives to the user and they are designed on the abilities of users. In particular, with
the aim to support the greater number of end user into management of a smart
home, two different modes of information presentation were realized: (I) a Normal
Setting for users without cognitive dysfunction and characterized by a good tech-
nology attitude and (II) a Wizard Setting for users who have not familiarity with
technology and/or have some cognitive dysfunction. Starting from the basis of the
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standards, guidelines and success criteria contained in the Recommendation of the
World Wide Web Consortium [16], the Normal mode is designed to optimize the
user interaction. Instead, the Wizard mode is designed in order to simplify the tasks:
starting from the Normal mode, the UI has been implemented by the decomposition
of the task in more simple and basic actions. In this way, the user must not manage
and understand all the information of the appliance or a recipe’s procedure. In this
case, the system tries to make up for the lack of some user ability and it help
him/her to accomplish the activity of daily living independently.

The adaptive system can act during the run time user interaction: if the user
chooses, for example, an oven program and the probability of all child nodes of
BBN (e.g. temperature, duration, etc.,) exceeds the threshold value, the system
automatically sets the most probable values for that oven program, enhancing the
interaction efficiency.

5 Conclusion

This paper is the description of an innovative approach to support the design of
inclusive environments to improve the user- interaction.

This approach is intended to help the designer to plan environments for smart
homes suitable to the requirements of different user groups and contexts of use. It is
based on an adaptive system which studies the information provided by three
models: the User Model, the Environment Model (or Domain Model) and the
Interaction Model. Through this information, the rules and the adaptation mecha-
nisms of the system are established according to the user’s skills, expertise and
disabilities.

The proposed design approach has been applied to a smart kitchen environment
aiming to support users with several impairments (visual, cognitive, motor related)
in performing cooking tasks. A decision making algorithm is proposed to manage
adaptive behaviour of smart adaptive systems according to the output of the User
Model, based on BBN. The validity of the decision making algorithm has been
tested through simulation of real users’ case scenarios. The results highlight that the
proposed decision making algorithm is able to readapt the interface in a reliable and
efficient manner [15].

The results of a qualitative experimentation with final users has shown that the
proposed interface is suitable for “fragile” users such as elderly with mild to
moderate dementia and adult persona with moderate retinopathy and rheumatoid
arthritis. In general, it emerged that the proposed adaptive system is able to improve
the usability of household appliances, such as oven and dishwasher, as regards the
programming and controlling operations. At the same time, it shows how the
introduction of smart technologies in the kitchen environment can support users
also with unusual attitude to technology [17]. However, the work is not ultimate:
the proposed adaptive system has to be evaluated with a greater number of users in
order to verify this first qualitative evaluation.
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Moreover, it will be necessary to carry out a field study to assess the ability of
adaptable features of interface to improve the system usability, as to assess the
effectiveness of system to enhance the user’s’ skills related to cooking activities and
to improve users’ independent living.
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project, funded by the Italian Minister of University and Research, under the National
Technological Cluster initiative.
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Unobtrusive Technology for In-Home
Monitoring: Preliminary Results on Fall
Detection

Giovanni Diraco, Alessandro Leone and Pietro Siciliano

Abstract In-home monitoring technologies deployed in personal living spaces are
increasingly used for the assessment of health status in older adults, through the
measurement of relevant at-tributes ranging from vital parameters to activities and
behaviors including mobility, gait velocity, movements in bed, and so on. Several
studies agree that unobtrusive monitoring (with the exception of video-recording) is
generally well accepted by older adults, especially if non-intrusive technologies are
adopted (e.g., not need to wear any device) which do not interfere with daily life
(e.g., not need to learn new technical skills, no change in routines, etc.). In order to
address the problem of in-home automatic fall detection by continuous unobtrusive
monitoring, this study investigates the use of a promising ambient technology, that
is the ultra-wideband (UWB) radar sensing, which provides rich information but
outside the human sensory capabilities (i.e., not directly usable for obtaining
privacy-sensitive information) and thus well acceptable by end-users. Moreover, the
problem of performance under real-life conditions has been addressed by sug-
gesting an unsupervised approach not requiring fall-based training but only a
subject-specific calibration phase based on observation of daily activities.
Preliminary results are very encouraging, showing the effectiveness to achieve good
detection performance under real-life conditions through unobtrusive monitoring.

Keywords Fall detection � Unobtrusive monitoring � Ultra-wideband radar
sensor � Machine learning
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1 Introduction

In-home monitoring technologies deployed in personal living spaces are increas-
ingly used for the assessment of health status in older adults, through the mea-
surement of relevant attributes ranging from vital parameters to activities and
behaviors including mobility, gait velocity, movements in bed, and so on.
Furthermore, such technologies can also be used to provide more safety (e.g., fall
detection) and support with daily activities (e.g., issuing reminders).

Recently, ethical issues concerning technology interventions involving older
adults have received increasing attention [1]. Among others, the most common
concerns regard privacy (i.e., risks of inappropriate access to personal information)
and security (i.e., risks of intrusion through computer systems). However, several
studies report that unobtrusive monitoring (with the exception of video-recording)
is generally well accepted by older adults, especially if nonintrusive technologies
are adopted (e.g., not need to wear any device) which do not interfere with daily life
(e.g., not need to learn new technical skills, no change in routines, etc.) [2]. In
addition, the good acceptability of unobtrusive monitoring enables the measurement
of relevant attributes in continuous modality, producing long-term health data
useful for early prediction of heath disorders (e.g., cognitive impairment, dementia,
etc.).

In-home monitoring solutions are generally classified into two types: wearable
devices and ambient (or context-aware) systems [3]. Wearable-based technologies,
typically consisting of embedded MEMS accelerometers/gyroscopes (e.g., fall
detection or activity recognition) or skin electrodes (e.g., measurement of vital
parameters), suffer from several drawbacks such as limited battery life, the need for
on-board processing and/or wireless communication (i.e., both energy-demanding
functions), the inconvenience of having to remember to wear a device and the
discomfort caused by the device itself. All these drawbacks make the use of
wearable devices still far from being suitable for continuous unobtrusive monitoring
[4]. On the contrary, the ambient systems are more suitable for this purpose, since
they are based on various kinds of sensors deployed in the environment ranging
from information-poor but well accepted devices such as simple on/off switches,
pressure sensors, infrared sensors and so on, to more information-rich devices, like
video cameras, but that raise privacy concerns.

In order to address the problem of in-home automatic fall detection by contin-
uous unobtrusive monitoring, this paper investigates the use of a promising ambient
technology, that is the ultra-wideband (UWB) radar sensing, which provides rich
information but outside the human sensory capabilities (i.e., not directly usable for
obtaining privacy-sensitive information) and thus well acceptable by end-users.
Additionally, UWB radar is a multi-purpose technology whose application range
spans from detection and measurement of vital parameters to localization, move-
ment detection, and even secure high-throughput wireless communication [5].
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2 Materials and Methods

2.1 System Overview

The unobtrusive monitoring system is based on a monostatic sensor module P410
manufactured by Time Domain [6], which is connected via USB to an embedded
PC. Both devices are presented in Fig. 1. The P410 is a state-of-the-art UWB radar
sensor, working from 3.1 to 5.3 GHz centered at 4.3 GHz, covering a distance
range of about 30 m, having good object penetrating capabilities and compact
(7.6 � 8.0 � 1.6 cm) board dimensions. The P410 is equipped with an omnidi-
rectional antenna, which in this study has been modified by adding a planar back
reflector in order to reduce the azimuth pattern to around 100°. Range data from the
P410 are processed by the Embedded PC (EPC), which has low computational
profile (i.e., Intel Atom processor based), low power consumption (25 W) and
reduced (13.2 � 9.5 � 3.7 cm) dimensions.

The EPC runs the processing algorithms, including (as better explained in the
following) preprocessing steps and machine learning, for detection of fall events in
real-time.

2.2 Algorithmic Framework for Fall Detection

On the algorithmic side, there are three main stages: preprocessing, feature
extraction, event detection. Regarding the preprocessing stage, the scattered radar
signal is first filtered by a 16th-order Butterworth (bandpass 3.1–5.3 GHz) and then
by a 3-tap FIR motion filter in order to improve the signal-to-clutter ratio. The
resulting range profiles are normalized in amplitude and time within a sliding
window of time length 1.5 s and distance range up to 5 m. The time duration of

Fig. 1 UWB Radar Sensor P410 (left) and embedded PC (right)
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1.5 s was experimentally determined, as that able to discriminate both fast actions
(e.g., falls) and slow ones (e.g., voluntary lying down). Amplitudes and
Times-of-Arrival (ToAs) are estimated by peak analysis and tracked with Kalman
filter in order to isolate the only target of interest (i.e., the monitored subject). The
preprocessed radar signal is shown in Fig. 2.

The extracted features are based on the Micro-Doppler effect which is briefly
introduced as follows. As well known, the relative motion between radar and target
introduces a Doppler frequency shift which relates directly to the radial velocity:
movements towards (away from) the radar introduce a positive (negative) frequency
shift. Furthermore, a human target consists of different parts (e.g., head, torso, legs,
etc.) which move at different velocities during the same action (e.g., walking,
sitting, etc.). The multiple Doppler shifts produced by these smaller motions are
referred to as Micro-Doppler features. The feature extraction process starts by
computing the Doppler spectrogram which represents the signal power distribution
over frequency (x-axis) and distance (y-axis). In Fig. 3, the Doppler spectrograms
of radar scans taken during a simulated fall (Fig. 3a) and walking activity (Fig. 3b)
are presented. As evident from Fig. 3a, the spectrogram exhibits horizontally
aligned peaks (Micro-Doppler) related to movements of body’s parts during the fall
event. The Doppler spectrogram is computed by applying the short-time Fourier
transform to the analytic form of the radar signal. Hence, the Micro-Doppler fea-
tures are extracted by convolving the spectrogram with a Gaussian filter and
summing the power spectrum at all distances for each frequency, in order to obtain
one-dimensional Micro-Doppler signatures as those reported in Fig. 3c, d associ-
ated with the simulated fall (Fig. 3a) and the walking activity (Fig. 3b),
respectively.

The event detection stage deals with the recognition of a fall occurrence from the
extracted features. The commonly used methodologies are based on supervised
machine learning techniques trained with both positive (falls) and negative
(ADL-Activity of Daily Living) samples, both simulated by healthy young subjects.
As a result, due to such a training protocol, fall detectors inevitably exhibit lower
performance when used in real-world situations, in which monitored subjects are
older adults [3]. In order to address this problem and to improve fall detection

Fig. 2 Preprocessed radar signal referred to a person moving inside a room at a distance of about
4 m from the radar sensor
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performance under real-life conditions, an unsupervised approach has been used in
which the fall occurrence is detected as a “novelty” with respect the usual daily
activities performed by the monitored subject. In the suggested unsupervised
approach, novelties are detected using votes casted by multiple one-class K-means
classifiers [7]. For evaluation purpose, a classical supervised detector based on
Support Vector Machine (SVM) [8] has been also experimented and its perfor-
mance compared with the unsupervised one.

2.3 Experimental Setup

Both ADLs and falls were performed in a home-like setting, as depicted in Fig. 4,
by involving ten healthy subjects divided into two age groups of avg. 24 and
48 years old, respectively. For each participant, a total amount of 436 actions were
collected, of which 30 were simulated falls and the remaining were daily activities
such as walking, sitting down, standing up, etc. The SVM-based supervised

Fig. 3 Doppler spectrum (a) and Micro-Doppler signature (c) of a radar scan referred to a person
falling down at a distance of about 3 m from the sensor. Doppler spectrum (b) and Micro-Doppler
signature (d) of a radar scan referred to a person walking at a distance of about 4 m from the sensor
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approach has been evaluated using both intra-group and inter-group strategies.
More specifically, the first strategy consisted in training and testing the classifier
with actions simulated by individuals belonging to the same group. On the contrary,
with the second strategy the classifier has been trained with actions simulated by
individuals of the young group and tested by involving individuals of the older
group. In both strategies, the SVM classifier was trained with 90 falls and 738 daily
actions, and was tested with the remaining 60 falls and 492 daily actions.

Regarding the K-means-based unsupervised approach, since it is oriented to
detect falls as novelties among daily “normal” activities (walking, sitting down,
standing up, etc.), it has been validated involving the same subject in both obser-
vation and testing phases. The observation phase lasted for about 95 min for each
subject (i.e., 190 actions), after which the testing phase started and 30 falls/person
were performed.

3 Results and Discussion

As summarized in Table 1 the best performance was achieved using the
SVM-based supervised approach validated with the intra-group strategy. Although
this performance is comparable with previous studies [9], nevertheless there is no
guarantee that it could be achieved under real-life conditions since the classifier
needs to be trained with simulated falls. In fact, the performance declined with the
inter-group validation strategy, in which falls were simulated by young and tested
by older subjects (as happens in real-life). More interestingly, the K-means-based
unsupervised approach outperformed the supervised (inter-group) one without
requiring any fall-based training, and thus more reproducible in real-life scenarios.
However, it is worth noting that the unsupervised approach requires a preliminary
calibration phase during which almost all daily “normal” activities should be
observed and labelled as not-fall. In this study, such a calibration phase lasted

Fig. 4 Experimental setup: home-like setting (left) and radar station (right)
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95 min per subject, but in real-world it may take much longer depending on habits
of monitored subject.

The presented system may find application for continuous indoor monitoring of
older adults living alone. In fact, after a period of observation (i.e., unsupervised
training), the system can reliably detect fall events against daily activities. The
presence of moving objects (e.g., chairs, sofas, etc.) in the room does not interfere
with the event detection, since the Kalman filter allows tracking of peaks associated
with a human target in the radar signal. Furthermore, it is worth to note that because
of the high penetrating ability of the UWB radar, the presence of medium-sized
objects (e.g., tables, chairs, etc.) between radar sensor and human target does not
raise any occlusion problem. Instead, the most serious noise source in indoor
environments is the clutter signal containing reflections from stationary structures
(e.g., walls, furniture, etc.). In this study the clutter signal has been strongly
attenuated by motion filtering the radar signal. However, this technique is not quite
effective for through-wall sensing, in which case more sophisticated clutter removal
techniques should be adopted.

As already mentioned, the system reliably detects falls when only one person is
present in the room (i.e., a living-alone elderly). When two or more people are
present, on the other hand, the system takes into account only the movement
patterns of the person nearest to the radar sensor, and thus it is able to detect only
falls of the nearest subject. Additionally, when two or more people stay at the same
radial distance with respect to the radar sensor, their motion patterns may interfere,
affecting the detection performance.

4 Conclusion

The main contribution of this work concerns the investigation and validation in a
home-like setting of an unobtrusive monitoring system for fall detection based on
UWB radar sensor. Moreover, the problem of performance under real-life condi-
tions has been addressed by suggesting an unsupervised approach not requiring
fall-based training but only a subject-specific calibration phase based on observa-
tion of daily activities. Preliminary results are very encouraging, showing the

Table 1 Experimental
results

Approach Sensitivity (%) Specificity (%)

Unsuperviseda 91 89

Supervised intra-groupb 96 90

Supervised inter-groupc 86 75
aNot trained with simulated falls
bTrained and tested with falls simulated involving the same group
cTrained with falls simulated by the young group and tested with
falls simulated by the older group
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effectiveness to achieve good detection performance under real-life conditions
through unobtrusive monitoring.

The ongoing work is focused, on one hand, on extending the proposed system to
detect falls in multi-user scenarios (e.g., in community dwellings) by facing the
multi-target/multi-detection association problem. On the other hand, the future
work is to investigate the use the UWB radar sensor also for continuous and
unobtrusive in-home monitoring of vital parameters.

Acknowledgements This work was carried out within the project “ACTIVE AGEING AT
HOME” (CTN01_00128_297061) funded by the Italian Ministry of Education, Universities and
Research, within the National Operational Programme for “Research and Competitiveness” 2007–
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A Neural Network Approach to Human
Posture Classification and Fall Detection
Using RGB-D Camera

Alessandro Manzi, Filippo Cavallo and Paolo Dario

Abstract In this paper, we describe a human posture classification and a falling
detector module suitable for smart homes and assisted living solutions. The system
uses a neural network that processes the human joints produced by a skeleton
tracker using the depth streams of an RGB-D sensor. The neural network is able to
recognize standing, sitting and lying postures. Using only the depth maps from the
sensor, the system can work in poor light conditions and guarantees the privacy of
the person. The neural network is trained with a dataset produced with the Kinect
tracker, but it is also tested with a different human tracker (NiTE). In particular, the
aim of this work is to analyse the behaviour of the neural network even when the
position of the extracted joints is not reliable and the provided skeleton is confused.
Real-time tests have been carried out covering the whole operative range of the
sensor (up to 3.5 m). Experimental results have shown an overall accuracy of 98.3%
using the NiTE tracker for the falling tests, with the worst accuracy of 97.5%.

Keywords Human posture � Neural networks � Depth camera

1 Introduction

In the recent years, the development of technologies strictly connected to humans
increased exponentially. Nowadays, the advent of powerful mobile devices such as
smartphones and tablets are a reality, but in the near future smart home technologies
will represent a huge market [1–3]. Distributed environmental sensors [4], robots
[5], computers and wearable devices [6] will share the home environment with us.
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These kinds of smart systems need to be aware of humans in order to effectively
interacts with them to address several tasks such as energy management or
behavioral and health monitoring. In the context of home care application, espe-
cially if we consider elderly people, one of the most desirable feature is the ability
to detect a falling event. Each year, one in every three older adults falls in their
home [7], but less than half talk to their health-care providers about it [8]. Older
adult falls lead to reduced functions and premature loss of independence, and
oftentimes a fall may indicate a more serious underlying health problem. For these
reasons, the importance of the fall detection to have a fast and quick reaction is
crucial. In the past, video surveillance systems have been proposed to address this
issue, but some of their limitations include the light conditions and the lack of
privacy. The recent emergence of depth sensors, so-called RGB-D sensors (e.g.
Microsoft Kinect, Asus Xtion, PrimeSense Carmine), has made it feasible and
economically sound to capture in real-time not only color images, but also depth
maps with appropriate resolution and accuracy. A depth sensor can provide
three-dimensional data structure as well as the 3D motion information of the
subjects/objects in the scene, which has shown to be advantageous for human
detection [9]. Several works about human postures detection with the RGB-D
sensors exploit the use of skeleton tracking algorithms for rapidly transforming
persons depth information to spatial joints that represent the human figure [10, 11].
Unfortunately, when these methods are used for real world applications the output
is not always stable and reliable (see Fig. 1). The reasons that reduce their per-
formance depend on several factors. Among these, we have the distance between
the person and the sensor, the occlusions that occur when people interacts with
environmental objects and also sideways poses that hides some parts of the user that
are not visible to the sensor.

The aim of this work is to develop a system, based on depth cameras, which is
able to classify three human postures, including standing, sitting, and lying posi-
tions that reliable works in real conditions. In order to do that, we need to deal with
the aforementioned problems that afflict the skeleton tracker methods. Therefore, an
artificial Neural Network (NN) model is adopted to rely on its generalization ability
and its robustness against noisy and missed data. As opposed to other similar works
[12, 13], real-time tests, conceived to reproduce realistic and challenging situations

Fig. 1 Examples of worst skeleton detection. a The person is far from the sensor and at least two
joints are missed. b The user is lying on a sofa and the skeleton is fused with the sofa. c The person
falls down in front of the sensor and the output seems unusable
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for the tracker, covering the whole operative range of the sensor, have been carried
out. During these experiments, the NN has been continuously fed with all the
available joints generated by the skeleton tracker in order to analyse its robustness
to unreliable and uncertain joints. At the end of the paper, an application for smart
homes and a scenario that includes a domestic robot that integrates the trained NN
for falling detection is presented. The paper is structured as follows. Section 2
presents the related work on human postures, while Sect. 3 gives an overview of the
proposed system, describing the NN architecture, the dataset, the training and test
phases. The real-time experiments are presented in Sect. 4, while the results are
summarized in the Sect. 5. A falling event application example for smart envi-
ronment is presented is Sects. 6 and 7 concludes the paper.

2 Related Work

The importance of detecting human postures, especially for recognize or prevent
human falls, is addressed in various previous work. According to Yu [14], a system
for the falling recognition must have three main properties, it has to be reliable,
unobtrusive and has to preserve the privacy. Several proposed systems make use of
wearable devices [15], such as accelerometers [16], gyroscopes [17] and RFID
sensors [18]. However, these approaches are often cost prohibitive and they rely on
the willingness of the subjects to wear devices, reducing the overall acceptability of
the system. Non-invasive methods such as computer vision techniques have been
extensively investigated. In [19], a 2-D human posture classification by means of a
neural fuzzy network is presented. However, 2-D video based methods generally
give not robust and inaccurate results, and they are influenced by the light condi-
tions without providing an adequate privacy.

Recently, the advent of low-cost depth camera received a great deal of attention
from researchers. This technology offers several advantages compared to standard
video cameras. In addition to color and texture information, depth images provide
three-dimensional data useful for segmentation and detection. Moreover, a system
that uses only depth information is able to work in poor light conditions (high risk
of falling accidents), providing privacy at the same time. In literature, several works
address the problem of the posture detection using depth data. Some of these take
into account the relation between the human and the ground [20], but, in order to
perform floor segmentation, they often assume the floor as a large part of the scene
and this assumption seems unrealistic in real home application. Silhouette extrac-
tion methods use the centroid as detector feature [19, 21], but the centroid is strong
dependent on the posture and on the size of the user. Other works exploit proper
skeleton tracking algorithms to use human joints as feature descriptor [22].
However, the depth data are usually affected by noise and the joints are not always
available. As it has been pointed out by [11], depending on the quality of the
segmented target and the level of occlusion, the skeleton trackers might not detect
all the joints and their location cannot be totally reliable. A poor estimation of the
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skeleton joints occurs when the person is partially occluded or somewhat out of the
image, or not facing the sensor (sideways poses provide some challenges regarding
the part of the user that is not directly visible), or it is at the far end of the sensor
range. For these reasons, it is common to find works based on skeleton tracker,
limiting the test phases to samples that are free of excessive noise [12] or per-
forming tests that allow to retrieve easily distinguishable human body features [13].
In order to deal with the aforementioned problems, a feed-forward NN, trained with
all the available skeleton joints, is adopted to detect the target postures. During the
real-time tests, the NN is fed with the output of a tracking algorithm also when its
output is confused and not reliable. Tests have been carried out in order to analyse
the behaviour of the NN at different distances, covering the whole range of the
sensor.

3 System Overview

The proposed human posture detection relies on a skeleton tracker algorithm that is
able to extract the joints of a person from the depth map. Among the most used
skeleton tracker we can find the Microsoft Kinect SDK, which works with its
namesake device, and the NiTE SDK [23], used in conjunction with the OpenNI
framework [24] that is generic and runs both for Kinect and Asus Xtion or
PrimeSense device. These software tools are similar and provide the 3D position of
the skeleton joints combined with an additional confidence value for each of them.
This datum can assume three values: “tracked” when the algorithm is confident,
“inferred” when it applies some heuristics to adjust the position, and “untracked”
when there is uncertainty. Both SDKs are affected by the same drawbacks when
used in real world application. The undesirable conditions happen when the user is
too close (<1 m) or too farther from the sensor (>3 m), or when the person assumes
sideways poses and occlusions are present. In all these cases, the position of the
calculated joints are not reliable and stable, so the associated confidence values are
set as “untracked”. The Fig. 1 shows three examples of the aforementioned cases.
A distant person produces fewer joints than usual, a human lying on a sofa confuses
the tracker, while a person that falls down abruptly generates a messy output that
seems unusable. Nevertheless, the “untracked” joints are anyway part of the whole
skeleton and they have been used to analyse the robustness of the NN against noisy
and uncertain values.

3.1 Dataset

The choice of the dataset samples for the training and the validation of the NN is a
crucial step. Although there are some online RGB-D datasets about human per-
forming daily activities, unfortunately very few of them contains people in lying
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position. For this work, the MSRDailyActivity3D dataset [25] has been chosen. It is
recorded with the Kinect SDK and contains 10 subjects performing various
activities at the distance of about 2 m. For each frame of the video sequence, the
position of 20 skeleton joints is stored in a text file. A total of 120 samples has been
taken from these text files to build a set containing subjects in sitting, standing and
lying position, equally subdivided (see Fig. 2).

3.2 NN Architecture

The aim of the NN is to detect the three different postures using as input the
skeleton joints extracted by the tracker algorithm. The structure of the NN has three
layers, with 60 input neurons (3 coordinates for each 20 joints, as provided by the
text files of the MSRDailyActivity3D dataset) and 3 output neurons, whose values
range from 0 to 1 according to the posture. The neuron number of the hidden layer
needs to be minimized in order to keep the amount of free variables, namely the
associated weights, as small as possible [26], decreasing also the need of a large
training set. The cross-validation technique is adopted to find the lowest validation
error as a function of the number of hidden neurons. As a result, an amount of 42
hidden units has been found as sufficient value. The activation function for the
hidden and the output layer is the sigmoid, defined as:

y ¼ 1
1þ e�2sx

where x is the input to the activation function, y is the output and s is the steepness
(=0.5). The selected learning algorithm is the iRPROP-described in [27], which is
an heuristic for supervised learning strategy and that represents a variety of the
standard resilient back-propagation (RPROP) training algorithm [28]. It is one of
the fastest weight update mechanisms and it is adaptive, therefore does not use the

Fig. 2 Three examples of the samples extracted from the dataset: a standing, b sitting and c lying
posture
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learning rate. The NN is developed in C++ using the Fast Artificial Neural Network
Library [29].

3.3 Training, Validation and Testing Sets

In order to estimate the generalization performance of the NN and to avoid the
over-fitting of the parameters, the dataset is randomly divided into a training set, to
adjust the weights of the NN, a validation set, to minimize the over-fitting, and a
testing set to confirm the predictive power of the network. There is no common
splitting rule for the dataset. In the present work, we follow the procedure described
in [30] in which is stated that the fraction of patterns reserved for the validation set
should be inversely proportional to the square root of the number of free adjustable
parameters. In our case, these sets are divided in 63, 21 and 36 samples
respectively.

All the data are recorded at a distance of about 2 m from the sensor. If the NN is
trained with them, the network will produce better result only around 2 m. To
overcome this issue, a preprocessing step has been introduced. The NN is trained
with normalized joints to ensure a depth invariant feature. Each joint vectors is
normalized with the Euclidean norm:

bj ¼ j
jk k

where j is the joint and bj is the normalized joint.
During the learning phase, the Mean Squared Error (MSE) is separately com-

puted for the training and for the validation set. To guarantee optimal generalization
performance, this process is stopped when the validation error starts to increase,
since it means that the NN is over-fitting the data [31]. The final errors of the
process is 2 � 10−4 for the training and 0.028 for the validation. This process took
339 ms on a Intel Core 2.2 GHz 32bit producing a 100% recognition rate on all the
36 samples of the testing set.

4 Real-Time Tests

As expected, testing the NN with the samples of the dataset gives a True Positive
Rate (TPR) of 100%, since the data are well acquired and free of excessive noise.
To understand the real performance of the network, real-time experiments have
been set up. Since the original dataset is built only with the Kinect SDK tracker, in
order to prove the generalization power of the NN tests have been carried out with
both Kinect SDK and NiTE tracker of the OpenNI framework. Although these two
software behave in a similar way, they have a significant difference. The first one
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represents the human skeleton with 20 joints, while the latter uses only 15 joints.
Therefore, to work with our trained NN, the input is preprocessed to fill the missed
joints with the closest available, as depicted in the Fig. 3.

4.1 Experimental Setup

Two different kinds of experiments have been conducted. The first one is about the
detection of the three human postures in daily life environment with a sofa, while
the second tests how the network behaves when a person falls down. The output of
the NN is “standing”, “sitting”, and “lying” according to the value of the output
neuron that is closest to 1. To analyze the results, the outputs are compared with the
actual posture of the person, but the intermediate poses between a posture and
another are discarded, i.e. when the user is sitting down or standing up. All the tests
run at 25 fps. Since the input of the NN is the skeleton data, which are extracted
purely from depth maps, the light conditions do not influence the performed
experiments.

4.1.1 Sit and Lie on a Sofa

This experiment has been conducted in a real living room with a sofa. The sensors
(Kinect and Xtion) have been placed at 1 ms from the ground facing the sofa.
A person, starting from the left, goes to the sofa, sits for a while, lies down on it,
and then gets up again and goes away. The experiments have been carried out with

Fig. 3 Difference between
skeleton representation. The
Kinect SDK (left) uses 20
joints, while the NiTE SDK
(right) only 15. The missing
joints are replaced with the
closest
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6 people (3 male and 3 female) at 3 different distances (3.5, 2.5 and 1.5 m). This
setup is intended to address the human trackers problems about the distance
(Fig. 1a) and the melting issue between human and objects (Fig. 1b) as already
mentioned in Sect. 2.

4.1.2 Falling Tests

Given the lack of available dataset containing falling people, we want to understand
the ability of the NN to recognize a falling as a lying posture. Therefore, we set up a
series of tests in which a man falls down to the side and to the front of the sensor
(Fig. 1c). The device is placed at 1 m from the ground and the NN is fed with all
the available joints, even if their confidence value is labelled as “inferred” or
“untracked”. In this way, the robustness of the NN against data uncertainty has been
evaluated. Falling tests are divided in frontal and lateral to take into account also the
self-occlusion of some parts of the body. They have been conducted in a kitchen
environment with a person that falls down abruptly while its moving toward and
sideways and repeated 5 times each. The frontal fall distance from the sensor is
about 2 m, while the distance of the lateral fall is about 3 m.

5 Results

The experiment with the sofa has been conducted with 6 persons at different dis-
tances and two types of sensors, Kinect and Xtion, and trackers, Kinect SDK and
NiTE respectively. The total number of analysed frame are 5214. The NN output
with the Kinect SDK proves to be extremely robust and reliable, achieving a 100%
for all the three postures. The output with the NiTE skeleton tracker is less reliable
and it is summarized with the confusion matrix of the Table 1. As expected, lying is
the most challenging posture to classify, since the skeleton tracker provides clearer
output with the other two postures. It is worth to know that, in all the cases, the
actual lying posture can be misclassified only as sitting, and that neither standing
nor sitting is classified as lying. Considering the falling tests, the Kinect tracker
yields a TPR of 100% for all the postures, while the NiTE is less reliable, but still
satisfactory. Table 2 contains the confusion matrices for these experiments and the
results are consistent with the previous tests. To be thorough, since the person falls
down quickly, there are not actual sitting posture. Table 3 contains the accuracy
calculated for the sofa and the falling experiments. In general, the real standing

Table 1 Confusion matrix of
the sofa experiments (NiTE)

Standing (%) Sitting (%) Lying (%)

Standing 100 0 0

Sitting 0 100 0

Lying 0 2.8 97.2
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posture is always recognized even when the user is sideways, given that the output
of the tracker is cleaner and reliable in this case. We have to point that these human
trackers have been developed for natural interaction and gaming and the players
must stand in front of the sensor. As expected, the lying posture is the most
challenging to detect, but the rate of the false positive is always null and the actual
lying posture is misclassified only with the sitting class and never with the standing.
Since the NN is trained with a dataset built on Kinect tracker, using it produces
excellent results. However, the use of the NiTE tracker does not involve bad effects.
The most interesting result is about the falling test. The NN produces a TPR of
95.1% for the lateral test and 93.3% for the frontal. In particular, if we consider only
the lying posture, the frontal fall test has a False Discovery Rate (FDR) of 0%, and
the probability of the False Negative Rate (FNR) is 6.7%, while for the lateral fall
test the FDR is 0% and the FNR is 4.9%. The overall accuracy is 98.4 and 98.3%
respectively. Another important aspect to underline is that, for most of the cases,
misclassification happens during postures transitions. These results make it feasible
the use of the adopted NN for a falling event application that is described in the next
section.

6 Fall Detector Application

Considering the results about the above experiments, a fall detector application has
been developed. It is able to generate warning or emergency signals according to
the NN output. The Fig. 4 outlines its flowchart. The event generator reads the
outputs of the NN storing them with an associated timestamp. When a lying posture
is detected and its internal state is not equal to warning, it finds the last standing

Table 2 Confusion matrix
for the falling tests (NiTE)

Standing (%) Sitting (%) Lying (%)

(a) Frontal fall

Standing 100 0 0

Sitting 0 100 0

Lying 0 6.7 93.3

(b) Lateral fall

Standing 98.9 1.1 0

Sitting 0 100 0

Lying 0 4.9 95.1

Table 3 Accuracy (NiTE) Sofa (%) Frontal fall (%) Lateral fall (%)

Standing 100 100 99.4

Sitting 99.5 97.6 97.5

Lying 99.5 97.6 98.1

Overall 99.6 98.4 98.3
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detected posture and computes the delta time. As already stated by Fu et al. [32], if
this value is less than 2 s, the system considers it as a falling event and generates a
warning signal. The detector still continues to check the input and if the posture
stands in lying position for more than 10 s, it sends also an emergency signal.
Currently, we are simulating this system with a domestic robot, which is able to
retrieve these kinds of events and react consequently. When the robot receives a
warning signal from the falls detector, it moves to the area of interest and starts an
interaction procedure with the person to ask him/her if an help is needed. If no
answer is received it warns a specific person (i.e. a caregiver or relatives) through a
video-call mechanism. If the robot receives an emergency signal, it starts soon an
automatic video-call and at the same time it moves to the area of interest to provide
as much information as possible to the caregiver.

7 Conclusion and Future Work

In this paper, a feed-forward artificial Neural Network to detect three target postures
(i.e. standing, sitting and lying) by means of an RGB-D sensor is presented.
The NN is trained with samples extracted from a public dataset recorded with the

Fig. 4 The fall detector module reads the output of the neural network continuously. According to
the posture and to appropriate threshold, it is able to send warning or emergency signals
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Kinect SDK, while the real-time tests are carried out both with the Kinect and the
Asus Xtion Pro Live device using the Kinect proprietary skeleton tracker and the
NiTE tracker respectively. The input data are preprocessed and normalized in order
to be depth invariant, improving the results of the NN all along the field of view of
the sensors. The output of these skeleton tracker algorithms in real world appli-
cation is not always stable and accurate, especially when the user is not standing
and parts of the human body are occluded by the person itself or by external
objects. A series of real-time experiments, conceived to analyze the behavior of the
trained NN in challenging situations, have been conducted. During these tests, the
NN processes continuously the output of the skeleton tracker also when the joints
are labelled as unreliable. Our results demonstrate its high robustness against the
uncertainty of the data, achieving an accuracy of more than 98% for the falling
tests. The NN, trained with a Kinect dataset, demonstrates its power of general-
ization also when it is fed with data produced by a different tracker (NiTE soft-
ware). Following the results of the experiments, a fall detector application which
integrates the NN is also presented. The proposed system runs in real-time and,
since it is based only on depth maps that do not use color information it guarantees
the privacy of the person and it is able to work also in poor light conditions. Further
improvements can be obtained creating an ad hoc database containing fallen people
in a real environment. For our best knowledge, an RGB-D dataset of this type is not
yet available, and it will concern one of our next works. In this way, it will be
possible to train a model using more realistic data. Future developments will also
focus on the development of a multiple depth cameras system, which covers areas
of the home with high risk of fall, such for example bathroom and bedroom.
Moreover, additional depth cameras give the possibility to estimate the user posi-
tion in the home.
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A Tilt Compensated Haptic Cane
for Obstacle Detection

Bruno Andò, Salvatore Baglio, Vincenzo Marletta
and Angelo Valastro

Abstract Several Electronic Travel Aids (ETA) have been developed to improve
the autonomy of impaired people, with specific regard to visually impaired. Such
systems often perform a good job in detecting obstacles, identifying services and,
generally, obtaining useful information from the surroundings, thus enabling a safe
and effective exploitation of the environment. The main drawback of systems
developed in the Ambient Assisted Living framework is related to the form and the
degree of information provided to the end-user. The arbitrary codifications, often
adopted, lead to a diffidence of the user against the proposed solutions. This paper
deals with a study on a haptic device aimed to provide the user with information on
the presence of obstacles inside the environment. The haptic interface is intended to
reproduce the same stimuli provided by a traditional white cane, without any
contact with the environment. A real prototype of the system, implemented through
a short cane with an embedded smart sensing strategy and an active handle, is
presented. The tests performed, with users in good health and blindfolded, confirm
the suitability of the proposed solution.
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1 Introduction

Many systems have been developed with the aim of assisting impaired people in
performing daily activities. “Most human activities are carried on in particular
places, and no matter how skillful a person may be in other respects, he or she will
be excluded from participation in those activities by the inability to get to where
they are carried on” [1]. Prestigious reviews of the state of the art in this field can be
found in [2–7]. Interesting approaches to assist visually impaired users in mobility
tasks include the Russell Pathsounder, the Polaron™, the Kay Sonic Torch, the
Sonicguide and the Sonic Pathfinder [8–10], the Mowat Sensor [11], the
Nottingham Obstacle Detector, the Laser Cane [12], the Infrared (IR) based Clear
Path Indicators described in [13], the Talking Signs, the Sonic Orientation
Navigation Aid system and the Kahru Tactile Outdoor Navigator [14, 15]. In [16]
an electronic device to be attached to a traditional white cane and aimed to alert
users of low-hanging obstacles is presented. The system uses a ultrasonic range
sensor and an eccentric mass motor to deliver information about detected obstacles
by haptic alerts.

Other approaches exploit vision systems to translate the environmental contents
into different forms of perception such as auditory or tactile [17, 18]. Recently,
many attempts have been made by researchers to develop effective mobility and
navigation aids exploiting new Information and Communication Technology
(ICT) based solutions [19–25], also in the field of context-aware systems [26, 27].

In line with the Ambient Assisted Living (AAL) policy, mobility aids should
improve the life quality and the well-being of impaired people providing
self-confidence and autonomy. To this end, the form in way the information gen-
erated by a mobility aid is provided to the end-users strongly affects the approach in
developing such kind of helps. In this framework, and as emerges from above
examples, the information is often codified in arbitrary forms using tactile or
auditory sense. In the last two decades, there has been a growing interest in
non-visual forms of presentation. Different solutions based on touch and tactile
devices, force feedback joysticks, sound, or smell to represent information, have
been proposed [28]. Among these, haptic interfaces play a fundamental role in
developing electronic assistive systems for the visually impaired. Gibson (1966)
defined haptics as “The sensibility of the individual to the world adjacent to his
body by use of his body”. Haptic includes both the capability to sense the envi-
ronment through touch and kinesthesia, meaning the ability to perceive body
position, movement and weight (by receptors located in muscles, tendons and
joints) [29]. A state-of-the-art survey on haptics is available in [30], while a
comprehensive review and classification of haptic methods is given in [31].

Numerous solutions for the realization of haptic interfaces for the visually
impaired are available in the literature. In [32] the authors proposed a force-field
haptic rendering method for converting videos of 3D maps (used by schools for the
visually impaired to teach students how to navigate buildings and streets) to haptic
data for off-the-shelf haptic devices. An application of a haptic interface in a tool for
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orientation and mobility training for visually impaired users is presented in [33]. In
this two works authors used a commercial desktop haptic device providing the user
with a force feedback. A haptic vision substitution system for visually impaired
people, exploiting image processing capabilities of a smartphone platform, was
presented in [34]. A vibrotactile stimulator is used in the solution based on a
fingertip-mounted camera recently presented in [35]. The proposed solution acts as
a sensory substitution system for the user’s sense of sight and allows visually
impaired users to remotely identify objects of interest and to navigate through
natural environments. Anyway no attention was paid to the natural codification of
the information provided by the presented solution. The development of haptic
interfaces assisting impaired users is discussed in [36–38]. Results from tests of
haptic interfaces for visually impaired children are reported in [39].

The above preamble highlights the need for novel “haptic” approaches aimed to
provide the end user with information on the perceived environment, by a natural
form of codification. This strategy supports avoiding the masking of natural echoes
(the user must be always able to “visualize” the environment). The research team of
the SensorLab at the DIEEI-University of Catania (Italy) is focusing on advanced
multi-sensor systems for AAL and suitable solutions for the user interaction. As an
example, in [6] the possibility to make regular contrasted images (fully accessible to
normally sighted people while becoming under-threshold stimuli for the visually
impaired) accessible to persons with a reduced visual sensitivity, by selectively
adding noise to image pixels, is investigated. In [40–42] smart algorithms
exploiting inertial data from a multisensor system for the ADL classification, with
particular regards to fall events, were presented.

The same group is involved in the development of haptic interfaces to provide
visually impaired people with a suitable form of information on the surroundings.

As an example, in [43] the authors proposed a model to convert obstacle
positions into a suitable stimulation of the hand palm. Basically, the system exploits
a matrix of strain gauges on the handle of a white cane to record the palm defor-
mations due to the interaction between the cane and the obstacles.

In [44] a first implementation of the Haptic Cane is presented. The device
exploits a tactile interface to provide information about incoming obstacles and
their position within the environment. The haptic tool is installed in the cane handle
and provides the user with a codification on the palm similar to the one provided by
a traditional white cane bumping against an obstacle. Limitations were related to the
adopted smart processing architecture, the cross-interference between actuators
installed in the cane handle, and the absence of a cane-floor interaction model
allowing for the dynamic setting of the obstacle perception threshold.

In [45] a new obstacle stimulation model is introduced along with the imple-
mentation of a cane-floor interaction model to perform an adaptive adjustment of
the perception threshold.

In this paper a renewed release of the Haptic Cane is presented, where the
cane-floor model has been optimized and implementing auto-calibration features to
compensate for the effect of users characteristics.
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The terrific advantage of this solution is strictly related to the natural form of
user-cane interaction adopted to transfer the information on the obstacle position to
the user, compared to traditional forms of codification. This strategy allows for
avoiding the masking of natural echoes, improving user confidence in the device and
reducing training. Moreover, the proposed methodology avoids unwanted user-
environment interactions thus improving the user acceptability of the assistive tool.

2 The Haptic Cane Architecture

The Haptic Cane basically consists of a short cane with an active handle and an
embedded smart sensing and processing unit. A real view of the device is shown in
Fig. 1.

Although a deep description of the sensing and haptic architecture implementing
the assistive tool is given in [44, 45], in the following some notes on the system are
provided for the sake of completeness.

In order to detect obstacles and recognize their position in the space in front the
user two dual-element high-performance ultrasonic distance ranger modules,
Devantech SRF08, have been installed on a short cane (covering the left and right
areas in front of the user). Each module employs two ultrasound transducers
working at 40 kHz implementing the transmitter (Tx) and the receiver (Rx),
respectively. The SRF08 uses an I2C interface for communication with the pro-
cessing unit. The main task of the sensing tool is the estimation of the obstacle’s
distance from the user, Di (where i = 1, 2 counts for the ultrasound sensors). The
two modules have been installed by assuring the partial overlapping of the conical
beam of the two ultrasound transmitters. This strategy assure the detection of
obstacle on center.

Conversely to a traditional white cane, the adopted sensing strategy allows for
detecting the obstacle position without sweeping the cane from left to right and vice
versa. Actually, on the basis of the response of the left-right sensors the obstacle is
detected as belonging to the left/central/right position with respect to the user.

Fig. 1 A real view of the Haptic Cane
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A basic assumption is that the user is aware of the cane inclination and hence of
the obstacle position along the vertical dimension. Actually, the vertical scanning of
the environment is in charge of the user. Visually impaired people sense the position
of an obstacle with respect to their body reference frame via proprioception under
active exploration, i.e., they move the cane in the space and perceive the position of
the cane through the position and orientation of their arm holding the cane.

The Haptic Cane prototype uses a set of 6 flat vibrating actuators, Solarbotics
VPM2, which are distributed along the interface between the cane handle and the
palm to provide the user with a sensation miming the one produced by a white cane
bumping against obstacles. The actuation system has been developed by following
a user-centered design approach assuring the user comfort during the system
operation. More details on the haptic interface are available in [44, 45]. The total
length of the Haptic Cane, LHC, including the sensor head, is 40 cm.

In case an obstacle is detected by the ultrasound sensors, the pattern shown in
Fig. 2 is used to provide the haptic stimuli to the user. As it can be observed, three
sets of actuators have been used to codify obstacles in the Left, Center and Right
positions independently on the vertical position of the obstacle.

A low power three-axis ADXL335 accelerometer has been used for the cane tilt
estimation. The system is managed by a Droids Multi Interface Board (MuIn)
equipped with a PIC18F2520 Microchip running at 40 MHz, which supports also a
wireless link with a dedicated PC station adopted during the development phase and
for the sake of system debugging. To such aim a LabVIEW Virtual Instrument
(VI) implementing a suitable Graphical User Interface (GUI) has been also devel-
oped. The wireless link is implemented through an XBee-PRO module by
MaxStream, Inc., which supports the ZigBee transmission protocol (IEEE 802.15.4).

3 The Detection/Stimulation Paradigm

The operation of the Haptic Cane is based on the comparison between distances Di,
measured by the sensors and a threshold DTH. In case one or both the two measured
distances are lower than DTH the system reveals the presence of an obstacle along
the user path. Since also the floor can be erroneously detected as an obstacle, in

LEFT CENTER RIGHT

Fig. 2 The matrix of actuators embedded in the cane handle. The actuators activated in case of a
Left/Center/Right obstacle is detected are indicated in dark
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order to avoid false alarms due to the cane-floor interaction, an adaptive estimation
threshold DTH has been implemented [44, 45]. The methodology presented in [44,
45] was based on the use of a linear model between the threshold DTH and the cane
tilt, a.

In this paper an advanced compensation strategy has been used which requires a
calibration phase to fit the compensation model on the user characteristics.

Figure 3 schematizes the effect of the tilt during the Haptic Cane operation. As it
can be observed the threshold DTH depends on the cane tilt.

As first, it must be considered that in order to mimic the operation of a traditional
cane the working range of the device has been fixed around to 110 cm. When the
Haptic Cane is in the vertical position the threshold, DTH, is set to DTH,Vert.

In case the cane is tilted, the threshold value, DTH, can be estimated by the
following model:

DTH að Þ ¼
DTH;Vert þ LHC þ LFA

cos að Þ � LHC þLFAð Þ if 0\a\ar cos DTH;Vert þ LHC þ LFA
110þDTH;Vert þ LHC þ LFA

� �

110 cm if a� ar cos DTH;Vert þ LHC þ LFA
110þDTH;Vert þ LHC þ LFA

� �
8
<
:

ð1Þ

where LFA is the user forearm length.
In order to estimate LFA for each user a calibration procedure has been imple-

mented which requires the user to perform a first measurement with the cane in the
vertical position and a next one with an arm-forearm position of 90°. The results of
these two measurements, DTH,Vert and DHor, are acquired by the microcontroller
platform in order to estimate the forearm length as:

LFA ¼ DHor � DTH;Vert ð2Þ

αLFA

LHC

DTH, Vert

Fig. 3 The effect of the tilt during the Haptic Cane operation
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In order to test the above compensation strategy a number of tests have been
performed with real users. Examples of results obtained during the experimental
survey are commented in the following notes.

The comparison between the measured threshold and the one estimated by the
system in case of two consecutive repetitions of the cane sweep up to about 20° is
shown in Fig. 4.

Figure 5 shows the floor distance detected by the two sensors during two con-
secutive repetitions of the cane sweep of about 20° and the threshold estimated by
the system. As it can be observed the threshold is always below the target distances
thus avoiding false positive results.
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Fig. 4 The comparison between the measured threshold and the one estimated by the system in
case of two consecutive repetitions of the cane sweep up to about 20°
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about 20° and the threshold estimated by the system

A Tilt Compensated Haptic Cane for Obstacle Detection 147



4 Results and Conclusions

The Haptic Cane functionality in the presence of obstacles has been tested by
dedicated experiments. Figure 6 shows the distance measured by the ultrasound
sensors during a cane sweep in case of (a) a left positioned obstacle, (b) a right
positioned obstacle and (c) a center positioned obstacle.

As it can be observed and as expected, in the case of the right/left obstacle one on
the two distances measured by the ultrasound sensors are below the threshold, while
in case of the central obstacle both distances are under threshold. Experimental
results like examples shown in Fig. 6 demonstrated the system reliability.
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Fig. 6 Tests performed in the presence of obstacles to assess the cane functionality. a Left
positioned obstacle; b Right positioned obstacle; c Center positioned obstacle
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In conclusion, in this paper an improved version of the Haptic Cane [43–45] has
been presented. In particular, a novel compensation strategy has been implemented
and tested. The main advantage of the proposed solution consists in the robustness
of the device behavior against different characteristics of the user, such as the
height.

Moreover, the use of a Haptic interface aims to provide the user with a tactile
feedback on the obstacle position which resembles the feeling provided by the
traditional white cane. Finally, it must be observed that the sensing architecture do
not require sweeping the cane from left to right and vice versa, while the vertical
scanning of the environment is left in charge of the user.

Above features, coupled with the possibility to use a short multi-sensor cane
which avoids unwanted cane-environment interactions, aims to improve the life
quality and the autonomy of visually impaired people.

Considering that the prototype developed aims to the proof of concept of the
methodology proposed, future efforts will be dedicated to improve the haptic
interface and to extend the system functionality in terms of environment perception
and tilt estimation as well as to implement solutions for energy harvesting from
human related activities to provide a supplementary power source to the sensing
and sensing electronic thus reducing the need for periodic batteries replacement
[46–49]. Moreover, a wide set of experimental supervised tests with real users will
be performed.
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Improved Solution to Monitor People
with Dementia and Support Care
Providers

Laura Raffaeli, Carlos Chiatti, Ennio Gambi, Laura Montanini,
Paolo Olivetti, Luca Paciello, Giorgio Rascioni and Susanna Spinsante

Abstract Assistive Technologies offer the possibility to develop services aimed at
improving the Quality of Life of patients and caregivers. Specifically, this work
refers to the case of persons with dementia who can live in their homes but need to
be assisted. This paper describes a monitoring kit that provides alarms to the
caregiver in case of dangerous situations or unusual events detected by the sensors.
It is composed by a set of non-intrusive sensors installed within the house, and can
be configured in order to best fit with the needs of each patient. The proposed
system could have the potentiality to reduce the stress that usually affects the
caregivers, due to the continuous effort required and the worry about the patients’
safety. The improved system results from an existing solution that has been
re-visited according to the feedbacks obtained from a pilot trial.
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1 Introduction

The design of so-called Assistive Technologies (ATs) is driven by the aim of
improving the Quality of Life (QoL) [1] of end users, including patients, caregivers,
and healthcare operators, through the possibility of supporting each of them with
specific functionalities and services [2]. This is particularly true for persons with
dementia (PwDs), as the lack of an effective and definitive cure makes maintaining
or increasing their QoL the primary care goal.

Dementia is a syndrome, meaning that it is possible to identify groups of
characteristic symptoms, rather than a disease process, with the exception of some
types of dementia, such as Alzheimer’s Disease (AD). Among the most common
symptoms it is possible to mention progressive loss of cognitive functioning,
including decision making, mathematics, communication, memory and spatial
reasoning. Each PwD experiences dementia symptoms uniquely, and this fact
reflects on highly individualized care needs. A nurse or caregiver taking care of a
PwD adjusts to his/her symptoms, noticing changes in the person throughout the
day, and over longer periods. A certain quality of care is attained when the care-
giver is able to interpret behavioral symptoms and, in turn, communicate with the
PwD appropriately [3].

Given the above premise, context-aware Ambient Assisted Living
(AAL) technologies emerge as the most viable approach for the seamless adaptation
of the living environment to the fluctuations of the user’s conditions. The design of
ATs for dementia looks for technologies that can achieve the same goals of resi-
dential caregiving, taking into account the person’s level of need, the way ATs are
perceived and used, and the resulting outcomes. Four classes of technologies are
typically identified [4]: (i) prevention and engagement technologies; (ii) compen-
sation and assistance technologies; (iii) care support, (iv) enhancement and
satisfaction.

Home caregiving provided by relatives, or residential caregiving delivered by
nurses, may benefit from a smart environment equipped to predict and minimize
safety risks, and to contact help when needed. This can be made possible by
gathering information on user patterns and environmental risks, by assessing the
individual’s needs, and activating proper actions to alert when a safety threshold is
breached. All these functions pose specific requirements: sensors are needed to
collect data [5, 6]; proper communication capabilities are necessary to send alerts
and notifications [7]; reasoning algorithms shall be applied to generate knowledge
from raw data, by identifying patterns and anomalies [8].

A smart home system may collect biosignals and physiological data which help
detect behavioral changes, as well as variations in the user’s interaction with the
home devices or appliances. A requirement of utmost importance is the possibility
to collect such a huge amount of data unobtrusively, and without the need of user’s
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cooperation. Minimizing the interaction required by the user is especially important
with dementia, as declines in procedural memory hinder the capabilities of the user
itself. Zero Effort Technologies (ZETs) use algorithms to collect, analyze and apply
data autonomously and unobtrusively.

This paper presents the technological evolutions in the design of a ZET kit [9] to
unobtrusively monitor PwDs, who are still able to stay at home, but need to be
assisted, usually by a relative (spouse, husband, son), or a caregiver. The aim of the
kit is to support caregivers in monitoring the PwD, trying to reduce the burden of
caring, and ensuring a continuous supervision that can automatically generate
alarms and prevent risks by analyzing and detecting anomalous behaviors. The
original kit was equipped with sensors and sound/visual alarms; the evolved version
of the kit, discussed in this paper, supports remote communication and a set of
functionalities running locally on a high-performance embedded board. Some of the
improvements related to the sensor network have already been applied and tested
for the realization of another project [10]. In that case, however, the kit was
employed for the monitoring of patients in a nursing home, so the scenario was
different.

The paper is organized as follows: Sect. 2 discusses state-of-art projects and
technologies for PwD and their caregivers, whereas Sect. 3 provides a detailed
description of the proposed system architecture and functionalities. Preliminary
results on the proposed system are discussed in Sect. 4; finally, Sect. 5 concludes
the paper.

2 Related Works

In this Section, a closer look at ATs for elderly people living at home or in care
institutions, typically suffering from different stages of cognitive decline or frailty,
is provided. There is a need to distinguish between:

• integrated solutions versus solutions looking at single specific aspects;
• systems that act preventively and try to predict potentially harmful incidents

versus systems that detect either short-term emergencies (e.g. falls), or long-term
trends (e.g. changing of eating behaviors).

The majority of the applications developed up to now has been focusing on
handling immediate needs, like detecting an emergency situation. In fact, several
emergency calling systems are available in the market. Some of them are designed
for indoor use [11, 12], others also operate outdoor [13, 14]. Most of the com-
mercially available solutions rely on a worn sensor, typically an armband or
necklace, equipped with an emergency button that needs to be pressed to call for
help. This raises some concerns: if the person cannot act on the button, because
unconscious, or does not wear the device, the emergency situation is not auto-
matically detected and no alarm is activated.

Improved Solution to Monitor People with Dementia … 155



Especially for people with cognitive and memory problems, solutions have been
developed to automatically turn off potentially hazardous electrical devices, such as
a running oven or iron.

Other solutions initially developed for professional institutions working with
PwDs deal with area monitoring, access control, and location tracking. They use
Radio Frequency IDentification (RFID) technologies, to detect people entering or
exiting areas and rooms in a building [15]. Some of these systems observe and track
the paths people walk to raise warnings or alarms in case anomalies are detected.
Low power, low cost, and high precision indoor localization systems are still under
research.

Algorithms for activity recognition and behavior prediction analyze the data
collected by a set of sensors installed in the home of the monitored elderly, to find
out what the person is, or has been doing, and detect abnormal situations, emer-
gencies, and anomalous trends. This information is delivered to informal or formal
caregivers, to timely react with proper counter-measures. Typically, off-the-shelf
sensing technologies are used, such as magnetic sensors for doors and windows,
and presence detectors, to acquire the data needed [16, 17]. Sometimes, additional
sensors such as pressure based bed sensors, floor mats, or depth cameras [18] are
utilized. The aim is to detect so-called Activities of Daily Living (ADLs), and
Instrumental ADLs (IADLs) (e.g. cooking, cleaning, managing medication and
financial issues), but also basic tasks (walking, dressing, eating, personal hygiene
etc.) that directly relate to the level of dependency of the older person [19].

Some projects address their monitoring to detect the symptoms of dementia,
such as wandering [20], depression, memory loss [21, 22], counting toilet visits
(incontinence) or especially focusing on the sleep patterns and the behavior during
the night, as people tend to lose their day-night rhythms with the progress of the
syndrome [23].

In general, AAL systems for PwDs should be designed in a way that they work
unobtrusively in background, implicitly interacting with the user. However,
sometimes explicit user interaction is inevitable or even wished. In this case, the
design of User Interfaces (UIs) for people at different stages of dementia shall be
carefully addressed.

Compared to other existing solutions, the proposed system does not recognize
activities and does not analyze the trend of the patients’ conditions. Even if in the
system configuration, as will be explained in Sect. 3.4, the caregiver can set some
parameters to best adapt his/her needs, however the cognitive stage of the patients
does not affect how the system works. Summing up, the system has the following
characteristics:

• it is essentially an alarm system for the detection and notification of dangerous
events;

• it is a support tool addressed to the caregivers;
• behavior analysis is not provided: only evident abnormal events are recognized;
• it is a passive system, the patients do not interact with it.
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3 System Architecture and Functionalities

As already hinted in the Introduction section, this work describes the evolution of a
kit for PwDs’ monitoring at home. In this section, the system architecture is
described (see Fig. 1), and the main applied changes and improvements are
discussed.

The core of the system is the so-called “box”, composed by a processing unit and
two wireless communication interfaces (SubGHz and GSM/GPRS modules).
Environmental sensors detect events and contextual information (such as temper-
ature and humidity), and send them to the central unit, through the SubGHz
technology. Once the data have been acquired and processed, the box notifies if an
alarming event has occurred, by sending an SMS to the subscribed caregivers. The
subscription, i.e. the registration of the caregiver’s phone number, and the setting of
other parameters can be managed through a smartphone application designed to
enable both a caregiver and a technician interact with the box, for configuration and
installation purposes. Finally, at the end of the day, a report summarizing the most
relevant events happened during the day is sent by the box to the remote server
through the GPRS module.

Fig. 1 System architecture representation
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3.1 Data Acquisition

The system provides a set of sensors installed within the home, to monitor different
aspects of the patient’s daily life unobtrusively. In order to keep the installation as
simple as possible, a wireless transmission technology has been chosen, specifically
a SubGHz technology operating at 868 MHz. Each sensor is connected to a small
board in charge of simple processing and data transmission toward a central node.
This node is able to identify the data sender thanks to the unique identifier
(id) assigned to each sensor. The available sensors are:

• bed presence: a force sensor to detect the patient’s presence in bed;
• water: to detect a flooding condition;
• smoke: standard smoke detector;
• magnetic sensors: to be placed on doors and window fixtures, and on the

refrigerator door;
• presence sensor: passive infra-red (PIR) sensor to detect the patient’s presence in

the bathroom;
• temperature and humidity sensors.

Furthermore, a smart control unit, the box, is placed at home to manage the
entire monitoring system. The core element of the box is a single-board computer,
and is equipped with a module operating in the SubGHz band, to acquire sensors
data, and with a GSM/GPRS module for sending voice and text messages, and also
for data uploading to a remote server. Finally, a switch enables and disables the
alarms for the detection of the events. The detailed mode of operation of the box is
described in the following sub-section.

3.2 Data Processing

As highlighted in Fig. 2, the software architecture of the platform is composed by
different blocks, that communicate with each other. In particular there are:

• modules that listen for events (such as events generated by wireless environ-
mental sensors, or incoming SMS);

• modules that elaborate events/data;
• modules that execute real time or scheduled actions, through the GSM/GPRS

module.

The box represents the central unit that receives information from the sensor net-
work built around the monitoring area, and also manages the user interaction. At the
system startup, the configuration phase runs, in which the software activates all the
modules appointed to monitor different situations or events, and discovers the
enabled sensors. At the end of this phase, the “Events Elaborator Module” (the real
core of the application) is started.
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This module runs cyclically, checking for new events every 5 s: if an event is
arrived, it is managed by undertaking specific actions in accordance with its type, as
described later. The Events Elaborator Module applies a check, called “One Minute
Check”, to monitor the state of the system (peripherals, database) and the state of all
the enabled sensors, analyzing, for example, if there are communication errors.
Each sensor has to be treated in a different way, by following a logical workflow
describing the behavior modeled for that type of sensor. In general, for every sensor
different types of events can occur:

• birth event, related to the startup of the radio board;
• scenario event, related to the activation/deactivation for digital sensors, or to the

acquired value for analog sensors;
• alive event, created with a certain frequency (in this case fixed to 6 h) in order

to ensure the system that the radio board connected to the sensor is powered and
active.

In order to explain how the system works, the workflows of operations asso-
ciated to two different sensors are described. The former refers to the “access”
sensor typology, for example a magnetic sensor located adjacent to door and
windows in order to monitor if a person has opened or closed them. The evaluation

Fig. 2 Main blocks of the platform software architecture
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is different depending on the arrival of an event or a One Minute Check. The One
Minute Check evaluates only if there are communication errors, while in case of an
event, it is possible to distinguish if the board has restarted or if the magnetic
contact has been opened or closed. Obviously, only the opening event is considered
as an alarm. The latter case refers to the “bed” typology, where the alarm condition
is related to the fact that the user is not returning to bed over a certain time interval,
during the night period defined by the caregiver. This means that a scenario event is
treated in a completely different way with respect to the case previously described.

This way the system is really flexible and it is possible to manage every type
of sensor or condition in a seamless way. From the functional point of view, another
important part of the software concerns the actions performed by the system, as a
reply to events. These actions are controlled by the “Action Executor Module” that
exploits the GSM/GPRS module for the communication. Besides, the software is
completed by the “Scheduler Module” which is able to manage scheduled actions,
in this case regarding the creation of a daily report to send to the caregiver, in order
to inform him/her about the state of the monitoring.

3.3 Notification Management

The control unit handles the generation of notifications caused by several types of
events. It is able both to send a text message (SMS) to the caregiver, and to perform
a call, sending him/her a pre-recorded voice message that varies depending on the
specific event to notify. One of the main differences between the solution described
in this paper and the system developed previously concerns the confirmation of the
notification delivery to the caregivers or patient’s relatives. In fact, it is important to
ensure that the caregiver has received the message and distinguish a true answer
from an answering machine. For this reason, the improved version of the kit
requires the person called to confirm the receiving of the message by pressing a key
on the phone.

The system foresees the configuration of two lists of people: the former can
include up to six caregivers, the latter includes two installers. Notifications can be
related to the events generated by the sensors, or to the configuration requests
issued by a caregiver or installer. In the first case, the processing unit evaluates each
event in order to classify it as an alarm or not. The following situations are con-
sidered as “alarms”:

• the door or window is open;
• the patient wakes up and does not get back to bed within a certain time interval

(during nighttime);
• the refrigerator door has not been opened for a long time (over a fixed time

interval);
• the patient has not accessed a certain area of the house for a defined time

interval;
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• activation of smoke and water detectors.

Moreover, other two alarm conditions can be detected by the environmental
sensors:

• the temperature is above or below a threshold;
• the humidity rate exceeds a certain threshold.

If an alarm event is recognized, the first person in the caregivers’ list is called; in
case of no answer, the control unit tries with the following one, till the end of the
list. If none of the persons answers, an SMS is sent. Another function offered by the
system is the daily dispatch of a message containing the most important events
occurred during the day: in this case, it is sent to all the caregivers.

The second notification type is referred to the configuration requests made by
means of a mobile application, which is described widely in Sect. 3.4. In fact, as
visible, several parameters have to be set, such as time intervals and thresholds, that
are properly formatted and sent to the box as SMSs. Likewise, an SMS is sent back
from the box to the user with a response.

Finally, in order to increase the system reliability, if the detected event concerns
the system operation, such as a malfunctioning, a text message is provided,
addressed to the phone numbers of the installers included in the list.

3.4 System Configuration

In order to allow the ongoing dynamic configuration of the kit, an Android
application for tablet and smartphone devices has been implemented. A mechanism
which allows to configure the processing unit was already provided in the previous
version of the project. It gives the possibility to modify some parameters through a
web interface, accessible by connecting the box to a computer, with an Ethernet
cable. Such a solution was designed to be used as a one-off operation, only by
installers. In fact, caregivers could not customize the kit in its first version according
to their needs and to those of the elderly to be monitored.

The application presented below is intended to overcome this lack, permitting to
dynamically configure the system wherever the user is, in a simple and convenient
way. It foresees two access modality: installer and caregiver, selectable via an initial
login form. The user interface1 is the same both for caregivers and installers, but
some more technical features are available exclusively to the latter.

As shown in Fig. 3, the functionalities are divided into three main topics:
general, notification, and account. The three topics can be selected by a tab bar
located on the top of the view.

1Most of icons provided by Icons8.
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Fig. 3 Android application
interface for the settings
management: on the top view
there is a tab bar to select the
type of settings; on the central
part of the interface all
functionalities related to the
chosen topic are shown;
finally on the bottom, a button
allows to save the changes
and send them to the
processing unit

In the general tab there are all features referring to the system general func-
tioning. More specifically, they allow the user to:

• set date and time;
• set parameters to access the remote server;
• check the residual credit on the box SIM card;
• set values for the box functioning and request information about its current state;
• request to forward data reports to the remote server;
• request the sensor configuration.

Naturally, all the features related to the setting of specific operating parameters,
and the report or configuration requests, can be acted upon only by the installer,
who has the appropriate skills to manage and use them.

The notification section allows, instead, to modify values concerning the
detection of alarms, or to disable notifications from one or more sensors.
Specifically, the user can:

• set thresholds (e.g. temperature and humidity limit values);
• enable/disable the receipt of notifications from some or all sensors;
• set timeout values, i.e. the time interval required in some particular situations, as

listed in Sect. 3.3.

Finally, the account tab enables to modify the information about the users who
interact with the system. Particularly, it is possible to:
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• modify the personal password;
• add/remove the caregivers’ phone numbers;
• add/remove the installers’ phone numbers.

The last feature is available only for installers.
Once the user has applied the desired changes, he/she can save and send them to

the box by clicking the “save and send” button on the bottom of the screen. In such
a case, it is possible to check the modified settings from a summary window
(Fig. 4) and decide whether to transmit them or apply further changes.

The Android application communicates with the box through SMSs. The
communication protocol is conceived with the aim to reduce the number of char-
acters sent, and consequently the costs. When the caregiver or the installer wants to
change a setting or submit a request to the box, the message will be forwarded in
the following format:

TECHHOME#FeatureCode#[Parameters]
The SMS starts with the “TECHHOME” keyword, followed by an hash symbol,

a numerical code, and then another hash symbol. Optionally it is possible to add
some parameters separated by commas. The numerical code allows to establish the
desired feature. In fact, for each functionality an identification code and, in some
cases, specific parameters are provided. To submit multiple commands on the same
message, the “feature code—parameters” pairs must be appended until the number
of characters available for a message has finished.

For example, to issue a command to the box for editing the maximum and
minimum temperature thresholds and the disabling of notifications coming from a
certain sensor, a message as follows is sent:

TECHHOME#0007#MAX-30,MIN-15#0009#DIS-10
where 0007 is the numerical code identifying the temperature threshold feature,

the number 30 is the maximum value in degrees, and 15 the minimum. The 0009
code represents, instead, the enabling/disabling of a sensor; the “DIS” keyword
indicates the disabling and the number 10 is the id of the sensor to disable. The
same message format is adopted also when the box needs to forward information to
the smartphone, for example the sensors configuration.

3.5 Remote Storage

The project foresees the adoption of a remote server that collects data of several
users. The introduction of this element, which was not present in the previous
architecture, is mainly due to the following reasons:

• the availability of information about a patient enables to perform a long-term
analysis of his/her condition;
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• to allow care providers and medical personnel to access the patient’s data for
monitoring purpose;

• to access information remotely;
• to overcome memory space problems of the home box.

Each evening, the processing unit creates a report containing all the information
related to the daily activities. It includes the events collected by the sensors, the
requests made through the configuration app, and the notifications, in addition to
status information of the box. This report is sent to the remote server over a
GSM/GPRS connection, through the File Transfer Protocol (FTP). The report
structure follows a JSON formatting (JavaScript Object Notation), whose main
fields are:

• box_number,
• report_date,
• last_boot_date,
• last_boot_state,
• sensors,
• notifications,
• requests.

The box that have sent the file is recognized by means of a unique identifier, the
“box_number”. The “last_boot_date” indicates day and time of the last boot of the

Fig. 4 Summary window to
check the modified settings
before sending them to the
box
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box, which is currently in the “last_boot_state” (e.g. “Configured”). Each element of
the array “sensors” corresponds to one of the sensors installed in the house. Some
specific information are included: id, name, type andminimumRSSI value (Received
Signal Strength Indicator) registered during the day. Furthermore, the sensor events
are listed, grouped by type: Activations, Deactivations, Errors, Births, Timeouts. As
an example, the structure of one element of “sensors” could be the following:

{
“sensor_id”: 11,
“name”: “sensorName”,
“sensor_type”: 1,
” rssi_min”: “low_value”,
“activations”: [
{“id_event”:112233, “date_event”:“18-01-2016 08:57:07”},

{“id_event”:112234, “date_event”:“18-01-2016 09:45:07”},
]
“deactivations”: […],
“births”: […],
“errors”: […],
“timeouts”: […]
}
All the events have their own id, which is unique within the box. The RSSI value

is helpful to recognize whether the sensor battery is low. Some arrays can be empty
in the report: in fact, it is possible for example that no errors have occurred during
the day. Moreover, different sensors provide different types of events: for example,
the temperature and humidity sensors just provide activations and errors, or the
timeout event is not present for water and smoke sensors.

The array “requests” contains the operations performed by the system installer or
caregiver through the configuration application described in paragraph 3.4.
A unique identifier is associated to each request, which is also composed of the
timestamp of the operation, the user identification and type (installer/caregiver), the
requested parameters and the result (success or not).

All the events and requests that have generated a notification are listed in the
“notifications” array. Thus, each item includes the id of the corresponding event or
request. Notifications can consist of a call or an SMS toward the mobile phone
numbers provided during the system configuration. The first choice is generally the
call, and in case of no answer an SMS is sent, as explained in Sect. 3.3. The
outcomes of this procedure are reported as follows:

“called_caregivers”: [
{“number”: “3331234567”, “answer”: 0},
{“number”: “3474142433”, “answer”: 0},
{“number”: “3382122233”, “answer”: 0}
],
“sms_notification”: 1
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Both the numbers and results of the calls are present, and also the indication of
the SMS notification (1 if sent, 0 if not sent). In this example, none of the caregivers
answered, thus an SMS has been sent.

The creation and forwarding of the JSON file is only the first step in the remote
storage and data management. The authors are also working on the set up of a
server with a twofold purpose: not only to store the file with the patient’s data, but
also to provide a web interface to display information. On one hand, the FTP
connection for the daily report exchange is replaced by the HyperText Transfer
Protocol (HTTP). The server processes the requests by extracting information and
inserting it in a database. On the other hand, a web interface is provided, in which a
user (e.g. caregiver) can log in with his credentials and access the various sections:
events, requests, notifications and RSSI values. The contents are organized in
different web pages and in a tabular fashion, in order to display the information
more clearly.

4 Preliminary Tests and Discussion

At the end of the previous pilot, participants filled in a satisfaction questionnaire
which has allowed to understand the strong and weak aspects of the technological
kit. Among the weak aspects, it has emerged for example that some sensors showed
operating problems and caused false alarms [24]. To overcome these problems, the
bed and water sensors have been replaced. In fact, the new bed sensor provides a
calibration that adapts the sensing to the patient’s weight. As for the flooding
detection, a different type of device have been chosen to avoid the false alarms due
to high humidity rates. Additionally, these events generate acoustic alarms locally,
that in some cases have frightened the users, and therefore have been removed.

With respect to the first realization, other sensors have been included in the kit to
enhance the degree of monitoring. A presence sensor is used to monitor the user’s
presence in a room, for example to verify that he/she enters the bathroom period-
ically. Moreover, a magnetic sensor placed on the refrigerator door can detect its
opening and thus give information about eating.

In the first kit, in case of unexpected energy blackout, the processing unit shut
down abruptly. In order to avoid this situation, a battery pack have been added to
the box, so that the processing unit can continue its normal operation for a certain
time interval. Then, if the interruption prolongs over time, it shuts down in a
controlled and correct way.

As already described, one of the main improvements brought by the new kit is
the remote communication toward a server, to send data related both to users and
system operation. From the reliability point of view, this makes possible a con-
tinuous monitoring, the detection of eventual malfunctions and a prompt inter-
vention if necessary. In the feedbacks received by the users, some have pointed out
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that the box is quite big, so it does not look good and occupies space. Thanks to
more accurate design and technical choices, it has been possible to remove some
elements and thus significantly reduce the dimension of the box. Finally, at the
caregivers’ opinion, the system should be more flexible, and adaptable to the
patient’s needs. Therefore, the configuration of some parameters has been made
easier and user-friendly thanks to the mobile application.

After the implementation of the new kit, a prototype composed by a complete set
of sensors and a central unit has been tested in a laboratory environment. The test is
divided into three parts.

The first, lasting two weeks, consisted in the installation, configuration and
normal daily usage of the system. All the dangerous situations requiring alarm
notifications (see Sect. 3.3) have been verified in the laboratory. Several tests have
been performed in order to check the capability if the control unit to contact the
selected phone numbers in the expected order, through a call or SMS, and in
different possible conditions, such as phone off, rejected or missed calls, for both
home and mobile phone numbers. One of the goals of the proposed solution is to try
to reduce care burden and stress among caregivers through the use of technology. In
order to do this, the home monitoring kit must have as few problems as possible,
avoid false alarms, and promptly notify malfunctions. Also thanks to the data log
created in the normal system operation, it has been possible to detect and solve a
few minor problems that occurred during the test. After completing these inter-
ventions, no technical issues emerged at the end of this first stage, as the system
correctly detects and notifies alarms.

For the second part of the test, the transmitter boards have been disconnected
from the sensors and connected temporarily to another board to perform a “stress”
test. This board has been programmed to simulate signals corresponding to the ones
generated by the sensors, but with such a frequency that the number of events of a
whole year have been generated in a few hours. Despite the high number of events
generated with a frequency absolutely impossible for real-life situations, the system
continued to work correctly. The only effect observed was a delay between the
event detection and its notification, due to the increasing queue of events to be
processed.

A third significant test has been done, by switching on/off the system around 100
times randomly, so to prove the behavior of the new solution to sudden and not
expected power-leaks.

The solution described in this paper takes part in a wider project, that will test the
impact of the designed technology to support the caregivers of PwDs who are still
living in the community. The hypothesis is that technology can substitute in part the
time caregivers spend in supervision and monitoring activities for patients. The
decreased time is expected to reduce the caregiver burden, and thus result in an
overall improvement of quality of life for carers and PwDs.

Improved Solution to Monitor People with Dementia … 167



5 Conclusion

This paper presents a system aimed at supporting the caregivers in monitoring the
PwDs. It consists in a ZET kit, able to ensure the continuous monitoring of the
subject, the automatic generation of alarms, and the prevention of dangerous sit-
uations, simply by analyzing the data collected by environmental sensors and
sending notifications to caregivers. The system described so far is an evolution of a
previous solution, tested on a large group of users. The feedbacks obtained allowed
the authors to make significant improvements oriented toward the caregivers’
specific needs.

The new solution presented in this paper has been thoroughly tested by both
functional and stress tests in a laboratory environment.

The project foresees a controlled trial lasting 12 months, which will start soon
and will take place in Sweden, thanks to an international collaboration. A total of
320 dyads including PwDs and their primary informal caregivers (640 participants
in total) will be recruited. They all will receive home visits from a dementia nurse in
charge of data collection. Among them, an “intervention” group will also have the
technological monitoring kit installed in their homes.
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Open Source Technologies as a Support
for Community Care

Giada Cilloni, Monica Mordonini and Michele Tomaiuolo

Abstract According to current definitions, health can not be merely intended as the
absence of disease or infirmity. In this sense, for maintaining health, the coordi-
nation and collaboration among social and health systems is becoming essential,
and it can happen only though the harmonization of existing and new integrated
information systems. In this study, we will discuss the main requirements which are
usually expected from applications for health and social care. For this purpose, the
features of a number of commercial applications will be presented. Finally, we will
confront these requirements and features with those obtainable trough available
open source projects, when opportunely integrated.

Keywords Community care � Well-being and active ageing � Disability and
rehabilitation � Health

1 Introduction

The environment in which health care and social services are being provided is
changing by the day. In fact, significant societal changes are the mark of these years
including ageing of population, growing value attributed to personal care, prefer-
ence for living at home also when needing assistance, interconnection and inte-
gration of diverse services.

The concept of self-care is founded on the representation of an ill person not as a
simple passive receiver of health services but, on the contrary, as the first and main
“operator” of the care work towards his own health. M. Stacey was among the first
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persons to acknowledge the importance of including the patient into the health
work: “A patient can be said to be a producer as much as a consumer of that
elusive and abstract good: health” [1]. Self-care regards the maintenance of per-
sonal health: it includes all the choices that people adopt for themselves and their
families to stay in good shape, physically and mentally.

Care provision is usually based on either the effort of relatives, or hospitals and
care centers. Since recent years, both those approaches are being questioned and the
situation is changing. In fact, the support of relatives is becoming less viable, as
family members are frequently occupied with work. On the other side, the relo-
cation of patients, elders and people who need social care, outside of their com-
munities, is not desirable for their own wellness; in many cases it is not even
necessary, as they preserve enough strength and capabilities to stay at home.
Moreover, rooms in hospitals and care centres are in a limited number and the trend
is toward their reduction, in spite of a growing number of elders. As a consequence,
the traditional approach to provide cares and social services in hospitals and
institutional centres is being paralleled with a growing tendency to provide cares in
the community, directly. In this kind of “community care” or “domiciled care”,
services to assisted people are provided directly into their home or into their
habitual environment, allowing them to continue to live as much independently as
they can. Home-care (or family-care) is founded on the role of caregivers and it is
characterized by their strong affective involvement towards the ill person. An
important fact, which is not always emphasized enough, is the large support pro-
vided by family, community members and other informal carers who can be
paradoxically excluded from the rest of the community care. In fact, two types of
caregivers can be easily identified:

• an “informal” caregiver, also called primary caregiver, can be a son or daughter,
a spouse or more rarely another relative or friend; an informal caregiver per-
forms a non paid work and, in most cases (about 73% [2]), is a female person,
usually a wife or a daughter;

• a “formal” caregiver is instead a nurse or any other health care professional.

The range of services varies from the delivery of meals and other goods to
domestic help, from generic home monitoring and assistance to nursing and
medical care. Until the recent past, health care was meant mainly in terms of
services provided by public agencies. Today it is possible to distinguish at least six
sources from which it can be originated:

• sociological and health assistance provided by public services;
• voluntary associations and social cooperatives;
• informal care provided as family help;
• mutual-assistance groups;
• profit-making private assistance;
• local programmes of neighborhood assistance (voluntary organizations, chur-

ches, etc.).
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Usually, those services are supplied by a number of organizations and agencies,
which act largely in an independent way, with different responsibilities and goals.
However, all those agencies and informal carers need to coordinate their actions, in
order to avoid serious service inefficiencies, and so they need the availability of
systems to share information about the recipient, without breaching the official
confidentiality requirements [3, 4, 5]. The coordination of these autonomous bodies
and individuals in a comprehensive information system is a challenging problem,
that could result in misunderstandings among the involved professionals, ignorance
of important notions about the patient, fragmentation of care, overlapping and
duplication of assessments. Involving autonomous entities, the communication
process aimed at reaching a mutually accepted agreement on the overall care
management often takes the form of a negotiation process [6].

In fact, the main aim of this paper is to analyze these various problems,
advancing some possible solutions. In particular, it will deal with the organization
and coordination of information and services among social and health systems,
from both the points of view of their actual opportunity and their technical
feasibility.

First, in the following sections, the need for an holistic care management is
explained and an overview of existing software for community care is illustrated.
Then, the main use cases and their implementation in a case study on an
open-source platform are presented. Finally, a functional evaluation of the tested
prototype and some conclusions close the article.

2 The Need for Holistic Care Management

The article 25 of the declaration of human rights says: “Everyone has the right to a
standard of living adequate for the health and well-being of himself and of his
family, including food, clothing, housing and medical care and necessary social
services, and the right to security in the event of unemployment, sickness, disability,
widowhood, old age or other lack of livelihood in circumstances beyond his con-
trol.” This way, it puts social assistance and health care on the same level, for
guaranteeing the wellness of an individual. World Health Organization defines
health as “a complete state of physical, mental and social well-being, and not
merely the absence of disease or infirmity”. Maintaining health thus requires more
than what the traditional health-care systems can provide. Social assistance systems,
including personal hygiene and nutrition, are essential to maintain in good health a
number of individuals, especially elders [7]. Thus, the coordination and collabo-
ration among social and health systems is becoming essential, and it can happen
only though the harmonization of existing informative systems and new integrated
ones. Nowadays informatics solutions have been mainly oriented towards formal
health-care services, and much less towards social assistance.

The current tendency is to manage the provision of cares in complex systems,
based on the interaction of a number of different entities, including neighbourhood
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and institutional care centres, daycares and social security institutions, each of them
involving people with various roles e.g. health care professionals, social care
assistants, assisted people and their relatives. Social assistance is directed towards
anyone in need of help, either because of an illness, physical or psychic disturbs, or
social and financial adversities. Therefore, assisted people may have different ages,
from children to elders. Overall, the current tendency is not mainly driven by
technology, but nevertheless technology will play a fundamental role in the real-
ization of the underlying information systems, for the holistic care management.
Computer networks and innovative software tools, in fact, are able to support the
realization of integrated systems which greatly ease the collaboration among the
various involved agencies and persons, driving the evolution of those systems
towards so-called “virtual organizations”, in which the various involved humans
operate as part of a virtual community [8].

In general, organizational structuring is a coordination technique which allows
the definition of the organization that governs the interaction among the system
agents, i.e., the organization that defines the information, communication, and
control relationships among the system agents [9, 10, 11]. Aside of specific health
and social services, relevant important changes are happening also at the production
and distribution level, with many supply chains that are changing their structures
and dynamics. Some of those changes can help to solve some typical problems of
social services, such as delivering meals and products at home, providing assistance
at home or in the neighborhood, etc. In fact, other than cost efficiency and on-shelf
availability, additional parameters are acquiring importance in the design of supply
chains, such as traffic congestion in urban areas, energy consumption, carbon
emissions and the permanent rise in transportation costs. As a result, there is a trend
toward information sharing in collaborative supply chains, collaborative ware-
housing, especially in the form of consolidation centres at the boundary of cities,
collaborative distribution and neighbourhood delivery, in cities as well as
non-urban areas, including home delivery and pick-up [12].

Moreover, technological changes intertwine into this scenario, with widespread
adoption of various types of computing devices, ranging from laptop and lighter
mobile devices to mobile phones, accompanying users through different locations
and different countries. Accordingly, e-health deals naturally with mobile users,
e.g., in teleassistance scenarios, and it is common understanding that e-health
should transparently accommodate fixed and mobile users. So called m-health
services should be accessible to anyone, anywhere, anytime, anyhow. In mobile
scenarios, various devices can be used to collect, transmit and process vital patients’
data, e.g., heart rate and blood pressure, in real time [13, 14]. Such systems are
especially important in applications that remotely monitor patients with chronic
ailments or in homecare [15, 16].

Broadly speaking, such systems are designed to access medical information in a
mobile and ubiquitous setting. This access may be either (i) the retrieval of relevant
medical information for usage by healthcare practitioners, e.g., a hospital doctor on
his/her ward round [17]; or (ii) the acquisition of patient-generated medical infor-
mation, e.g., telemonitoring the patient’s health state outside the hospital. In both
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cases, it is extremely important to ensure that the person retrieving or generating
information could interact with a ubiquitous and pervasive e-health system without
any obstruction or adaptation of the normal workflow or style of working [18]. The
most notable characteristic that such systems should exhibit are: (i) context and
location awareness are to be smoothly integrated, i.e., the access and the visual-
ization of health-related information always depend on the overall contexts of the
patient and of the user [19], (ii) fault-tolerance, reliability, security and
privacy-awareness are a must in order to accommodate the strict requirements of all
healthcare applications [20], (iii) effective mobile devices are to be used to provide
access to relevant health-related information independently of the current physical
location and physical condition of the user [21], and (iv) unobtrusive sensor
technology is needed to enable the gathering of physiological information from the
patient without hampering his/her daily life [22].

3 Overview of Software for the Community-Care

The correct deployment of information and communication technologies plays a
central role for the integration of health and social care services. The European
Science Foundation has organized a workshop in 2010 [23], which provided some
interesting results. In particular, it highlighted the following points of intersection
between health and social care, which have to be considered for developing an
integrated information system:

• Storage of all significant events of a specific patient, either related to health or
social conditions;

• Coordination of planned activities;
• Memorization of referent and delegated persons, including consultants;
• Memorization of objectives and achieved goals, also in everyday life;
• Individuation of key points, challenges and menaces for wellness;
• Identification of causal events for health problems and abilities.

To realize an integrated and coordinated information system, with shared
objectives among the domains of social assistance and health care, it is indis-
pensable to have a common language and a terminology. This is necessary to
evaluate, plan and provide services correctly, and to monitor activities. Thus,
ontologies and metataxonomies have to be created, integrating health ontologies
which are already in use [24].

Finally, the concluding document of the workshop underlines the importance of:

• Provision of harmonized health care and social assistance, to satisfy the
extended needs of individuals, taking into account the differences in needs,
preferences, capacities and support;

• Acknowledge the role of involved individuals as informal caregivers;
• Adaptation of services according to the profile of the individual recipient;
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• Use of modern information and communication technologies to enable services
as part of the larger system of health care and social assistance;

• Direct interpersonal interaction, which cannot be replaced by electronic services
• The possibility of citizens to move across European states and further abroad,

also while supported by care services.

Moreover, some wider themes were highlighted:

• Availability and security of information;
• Preventive study of the users’ needs;
• Support of software to respect the critical time-lines of the system;
• Training of final users.

In fact, just as the care services which have to be provided, also the supporting
information systems should be developed according to a systematic analysis of
priorities, preferences and constraints, using local-scale studies with a attentive and
critical approach. Technology should provide support for planning, negotiation and
resources management, also across different sectors, with adequate levels of
availability and security [25, 26]. To be usable by a larger public, the system should
be distributed also over mobile and user-friendly devices, exploiting for example
touch screens and drag-and-drop gestures.

As an interesting sample of available commercial applications related to home
and community care (HACC software), here the list provided in [27] will be
considered, highlighting their various features. Our interest is mainly focused on the
use cases which are covered by these applications. Thus, it is possible to list the
features which users and organizations expect from this kind of software. The
following applications are considered.

• ACA-Antares Meal Management System1 supports the management of all
aspects of meal provision into communities. It supports the choice of menus,
management and orders delivery, payments and accounts. Orders can be con-
figured starting from predefined patterns, in accordance to the main cultural and
dietary requirements. Also deliveries can be differentiated, for example for cold
and hot meals. Moreover, it allows to manage the work shifts of personnel,
including paid workers and voluntary helpers. It generates configurable records
and can interface with banks and lending institutions.

• AIM Community Care Solutions2 is a modular system, with different func-
tionalities mainly oriented to the care of elders. It supports the provision of
assistance to clients, the management of invoicing and payroll. The system can
be integrated with other software of AIM for managing the financial aspects.

• Carelink+ 3 is a care management software for handling clients, services and
processes. It can manage the work shifts of the employers and volunteers,

1http://www.acalink.net/foodservices.html.
2http://www.aimsoftware.com.au/software.html.
3http://www.carelinkplus.com.au/.
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allowing to select the best person for the necessities of any particular patient. It
can manage personalized care plans, from which data can be extracted and
organized in configurable reports. It can also handle financial data and payrolls.
It uses various technologies, including maps, SMS, a web portal and possibly
external services. A mobile app is also available. Through the web portal,
assisted people and families can access their data, checking the status of
requested services and their personal budget. Moreover, through the web portal,
clients and service providers can keep continuously in touch.

• CIM4 is focused on supporting the care of elders, together with the appropriate
accounting. Available modules range from those dedicated to businesses, for the
management of accounting and payroll, to those dedicated to communities,
supporting services of social assistance and also sport activities.

• Xpedite CityManager5 offers a rich set of specific modules, which can be used
on their own, or integrated in a larger application. Access control can be con-
figured to grant only the permissions needed to complete the assigned activity.
Each module can generate appropriate reports. Available modules include
specific support for: elders and disabled people; meal management; health of
children and safeguard of maternity; management of preschool services;
immunizations and vaccinations, including records of missed treatments;
activities of daily living; reservation of resources and services; services dedi-
cated to young people; needs of assistance centres; management of holiday
periods for school children; administration of waiting lists. We have not found
information about access to the system from the web or from mobile devices.

• GoldCare Home and Community Care Solution6 is a suite of integrated appli-
cations for managing community services. It also provides a web-based work
environment. It supports a fact-based approach to manage therapies, during the
whole cycle of cares, integrating data of both social assistance and health care. It
manages clinical data, in order to identify and monitor accidents, storing
information about infection episodes and breeding grounds. Thus, it helps in
containing the risk factors. A planning tool is available, together with an
interactive web-based calendar, which allows users to easily monitor and change
current appointments, and keep track of past skipped ones. With respect to the
financial aspects, it manages accounting and payrolls. Notifications are sent to
mobiles, thus the beginning and termination of services, or skipped
appointments.

• HACCPAC7 is presented as a complete information system, which supports the
management of home care, including various aspects of domestic life and

4http://cimcare.com/.
5http://www.xpeditepro.com.au/products.html.
6http://www.goldcarehomes.com/.
7http://www.vada.net.au/products/haccpac.
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transportation. The additional module MEALPAC manages the provision of
meals. Various type of data can be handled for each client: required services,
their frequency and priority, family background, medical data, etc. The relation
between the client and the team is identified by the supplied services. Each
service is associated with some team members and a determined state (occa-
sional, cancelled, unproductive appointment, etc.). The security of a certain data
is limited to three possible access levels: read and write, only read, no access.
Various custom reports can be generated. The additional module
LAPTOP SYNC allows to synchronize data when a worker returns to his office.
HACCPAC MOBILE is a mobile app which can also be synchronized for
offline use.

• HMS8 is composed of a main part and additional modules. The scheduler
module is used for managing the staff and services, with an agenda-style look.
Multiple calendars can be used together, for managing appointments and wages.
The transit module is quite atypical with respect to other programs: it allows to
optimize transports, integrating GPS and map data to find optimal paths. It
improves the management of bookings and plannings. A mobile app is also
available.

• PJB Data Manager9 supports various types of services, including home nursing
and community care and related financial data. Data access can be restricted
according to security policies. It also offers a number of customizable reports.

• Sharikat Community Services System10 is a modular application. Each module
supports the management of payments and can generate detailed reports.
A module supports the management of home-care services, including relations
with clients, caregivers and members of the assistance team. It also allows to
manage work shifts. A module is dedicated to home maintenance, signaling
required works and marking those already initiated or completed, or refused for
a particular reason. It can handle requests and keep track of hours dedicated to
each work. A module is dedicated to meal provision, from their preparation to
their delivery, on the basis of the menu defined by the client. Demographic data
of clients is maintained. A module manages transports for communities, and can
be joined with a module for social assistance. A module manages accommo-
dations and residences for elders, including their waiting list. Furthermore, there
are other modules which are dedicated specifically for the needs of minors,
veterans, etc.

8http://hms.com/.
9http://www.pjbaus.com/.
10http://www.sharikatkhoo.com.au/.
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4 Identification of Common Use Cases

After having studied the requirements for community-care systems reported in the
literature and after having analyzed a sample of available commercial applications,
we have individuated some use cases which are apparently covered by most
available systems. Given the complexity of a typical community-care system, the
use cases have been divided into the following areas of management:

Financial management and accounting:

• Strategic management;
• Personal management;
• Customer management;
• Management of appointments, also including the management of waiting lists;
• Management of generic assistance services, which for example the meal

delivery service.

Figure 1 shows the main actors that can be classified as: workers, suppliers and
customers (or assisted). The workers, who may be salaried or not, are then divided
according to the sectors in which they exercise their profession:

Fig. 1 Main actors of the system
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• Worker who administers a generic service. A generic service lends itself very
well to be extended to more specific services such as, for example, the meal
service;

• Worker who manages the aspects concerning the management of customized
service plans;

• Worker of the appointments service, particularly those employed to the man-
agement of waiting lists;

• Worker of the accounting and financial sector;
• Worker of the personal sector;
• Customer field worker.

In the following paragraphs, we will discuss the most specific use cases for
community care.

Customer management. Customer management is quite complex. First of all,
an employee working in this field should have the ability to manage service data
and to record new customers, with all the expected information (such as identity
records, health status, the required services and their level of priority). A special
case of insertion is the recording of a customer who requests the meal delivery
service: in addition to the general information, it is necessary to know special
dietary needs, allergies and food intolerances. The priority level must also be visible
to workers who deal with the appointment management, so as to give preference to
customers having higher priority. The customer personal profile must be dis-
playable by operators of the appointment service and, for example, by employees to
the canteen service, in such a way that they can check the diet of a customer. It
would also be appropriate to provide to patients and caregivers the ability to view
their own profile, in order to be able to contact those involved in the management of
customers, in case of errors or omissions. Due to the service nature, customers are
not allowed to edit their personal profile. Use cases are represented graphically in
Fig. 2.

Appointment management. The appointments management has to deal with all
aspects of events organization. The waiting lists management is performed by a
dedicated subset of workers. The use cases are showed in Fig. 3. Each worker in
this sector must be able to record a new appointment on both the agenda of the
involved workers and the agenda of the patient. The registered events can, at a later
stage, be modified or canceled. The employees of this sector must be able to
monitor the status of the events and, in particular, to check the justification for any
canceled or skipped appointments. Those who deal with waiting lists need to have
the ability to insert and remove clients from the lists. Waiting lists must be visible
from all employees in the appointments sector, so that the availability of a service
within the agenda can be assigned to customers with higher priority. Each worker or
customer must be able to display his commitments, possibly via a web interface or a
mobile application. It might also be helpful to have a reminding system via SMS.
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Care service management. Care service management is designed in such a way
as to be adapted to the administration of different services types. Services are
viewed and managed as independent entities with respect to the needs of individual
customers. The main use cases were extracted taking into account the common
characteristics to all services. In the event that these cases were not sufficient to
cover all aspects related to a service provided by the organization, it is possible to
extend them at a later stage in order adapt them to more specific services. They are
schematically described in Fig. 4. In the system, in addition to the standard service
of home care, the meal delivery service has been introduced. The meals service
differs from the other ones in that it requires a number of operations related to the
menu management, from its compilation to the management of orders. In this
sector, only the aspects related to a standard menu have been considered. Basic
services can be managed from any employee of the meal sector, while the more
specific ones are run by a subset of skilled workers in such services. So those who
work in the meal sector are a specialization of the workers of the Administrative
Services sector. Each worker who manages the services, must be able to: register a
new service, upgrade the status of a service and, if necessary, delete the service
from the system. Since the meal service is seen as an extension of a generic service,
a worker involved in the management of this service can also enter a new meal
service or change it. From the point of view of the marketing, it would be useful to
show to any user some information about the services for promotional purposes;
this information may be displayed by means of a web portal.

Fig. 2 Use case of customer management
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5 A Case Study on an Open-Source Platform

CiviCRM is a web-based, open-source platform, for the heterogeneous activities of
organizations management, which may have different sizes and different purposes.
To our knowledge, it is quite unique as an open source project in this application
area. The software can be integrated with a number of CMSs, including Drupal,
Joomla and Wordpress. The core module can handle contacts, membership,
accounting, case management, events, email marketing, contributions, advocacy
campaigns, peer-to-peer fundraisers, reports. It is highly customizable; it allows to
organize contacts and members into groups; it allows to add multiple tags to each
record; users need to be granted precise permissions, to access the various kinds of

Fig. 3 Use case of appointment management
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stored information. CiviCRM can be adapted to specific cases thanks to its many
personalization options. Mainly thanks to the possibility to define custom types of
records, it allows users to model and store data of any particular application
domain. We tested the system for the management of an hypothetical organization,
offering three kinds of services for community care: domestic maintenance,

Fig. 4 Use case of care service management
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personal hygiene and psychological support. Each client can ask for one or more
services, either for periodic or episodic assistance, according to his own care plan.

In the system, there are two main types of users: caregivers and clients.
Caregivers can be waged workers or volunteers, and they are further distinguished
by means of a custom tag. For clients, a group of custom fields stores information
related to their health status: swallowed drugs, allergies and intolerances, generic
health information. Both clients and workers can belong to one or more of six
specific groups, representing the requested or offered services and the played role:
workers of domestic maintenance, personal hygiene, or psychological support;
clients of the same three services.

Appointments are managed as three custom types of CiviActivity: domestic
maintenance appointments, personal hygiene appointments, psychological support
appointments. In fact, an activity is represented in the system as a record, which can
be associated with various data, including: typology, participating subjects, man-
ager of the activity, title, description, date and time, address, state (e.g. “scheduled”,
“cancelled”, etc.) and priority level. Some custom fields have also been added for
representing health data.

Events, such as workshops and meetings, can be handled as some types of
CiviEvent. They are stored each as a record, containing all data related to the event.
Thus, they allow to manage the definition of basic data, such as data, time and
location, and also the participation choices. For each event, it is possible to decide if
authenticated users of the system can register autonomously, or not.

Since the user interfaces are web-based, they are accessible by heterogeneous
devices, from PC to tablet and smartphones. In particular, there are two types of
user interfaces: the public user interface and the staff user interface. The public user
interface provides generic informations about the organization. With this interface,
customers are continuously updated about the organizations services, activities and
events. The main goal of the staff user interface is to allow the management of the
organization and of the public user interface. In fact, an authenticated staff user can
add new contents to the public user interface and manage the existing ones. A staff
user can also manage clients, appointments and events.

Thanks to a proper reporting feature, which is provided by the CiviReport
module, staff users are able to create custom reports. Reports allow to extract and
highlight interesting information from the CRM. Various kinds of reports can be
generated. In particular, for the management of our hypothetical organization, we
created reports for events and contacts. In this case, for example, it is possible to
filter results for just volunteers, waged workers, or clients. The generated reports are
printable and downloadable as a PDF or a CSV files.

The CiviCase module provides support for cases, and thus it is particularly
important for our purposes. It enables the monitoring of interactions among indi-
viduals, e.g., caregivers and assisted people. The set of available tools realizes a
kind of timeline, for the administration of services to provide to certain clients.
CiviCase can thus manage personalized assistance plans. The CiviCase allows the
creation of custom cases, and thus it is adaptable to various kinds of organizations
with different requirements. Different types of cases can be defined, and each one is
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associated with a sequence of interactions, i.e., activities. Some types of cases are
characterized by a standard timeline, i.e., a predictable sequence of activities. This
is useful to measure the advancement level of a case. In any case, it is possible to
add unforeseen activities, thus customizing the management of some specific case.
Apart from the timeline, a case is characterized by a set of involved people, with
their own particular role. This way, for example, all involved caregivers have a tool
to share important information more easily. Additional people may be associated to
the case, for any particular reason, also for episodic involvement. A dashboard is
available with CiviCase, which provides an overview of all cases, highlighting the
most imminent ones. Some predefined case include Housing Support, and Adult
Care Referral.

A Drupal CivCRM module is available, for integrating CiviCRM functionalities
into a Drupal site. Apart from the modules distributed by CiviCRM, a number of
Drupal extension modules for integration with CiviCRM are available, including:
Webform CiviCRM Integration, CiviCRM Cron, CiviCRM Entity, CiviCRM
Events Calendar, CiviCRM Contact Form Integration, CiviCRM Multiday Event.
In our tests, we used extensively the Views module of Drupal. In fact, the Views
module can create dynamic and personalized views over any set of entities in the
system. It is possible to customize both the list of entities, and the set of fields to
show for each entity. We used it for visualizing the data of CiviCRM, in particular
information about workers, services and events.

Being based on Drupal, the system can leverage its fine grained permission
management, which is based on a traditional Role-Based Access Control (RBAC).
Moreover, through available extension modules, it is also possible to grant specific
permissions on the basis of local relationships. E.g., a caregiver can be granted
access to some specific profile data, schedules etc., only about his own patients and
not for all other users, even if they have the same role.

List and details of people are managed as a View of “CiviCRM Contact” entities
(see Fig. 5). Other than waged workers and volunteers, also assisted persons are
resent. The different groups can be separated through a filter. Each record in the list
represent a link for showing details about the specific contact.

List and details of services are realized in a similar way, but for “CiviCRM
Group” entities (see Fig. 6). The list of people working for a particular service is an

Fig. 5 List and details of people
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associated view, included in the page footer. It applies a contextual filter based on
the current group id. Online registration is enabled for the event and the operation id
performed in the specified period.

List and details of events are also made of a View, which selects “CiviCRM
Event” entities (see Fig. 7). Each event in the list is presented as a link that allows
to access the details of the event. People registered for participation are associated
with the event object. A form provided by CiviCRM can allow users to register for
the event autonomously. However, it requires that the online registration is enabled
for the event and the operation is performed by an authenticated user in the
specified period.

6 Functional Evaluation of the Tested Open Source
Platform

Thanks to its modular and customizable structure, CiviCRM is able to adapt to the
main requirements of various organizations. The customization requires a prelim-
inary study of the use cases for the organization. In its basic form, the software does
not fit perfectly to some of the management areas identified in Sect. 4, in particular
those regarding finance and payroll. In fact, despite allowing the dispatch of

Fig. 6 List and details of services

Fig. 7 List and details of events
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invoices via email, CiviCRM features related to finance and accounting appear to
be limited. However, it offers many features matching a good part of the use cases
identified. Some functionalities can be supported thanks to the reporting capabilities
provided by the CiviReport module and the ability to customize its dashboard. The
software does not directly support the management of meal delivery service. With
some effort, however, it is possible to create a new type of record suitable for this
purpose, with appropriate custom fields. The CiviCase module allows to manage
customized care plans in a rather complete way, while no tool is specifically
dedicated to the management of waiting lists for services. The management of
people and contacts, except for the payment aspects, is permitted by the core
module of CiviCRM. In principle, custom fields could be used to store information
relating to payroll, but a dedicated tool would certainly be convenient. CiviEvent is
a module for the management of public events in their various aspects, including
user registration and management of waiting lists. Event management identifies a
set of use cases not emerged from the preliminary analysis carried out in Sect. 4.
The system has also the capabilities of mailing and sending mass SMS messages.
A solution of this type appears to be good for small organizations, especially for
non-profit ones. For more complex organizations, the definition of a team of people
is essential. This requires to identify and study the use cases for the organizational
reality under consideration. Quite obviously, in some very specific projects with
rigid requirements, the customization effort of a generic software as CiviCRM and
Drupal may be too cumbersome and nevertheless have a limited scope. For those
projects, the possibility to create an ad hoc management software has to be carefully
considered.

7 Conclusion

The creation of a unified system, being able to integrate data coming from the
health system with those useful for community care, is an actual possibility and
opportunity. Community care is the principal way to enable people with particular
weaknesses to continue to live their own lives within their family background,
without having to be transferred to hospitals or nursing homes. This fact is con-
sistent with the definition of health given by World Health Organization.

Although the use of software in health care is becoming a well-established fact,
the application of computer science to community care appears to be less common.
Moreover, their integration, due to the heterogeneity of information to manage,
turns out to be an expensive and problematic process. In this article, after an
overview of existing software systems for community care, we extracted the main
use cases to develop a case study on an open source platform. The functional
evaluation of this software has demonstrated that it meets most of the previously
analysed use cases, while a few gaps related to some specific tasks can be cir-
cumvented by creating custom record types. Therefore, this kind of solution should
be particularly useful for small organizations, especially for non-profit
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organizations. For larger organizations, the high number of customizations makes
the development of the system complex and expensive. Thus, whether starting from
an open source platform or not, in these more complex cases, the management
system needs to be designed carefully, comparing the various features of available
solutions with all the specific requirements.
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Implementation of a Solution
for the Remote Monitoring of Subjects
Affected of Metabolic Diseases: The
Metabolink Project
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Abstract Diabetes represents one of most serious public health disease. The aim of
the Metabolink project was to develop a smart solution for elderly people with
diabetes and obesity, in order to promote a healthier style of life, improve diabetic
control trying to reduce overall cost for the community. It consists of an app for
smartphone linked to a system and a process of data collection based on bidi-
mensional barcode (QRcode) and NFC-tag technologies. The system was accepted
by all the patients and they learned efficaciously in a few hours how to use it.
Unfortunately, we observed a drop-out of about 50% in the first month. Patients
remaining in the study refers a slight improvement in the Quality of Life Enjoyment
and Satisfaction Questionnaire (Q-LES-Q) and General Satisfaction Questionnaire
(GSQ) and they decided to continue to use it after the end of the follow-up.
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1 Introduction

The diabetes represents one of most serious public health disease for the planet [1].
The WHO estimated about 60 million of subjects are affected in Europe. In Italy the
rough prevalence is 5.8% [2]. The prevalence of disease in the next years will grow
both as a result of the aging of the population and to the increase of the risk factors
such as overweight and obesity, sedentary lifestyle and lack of proper nutrition
education. Milestone studies have shown that an intensive glycemic treatment
significantly reduces microvascular complications [3, 4] with a moderate positive
long-term effect on macrovascular complications [5]. The health care systems are
called to face this disease that it has not only direct cost linked to pharmacological
and complications treatment but also an indirect significant social cost [6]. It is
therefore essential for the diabetic patient to carry out a continuous and accurate
monitoring of clinically relevant parameters (as blood glucose, blood pressure) and
to follow a health life style in order to reduce disease complications permitting to
live better maintaining independence for much more longer time. Moreover the
majority of patients with diabetes is older and frequently present significant
comorbidity making the integrated management of the disease more complex. The
aim of the Metabolink project was to develop a smart solution for elderly people
with diabetes and obesity, in order to promote a healthier style of life, improve
diabetic control (glycemic control, blood pressure, adherence to a specific diet and
treatment) trying to reduce overall cost for the community.

E. Annese
e-mail: enrico.annese@exprivia.it

F. Giuliani � F. Ricciardi � A. Mangiacotti � A. Greco
ICT Department, IRCCS Casa Sollievo Della Sofferenza,
San Giovanni Rotondo, Italy
e-mail: f.giuliani@operapadrepio.it

F. Ricciardi
e-mail: f.ricciardi@operapadrepio.it

A. Mangiacotti
e-mail: a.mangiacotti@operapadrepio.it

A. Greco
e-mail: a.greco@operapadrepio.it

192 D. Sancarlo et al.



2 Materials and Methods

The Metabolink solution was developed to provide a continuous health monitoring
to patients who suffer from metabolic disease such as obesity or diabetes.
A secondary goal is the collection of a wide and well-structured database for a
large-scale analysis about metabolic diseases and the evaluation of their medical
and anthropometric features. Patients can be remotely and constantly monitored by
their careers. In this project the methodology used to select the more appropriate
technologies was the Analytic Hierarchy Process (AHP) technique [7, 8].

All made possible by the versatility offered in smartphones apps and technology
such as qrcodes, wireless networking, non-intrusive sensors and MEMS (Micro
Electro Mechanical Systems).

It consist of an app for smartphone linked to a system and a process of data
collection based on bidimensional barcode (qrcode) and NFC-tag technologies.
Entering into detail the app can:

– record the food, the drug therapy and physical activity; evaluate weight, blood
pressure, pulsations, glycaemia using measurements devices wireless connected
with the smartphone;

– show a diagram on patient’s lifestyle trend;
– motivate patients in choosing a healthy lifestyle through periodic feedback from

caregivers and the comparison of their own results with those anonymously
published by the community;

– communication in real time to caregivers about recorded data and measured
vitals;

– real time upgraded data about the Individual Plan (food, physical activity and
drug therapy) provided by the caregiver;

– send alarms in case of “out of range” remote sensing.

In addition it is possible for the carers to access to the patients data to access in
real time to the data through a connection to the DB and in this manner they can:

– manage their patients’ database, medical history and Individual Plan;
– refer to diagrams about their patients’ lifestyle trend (real time);
– receive warnings about patient’s health;
– communication to the patient and review the diet, the physical activity or the

therapy at any time;
– report and summarize data, providing statistics and exporting files for epi-

demiological survey.

Technological features:

– smartphone integration with measurement devices available (such as NFC,
Bluetooth) to simplify taking and communicating vital signs;

– physical activity intensity measurement using GPS and accelerometer sensor on
smartphone.
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2.1 Overall View

We started the enrollment of patients at the outpatients department of the
Geriatrics Unit to validate the solution from October 2015 to December 2015 using
the following inclusion criteria: (1) age � 60 years, (2) diagnosis of diabetes, and
(3) ability to provide informed consent. Two cohorts of 20 patients were included:
(1) Cohort treated with Metabolink support in addition to the standard care.
(2) Cohort treated with standard care. Each patient of the first cohort were ade-
quately informed and they was provided by a kit comprising a glucose meter, a
scale, a blood pressure monitor, a count steps and a mobile-phone all with NFC
interface. The follow-up lasts 2 months. Every patient received at the beginning and
at the end of the study a complete clinical assessment including a standardized
comprehensive geriatric assessment (CGA) [7]. We choice to administer CGA to
better define the cohort characteristics and to improve the outcomes in this kind of
patients as largely documented in literature. To define our standardized CGA be
have chosen tools validated and widely diffused worldwide in order to improve
reproducibility and objectivity of the data presented. Multidimensional Prognostic
Index (MPI) based on a CGA for predicting mortality risk in older patients were
performed.

In this evaluation we included the following domains: (1) functional status
assessed by the Activities of Daily Living scale (ADL) [8]; (2) the Instrumental od
Activities of Daily Living Scale (IADL) [9] scales; (3) cognitive status assessed by
the Short Portable Mental Status Questionnaire (SPMSQ) [10]; (4) comorbidity as
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assessed by the Cumulative Illness Rating Scale (CIRS) [11]; (5) nutritional status
according to the Mini Nutritional Assessment (MNA) [12]; (6) the risk of devel-
oping pressure sores assessed by the Exton Smith Scale (ESS) [13]; (7) the number
of drugs taken by patients at admission; (8) co-habitation status, i.e. alone, in family
or in institution; (9) Evaluation of quality of life using the Quality of Life
Enjoyment and Satisfaction Questionnaire (Q-LES-Q) [14]. The satisfaction were
measured though the use of the General Satisfaction Questionnaire (GSQ) [15] at
the end of the study.

3 Results and Discussion

The involved subjects predominantly male (53%) with a mean age of 70 years old,
almost completely autonomous in the basal activity (mean = 5 ADL) and instru-
mental activity (IADL = 7) of daily life. The average level of education was
5 years. They had a good nutritional status (MNA = 27), lived autonomously at
their home and showed a mean co morbidity score of 4 with a mean
Multidimensional Prognostic Index of 0.3. No statistically significant differences
are present between cohorts at baseline and after 2 months.

After experimental period, from a subjective point of view patients in cohort 1
have appreciated the possibilities offered by the system and felt them more secure,
showing an improvement (even if not significatively) of 1.4% on the MPI.

In addition we have observed a trend with a slight improvement in Q-LES-Q and
in the General Satisfaction Questionnaire in patients of cohort 1 versus cohort 2.
Cohort 1 have shown an improvement of 3.89% on the Q-LES-Q score and 3.77%
on the GSQ score. Unfortunately the results were not significant different from a
statistical point of view for the extremely small sample size but the trend are
promising. The drop-out after one month of experimentation was 50%.

4 Conclusion

This study explored the application of the Metabolink system in the treatment of
diabetes elderly patients. The system was accepted by all the patients and they
learned efficaciously in a few hours to use it. Unfortunately we observed a drop-out
of about 50% in the first month mainly due to the NFC implementation and
complexity of diet module. Patients remaining in the study refers a slight
improvement in the Q-LES-Q and GSQ and they decided to continue to use it after
the end of the follow-up. The study presents several limitation: the relatively small
sample size, the short follow-up and the relatively high percentage of drop-out
determining an important bias to consider in the data extrapolation in other context.
Clearly the diabetes is a chronic disease that requires a multidisciplinary approach
to be appropriately faced. It’s clear that more work has to be done to produce a
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solution more suitable to the elderly population and validated with a consistent
sample size but we think that this will be mandatory considering the demographic
change, the associated increasing health cost and sustainability of the health and
social national systems.
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MuSA: A Smart Wearable Sensor
for Active Assisted Living

V. Bianchi, A. Losardo, F. Grossi, C. Guerra, N. Mora, G. Matrella,
I. De Munari and P. Ciampolini

Abstract This paper focuses at features introduced in the wearable sensor MuSA,
to support behavioral analysis within the context of the HELICOPTER project,
funded in the AAL European joint program. In particular, the wearable device
performs two key function: on one hand it is used as a behavioral data source,
continuously monitoring the quantity of user physical activity (through the energy
expenditure index evaluation), location and posture; on the other hand, MuSA
enables fusion of data coming from the environmental sensors, properly attributing
actions on a particular sensor to a specific user in a multi-user environment. These
function are carried out without the need of external devices (RFID tags etc.), but
only relying on sensors embedded on the wearable device and its communication
capabilities. Some sample results coming from pilot studies are shown.

Keywords Active assisted living � Wireless sensors network � Wearable device �
Behavioral analysis � Physical activity estimation � Identification � Localization

1 Introduction

Wearable sensors are becoming more and more diffused in many application sce-
narios, and most notably in Ambient and Active Assisted Living [1, 2] contexts.
Wearable devices brings into the AAL picture many valuable, subjective insights,
allowing for accurate evaluation of physical activity, localization and inherently
carrying user identification information.

In the framework of Ambient and Active Assisted Living, strategies for pre-
vention and early discovery of age-related diseases, based on effective interaction
among different sensing technologies, are of great importance. Wearable devices
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play a pivot role in such a scenario, as assumed in the framework of the
HELICOPTER project (Healthy lifestyle support through comprehensive tracking
of individual and environmental behaviors [4], funded by European AAL Joint
Programme), where data coming from clinical, environmental and wearable sensors
are fused together for health-monitoring and prevention purpose. In this paper,
besides introducing the HELICOPTER architecture, we focus on some new features
which have been introduced in the wearable Multi-Sensor Assistant [3, 4] device, to
exploit its potential in a behavioral analysis context based on fusion of data coming
from a heterogeneous set of sensors.

The project view is introduced in Sect. 2 below, whereas details on wearable
device design and role are given in Sect. 3. Preliminary results, coming from
living-lab tests, are discussed in Sect. 4, and conclusions are eventually drawn in
Sect. 5.

2 The HELICOPTER Project

Wearable sensors are becoming more and more diffused in many application sce-
narios, and most notably in Ambient and Active Assisted Living [1, 2] contexts.
Wearable devices bring into the AAL picture many valuable, subjective insights,
allowing for accurate evaluation of physical activity, localization and inherently
carrying user identification information.

Many chronic diseases, endemic among elderly population, could be more
effectively treated (or even prevented) by accounting for frequent monitoring of
suitable indicators: clinical sensors have thus been developed, suitable for home
use.

Connectivity of such sensors enables telemedicine services, providing a link
toward caregivers and the healthcare system: however, the monitoring quality fully
relies on end-user scrupulousness in complying with the given schedule. This is, of
course, adequate when a specific medical condition occurs. However, in a
prevention-oriented daily routine this may be perceived as a boring, intrusive task,
possibly jeopardized by cognitive or memory issues. Also, the clinical view pro-
vided by telemedicine practices is constrained by the availability of
self-manageable devices (which inherently yields a low dimensional view) and by
the time-discrete intervals of the assessment. Increasing both dimensionality and
continuity can be achieved by complementing telemedicine services with AAL
components: in fact, many health issues may be inferred from “behavioral symp-
toms” (such as changes in feeding or sleeping patterns, physical activity, toilet
frequency, etc.) which can be assessed by means of indirect indicators, using the
information coming from wearable and environmental sensors. They are, of course,
not reliable enough for actual clinical diagnosis, but may provide early detection of
anomalies that we call “diagnostic suspicion” and may address the user, or the
caregivers, toward more accurate assessment, based on clinical evaluation [6].
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The overall HELICOPTER architecture is hence composed by a heterogeneous
layer of sensing devices, which includes:

• clinical sensors, which provide the system with accurate data about physio-
logical parameters, implying user awareness and collaboration.
In the current implementation, a bodyweight scale, a blood pressure monitor, a
pulsoxymeter and a glucose meter have been included. Commercial,
off-the-shelf devices have been selected, the overall system being open to further
addition or different suppliers.

• environmental sensors, providing data related to the user interaction with the
home environment, linked to behavioral meaningful patterns. This includes:
room presence sensors, bed or chair occupancy sensors, fridge and cupboard
sensors (to monitor feeding habits), toilet sensors, power meters (to monitor
appliances usage; e.g., TV set). In this case, no user awareness or activation is
required.

• wearable devices, which provide information about individual physical
ac-tivity, also enabling emergency button services.

The HELICOPTER service consists in the continuous scan of the overall sensors
picture, aimed at early detection of “diagnostic suspicions”: this would help the
caregivers in better and earlier assessment of professional care needs, and provide
the end-user with an increased safety feeling, coming from the awareness of being
continuously watched over.

All sensors are seamlessly connected in a virtual network: however, different
wireless protocols are exploited at the physical level. Namely, clinical sensors
exploit standard Bluetooth communication technology, following telemedicine
mainstream technologies, whereas environmental and wearable sensors exploit the
ZigBee communication protocol, in compliance with the “Home automation”
ZigBee profiles [7].

Data coming from all the wireless sensors are gathered by a home gateway
device, consisting of a tiny/embedded PC [8], which runs a supervision process and
takes care of data storage. Data coming from the peripheral devices are abstracted,
making them independent of the actual physical feature of the given sensor.
The HELICOPTER database enables communication among different system
modules: in particular, behavioral analysis and anomaly detection are carried out by
dedicated modules, periodically querying the database. Similarly, a variety of
interfaces can be implemented (aimed at end-users or caregivers) which exploit the
database contents for providing appropriate feedbacks [8]. The database is at the
crossroads among different subsystems (sensing, processing, inter-faces) and thus
supports system modularity; a suitable data structure has been devised and
implemented, exploiting a MySQL open-source architecture.

A simple example, related to the heart failure diagnostic suspicion, helps in
illustrating the concept: Congestive Heart Failure (CHF) is among the primary
causes of hospitalization in elderly population, and regular lifestyle monitoring is
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recommended to control it and minimize its impact on quality of life. People
suffering from CHF tend to develop one or more among the following behavioral
indicators:

• Increased urinary frequency and/or nocturia;
• Sudden changes of body weight;
• Decrease of physical activity, due to tiredness and fatigue;
• Discomfort in sleeping lying in bed, due to edema.

Such indicators, in turn, can be detected by means of “non clinical” sensors:

• Toilet sensor;
• Bodyweight scale;
• Wearable motion sensor;
• Bed and chair occupancy sensors.

Based on outcomes of such sensors, a reasoning engine may evaluate the like-
liness of the heart failure condition. Once a possible CHF crisis is inferred, the user
may be asked to self-check relevant physiologic parameters by using networked
clinical devices. In the example at hand, these include blood pressure and blood
oxygen concentration measurement, which are then fed back to the behavioral
model, to confirm or reject the diagnostic suspicion.

On the same guidelines, a set of age-related diseases has been selected in the
current HELICOPTER development stage, shaping related behavioral models. The
model list includes:

• Hypoglycaemia;
• Hyperglycaemia;
• Cystitis;
• Heart failure;
• Depression;
• Reduced physical autonomy;
• Prostatic hypertrophy;
• Bladder prolapse.

Although each model may actually involve a different set of sensors, the overall
hierarchy is similar, exploiting the environmental and wearable sensors for inferring
potentially troublesome situations, to be confirmed by involving clinical devices
into the evaluation.

Discussion of data analytics strategies goes beyond the scope of this paper, and
will be presented elsewhere. Here we shall content ourselves by mentioning that a
two-phases strategy is implemented: first, data coming from the home monitoring
are continuously scanned for relative anomalies (i.e., meaningful changes in
behavioral patterns, assessed in a relative, non supervised fashion). Then, all
detected anomalies are forwarded to an expert system, which combines anomalies
to assess the probability of a diagnostic suspicion. The reasoning engine consists of
several Bayesian Belief Networks [10] (one per each diagnostic suspicion the
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HELICOPTER system currently accounts for) built upon medical knowledge.
The DS models are arranged in a hierarchical fashion: simpler analysis can be based
on behavioral monitoring only, and more accurate information can be extracted by
including clinical parameters as well.

Based on the estimated probability, different feedbacks are given to the end-user,
his caregivers and the professional carers.

3 The MuSA Wearable Sensor

Wearable sensors are a key component in the HELICOPTER scenario and exploit
the wireless sensor platform MuSA [3, 4], specifically designed with assistive
purposes and shown in Fig. 1. Internal MuSA architecture features a CC2531 SoC
[11], which fully manages wireless communication as well as local data processing.

MuSA embeds an Inertial Measurement Unit (IMU, ST device
LSM9DS0-iNEMO [12]), featuring a 3D digital linear acceleration sensor, a 3D
digital angular rate sensor and a 3D digital magnetic sensor within the same
chip. The IMU is exploited to evaluate human body position and orientation
information, primarily aimed at fall detection purposes [13, 14]. Within the
HELICOPTER scenario, MuSA is exploited for additional key functions: (i) esti-
mating physical activity and (ii) supporting user identification and localization.

Fig. 1 MuSA wearable device
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3.1 Physical Activity Estimation

Physical activity (PA) is a meaningful health indicator [15], which enters many
“diagnostic suspicion” scenarios. To evaluate PA, some specific features of the
motion pattern need to be identified: walking velocity is often regarded as an
expressive indicator [16]. Accurate evaluation of the walking velocity, based on
body-worn accelerometer, however, is a demanding task [17], due to noisy accel-
eration patterns and integration drift errors. On the other hand, in the underpinned
behavioral assessment, relative changes are mostly relevant to infer anomalies. In
fact, referring to absolute velocity thresholds is unpractical: due to large variability
in human behavior, this would yield either too a coarse resolution in anomaly
detection (suitable for detecting major safety issues only) or unacceptable
false-alarm rates.

We therefore selected a less overtaxing approach, by referring to the “energy
expenditure” (EE) calculation introduced in [18]. According to such approach, EE
can be estimated by the simple relationship:

EE ¼ k1 þ k2IA;tot; ð1Þ

where k1 and k2 are suitable constants (empirically characterized) and IA,tot, depends
on the acceleration components (ax, ay, az):

IA;tot ¼ Z

TW

axdtþ Z

TW

aydtþ Z

TW

azdt ð2Þ

Since each component is independently integrated over a short time window
(TW), uncertainties related to noise and to integration drift error are minimized. The
overall computation burden is therefore greatly reduced, allowing for implementing
the algorithm in the MuSA firmware and thus enabling daylong monitoring.

The acceleration components (ax, ay, az) are sampled at a 60 Hz rate. Then a
high-pass filter (Butterworth, 4th order) is applied, to eliminate frequency com-
ponents at baseband and numerical integration is carried out. The radio-link is
exploited to communicate synthesized EE data only, with no need of real-time
transfer of large data streams, thus optimizing battery lifetime.

Despite its overall simplicity, such an approach still retains basic information
about the intensity of physical activity, as shown in Fig. 2.

The figure reports the estimated EE for eight (healthy) subjects walking on a
motorized treadmill, the speed of which was incremented at 1 km/h per minute
intervals. A good repeatability of measurement is obtained across different subjects,
and the ability of discriminating among different walking velocities and patterns is
shown. In the example, when switching from 5 to 6 km/h, users started to run, thus
exhibiting an abrupt increase in the EE value. Other tests have been carried out
involving eight subjects over 55 years old and two over 80 years old, walking both
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on a treadmill and down a hallway, and have shown similar results, i.e. the EE
values where consistent and repeatable.

Within the behavioral assessment scheme, EE is therefore assumed as both a
quantitative (i.e., measuring PA intensity) and a qualitative indicator, by discrim-
inating physically “active” and “inactive” periods during the daily activities.

3.2 User Identification and Localization

A further concern, with reference to the assessment of user behavioral profiles,
comes from multi-user environments: if more than one single person lives in the
monitored environment, information coming from non-personal devices becomes
not univocal and further qualifiers are needed to associate such information with the
actual user performing the action. In principle, knowing the exact location of the
user and of environmental devices in the home space would allow to straightfor-
wardly perform such tagging. Indoor localization is a lively research field: many
solutions have been proposed, based on various methods or technologies, ranging
from RSSI [19] or time of flight [20] to geo-magnetic field [21] and Mutually
Coupled Resonating Circuits [22].

In this case too, however, precise indoor localization can be regarded as an
overkilling task, and a simpler, topological association may better match peculiar
constraints on implementation intrusiveness and costs. We therefore adopt a
proximity-based approach, which exploits MuSA wearable sensors (inherently
carrying identification information) and native features of the radio communication
protocols. In particular, the Received Signal Strength Index (RSSI) can be

Fig. 2 Tagged sensor activity data: Left environmental sensors only, Right EE calculation, sensor
data tagging
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evaluated for every communication message; according to [23], RSSI can be cor-
related to the distance di,j between a given transceiver couple (i, j):

di;j ¼ k � 10�RSSIi;j ð3Þ

where k is a constant involving signal propagation features, related to the actual
signal path. Hence, a first tagging mechanism can be devised: every time an
environmental sensor is activated, it polls all wearable devices within the home, and
compares RSS indexes. The user wearing the device which features the highest
RSSI (and thus the lower distance) is then identified as the one actually interacting.
This does involve neither additional hardware components nor any prior knowledge
about the sensor network and home physical features. It can therefore be regarded
as a “plug and play” approach, requiring no home-specific calibration or training.

The above method relies on a few assumptions: first, the propagation constant k
is assumed not to significantly vary among compared paths: while not holding in
the general case, such assumption is reasonable when comparing path in the close
nearby of the fixed-position environmental sensor. Second, the sensor activation is
attributed to the closest user, which again seems to be acceptable in most real-life
situation. Of course propagation noise and crowded conditions may possibly limit
accuracy: nevertheless, identification feature does not trigger any “mission-critical”
activity and simply supports building of behavioural profiles, on a statistical basis.
Hence, some errors possibly occurring in trickiest situations can be tolerated, just
resulting in statistical noise and not jeopardizing the whole picture. Accuracy in the
order of 90% was evaluated over a wide range of situations, in a multi-user,
multiple-sensors lab emulating a living environment [24]. Sample identification
data are reported in Fig. 2, where data coming from environmental sensors are
fused, according to the strategy described above, with wearable sensor data to
provide identification. Grey data on the left refers to raw outputs of environmental
sensors, while corresponding “tagged” data are reported on the right, along with EE
estimates. Red ticks are marked when wearable sensors are inactive (thus pre-
venting identification) or when the action is carried out by a third person (family
member, caregivers).

4 Preliminary Results

The HELICOPTER system is currently being tested within a living-lab approach,
availing itself of nearly 35 pilot homes implemented in the Netherlands and in
Sweden. About 50 (65+) end-users are involved, both living alone or in couples.

In Fig. 3 are shown data coming from environmental (as listed in Sect. 2) and
wearable sensors, as sampled for a week period in a dwelling where a couple lives:
as within all the HELICOPTER pilot homes, the data represent a real-life scenario,
since no instructions or particular tasks were assigned to users, besides remem-
bering to wear the MuSA during the day. When a sensor detects an activity a bar is
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shown on the graph, colored blue or green if the consequent identification process
selected user 0 or 1 respectively, or colored red if the identification gave no results
(i.e. the action was carried on by a third person or the user was not wearing the
MuSA). The identification strategy allows for effectively tag most of the sensor
data, allowing to build the knowledge base upon which anomaly detection can be
carried out.

Consistent views of user’s daily life routines can be gained from such a plot. For
instance, quite different users’ sleeping patterns can be appreciated.

Fig. 3 Activity log from the HELICOPTER sensor network. (NL_01 pilot, 2 persons)

Fig. 4 Normalized average activity profiles for environmental sensors (NL_01 pilot, 2 persons)
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In Fig. 4, a “heatmap” showing average distribution of sensors events along the
daytime is shown, making such a difference more clearly visible.

The current setup logs about 20,000 events/day/home, on the average. Pilots are
expected to run for several months continuously, thus providing a rich knowledge
base for testing Diagnostic Suspicion models. Besides the current experiment, this
will provide a valuable benchmark for testing further data fusion and behavioral
analysis approaches.

5 Conclusions

In this document, the home infrastructure supporting HELICOPTER services is
described. More specifically, clinical, wearable and environmental sensors have
been selected and implemented, aiming at early detection of symptoms of
age-related diseases. The approach exploits indirect behavioural indicators, coming
from environmental sensors. Attributing information coming from environmental
sensors to a specific user (within the family members set, for instance) is of
paramount importance. Hence, specific identification features have been studied,
with the aim of finding general solution and of trading off among performance, cost
and system intrusiveness.

The wearable device MuSA contributes to the behavioural profile in many
different ways. On the one hand, it provides subjective information about posture,
intensity and duration of physical activity throughout the day; on the other one, it
enables sensor data tagging. To this purpose, a proximity-based identification
mechanism has been implemented, which requires no calibration or training and is
therefore suitable for a “plug and play” approach.

Data are currently being accumulated exploiting a living lab environment, which
involves nearly 50 elderly users in two different European countries. Behavioral
models (based on anomaly detection and probabilistic estimation of diagnostic
suspicion risks) are to be applied to such data, as soon as enough data will be
collected to support a reliable assessment of customary activity patterns.
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How to Help Elderly in Indoor Evacuation
Wayfinding: Design and Test
of a Not-Invasive Solution for Reducing
Fire Egress Time in Building Heritage
Scenarios

Gabriele Bernardini, Enrico Quagliarini,
Marco D’Orazio and Silvia Santarelli

Abstract Population aging increases the importance of emergency safety for
elderly, especially in complex and unfamiliar spaces. Individuals who can auton-
omously move should be encouraged to evacuate by themselves, and adequate help
should be provided to them. To this aim, a “behavioral design” approach of these
elderly facilities is proposed: understanding behaviors and needs in emergency;
designing systems for interacting with them during an emergency; testing solutions
in real environment or by using validated simulators. Wayfinding tasks are fun-
damental aspects in evacuation: elderly have to receive proper information about
paths to be used, in the simplest, clearest and most unequivocal way, so as to reduce
wrong behavioral choices and building egress time as much as possible. This work
proposes a robust wayfinding system based on photoluminescent material
(PLM) tiles with continuous applications along paths. Tests concerning a significant
case study (an historical theatre) evidence how the proposed system allow to sig-
nificantly increase elderly evacuation speed (more than 20%) in respect to the
traditional system. It could be introduced in other buildings for increasing elderly
safety and data are useful to define man-wayfinding systems interactions.
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1 Introduction

Population aging is going to radically change needs, requirements and scopes of
many fields in our society. Only in Italy, more than the 30% of population will be
composed by over 65 population in 2065, according to the recent 2015 ISTAT
estimations [1]. They will be surely more active and involved in the society than
today. For this reason, the environment they will join should be able to host them in
an accessible, comfortable and safe way. Solutions for their free use of spaces
should be urgently provided, especially for individuals who can autonomously
move.

A particular attention should be posed to elderly safety in emergency conditions,
such as in case of fire, earthquake, flooding. Elderly represents one of the most
vulnerable categories in emergency conditions [2], especially since they move in
spaces that are unfamiliar to them or that are not designed to be easy used by them
also in ordinary (because, e.g., for the building layout) [3, 4]. In these cases, their
safety level could suffer critical choices about what to do and where to move during
the evacuation process [5]. Therefore, this occupants’ category can suffer secondary
higher risks in respect to the other individuals, because of increased egress time and
possible interferences with hazardous environmental modifications (e.g.: exposure
to smoke or flames in building fire) [2, 3, 6].

Since occupants’ safety depends on a rapid building evacuation [7, 8], all
occupants should be properly guided during their emergency motion towards proper
paths and exits. In particular, people with motion autonomy (and so many of the
hosted elderly) should exit the building by themselves: they do not need the
intervention of an assistant, but they can be simply helped by proper evacuation
facilities, such as wayfinding systems [9].

Our research is aimed at reaching this goal by designing systems that can help
these occupants during the whole evacuation procedure, by taking advantages of a
“behavioral” point of view [10, 11]. Needed activities are:

1. understanding human behaviors and their needs during the emergency process,
and then define behavioral models for representing evacuation interactions;

2. designing systems (mainly, wayfinding systems) for interacting with them
during the evacuation;

3. testing the proposed solutions through experiments or behavioral models (and
related simulation tools).

Each designed element should be tested about both technological requirements
and influence in space perceptions and motion.

Literature demonstrates how wayfinding systems are effectively able to suggest
people the evacuation path and then reducing the egress time [12, 13]. However,
they should guarantee an immediate identification of directional information in
different environmental situations [14]. Wayfinding systems include: reflective
signs [15], photoluminescent (PLM) signs [16, 17], electrically-illumined signs
[15], interactive systems and portable devices [10, 18, 19]. Their effectiveness is
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influenced by pedestrians’ perception depending on both individuals’ characteristics
and environmental conditions [13, 20]. According to the interaction level, they can
be “active” [21] or “passive” since they are able to suggest the evacuation direction
depending on the surrounding environment conditions (e.g.: presence of fire [22]
along paths), or not (e.g.: fix arrow direction [12, 23]).

PLM signs systems [24–26] are the most robust ones because they do not need
any supply (no interventions on building structure), are easy-to-apply and remove,
need a low level of maintenance and are efficient also in black-out or smoke
conditions. Identification distances [14, 27], influence on evacuation time and speed
[25, 28] and appreciation questionnaires on the involved individuals [12, 23, 29] are
performed for system effectiveness assessment. Evacuation drills in different
buildings are performed [8, 29, 30], but few studies involve high occupants’
number [31, 32]. Current literature generally evidences how the design of the
facilities seems to be not properly based on human evacuation needs and behaviors.
At the same time, a lack of data about interactions with older adults and most
vulnerable people [2], especially in critical environment, is verified.

For these reasons, this study proposes a PLM system (which requirements are
based on these occupants’ behaviors) and then test it in a critical scenario for elderly
safety. Historical buildings [33–35] represents an important location because they
are generally characterized by high risk level (because of, e.g., wooden structures),
complex layout (with usual difficulties in access by elderly), and contemporary use
leading high occupants’ densities (such as for cultural activities, e.g.: museums,
theatres, concert halls). Related current fire safety regulations are mainly based on
dimensional requirements (width, length) of evacuation paths and exits [36–38], but
denote a schematic approach in relation to effective human behaviors at all [3],
especially about the ones of disabled people and elderly [33]. Hence, these spaces
are often unable to supply an adequate safety level to them. Finally, the increasing
number of elderly (only for Italy, over the 20% [1] of over 65 usually frequent these
spaces) who spends free time in related places suggest the pressing need to provide
them a useful help in emergency. In particular, an Italian-style historical theatre is
chosen for experiments about the designed PLM guidance system. We evaluate the
system effectiveness in terms of evacuation time reduction by focusing on auton-
omous Elderly evacuation experiments. Our system could be used as a useful
support for older adults evacuation in many emergency situations and buildings.

2 Materials and Methods

The work is organized in two phases according to the adopted “behavioral design”
approach. The first one involves the definition of the wayfinding system by
understanding human behaviors in evacuation and taking advantages of previous
literature results. The second phase concerns experimental drills in an historical
Italian-style theatre, in order to verify the effectiveness of the system in terms of
evacuation speed and egress time.
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2.1 Rules for Wayfinding System Definition
on Behavioral Bases

The definition of an “efficient” passive wayfinding system is performed by take
advantages of main results of previous studies on man-wayfinding systems and
man-fire interactions [3, 6, 12]. In particular, limits of current systems and results of
previous tests allows to define essential requirements (given the “correct” direc-
tional information in a “clear” and “unequivocal” way, especially for vulnerable
individuals), in each environmental condition (normal, emergency lightning, smoke
and blackout conditions). Regulations about technical requirements and materials
characterization are considered [16, 17, 39], by mainly considering Italian regula-
tions and guidelines are because of the application to an Italian case-study. Finally,
proposing an easy-to-apply and easy-to-remove system would increase the
wayfinding system attractiveness for particular scenarios, such as the historical
ones.

2.2 Evacuation Drills

The Italian-style “Gentile da Fabriano” theatre (Fabriano, AN, Italy), built during
the second half of the XIX century, was chosen as critical environment. It is a
typical horseshoe-shaped theatre with 721 seats (4 tiers and a gallery), as shown by
Fig. 1. It respects current Italian regulations about fire safety [38] and a punctual

Fig. 1 Theatre layout and actual emergency wayfinding system: a the parterre plan with
evacuation paths; b first order plan including main entrance hall spaces and view of the parterre,
including evacuation exits identification; c a view of the current punctual wayfinding system
placed in the theatre
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PLM wayfinding signs system is actually placed in the theatre, as shown by Fig. 1.
The existing traditional punctual is composed by standard directional signs (a
person running and a triangle with tail) [16, 40], hung at the wall (minimum height
from the floor: �200 cm) placed at directional intersections. However, it can be
useless in case of fire because of smoke rising at the ceiling.

In order to evaluate the system effectiveness by mainly focusing on elderly,
individual’s and collective drills are performed. 97 individuals take part in exper-
iments; about the 50% of the whole sample was composed by over 55 individuals,
while over 65 where about the 20% of it (about the other individuals: 10–
25 years-old = 15%; 26–40 years-old = 25%; 40–55 years-old = 10%). No people
with motion impairments are involved in the tests. All people confirmed having
normal or corrected-to-normal vision. All people confirmed to be unfamiliar with
the architectural spaces (or rather, they had no previous experience of the theatre
spaces, especially in emergency conditions). Two tests were performed.

2.2.1 Individual’s Evacuation

16 individuals in the overall sample is randomly selected, by obtaining a
sub-sample with the same age characteristics of the global one. One by one, each
person is placed in a theatre box, then he/she is asked to evacuate the building by
using the identified evacuation path in emergency (simulated black-out, smoke)
conditions. No previous information about the path configuration is given to them.
All individuals tested the two escape systems in a random order, so as to avoid
errors due to the influences of order of tests. Hence, for 8 individuals, the first test
involved the current punctual wayfinding system, and for others by our proposed
system. Fixed cameras were placed along the path (at the box door, at directional
changes in path configuration, at the emergency exit) in order to evaluate the
evacuation time, according to previous studies [23]. Then, speeds were calculated
as the ratio between the evacuation path length and the occurred evacuation time.

Average evacuation speeds were analyzed with a particular attention to older
adults. In addition, a linear interpolation on experimental data is performed in order
to define the tendency of speed against individual’s age for each used system.
Percentages differences between the two systems, about an evacuation motion
quantity dy (e.g.: evacuation time [s], speed [m/s]), are offered according to the
following Eq. 1:

dy ¼ ytrad � yprop
ytrad

%ð Þ ð1Þ

where trad subscript refers to the traditional punctual system, while prop to the
proposed one. Adopted approximations were 1 s for evacuation times and 0.1 m for
path length estimation.
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2.2.2 Collective Drill

The proposed evacuation wayfinding system was applied along path on the left part
of theatre according to Fig. 1, while the current punctual one involves the right part
of it.

The whole sample entered the theatre and occupies seated at the parterre and I
tier. Individuals’ positions were randomly choices by taking account a homogenous
distribution for the two sides (by having similar positions in specular parts).1 The
test was performed during a show in order to reproduce real cases conditions as
soon as possible. No previous information about evacuation paths was given to
them. Emergency lighting started working, while the fire alarm rang and the voice
alarm announced: “Please, the evacuation drill is started. Staff members are invited
to activate safety procedures, while the audience is invited to not hurry and to exit
the theatre by following the wayfinding systems”. The evacuation drill ended when
the last occupant exited the theatre. At the end, persons were asked to fill out a
questionnaire including aspects on evacuation wayfinding system appreciation (the
question is: “Did you find the system helpful in evacuation choices?”). According
to Sect. 2.2.1, video cameras were placed at the starting point (one camera on the
stage for the parterre; two cameras along the I tier corridor, one for each tier side), at
each significant intermediate door and exit. Evacuation path choices, speeds and
times were retrieved by videotapes analysis, with a particular attention to older
adults, and percentage differences were calculated. The drill was useful in order to
quantify both overall evacuation values and data concerning elderly evacuation.

3 Results

Results demonstrates the capabilities of a “behavioral approach” for elderly evac-
uation facilities.

3.1 Wayfinding System Definition on Behavioral Bases

The first man-environment interaction to be considered while defining this
wayfinding system is connected to smoke interferences and signs visibility.
Reflective signs could be not visible in case of poor environmental lightning, such
as in case of smoke or black-out. Moreover, when PLM signs are placed near to the
ceiling (as in current application), they could become useless in a fire, because of
the possible rising smoke. On the contrary, PLM floor elements are always visible

1In particular, for the parterre, individuals’ positions are shown by Fig. 4.
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[3, 6, 12]. Hence, PLM are chosen and applied on the floor. Table 1 resumes the
characterization of photopic luminance of components according to regulations
procedures [17, 41]: luminance conditions are chosen by considering the ideal
duration of each test (� 10 min). The guidelines minimum value is 20 mcd/m2

[41].
Wayfinding systems composed by continuous elements seem to increase the

evacuation motion [42] and also seem to allow a better perception of architectural
spaces where occupants are moving [12], especially when strips are placed at
plano-altimetric variations of the path (stair-steps markers, wall corners, handles,
doors). A similar requirement is especially needed by vulnerable individuals,
including elderly, and when people are not familiar with the architectural spaces.

The dimension of directional elements should be suitable for both occupants’
visual features and architectural spaces dimensions: in indoor conditions, a chevron
(width: 5.0 cm) can be generally seen from an average distance of about 18 m [14].
Colors of signs should be green for the background and white for the directional
symbol [14, 16], so as to guarantee a clearer directional indication. According to
these behavioral analysis, shows the proposed continuous PLM wayfinding system,
composed by: adhesive round tiles (diameter: 10.0 cm) with directional arrow
(chevron with tail, width: 5.0 cm), with 70.0 cm between them, and placed on the
floor, at the middle of the evacuation path; adhesive stripes (dimension: 2.5 cm
60.0 cm) placed at each stair-steps. This system is not yet used in buildings and so
people, especially older adults, could be not familiar with related signs and infor-
mation. For this reason, real world evacuation experiments are essential while
assessing their effectiveness.

Finally, the system should have a low impact level on the building in terms of
application (easy-to-apply and to-remove) and maintenance: hence, adhesive tiles
and strips are chosen. In this way, the solution maintains not-invasive features in
relation to the application scenario while is able to help people in a more efficient
way in respect to current solutions. At the same time, in respect to “active”
wayfinding solutions, it does not need any external supply (e.g.: electrical) and
could be fully used by occupants also during power outage (Fig. 2).

3.2 Evacuation Drills Results

Individual’s and collective drills demonstrates the efficiency of the wayfinding
system in helping occupants’ during the egress process.

Table 1 PLM characterization according to current guidelines (ISO 16069:2004)

Tested element Luminance (mcd/m2) after 2 min Luminance (mcd/m2) after 10 min

directional signs 600 400

stripes 500 300
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3.2.1 Individual’s Evacuation Results

In particular, an overall increasing of evacuation speed for single moving pedes-
trians is retrieved by individual’s tests. In these conditions, people seem to be
influenced only by the wayfinding system, because any additional interference due
to surrounding individuals is introduced. Then, emergency environmental condi-
tions being equal, percentage differences in motion speeds effectively demonstrate
the effectiveness of our system in respect to the traditional punctual one.

While using the traditional wayfinding system, average speed in the sample is
about 0.85 m/s with a standard deviation of 0.28 m/s. In particular way, average
elderly speed is about 0.51 m/s. On the contrary, while using the proposed
wayfinding system, average sample speed is about 0.98 m/s, with 0.28 m/s standard
deviation. For elderly, average value is about 0.79 m/s. Our data confirm speeds
found in literature by other experiments about PLM systems, by evidencing the
same speed ranges (0.64–0.96 m/s) [26, 28].

An increasing of evacuation speeds equal to +15% is obtained for the whole sample. These
data demonstrate how the proposed system can effectively increase the individual’s safety
level in evacuation: the traditional system seems to introduce behavioral hesitation while
moving along spaces, while the proposed one clearly address the correct motion direction
and support people in spaces perception also in critical (e.g. smoke) conditions [3, 12].
A similar issue is really relevant for older people, who could generally suffer of these
problems while autonomously moving. In fact, elderly evacuation speeds connected to the
proposed continuous system grow of about +54%.

Finally, Fig. 3 resumes these evacuation tests results by offering their inter-
polation (individual’s age versus motion speed). Linear regressions show an
R2 > 0.7 and then seem to demonstrate a valuable data fitting. Figure 3 also shows

Fig. 2 The proposed system: a PLM adhesive strips along the stairs, guarantying the visibility in
black-out conditions; b the directional arrows on the floor; c a view of the parterre by focusing on
the directional arrows
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the linear regression equations: they could be useful in order to quickly estimate
building egress times for single pedestrians.

3.2.2 Collective Drill Results

Collective drills are able to evidence if individuals in “perturbed” conditions (in-
cluding additional man-man interactions) can correctly perceive the wayfinding
system and are able to take advantages of its directional information.

Table 2 resumes an overview of the drill results. In particular, evacuation times
for the two samples (using the traditional and the proposed system) demonstrates
how the proposed system is able to hasten the egress process (about −26% for the
maximum egress time). Reasons are essentially due to the increased use of sec-
ondary paths, as also graphically shown by Fig. 4. People using the traditional
system generally moves towards the main exit (because of herding behaviors and
memory effects [43]). On the contrary, individuals using our proposed system (left
theatre side) trust in using secondary path addressed by the continuous PLM signs.
They are visible and their information is clearly perceived by occupants, as
demonstrated by percentages to related questionnaires answers in Table 2.
Thanking to secondary path use, people (and especially elderly), take advantages of
avoiding overcrowding conditions along the theatre corridors and could increase
their speed of about +30% (+26% for over 65 individuals).

Fig. 3 Individuals’ age versus evacuation speed: prop refers to the proposed system, while trad to
the punctual traditional one. Anomalous data are also evidenced (anom) and tendency lines (V) are
shown
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Table 2 Collective drill results distinguished by the used system, and including egress maximum
time, evacuation speeds and questionnaire answer about perceived effectiveness of wayfinding
systems

Quantity Traditional Proposed Percentage difference (%)

Maximum egress time [s] 167 122 −25

Average egress time [s]

Overall sample 91 68 −26

Over 65 107 81 −24

Average speed [m/s]

Overall sample 0.28 0.37 +30

Over 65 0.28 0.35 +25

Signs were useful for
path identification [%]

Overall sample 31 87 +180

Over 65 12 65 +440

Data for elderly are evidenced

Fig. 4 Individuals’ evacuation path during the drill: dashed lines refer to the traditional system,
while continuous to the proposed one. Lines thickness expresses the number of people using the
path
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4 Conclusion

In case of fire evacuation, people carry out wayfinding activities in order to egress
the building. Wayfinding actions are fundamental for individuals who can auton-
omously reach the building exits. A correct identification of proper evacuation path
is able to diminish overall time and so to prevent hazardous conditions to occupants
(e.g.: prolonged exposure to toxic smokes; structural failures). This is really rele-
vant in case of vulnerable people, such as elderly. A possible solution is the
introduction of efficient wayfinding systems, especially when occupants are not
familiar with architectural spaces.

Historical buildings surely represent one of the riskiest environment for elderly,
because of the buildings features, their layout, high occupants’ density, level of
familiarity of people with the spaces. In these scenarios, wayfinding systems should
guarantee: a low impact on the original building; an high level of effectiveness on
human evacuation behaviors; a clear perception of motion paths; a successful help
to all people categories, in all the possible environmental conditions. This study
proposes a robust wayfinding system by taking advantages of a “behavioral design”
approach: understanding individuals’ needs; developing solution to accomplish
their requests; testing the solutions by validations activities; defining rules for
describing human interactions with the proposed solution, so as to also develop
models for their simulation.

The proposed system is based on continuous (placed close to each other along
the path) photoluminescent (PLM) signs, because they could give an efficient
support to evacuating pedestrians also in low visibility conditions (black-out, smoke
presence). The proposed system is also easy-to-apply and remove because com-
posed by adhesive elements. An Italian-style historical theatre is chosen as a rep-
resentative case study within historical buildings in order to verify the proposed
system effectiveness in respect to current punctual exit signs. Results show how
evacuation speeds significantly increase in both individuals’ and collective drills
(up to +50% for over 65) while occupants are guided by the proposed system.
Advantages are essentially due to the clear path and spaces identification given by
the short distances between two consecutive signs. The same results descend from
both motion quantities evaluation and analyses on questionnaires to attendees.
Study outcomes suggest how wayfinding systems on existing building should
involves a smaller distance between signs in order to help occupants during the
evacuation (especially autonomous older ones).

Moreover, relations about evacuation speeds and individuals’ age are traced by
using experimental values, depending on the tested wayfinding system (traditional
or proposed ones). However, further studies should extend the results validity,
especially for silver age individuals. At the same time, some possible adaptation of
similar systems (in terms of technological requirements and operative definition)
could be proposed by adopting requirement analysis coming from some interview
with older people. Final outcomes would be useful in defining models for
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man-environment interactions in emergency conditions, by including specific
aspects such as the ones connected to elderly characterization.

The proposed system can be easily introduced in historical building in order to
decrease the total evacuation time, and so to increase of the occupants’ safety level.
At the same time, this system could be extended to all other building characterized
by autonomously elderly presence and need of low-impact and reversible inter-
ventions. In fact, it does need no supply or physical building modifications for the
application.

Future researches should investigate the systems optimization by a deeper
analysing the human perception of the wayfinding elements, in order to minimize
the signs number. Innovative techniques that directly measure typical individual’s
quantities about perceptual attention in reference to the signs (e.g.: brain activities,
pupils motion) should be employed.

Finally, this study underlines the capabilities of the “behavioural design”
approach for elderly safety in critical environment. In this case, we focus the
definition on low-impact and passive wayfinding technologies, but they could be
enhanced by combining signs systems and sensors-based technologies (both about
occupants’ behaviours and building response to fire).
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The A.I.zeta Framework: An Ontological
Approach for AAL Systems Control

Guido Matrella, Monica Mordonini, Roberto Zanichelli
and Riccardo Zini

Abstract The AAL Systems have been devised to monitor the life of persons in
their home, in order to infer information on their state of health and to support their
wellbeing. The achievement of this purpose is possible by means of various
technologies and systems (such as, for instance, home environment sensors, per-
sonal sensors and clinical devices). This article describes the design and early
development of a software tool, that allows to control an AAL System, completely
based on an ontological approach. From this innovative point of view, an onto-
logical formalization is used to describe a domain and to implement an automatic
reason. This approach provides a dynamic model that can change its state and
expand accordingly to rules that are also a part of the model. Such a description is
continually updated with information provided by the AAL System database that
reports the significant events recorded by the sensors. Then, exploiting the potential
of an OWL-DL reasoner, decisions about the feedbacks that the System have to
activate, are inferred.
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1 Introduction

The AAL (Active and Assisted Living) Systems are technologies devised to
monitor the well-being of elderly, disabled people, or people with impairments,
with a particular focus on the activities of daily living performed in the home
environment. Such systems can help to motivate users to adopt a healthier lifestyle.
In addition, they can support the caregivers providing them information on users’
behaviours. The use of an AAL system can allow users to remain in their own home
for a longer period, living in autonomy and security, improving the quality of their
life.

To be useful (and so be accepted), AAL Systems must ensure real benefits for
users in everyday activities. Therefore, versatility and configurability are crucial
features for such systems in order to fit the needs of the pathologies of the users, in
harmony with their specific habits. In [1] a semantic context modeling the reasoning
was taken into account to make an assistive solution that is able to adapt to the
changing needs of the end-users.

Furthermore, information provided by sensors networks to detect the users’
behaviour need to be contextualized in order to implement the most appropriate
response. In [2] the anticipation of health hazards was provided by an
ontology-based domotic environment in which the system was able to act in a
contextualized environment, which enabled it to recognize the user’s actions. In [3]
the behaviours of inhabitants in smart homes were modeled by the process of the
data coming from the sensors through a set of rules that described the relationship
between sensor events that were typical for the inhabitant’s way of life. The issues
of ontology and context aware systems were often dealt in smart environments for
eHealth: for example, in [4] ontology was used to context modeling, while in [5] a
common knowledge ontology is employed to guide high-level context reasoning to
achieve various proactive services in an elderly health-monitoring system. In [6]
only the basic reasoning mechanisms of description logic are used to detect patterns
of events in smart environments.

The ontological descriptions represent an effective approach to model a complex
domain such as that AAL, in [7] the authors proposed the use of high-level context
ontologies to create a reference architecture for building AAL systems. The
ontologies are useful for context-server applications, that are most flexible because
heterogeneous clients and sensors can be integrate. In [8] the results of a simulated
AAL environment using a knowledge driven approach are described: AAL envi-
ronment was be modeled by ontologies and different semantic reasoners were used
to infer knowledge about the underlying context.

Furthermore, the functions of an AAL System must take in account the needs of
informal and formal caregivers, to provide them with a suitable support. To relate
various points of view and different skills, a design effort to define the semantics of
the involved domains (medical, technical, social) is required. In order to facilitate
the interoperability and the integration of heterogeneous systems, different works
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have been devoted to the definition of ontologies for the AAL context and several
approaches have been proposed.

For example, in [9], the authors’ solution to accommodate dynamic behaviour of
AAL system needs and diversity of system requirements is to use higher level of
system abstraction by using ontology. This work was partially supported by Project
eWall that is the outcome of a EC-funded project that contributes to the prolon-
gation of independent living of various patients’ types and senior citizens. Unlike
traditional eHealth/eCare solutions, eWall [10] offers a new experience to the users
by creating Caring Home Environments based on advances sensing and reasoning
in an unobtrusive way. In this work the developed ontology serves not only as a
conceptual model for representing the AAL domain concepts, but also as an
effective basis for the development, maintenance, configuration, and execution of
AAL services and applications. This idea is very stimulating in the develop of a
AAL system control in order to facilitate its customization and its evolution in time,
and in the following we try to exploit the property of consistency, validation and
inference of a description logic to detect significant events and then behaviours of a
particular system.

In [11], authors proposed an event-based human activity recognition through an
ontology-based methodology to perform semantic queries on a data repository,
where records originated from networks of heterogeneous sources. In this work the
domain ontology was described in OWL and a DL-reasoner was chosen to intro-
duce new knowledge in the ontology, but the described methodology combines an
ontological approach with a Complex Event Processing (CEP) engine which has the
task to temporally manage the events. The attempt described below is to develop a
tool based only on an ontological description of a domain together to an inference
engine to obtain the complete control of an AAL system.

The work described in the following is a development of the research in the use
of ontologies in AAL Systems carried out in a previous work [12], in which the
focus was on the design of an ontology for an AAL system able to monitor the
behaviour of the persons, aiming to recording their feeding habits.

The main idea of the present work is the development of a software framework
that exploits the logical inference to handle useful information through a flexible set
of rules on which consistency is validated as a result of the logical reasoning.

Ontologies enable the definition of a high-level model of a complex domain: the
definitions of basic concepts and the relations among them can be described by the
means of a standard and machine-interpretable language while formal ontologies
models can support the logical inference and the possibility of recognizing the
equivalence of two concepts. This is essential to provide the AAL system with an
automatic reasoner in order to check the consistency between different domains and
the state of the environment detected by sensors networks.

These features have a key role in the harmonization of different aspects of the
domain: clinical user’s model, bad habits, event recognition from a pattern of
alarmed sensors. So the framework, called A.I.zeta, can be also used to define,
validate and recognize a set of contexts for each instance (i.e. specific user’s
behaviours). When someone of these contexts are detected, the framework
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estimates a degree of importance for the occurred event, automatically generating
appropriate feedbacks.

The work was carried out using, as a reference domain, the AAL System
developed in the HELICOPTER Project. The goal of the HELICOPTER Project
(funded in the framework of the European AAL Joint Programme [13]) is to exploit
ambient-assisted living techniques to provide older adults and their informal
caregivers with support, motivation and guidance in pursuing a healthy and safe
lifestyle. The HELICOPTER AAL System implements a platform to acquire data
from home, personal and clinical sensors. In particular, for the HELICOPTER
project, a wearable sensor (called MuSA—Multi Sensors Assistant [14]), conceived
for personal activity recognition, users’ identification and fall detection, was used.

In Sect. 2, the idea that underlies the work is explained; in Sect. 3, the A.I.zeta
framework is illustrated; some first results are presented in Sect. 4; Conclusions and
future developments close the paper.

2 An Ontological Inference Approach
to Control an AAL System

In this work, the main goal was to realize a software that can take advantage of the
ontological inference and modeling to provide supervising and control to an AAL
system.

AAL systems are examples of supervisory control system. The traditional
approach in this kind of systems is the development of an expert software in which
the logic of the control is coded inside the application. Some of these software use
“knowledge-based” tools for modeling purposes, but at the end of these processes
the knowledge and the query are assembled in a single block as shown in the top of
Fig. 1. The approach discussed in this paper tries to keep, even at runtime, separate
the conceptual model from the operational level and proposes a solution in which
“knowledge-based” tools can effectively use the inference process for automatic
reasoning and not only for modeling, as shown in the bottom of Fig. 1. This allows
more flexibility to the system, and a better control of the complex system being able
to explain and highlight the interaction between the variables into play.

In this context, the description provided by the ontological approach is very
effective as consequence of the generality of the ontology, that consist in open
universe in which infinite elements can be added with infinite level of specialization
through the set theory.

Given an ontological model of the AAL domain, defining the appropriate sets
and intersections (that describe, for example, the type of sensors, the physical
location in the home environment, the definition of time, the definitions of alarms
conditions, etc.), the ontological inference allows to understand if the state of the
system (so the values measured by sensors) is consistent with the
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system-knowledge about the user (which it is also modeled using an ontology) and
provide new information that is automatically inferred from the raw data.

As reference for this work, the HELICOPTER AAL System was chosen; it uses
a data fusion approach mixing data provided by: home, personal and clinical
sensors. All data are stored in a MySQL Database.

In the approach proposed in this work, through the periodic monitoring of the
DB (structured as the one used in HELICOPTER AAL project) and by the inter-
pretation of stored data by means of the configurable interface with the database
that parse the data, the production of “new knowledge” for a properly structured
ontology is possible. Changes in the state of the sensors imply an update in the
ontology description through the configurable interface with the database. Then, an
automatic reasoner processes the ontology, performing an automatic inference of
situations of emergency or anomalies detection in the user’s behaviour. The “new
knowledge” consist in axioms added to the ontology by the reasoner (Figs. 2, 3, 4,
5, 6 and 7).

In these cases, the System must generate alarms to the caregivers or produce
feedback to the end users accordingly to the generated axioms that states defined
conditions.

A.I.zeta works as a sort of broker between the data stored in the DB and the
description of the domain realized by a specific ontology:

1. each update of the status of sensors stored in the DB is immediately read;
2. by specially described rules, changes in DB become changes in the ontological

description; A.I.zeta “map” the physical events detected by the sensors to
appropriate formal OWL descriptions; to simplify the writing of the rules, a

Fig. 1 Difference between generic traditional system (top figure) and the proposed approach
(bottom figure)
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Fig. 2 A.I. zeta system overview

Fig. 3 Representation of part
of the ontology domain

Fig. 4 Data-flow from database to ontology model
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Fig. 5 Representation of the reasoning effects

Fig. 6 Data-flow from ontology to database

Fig. 7 Time windows concept
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structured and dedicated editor was developed. This activity is called
“mapping”;

3. an automatic reasoner processes the OWL ontology and produces a new OWL
description, inferring the detection of anomalies in the user’s behaviour;

4. A.I.zeta transforms the automatic inferences produced by the reasoner in new
records for the System DB; this activity is called “de-mapping” and uses the
same rules editor, previously mentioned.

Exploiting a rules-based approach, A.I.zeta can ensure a high level of flexibility;
every generic AAL System DB can be mapped and de-mapped in a suitable
ontology description. The ontology can be managed and designed with various
tools, like one of the most known “Protégé” that uses the same API present in
A.I.zeta.

3 The A.I.zeta Framework

The A.I.zeta is a software that acts as intermediate between a source of raw data and
an ontology based reasoning system based on OWL-API [15] and Hermit [16]
reasoner API.

The weak point of knowledge-based systems has always been the ability to use
the reasoning capabilities in a more automatic and natural way. The actual solutions
are often based on static query embedded in the programs code and it is still difficult
to interpret the reasoning output in way that is more dynamic.

To obtain a flexible system that is capable of fully benefit of the reasoning
process that can be integrated in a data based system, two principles are taken into
consideration:

1. The interface mapping;
2. An ontology design approach that can aid the inference process.

At the moment of this writing, the framework manly focuses on realizing this
two tasks, but the design of this application is intended to provide a tool able to
manage ontologies and their reasoning capabilities without the need of writing ad
hoc programs, and provide interface to be able of handle interactions with the
extern. The only part that is hard coded in the program is the database interface,
because there are different database technologies and every implementation of
database relays on its drivers and instruction set.

The A.I.zeta framework acquire the raw data through the external interface, the
incoming data triggers the application’s automatic handling process that interprets
the raw information translating it in meta-information using the configurable
mapping mechanism. Then try to infer “new knowledge” on those and at the end
eventual new knowledge using the reasoner capabilities. The “new knowledge” is
parsed into raw data through the inverse mapping mechanism and sent back to the
database.
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To understand the process, a simple example will be explained. This example
refers to the detection of an alarm from the wearable sensor Musa. This sensor send
logs to the database about its state (active or not responding) and can signal two
types of events: an emergency call and a fall by the person who wear it.

This situation is modeled in the ontology in which are: a class representing the
MuSA sensors present in the AAL environment, a subclass of MuSA that is
reporting, corresponding to the group of signals that the sensor can send, and in
reporting there are two subclasses identifying the type of signal: fall and emergency
call. Classes are intended as synonym of set.

Then a “red alarm” subclass of MuSA represent the dangerous situation that has
to be detected. This subclass id defined as equivalent class of a MuSA sensor
related to some fall event through a certain object property, which relate MuSA
individuals to fall individuals and a data property that relate the sensor to its active
state.

The detection of this alarm can be divided in three steps:

1. During the periodic data polling, a log corresponding to a fall event is gathered
by the framework. All logs are compared to the patterns stored in the maps
collection. The fall signal pattern match the properly defined map, so the
framework add some specific axiom to the ontology that states a fall individual
in the fall-class under reporting and a property that relate the MuSA individual
to the fall individual.

2. After the processing of the new logs the software triggers a reasoning process,
inferring that the MuSA individual, with the property axiom, that relate it with
the fall individual and has an active state, is equivalent to the “red alarm” class
definition. The inferred ontology will then contain a new axiom that states that
the particular MuSA individual also belong to the “red alarm” class because it
satisfies the logic equivalence axiom.

3. This new axiom is parsed like the new logs though the de-mapping that com-
pares it to the axiom patterns in the maps collection. The inferred axiom, when
match the map, automatically trigger the translation to a log that is defined in the
map and then the log, that represent the “red alarm”, is sent to the database.

4 Interface Between AAL System DB and A.I.zeta

In this case, the DB is a MySQL type, and the interface is built upon the java library
MySQL-connector.

The database interface acts only as a channel to gather and store data, from and
into the database. The interface periodically query for new data and forwards it to
the application. It also forwards the data coming from the de-mapping system.
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Referring to the example this is the part of the software, which handle the
instruction to read and write logs on the database.

5 Reconfigurable Mapping Through the Interface

The interface mapping mechanism provide, through an editor, the ability of defining
some masks that pairs raw data patterns and axioms present in the ontology. Those
masks pairs database’s string, representing raw sensors data, into individuals and
axioms present in the ontology model.

There are two types of masks, input and output, the first are used to translate data
into axioms and the second type translate axioms to raw data.

This mechanism is used to automatically handle reasoning: the raw data goes in
input to the framework, raw data is translated into ontology axioms, every input
provided trigger the reasoning process, then the framework translate the inferred
axioms that match the output masks into raw data and send them back to the source
according to the provided data pattern.

The main goal of this mechanism is to simplify the use of ontologies in order to
explicit the natural language forms.

Referring to the example, this framework part convert the signal log to the axiom
relationship between the MuSA individual and the fall individual, also do the
reverse operation on the inferred axiom producing a custom output log containing
the new data produced after the reasoning.

6 Interface Between A.I.zeta and OWL-Based Ontology

The A.I.zeta framework automatically handles the ontology and the reasoner thanks
to the integration of the OWL and Hermit APIs [15, 16]. Inside the application,
there are packages that provide ontology handling and manipulation and other
packages that handle the reasoning process and results.

Through the configurable mapping system and the editors that manage the
masks, the software can be adapted to ontologies without rewriting the code of the
application methods.

The inference process also benefits of this mechanism because inferred knowl-
edge is automatically translated and externalized by the application.

All these processes are triggered by dataflow in order to make the entire system
like a black-box that has the ontology model as internal parameter, raw-data as
input while outputs are data derived from reasoning on the model.
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7 Ontology Inference Based Design Approach

To use the framework to fully benefits of its reasoning capabilities is fundamental to
understand how the inference process works and keep it in mind during the design
the ontology. First, you have to do some closures on your domain and be sure that
the thing you want to infer are totally characterized in your model, because the
reasoner works in open-world assumption and cannot discriminate things that are in
ambiguous domains.

For closures on domain is intended the definition of a hierarchical system of sets
related with properties that has its own and precise identity and cannot be confused
with any other classes even if defined in other domains. The cardinality relations
inference process is funded on this sentence. With a banal example, if we say that
we have an object with four legs we cannot understand, only with information, if
that object is a table or a chair. But when someone adds the information that the legs
that belong to that object are chair legs, and chair legs can belong only to chairs
then we know that the object can only be a chair and this is the inference process
that a reasoner can do. The additional information provided about the identity of the
legs of the object are the closure on the domain because those information assures
from a logical point of view that our deduction is correct.

Second, you have to design the rules of your domain in order to infer axioms that
you can discern from others, like class equivalence or subclass inheritance.

The second rule is more a suggestion, because the accuracy of the model do not
interfere with the reasoning capabilities, but the more accurate the model is, more
accurate are the information you can infer.

One of the techniques mainly used in this first approach is the definition of
categories like sensors and alarm and the creating a deeper subclass chain to define
the closure on the domain. Then through equivalent classes axioms define the object
that is related to a certain rule, for example a sensor became an engaged sensor
when it is related with at least one signaling. Then when the property became true,
the reasoner can infer an axiom that declares that the sensor is engaged and we can
map this axiom in our system. Adding more rules and classes we can discern more
kind of events. This is the approach used in the explained example, but as the reader
can understand, the flexibility of the ontological model allows a great degree of
freedom in the modeling choices.

Rules that can be modeled in the ontological domain can also include cardinality
and logical operation allowing the representation of more complex contexts.

More complex examples will not be explained in detail as did for the previous
one because the possible relations are n-dimensional, so it is very difficult to rep-
resent with graphs and schemes. As mentioned before this work focuses on how to
handle inference in complex model rather than the model description itself.

In order to give a deeper insight of the model design a significant example will
be presented in the next section.
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8 The Time Model

In order to test the capability of the inference process a model with time concept has
been developed even if it is not still integrated in the framework. Using a timestamp
(a reference from the epoch) every event registered inside the software can be
placed in a specific interval of time. A more detailed model could also include
concept like day, month and year.

The proposed time model relays on time windows that could be opened on
events or periodically with a defined expiration interval that depends on the
behaviour that has to be observed. Then every event can be linked to all the
interested time windows with a property that is satisfied if its timestamp is between
the begin and the end of the window. With this model, properties based on car-
dinality of the relation could effectively count elements that satisfies the belonging
to a window, also it is possible to count windows that are linked with some
properties. A further mechanism is needed to detect no more relevant windows to
remove them from the model (not presented to avoid excessive complexity).

From a more ontological point of view a set representation is schematized in the
following picture.

In the proposed example there are groups of classes that represents the windows
and multiple event detection on a window and a set containing the events. Every
window has a set that contains an instance (individual) of the window, a set that
define the interval through the ranges on the “hasTimestamp” data property that
links an individual with a primitive data type, in this case an integer, an equivalence
class for the multi events, defined has equivalence with the real set, plus two object
properties, that links individuals and sets.

The set containing the range allow inferring that individuals, which have
timestamp inside the interval, belong to that set.

When the window instance is linked to the event individuals through the object
property hasEvent, the multi-event equivalent class allow inferring that when there
are at least two elements, that belong to this windows interval, that are linked to the
windows instance, the window individual belong to multi event class window as
shown in Fig. 8. The two events individual classified as belonging to that window
still belong to the event set also.

This example is very significant because it illustrates how time- related concept
can be modeled inside an ontology and not less important, how to use this model to
benefit of the reasoning capabilities of those instruments. Another very interesting
feature of the ontological model is that those concepts can be easily extended, in
fact causal relation could be easily added with other properties on timestamps.
Similarly, to what is already presented various representation of time-related con-
cept could coexist in the same domain if logical consistency is maintained (Fig. 9).

The example also show a way to handle cardinality inference as mentioned in
chapter 3, of course, extending the hierarchy and the relations, different concept can
be automatically inferred.
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Fig. 8 Time window ontology model

Fig. 9 Inference with time window
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9 Results

Purpose of this work is demonstrate that an ontology-based approach to control an
AAL system is possible. A such approach ensure a better flexibility, avoiding
change in the control software and allowing for a high level description of functions
(using the rules editor provided in the framework). No particular performance
measurement are provided in this phase of the framework development.
Although A.I.zeta is at his first steps, it is able to model part of an AAL ambient,
sensors and rules and infer various kind of alarms accordingly to types and
quantities of events occurrences. Currently the main difficulties consist in the
integration of the time model patterns in the software, but successful inferences on
time relations are a good starting point.

The system is able to map sensor events into the ontology model in total
autonomy after having configured the map pattern and of inferring alarms related to
those events, automatically generating feedbacks.

The first ontology designed is quite primitive, having the main purpose of
verifying the reasoning capabilities of the system, and working like a sort of
training example in writing rules useful for inferring knowledge.

However, the proposed examples have successfully shown the framework
capabilities of handling data, reasoning and feedbacks.

Only one type of sensor was modeled into the system but it can be easily
extended defining classes and individuals in the ontology through API or external
editing tools like the most known Protégé [17] that is the currently used.

The time concept based on the event timestamp that is associated with properties
to events, even if not integrated in the dataflow, allowed to verify the cardinality
inference and proposed a functional way to handle time relations inside the onto-
logical context.

Actually the windowed time model can classify when multiple events occurs in a
certain period, and even if the framework need further develops to infer these
situations in total autonomy, this example shows the effectiveness of the ontology
design for the reasoning purposes.

10 Conclusions

Ontological descriptions are often used to model complex domain, also in the case
of AAL Systems. The goal of this work was to conceive an innovative approach
that, exploiting the possibilities offered by an automatic reasoner, enable an AAL
System to infer complex autonomous decisions, using the semantic reasoning tool
not only for model consistency but also to use the inference capabilities.

To this purpose a software framework, called A.I.zeta, has been created.
The inference made on cardinality relations and time models can be considered a

good example of complex inference.
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All this process was automatically driven by A.I.zeta, that:

– queries the AAL System DB to monitor the status of the sensors of the system;
– updates the status of ontology based on programmable rules (called maps);
– performs the ontology analysis by the use of an automatic reasoner;
– processes the results of inferences and returns the appropriate feedback at the

DB, also in this case on the basis of programmable rules.

From this point of view, the preliminary results of this work are quite interesting.
Besides of the actual results, further improvements are necessary to make map

editors works in a way that can explicit natural language forms and now this
mechanism is ready, further efforts are to be spent on modeling AAL ambient and
rules to extend the possible inference.

Time model need to be extended with causality relations (A occurred before B
and other before/after relations) and concepts like night, day and seasons. In part,
these concepts can be modeled on the basis of how we shaped them in our previous
work.

As future develop there’s the idea of integrating ontology models into the
simulator to benefit of reason’s consistency checking methods and to model
complex behavior through axioms to take advance of the flexibility of the
ontologies.
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Human Indoor Localization for AAL
Applications: An RSSI Based Approach

L. Ciabattoni, F. Ferracuti, A. Freddi, G. Ippoliti,
S. Longhi, A. Monteriù and L. Pepa

Abstract Ambient intelligence technologies have the objective to improve the
quality of life of people in daily living, by providing user-oriented services and
functionalities. Many of the services and functionalities provided in Ambient
Assisted Living (AAL) require the user position and identity to be known, and thus
user localization and identification are two prerequisites of utmost importance. In
this work we focus our attention on human indoor localization. Our aim is to
investigate how Received Signal Strength (RSS) based localization can be per-
formed in an easy way by exploiting common Internet of Things (IoT) commu-
nication networks, which could easily integrate with custom networks for AAL
purposes. We thus propose a plug and play solution where the Beacon Nodes
(BNs) are represented by smart objects located in the house, while the Unknown
Node (UN) can be any smart object held by the user. By using real data from
different environments (i.e., with different disturbances), we provide a one-slope
model and test localization performances of three different algorithms.
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1 Introduction

Ambient Assisted Living (AAL) is typically classified according to the targeted
functional domain, and might include safety systems, medical devices, telemedicine
platforms, assistive robots and many others [9]. Regardless of the assistive func-
tionality or service provided, AAL technologies typically require the user position
and/or identity to be known. While indoor localization (and mapping) of artificial
systems (e.g. robots) is an already mature research field [4, 11, 13, 16], indoor user
localization has started to attract a lot of interest in the AAL research community
only in the last years, and it is still one of the open challenges to solve [29]. In 2011,
the Evaluating AAL Systems through Competitive Benchmarking (EvAAL) was
established, which aims at establishing benchmarks and evaluation metrics for
comparing Ambient Assisted Living solutions [7]. Since then several localization
solutions for AAL have been proposed, such as the RESIMA architecture for
assisting people with sensory disability in indoor environments [2], and
CARDEAGate for providing an inexpensive and scarcely intrusive way for user
localization and identification [14].

Most of the times, however, localization systems for AAL applications are based
on custom solutions, and thus are difficult to integrate with other systems and
require an extensive calibration during the deployment phase [10]. In this work we
focus our attention on indoor human localization based on the Internet of Things
(IoT) paradigm, seen as the interconnection of devices within the existing internet
infrastructure to offer advanced connectivity of devices, systems, and services. The
proposed localization is thus performed without the use of ad hoc sensors, i.e.,
using wireless networks already installed at home, like those required by smart
objects to operate. Among the available localization methods, those based on
Received Signal Strength Indicator (RSSI) are probably the most suitable for
localizing a person indoor, since they are low-cost, present low-complexity and
exploit already existing networks without the use of further hardware. RSSI is an
indicator which can be used in many applications, such as the implementation of
message routing or self-healing strategies for sensor networks, the detection of
obstacles crossing the radio-links and especially the localization of nodes. RSSI-
based localization techniques rely on two different types of nodes: an Unknown
Node (UN), which acts as a receiver and whose position has to be estimated, and
Beacon Nodes (BNs), which act as transmitters and whose positions are known.
Two types of localization schemes are mainly documented in the literature for
RSSI-based localization [30]: fingerprinting [21, 32] and path loss model [1, 5,
6, 34]. The RSSI-fingerprinting algorithm consists in the calibration and online
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tracking processes. One of the main drawbacks of the RSSI based locating
methodologies is the extensive calibration phase for building a fingerprint database.
As an alternative, path loss models can effectively predict the signal strength [12,
17]. Existing prediction models may fall into two categories: the deterministic and
empirical models [33]. The deterministic model is accurate and site-specific, but
demands a heavy computational load, while the empirical approach can be easily
computed but is less accurate. Once the distance of the UN from the nearest BNs
has been calculated, then it is possible to estimate the UN position by using dif-
ferent estimation algorithms, such as Min-Max, Multilateration and Maximum
Likelihood [22, 24]. RSSI, however, is susceptible to several disturbances, such as
noise, interference, multi-path fading, dilution of precision, which greatly affect the
signal received power [23]. A poor ranging usually determines poor position esti-
mates and, hence, unsatisfactory localization performances: this limit depends on
the ranging errors and cannot be overcome by the use of more sophisticated esti-
mation algorithms. The recent RSSI literature is mainly focused in finding solutions
to improve the localization accuracy [18, 33], to deal with dynamic environments
[27] and to minimize the power consumption of the localization system [31]. These
solutions, however, are oriented towards the world of wireless sensor networks,
where accuracy, robustness and optimized results are obtained at the cost of high
complexity algorithms and time consuming setup phases, and are often limited to
heavily structured environments. On the other hand, commercial solutions typically
require the use of ad hoc devices and do not exploit the already existing wi-fi
network (such as the iBeacon from Apple [15]).

In the proposed work, instead, we focus our attention on the world of IoT and
smart homes for AAL, and want to investigate how RSSI localization can be
performed in an easy way by exploiting common IoT communication networks. We
thus propose a plug and play solution where the BNs are represented by smart
objects located in the house, while the UN can be any smart object held by the user.
By using real data from different environments (i.e., with different disturbances), it
is then possible to provide an empirical model, based on the one-slope model
introduced by Panjwani and Abbott [25] and recently used in [21], which provides
an acceptable localization accuracy for many services in smart homes, but retaining
at the same time the simplicity of a real plug and play solution. At the same time,
we compare this approach with the classical one: a path loss model trained and
validated on the same testbed. Three different and well-known localization algo-
rithms are tested and their results are presented. The work is organized as follows.
Section 2 provides the description of the used hardware and software platforms.
Section 3 contains a brief presentation of the experimental test environments,
together with the considered test protocol. In Sect. 4 we describe the model and its
training in two different scenarios as well as an introduction of the considered
localization algorithms. Section 5 deals with the presentation of the experimental
results obtained in the two scenarios. Conclusions and future works end the work.
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2 Experimental Setup

The whole system is composed by different real-world smart objects, each one
equipped with an Apio General [3] (in detail two lamps, an ambient monitoring
device and a loudspeaker). The Apio General is actually a USB stick that integrates
an Atmel microcontroller with a Lightweight Mesh communication module able to
create a mesh network among these objects. The gateway node is the ambient
monitoring device (namely ComfortBox) and is composed by a Raspberry PI, an
Apio Dongle and different sensors (temperature, humidity, indoor air quality, noise
and brightness). The Apio Dongle has the same hardware specs of the Apio General
but a different firmware and acts as a concentrator node. The gateway node has the
task to elaborate, store and synchronize the data with the cloud (see Fig. 1).

In the presented setup, the Apio General devices which transmit data from the
smart objects are the BNs (see Fig. 2), while the UN is a temperature sensor (see

Fig. 1 The system architecture
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Fig. 3) held by the user and equipped with an Apio General. The software platform
is built using Node.js for what regards the server side and cloud synchronization.
The client side is based on Angular.js and the non-relational database is built using
MongoDB. Thanks to the communication module, objects create a mesh network
and each one can receive the RSSI value of each other. The source code of the
whole OS, USB sticks firmware, server and client modules as well as web appli-
cations are available for free on GitHub [26].

(a) Experimental setup: 4 BNs, one for each 
smart object

(b)  Beacons positioning

Fig. 2 Experimental setup and beacons positioning

(a) A DHT22 sensor and a 9 V battery 
(front view)

(b) An Apio General equipped with  the 
Atmel microcontroller and the Lightweight

Mesh module (rear view).

Fig. 3 Unknown Node to localize
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3 Experimental Tests

Experiments were performed by considering an area of 36 m2 out of the total
surface of five different test environments: a college lab and an office within the
campus of the Polytechnic University of Marche (Ancona, Italy), a garage, a
dwelling’s living room and a gym in the city of Senigallia (in the province of
Ancona). Each test environment is composed by 16 squares with a 1.5 m side (see
Fig. 2), 4 BNs (blue dots) in 4 different configurations and 1 UN (red dot). Sixteen
sampled locations were identified within each environment, and their position
marked on the floor. The average beacon density was 0.11 beacon nodes per square
meter.

RSSI values from beacons, placed at 0.75 m from the floor, were gathered at
each sampled location while the receiver was in the pocket of the user approxi-
mately at the same height of the beacons. Sixteen different tests have been per-
formed in each test environment (four for each beacon configuration). For each test
we collected over 200 readings at each sampled location with a sampling frequency
of 10 Hz. Over 250,000 readings were collected from the physical test beds.

4 Indoor Localization Algorithms

We first considered a one-slope model [25] and then used it to test three different
localization algorithms, namely Min-Max, Trilateration and Maximum Likelihood.
The one-slope model considers a parametric equation of the RSSI-distance
(x) function as reported in Eq. (1):

RSSI ¼ A log xð ÞþB ð1Þ

where RSSI is measured in power ratio dBm and x, the distance between the beacon
node and the receiver node, is expressed in meters. To find the values of A and
B parameters, the least squares method has been considered (see Table 1). In
particular, two different testing scenarios have been used to validate the data.

Scenario I We performed the training of the model by considering eight tests
recorded for only one environment (namely the college laboratory) and the local-
ization performances have been evaluated on the remaining eight tests.
Scenario II We trained the model with the readings collected in eight tests for all
the five test environment, while the performances of the localization have been
evaluated on the remaining tests.

Table 1 One-slope model
parameters computed in two
different scenarios [see
Eq. (1)]

Scenario I Scenario II

A −12.193 A −14.3

B −51.67 B −53.54
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4.1 Min-Max

Min-Max is the most used localization algorithm, whose success is mainly due to its
extreme implementation simplicity [33]. Inverting the nominal distance-power loss
law [see Eq. (1)], the unknown nodes estimate their distance from each beacon.
Then, each unknown node draws a pair of longitudinal lines and a pair of lateral
lines around each beacon to create a bounding box given by [(xi − ri), (yi − ri)]
[(xi + ri), (yi + ri)]. (xi − yi) is the center of the beacon node while ri is the distance
computed by the model. The location of the unknown node is then approximated by
the centre of the intersection box computed by the following equation:

max
i� 1�N

xi � rið Þ; max
i� 1�N

yi � rið Þ
� �

� min
i� 1�N

xi þ rið Þ; min
i� 1�N

yi þ rið Þ
� �

ð2Þ

where N is the total number of beacons (4 in our algorithm). Intuitively, the smaller
the intersection area the better the localization.

4.2 Trilateration

Trilateration is a decentralized localization algorithm based on geometry principles.
As usual, the unknown node collects the beacon messages and estimate their dis-
tance to each beacon through the model. Then, any strayed node computes its own
position by intersecting the circles centered on the positions occupied by three
beacons and having radius equal to the estimated distance between the beacons and
the node itself. The intersection should be ideally a single point on a surface. Due to
several reasons this intersection is an area where the node is likely to be found.
Since we have four beacon nodes, Trilateration is performed each time among three
beacon nodes, thus obtaining four potential areas. The node is then positioned in the
center of the intersection between these areas. Trilateration is more complex than
Min-Max but, at least in principle, it provides better performance, implementing a
more sophisticated localization technique.

4.3 Maximum Likelihood

The Maximum Likelihood (ML) localization technique is based on classical sta-
tistical inference theory. Given the vector of RSSI values r ¼ r1 r2 . . . rn½ �T
obtained from n beacons with coordinates xB1; xB2; . . .; xBn½ � and yB1; yB2; . . .; yBn½ �;
the algorithm computes the a priori probability of receiving r for each potential
position ½x; y� of the unknown node. The position that maximizes the probability is
then selected as the estimated node position. The Maximum Likelihood method is

Human Indoor Localization for AAL Applications: An RSSI … 245



more complex than the others, but it tries to minimize the variance of the estimation
error as the number of observations, i.e., of beacon nodes, grows to infinity. In most
of the test scenarios the number of beacons is limited, so that the ML performance
can be rather unsatisfactory.

5 Experimental Results

According to past researches [20], we use the Cumulative Distribution Function
(CDF) of localization error as well as basic statistical metrics (mean value, average
value and standard deviation) of localization error to measure the localization
performance. The CDF F(e) of localization error e is defined in term of a probability
density function f (e) as follows:

F eð Þ ¼
Ze

0

f xð Þdx ðx[ 0Þ ð3Þ

From the CDF of localization error, it is possible to establish the localization
error at a given confidence level (e.g., 50, 90%). Figures 4 and 5 show the
cumulative probability function of the error computed for both considered
scenarios.

Fig. 4 Cumulative probability computed on the validation set in Scenario I
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Table 2 summarize the mean value, standard deviation and median value of the
error for the three algorithms considered. Results obtained are coherent with the
previous literature works, as in [8, 19, 20, 28]. The research results indicate that the
MinMax algorithm has the best accuracy among the three localization algorithms
tested in both scenarios. Furthermore, the MinMax algorithm has other advantages
over the other algorithms: it is easier to implement, the running time and data
storage is linear with the number of beacons. These features bring more conve-
nience to deploy the MinMax algorithm on resource constrained smart objects and
mobile networks. The second important result of this research is that the modeling
of five different real environments (Scenario II) does not strongly affect the local-
ization results. Indeed, as it is possible to notice in Table 2, the average

Fig. 5 Cumulative probability computed on the validation set in Scenario II

Table 2 Accuracy performance comparison of the localization algorithms in the two different
modeling scenarios (errors in meters)

Scenario I Algorithm Mean value Std. deviation Median

Min-Max 1.5295 0.5937 1.7515

Trilateration 2.2622 1.3221 2.1733

Maximum likelihood 3.1504 1.1011 3.1504

Scenario II Algorithm Mean value Std. deviation Median

Min-Max 1.7084 0.9412 1.5805

Trilateration 2.4678 1.4790 2.3149

Maximum likelihood 4.1766 1.5076 4.3752
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performances of MinMax in Scenario II are only 0.18 m worse than those of
Scenario I, when a single environment is used to train and validate the RSSI
one-slope model.

6 Conclusions

In this work we present an RSSI based approach for human indoor localization in
AAL applications. Localization is performed without the use of ad hoc sensors, but
exploits the wireless networks already installed at home, like those required by
smart objects to operate. Three algorithms were evaluated: MinMax, ML, and
Trilateration. To evaluate the algorithms, over 250,000 readings were collected
from five physical test beds. A one-slope model has been created in two different
scenarios: by considering a single test bed both for training and validation (Scenario
I) and by considering all the test beds (Scenario II). Results are coherent with the
literature for what concern Scenario I and seems to be promising for Scenario II.
When training a model for five scenarios the performances obtained are only 11.8%
worse than those obtained in Scenario I. In particular, the MinMax algorithm shows
the best performances and can have the potential for a future adoption in AAL
applications. The results presented in the work are still preliminary, and the authors
are currently testing different RSS models and custom algorithms for localization,
together with different hardware solutions.
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User Indoor Localisation System Enhances
Activity Recognition: A Proof of Concept

Laura Fiorini, Manuele Bonaccorsi, Stefano Betti, Paolo Dario
and Filippo Cavallo

Abstract Older people would like to live independently in their home as long as
possible. They want to reduce the risk of domestic accidents because of
polypharmacy, physical weakness and other mental illnesses, which could increase
the risks of domestic accidents (i.e. a fall). Changes in the behaviour of healthy
older people could be correlated with cognitive disorders; consequently, early
intervention could delay the deterioration of the disease. Over the last few years,
activity recognition systems have been developed to support the management of
senior citizens’ daily life. In this context, this paper aims to go beyond the
state-of-the-art presenting a proof of concept where information on body move-
ment, vital signs and user’s indoor locations are aggregated to improve the activity
recognition task. The presented system has been tested in a realistic environment
with three users in order to assess the feasibility of the proposed method. These
results encouraged the use of this approach in activity recognition applications;
indeed, the overall accuracy values, amongst others, are satisfactory increased
(+2.67% DT, +7.39% SVM, +147.37% NN).

Keywords Activity recognition � User indoor localisation � Independent living �
Wearable sensors

1 Introduction

One of the main challenges of AAL is to provide socially sustainable home care
services for senior citizens and to reduce the caregiver’s work burden, thus
increasing their quality of work.

Older people prefer to live independently in their home as long as possible. In
particular, they want to reduce the risk of domestic accidents because of
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polypharmacy, physical weakness and other cognitive disorders which can increase
the risks of accidents (i.e. a fall). Sometimes, cognitive decline is associated with
the onset of difficulties with transportation, cooking, medication, management, and
prospective memory tasks like remembering appointments and grocery lists [1].

Literature evidence underlines how ICT technology can help to prevent a decline
in the quality of life and support senior citizens during daily activities [2]. In
particular, information on which type of activity and how users spend their time at
home could prevent the deterioration of cognitive disorders, support the manage-
ment of their life and lead to target interventions from family and caregivers [3].

The rise of mobile phones, the Internet of Things and smart devices has facil-
itated the process of measuring individual activities and his/her surroundings.
However, most AAL applications require more than the simple collection of
measurements from a variable of interest: they require complex algorithms and
sometimes a huge set of sensors involved. In this context, accurate information on
the user’s activity and behaviour represents one of the main challenges of pervasive
computing in AAL fields [4]. Users with cognitive disorders (i.e. dementia,
Alzheimer’s disease) could be monitored to prevent undesirable consequences [5].
In this sense, changes in the behaviour of healthy older people could be correlated
with cognitive disorders; in this sense, an early intervention could delay the com-
plications of the cognitive disorders [6].

The first scientific work on activity recognition systems dates back to the late
1990s [7]. However, there are still many challenges and motivations that will
stimulate research in this field [8]. Some of these challenges mainly regard the
selection of sensors and, consequently, the choice of attributes to measure. It is also
important to design a portable, unobtrusive and inexpensive data acquisition sys-
tem. Additionally, due to the complex and real operative conditions, it is worth
mentioning that it is essential to find an optimal balance between the type of
intrusive sensors used, the measured attributes, the complexity of the algorithm, and
the system accuracy.

In this context, we focus on the use of wearable sensors in order to measure
attributes related to the body movement (using an accelerometer), physiological
signal (using an electrocardiogram—ECG) and user’s location inside the home in
order to improve the accuracy of the activity recognition system.

1.1 Related Works

Analysing the state-of-the-art, according to Lara and Labrador [4] it is evident that
activity recognition systems can be based mainly on two different approaches. In
the first approach, i.e. “external”, the sensors are placed on a fixed point of interest,
and the information on the activity depends on the voluntary interaction of the user.
The second approach envisages the use of “wearable” sensors placed on the human
body. This type of sensor could provide information on four groups of categories:
environmental context, body movement, user location and physiological signal.
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1.1.1 External Sensors

This first approach envisages the use of “external sensors”; smart homes and
cameras.

Over the last few years, Smart Home systems [9, 10] have been developed in
order to support senior citizens improve their home safety. Recently, commercial
IoT solutions [11, 12], have been commercialised to provide service of home
remote monitoring. The idea behind this kind of system is to measure the user’s
interaction with everyday objects to understand their behaviour and activities.
However, the accuracy and precision of the activity recognition systems depend on
the number of sensors installed in the environment and on the target objects with
which the user has to interact [13–15].

Cameras are mainly used for security and surveillance tasks. They are used for
posture and gesture recognition, as well as the localisation of multiple users in
indoor environments. People detection can be performed by detecting faces or
human bodies, while more complex processing is needed to distinguish different
users. Nevertheless, there are some issues regarding privacy, pervasiveness and
complexity of video process that could limit the use of camera systems [16]. Over
the last few years, user indoor localisation systems based on cameras have been
developed; so these systems are considered as too invasive and too complex [17,
18]. For instance, Zhu and Sheng [19] present an activity recognition system that
fuses together information on user location and human motion. However, they use
the Vicon1 motion capture system to estimate the user’s location, which is not easy
to install in a real house. Within the Robot-Era project, a user localisation system
based on a sensor fusion approach was implemented, exploiting both range-free and
range-based localisation methods [20].

1.1.2 Wearable Sensors

The second approach includes the use of “wearable sensors,” which could provide
information on human movement, physiological signal, context and user location.

Human movement can be estimated by means of inertial sensors. For instance,
tri-axial accelerometers, gyroscopes and magnetometers are the most broadly used
sensors to recognise daily activity. They are used to estimate indoor and outdoor
atomic actions (like walking, lying, descending/ascending stairs) [4], human ges-
tures [21], and fall detection [22]. A recent study has highlighted how an
accelerometer placed on a smartphone and smartwatches could be used to estimate
daily activity, avoiding forcing the user to wear external sensors [23].

Vital sign data (i.e. heart rate, respiration rate, skin temperature, skin conduc-
tivity) could provide information on the user’s physiological status and performed
activity [24, 25].

1Vicon Motion Capture; official website: http://www.vicon.com/.
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Other research groups have investigated how different typologies of wearable
sensors could be fused to improve the efficacy of recognition tasks. For instance,
Pärkkä et al. [26] aggregated a total of 22 signals including an accelerometer, vital
signs and environmental sensors. Nevertheless, the presented system is very
obtrusive because it requires a high number of sensors to be placed on the person.
Lara et al. [27] present Centinela, a system that combines acceleration data with
vital signs to achieve highly accurate activity recognition.

Mobile phones and portable devices are equipped with Global Positioning
System (GPS), which represents a portable system that could provide information
on the user’s location, enhancing activity recognition tasks. This GPS system is
able to locate the person in outdoor environments but does not work well in indoor
environments.

1.2 Objective

In this context, this study aims to go beyond the state-of-the-art, presenting a proof
of concept where information on body movement, vital signs and user’s indoor
location are aggregated to improve the activity recognition task (Fig. 1).

The presented solution includes two accelerometers placed on the human body:
one on the chest and one on the lower back. These two positions are chosen
because, in the future, these sensors could be integrated into “smart fashionable
accessories” like a necklace or a fashion belt. Moreover, a commercial chest-bend
monitors cardiac activity (electrocardiogram—ECG), and an unobtrusive user
indoor localisation system provides information on the user’s location [20].

In order to achieve the proposed goal, a strict methodology based on five main
phases has been applied. The goal of this proof of concept is to demonstrate how
information on user location can improve the recognition of eight common daily

Fig. 1 Proof of concept experimental settings. aWearable sensor distribution on the human body;
b Selected locations where the selected activities are performed
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activities. Then, two different recognition models (with or without the information
on user location) were built to compare the performance.

The remainder of the paper is organised as follows. Section 2 presents the
methodology used in this work. Section 3 describes and discusses the results, while
finally Sect. 4 concludes the paper.

2 Materials and Methods

In this section, the methodology chosen for the data analysis is described in detail. It
includes the experimental protocol definitions, a description of the experimental
settings and the data analysis. The adopted methodology follows five main phases,
which are listed below and described in detail in the following paragraphs:

Phase I This phase includes the definition of the experimental protocol, the optimal
choice of sensors and their software integration.
Phase II This phase includes the preparation of the test-bed (Domocasa Lab), the
recruitment of testers and the data acquisition according to the protocol defined in
Phase I.
Phase III This phase includes the preparation of data and the feature extraction for
each participant. The included features were chosen according to the state-of-the-art
and the aims of the paper.
Phase IV In this phase, a classification analysis based on three supervised machine
learning algorithms [viz. Decision Tree (DT), Support Vector Machine (SVM) and
Neural Network (NN)] was conducted on two models to compare the results
adequately.
Phase V This phase includes the evaluation of the classification performed in the
previous phase. A set of appropriate metrics was used to pursue this goal.

Matlab 2012a was used in Phases II–V to analyse the data offline.

2.1 Phase I: Experimental Protocol Definition

According to statistics [28], home is the most common place where European
citizens stay during the day. In particular, among most common activities, European
people (aged 20–74) spend 36% of their time sleeping, and 18% doing domestic
work like preparing food or cleaning dishes. 22% of time is spent on activities
related to free time, like watching TV (41%), resting on the sofa (4%) and reading
books (4%). 10% is spent on activities related to gainful work and study (i.e.
working at a PC).

Starting from these results, an experimental protocol has been defined. Eight
daily activities were selected considering four main categories. (i) Work at PC desk,
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sit on sofa watching TV, and rest on sofa activities were chosen as the “free-time”
category. (ii) Two different sleeping poses (supine and on the right side of the bed)
were chosen for the “sleeping” category. (iii) Sit at the kitchen table and washing up
were chosen for the “domestic work”; and (iv) sit on the WC represented the
“personal hygiene” category (Table 1).

These selected activities aimed to underline how user location could increase the
accuracy of the activity recognition tasks. For instance, four different activities
(SPC, STV, SK, and SB) presented equal “body orientation”; in fact, the user
performed different activities while he/she sits in different places. Even the LS and
LSO activities presented the same body orientation and similar physiological
parameters, but were performed in two different rooms (Fig. 1b).

2.1.1 Instrumentation

The proposed system for daily activity recognition is shown in Fig. 2. It includes
appropriate sensors to measure body acceleration, vital signs and the user’s
location.

Hardware
The hardware agents included in this system were: wireless sensor networks to
estimate the user’s location and two kinds of wearable sensors to estimate,
respectively, the vital signs’ and the user’s movement.

1. Vital Signs (ECG) were measured with a BioHarness Zephyr 3 chest strap,
connected through Bluetooth to a computer. ECG was acquired at a frequency
of 250 Hz.

2. Body acceleration was measured by means of two wireless 3-axial
accelerometer sensors, one placed on the chest and the other placed on the
lower back, as shown in Fig. 1a. The number of accelerometer sensors and their
position were chosen according to literature evidence considering the balance
between accuracy and the number of sensors. These sensors sent data through
ZigBee protocol to a computer at a frequency of 50 Hz.

Table 1 Experimental protocol

Code Time (min) Activity Location

SPC 3 Work at PC desk Desktop PC

STV 3 Sit on sofa, watching TV Sofa

LSO 3 Rest on sofa Sofa

LS 3 Sleep in bed (supine) Double bedroom

LRS 3 Sleep in bed (on right side) Double bedroom

SK 3 Sit at kitchen table Kitchen (near the table)

SB 3 Sit on toilet Bathroom

CD 3 Wash up Kitchen (near the sink)
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3. The indoor user location was estimated through a wireless sensor network,
composed of a number of ZigBee wireless radio devices to estimate the user’s
position with an in-room granularity, developed during the Robot-Era project
[23, 29]. This network was designed for the indoor user localisation, observing
the Received Signal Strength (RSS) of the messages exchanged between the
radios. It was composed of a ZigBee Coordinator (ZC), a Data Logger (DL), a
wearable Mobile Node (MN) and a set of ZigBee Anchors (ZAs). The wearable
MN periodically sent messages at 1 Hz to all ZAs within one communication
hop. Each ZA computed the RSS as the ratio between the received and trans-
mitted electromagnetic power on the received messages, and transmitted this
value to the DL. ZAs were instrumented with 60° sectorial antennas and
installed in a fixed position in the home environment. In particular, they were
installed on walls and inside the furniture to monitor the best accessed or
interesting areas of the rooms, and to achieve an in-room localisation accuracy.
The sectorial antennas were introduced to improve the signal-to-noise ratio of
the RSS observations over the selected areas of interest for the user localisation.
The MN was instead embedded an omnidirectional antenna for data transmis-
sion, to reduce the sensitivity of the localisation system to the user rotations.
The DL node was connected to a PC via USB, to upload data for the processing.
The entire localisation workspace was 200 m2, covered by 17 anchors. The
overall sensor density was approximately 0.1 device/m2, but the density was
higher in the most accessed areas like the kitchen (*0.23 device/m2), bathroom
(*0.25 device/m2) and bedroom (*0.20 device/m2). Additional details on
these sensor networks are given in [29].

Fig. 2 System architecture. The hardware part is composed of a BioHarness chest band, two
accelerometers, one placed on the chest and one in the low back, and the wireless sensor network
to estimate the user’s location, the MN node is placed on the necklace. A computer collects all the
information from these sensors through proper interfaces. Additionally, the user location
processing module computes the user’s location using the RSS signal
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Software

The software involved in this system includes four different modules developed
with Visual Studio (Fig. 2). The ECG data acquisition was able to collect data from
BioHarness, implemented using the SDK Zephyr developer kit. The second module
was used to collect data from the accelerometers. The final two modules were
implemented to collect RSS data from the DL and to compute the user’s location
with in-room granularity.

The user location processing module [30] was based on a sensor fusion approach
implemented by means of a Kalman Filter (KF). The KF inputs were from tradi-
tional range-free [31] and range-based [32] localisation methods, according to [20].
The system accounted for a metre-level localisation accuracy (mean localisation
error = 0.98 m) [29].

2.2 Phase II: Experimental Setting and Data Acquisition

The experimental protocol was realistically tested in the DomoCasa Lab (Peccioli,
Italy), which reproduces a fully furnished apartment of 200 m2 with a living room,
a kitchen, a bathroom, a double bedroom and a single bedroom. The apartment was
instrumented with user localisation network as described in [20, 30]. The user
location ZigBee anchors were distributed as described in [29].

As a proof of concept, in this study, the experimental session was conducted
with three users: one male and two female, whose ages ranged from 27–30
(28.33 ± 1.53).

The user was asked to wear the sensors, the mobile node for user position (as
described in Fig. 1a), and to perform each specific activity in the specified room
(Table 1) for a total of 3 min. A PC is used to collect the data from the wearable
sensors and to compute the user’s position using information from the user local-
isation network.

2.3 Phase III: Feature Extraction

The aim of this phase was to prepare data for the analysis. The accelerometer data
consisted of the following attributes: timestamp and acceleration value along the x,
y and z directions. The physiological data consisted of the ECG value and times-
tamp, and the user position data report the user’s location estimated with the relative
timestamp.

In the first part of the analysis, the data were cut, pre-processed and conveniently
filtered to reduce noise. As concern the accelerometer data, a fourth-order low-pass
digital Butterworth filter was applied with a 5 Hz cut-off frequency. As for the ECG
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data, a fourth-order band-pass digital Butterworth filter was applied with 0.05 and
60 Hz cut-off frequencies in order to reject the disturbance properly.

Then, the data were synchronised by means of the timestamp. These time-series
were divided with time-window length of 7 s; furthermore, in order to handle
transitions more accurately, an overlapping window-time of 50% was chosen.

The next step consisted of the feature extraction. As regard the accelerometer
signals, only the time-domain features were considered and included in the analysis
[4]. These features were: the mean value (M), the root mean square (RMS), the
mean absolute deviation (MAD), the standard deviation (SD) and the variance
(VAR). All these features were computed for each axis of the two sensors, for a
total of 30 accelerometer features.

Starting from the ECG signal, the inter-beats (RR) interval was computed as the
time interval between consecutive heart beats, and was practically measured in the
electrocardiogram from the beginning of a QRS complex to the beginning of
the next QRS complex. From the RR signal, three different features were extracted:
the mean RR value (RRM), the standard deviation (RRSD) and the number of
heartbeats per minute (BPM). The final feature of this dataset was represented by
the user location, which indicates the micro-area where the activity was performed.

Within this phase, all these 34 features were computed for all the activities listed
in the experimental protocol. Consequently, at the end of this phase, a dataset
composed of 35 columns (the final column was the label of the activity) was
obtained and manually labelled for each user. Table 2 reports all the features
involved in the analysis.

2.4 Phase IV: Feature Classification

In this phase, the three users’ datasets were merged into a unique dataset in order to
reduce the users’ physiological variability. Then, this dataset was randomly split

Table 2 Features list

Features Number

Accelerometer M Mean value 5 � 3 (axis) � 2 (sensors) = 30

RMS Root mean square

MAD Mean absolute deviation

SD Standard deviation

VAR Variance

Vital sign RRM Mean RR value 3

RRSD Standard deviation

BPM Heartbeat per minute

User location User location inside the house,
indicated with microarea granularity

1

Total 34
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into two parts (60% training set and 40% test set). The training set was used to build
the models, whereas the test set was used for the evaluation phase, as will be
described in Sect. 2.5.

Many supervised classification algorithms have already been employed in
activity recognition tasks: Decision Tree (C4.5) [26], Fuzzy Logic [33], Support
Vector Machine [34] and Hidden Markov Model [35], amongst others. Here, three
different algorithms (DT, SVM and NN) were used to perform the recognition
tasks. The models were built using (i) Classification Tree with 10 k-fold;
(ii) Multiclass Support Vector Machine, adapted from [36], with a linear kernel;
and (iii) a Feed-forward neural network. All these models were computed using the
machine learning toolbox of Matlab 2012.

In order to evaluate whether user localisation could improve the accuracy, two
different classification models were built on the training dataset: one including
information on the user’s position; the other, not.

2.5 Phase V: Evaluation

Within this phase, the two models were evaluated considering the test set (40% of
the original dataset). The results were reported into a confusion matrix. Then, the
precision, accuracy, recall, specificity and F-Measure metrics were used to estimate
the effectiveness of the models [4] and to compare the performance of the three
algorithms used.

Recall is defined as the ratio between the number of correctly classified instances
of a class and the number of instances belonging to that class predicted as belonging
to other classes. Overall recall is computed as the mean value.

Precision is defined as the ratio of correctly classified in each class to the total
number of instances predicted as belonging to that class [33]. Overall precision
value is computed as the mean value.

Specificity, also called the true negative rate, is the ratio between the total
number of negative instances that were classified as negative, and the total number
of negative instances classified in that class. The overall specificity value is com-
puted as the mean value.

F-Measure combines the overall precision value and the overall recall value as
follows:

F�Measure ¼ 2 � Precision � Recall
ðPrecisionþRecallÞ ð1Þ

Overall Accuracy is defined as the ratio between the number of correctly
classified instances of a certain class and the total number of instances. It estimates
the overall accuracy of the system.

260 L. Fiorini et al.



These evaluation metrics were used to compare the activity recognition results
gained by applying the DT, SVM and NN over the two models. The difference
percentage (Eq. 2) was used to estimate the improvements quantitatively:

Difference Percentage ¼ PN � PY

PN
� 100 ð2Þ

where PN is the parameter of the model without the user’s location and PY is the
parameter of the other model.

3 Results and Discussion

In this section, the overall evaluation of the results obtained from phase V is
reported and discussed. The analysis was conducted considering a total of 482
samples (60%), whereas a total of 193 samples (40%) were included in the eval-
uation phase.

As shown in Fig. 3, the results obtained in this proof of concept suggest that the
inclusion of information on user location could increase the performance of activity
recognition (see Table 3). The NN approach presented the highest difference per-
centage between the two models (Recall +127%, Precision +104%, F-Measure
+116%, Specificity +19%, Overall Accuracy +147%) from visual inspection of
Fig. 3. The SVM model presented a higher increase in the performance rather than
DT (Recall +5%, Precision +5%, F-Measure +5%, Specificity +1%, Overall
Accuracy +7%). Finally, the DT comparison values were: Recall +3%, Precision
+3%, F-Measure +3%, Specificity +0.4%, Overall Accuracy +2.67%.

In particular, as regards the DT analysis, the overall accuracy was equal to
96.38% for the system without the information on the user’s position; this result
was comparable to other work that followed a similar approach [37]. On the other
hand, the accuracy was equal to 99.24% for the model that included the user’s
location. Similar results were also obtained for the overall precision, which

Fig. 3 Performance of the three classification algorithms (NN, SVM, ST)
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increased from 96.43% of the first case to 99.22% of the second case. Comparable
trends could be observed also for Recall and F-measure. Specificity was higher than
99% for both cases, meaning that both models were able to classify the negative
instances as negative correctly.

For the SVM results, for the model without the user’s location, we obtained
comparable results to the state-of-the-art [4]. Considering the second model, the
overall accuracy was increased from 91.19 to 97.93%, while the precision was
increased from 93.62 to 98.03%. Similar results were also obtained for recall and
F-Measure. Both models showed similar specificity results; indeed it is the lowest
difference percentage obtained in this analysis. NN recognition analysis had the
worst recognition results without the user’s location (Recall 42.21%, Precision
47.62%, Accuracy 39.38%, F-Measure 44.75%, Specificity 83.52%). However,
these results are considerably improved in the model with the user’s location. In
fact, in this case, the overall accuracy was equal to 96.61%; similar improvements
were also obtained for the other metrics. DT and SVM seem to be the best activity
recognition approaches (Fig. 3).

Concerning the analysis conducted considering the single activity with the DT
algorithm, SB was the worst-recognised activity without user localisation (recall
79%), whereas SK was the activity with the lowest precision value (75%) (Table 4).

Table 3 Overall evaluation metrics for the three classification algorithms

Recall Precision Accuracy F-measure Specificity

DT N 96.34 96.43 96.89 96.38 99.57

Y 99.26 99.22 99.48 99.24 99.93

SVM N 93.22 93.62 91.19 93.42 98.68

Y 97.74 98.03 97.93 97.88 99.70

NN N 42.21 47.62 39.38 44.75 83.52

Y 95.83 97.40 97.41 96.61 99.64

(Overall precision, overall recall, overall accuracy, f-measure and overall specificity) for the two
models (N no user location, Y user location). The values are expressed as percentages

Table 4 Phase V: DT—evaluation results for each activity. The values are expressed as
percentages

DT No location Yes location

Recall Precision Specificity Precision Recall Specificity

STV 100 96 99 100 100 100

SPC 100 100 100 100 100 100

SK 100 75 97 100 94 99

SB 79 100 100 100 100 100

LSO 94 100 100 94 100 100

LS 100 100 100 100 100 100

LRS 100 100 100 100 100 100

CD 98 100 100 100 100 100
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In particular, analysing the two confusion matrices reported in Fig. 4, it is evident
how “similar” activities like SB and SK could be easily confused because of the
similar body posture and orientation, as shown in the confusion matrix.
Consequently, information on the location can provide missing information for
activity recognition. In fact, in the second model, the same activities were corrected
classified.

For the SVM analysis (Fig. 5), LS were the activities with the lowest recall value
(64%), while the activity with the lowest precision and specificity value was STV
(68 and 92% respectively). The complete results for SVM models are reported in
Table 5.

Fig. 4 Phase V—DT confusion matrix of the test set. Left results of the dataset without the user
localisation. Right confusion matrix obtained with the user localisation

Fig. 5 Phase V—SVM confusion matrix of the test set. Left results of the dataset without the user
localisation. Right confusion matrix obtained with the user localisation
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On the contrary, as regards the NN results, it is evident how STV, SK, SB and
SPC and LRS and LS are mutually confused (confusion matrix: Fig. 6). Their recall
values were 26, 0, 74, 58, 52 and 17% respectively. The LSO and LRS activities
had the lowest specificity values (69 and 70% respectively). In the second model,
the identification of STV, SK, SB, LS, LRS, and CD were improved significantly
(Table 6).

Analysing the state-of-the-art, it was evident how aggregate data (vital signs and
accelerometer data) could improve activity recognition performance [14]. These
preliminary results also suggest that the user’s location can improve the accuracy
and precision of an activity recognition model.

IoT and connected devices are becoming more common in our daily life. This
means that there is much available information that could potentially be included in
the analysis. In this proof of concept, user localisation was used as an example;

Table 5 Phase V: SVM—evaluation results for each activity. The values are expressed as
percentages

SVM No location Yes location

Recall Precision Specificity Recall Precision Specificity

STV 100 68 92 100 100 100

SPC 100 100 100 100 100 100

SK 87 100 100 87 100 100

SB 100 100 100 100 100 100

LSO 100 89 99 100 89 99

LS 64 92 99 100 95 99

LRS 100 100 100 100 100 100

CD 95 100 100 95 100 100

Fig. 6 Phase V—NN confusion matrix of the test set. Left results of the dataset without the user
localisation. Right confusion matrix obtained with the user localisation
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other activity and service models can also be generated, including other types of
information that comes from the pervasive use of connected devices and smart-
phones [38].

4 Conclusions

This work has presented a proof of concept where information on user indoor
location has been used to reduce the number of wearable devices, therefore
increasing the overall accuracy of the system. Indeed, the overall accuracy values
were satisfactorily increased (+2.67% DT, +7.39% SVM, +147.37% NN) in the
model with information about the user’s location.

The presented system was tested in a realistic environment with three users in
order to assess the feasibility of the concept design. These results encouraged the
use of this approach in activity recognition applications. Thinking to apply and to
exploit this method to real-time cases in a cloud computing design, other consid-
erations concerning the processing efficiency, should be made. As stated by Yuan
and Hebert [39], DT is the optimal choice to be performed on the cloud in terms of
efficiency. However, they found an accuracy of about 95% for DT (and SVM). The
method presented in this proof of concept increases the overall accuracy without
also increasing the number of sensors placed on the user’s body.

Future tests will be performed in order to increase the number of participants in
the experimental settings. Future improvement of the systems should also include
“movement” activities (i.e. walking, descending/ascending stairs) in order to
evaluate whether the user’s location can increase the accuracy of these kinds of
activities.

Acknowledgements This work was supported in part by the European Community’s 7th
Framework Program (FP7/2007–2013) under Grant agreement No. 288899 (Robot-Era Project)
and Grant agreement No. 601116 (Echord++ project).

Table 6 Phase V: NN—evaluation results for each activity. The values are expressed as
percentages

NN No location Yes location

Recall Precision Specificity Recall Precision Specificity

STV 26 100 100 100 100 100

SPC 58 58 93 100 100 100

SK 0 0 85 67 100 100

SB 74 37 72 100 79 97

LSO 71 29 69 100 100 100

LS 17 24 79 100 100 100

LRS 52 33 70 100 100 100

CD 40 100 100 100 100 100
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An Innovative Speech-Based Interface
to Control AAL and IoT Solutions to Help
People with Speech and Motor Disability
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Abstract The main aim of the project described in this paper is to develop an
experimental low cost system for environmental control through simplified user
interfaces and voice control, to better respond to the needs of users with motor speech
impairments (dysarthria). The project is actually being conducted by Area Ausili, a
department of Polo Tecnologico Regionale Corte Roncati in Italy, in collaboration
with AIAS AT Team and the CloudCAST project. The prototype, that has been
implemented in an experimental smart home in Italy, integrates a completely hands
free commands recognition function based on the cloud-based voice recognition
system developed within the CloudCAST project. The target of the project is to create
a tool that is able to overcome the limits of some actual assistive technologies, and to
take advantage from the evolution of home automation and internet of things tech-
nologies. Future developments of the projects and expected results are discussed.
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1 Introduction

The expansion of the functional control capabilities of home automation systems and
Internet of Things (IoT) devices for the needs of users with disability is the subject of
a research project currently being conducted by Area Ausili (Assistive Technology
Area), a department of Polo Tecnologico Regionale Corte Roncati of the public
health system authority of Bologna (Italy). The main aim of this project is to develop
experimental low cost systems for environmental control through simplified user
interfaces and voice control. Some of the activities have been set within the
CloudCAST [1–3] project. Here we report on the first technical achievements of the
project and discuss future possible applications within CloudCAST.

1.1 The CloudCAST Project and Environmental Control

The Department of Computer Science at the University of Sheffield (UK), in col-
laboration with the universities of Toronto (Canada) and West Indies (Jamaica) and
AIAS Bologna Onlus, is funded by the Leverhulme Trust to develop a computing
resource based in the cloud, for clinical and educational applications related to
technologies for speech recognition (CloudCAST: clinical applications of speech
technology). The project aims to provide a way for automatic learning and speech
recognition technology developments to be put in the hands of professionals who
deal with speech problems, such as therapists, pathologists, and teachers, creating a
self-sufficient community that continues to grow the resource after the three-year
funding period (from January 2015 until December 2017). The project aims to
achieve this by creating an internet-based, free resource, which will provide a set of
software tools for personalized speech recognition and speech therapy. Moreover, it
provides a personalized interactive dialogue; the voice recognition system of
CloudCAST is able to adapt to dysarthric speech, or to more general problems of
language by adaptation processes which require only a few minutes of training data.
This opens up the possibility of providing users with an efficient voice control
system, for example in the case where they are unable to use other interfaces like
traditional mouse or keyboards.
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Home automation systems, often used in combination with other assistive tech-
nologies can greatly increase the autonomy and safety of persons with disabilities
[4]. This sector can be considered an evolving reality, but can it be advanced by the
increasing availability and dispersal of new low cost mobile ICT solutions? Another
significant element is the growth, in recent years, of the availability of IoT solutions.
It is important to understand how these two factors may change the home automation
sector for people with disability. Currently, many home automation systems require
substantial changes of the domestic electronics to be integrated with user control
interfaces from the assistive technology (AT) field. This type of interfaces is often
quite expensive and with a poor choice of smart functions, if compared with those
present in smartphones or tablets. In the present contribution, we describe the
development of the CloudCAST platform to efficiently control both traditional home
automation systems and IoT solutions, using mobile ICT devices.

2 Materials and Methods

2.1 A Single Multi-standard Access Point

The first problem to solve was to create a single multi-standard access point to
handle home automation systems and IoT devices which could also be connected to
different types of human machine interfaces (HMI). The technical goal was to create
a web-server system, possibly based on an open source architecture. Different
solutions have been evaluated (see Table 1) to define the architecture underlying
the system.

Table 1 Web-server systems for home automation and IoT

Name Open source Technologies supported HMIs available

OpenHAB Yes 121 iOS and Android Apps
Web interface (Classic UI)
Web-app (GreenT)
XML-based (Comet Visu)

Open remote Yes 46 iOS and Android Apps
Web interface

IKON No 29 App iOS e Android
Web interface

Calaos Yes 14 iOS and Android Apps
Web application
Touchscreen user interface

DomotiGa Yes 92 iOS and Android Apps
Web interface

Thinknx No 44 App Android
Web interface

Jeedom Yes 101 iOS and Android Apps
Web interface
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The choice fell on OpenHAB (Home Automation Bus) framework [5, 6] which
is specifically aimed at creating integrated control systems, not bound to a specific
hardware device and capable of using a single communication protocol. The main
reasons for this choice was the huge number of different technologies and standards
supported, the full open source architecture and the active community of developers
and users that is actually supporting the project.

OpenHAB is fully based on OSGI (Open Service Gateway Initiative). It makes it
possible to build modular application components (bindings). Any technology,
device, social network or integrated cloud platform is supported by a specific
binding. These packages are optional and can be added or removed to expand or
limit the functionalities of a specific installation. OpenHAB is designed to run
independently and brings together different types of field-bus systems, hardware
devices and interface protocols for dedicated applications. These allow an appli-
cation to send and receive commands and status updates, enabling the design of
personalized user interfaces with a unique appearance and keeping open the pos-
sibility of operating with multiple devices and services. These allow an application
to send and receive commands and status updates on the bus enabling the design of
personalized user interfaces with a unique appearance while keeping open the
possibility of operating with multiple devices and services. It also allows the
development of automation logics between the different sections of the system.

2.1.1 Basic Automation Functions Available in the Prototype

As the prototype is based on OpenHAB technology, the basic automation functions
are the ones available in a standard OpenHAB server. The principal functions and
data types with related commands are described in Table 2.

Table 2 Basic automation functions available in the prototype

Data type Description Commands

Color RGB data On, Off, Increase, Decrease,
Percent, HSB

Contact State of binary sensors Open, Closed

DateTime Date and time data

Dimmer Light dimmers data On, Off, Increase, Decrease, Percent

Group Useful for creating groups of basic
functions

Location Location data

Number Numeric data in different formats

Rollershutter Used for motors, blinds, shutters Up, Down, Stop, Move, Percent

String Text data String

Switch Used for any kind of switching
functions

On, Off
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2.2 Implementing the Prototype

The prototype has been developed and implemented in a context of real application
(Fig. 1): the two Experimental Domotic Apartments (ADS) of the Polo Tecnologico
Regionale Corte Roncati of the public health system authority of Bologna (Italy)
[7]. They are used as an exhibition site for assistive and AAL solutions, where end
users and professional users can test them. They are also used for temporary res-
idential experiences of independent living within the project “Weekends of
Autonomy” dedicated to young people with disability. The goal of this project is to
give the opportunity to users with disability to live a few days in a smart home, to
test the benefits they would get by installing similar systems in their homes [8]. The
two ADS are equipped with a full automation system based on KNX standard. One
of the main activities of the project was to integrate this system with the prototype.

Specifically, many function have been integrated such as lighting controls,
automation of doors, windows, blinds and shutters, heating/air conditioning sys-
tems and environmental sensors (such as temperature, presence, flooding, light and
smoke sensors).

2.3 Integrating IoT Devices and Low Cost ICT Solution

In a logic of creating a low cost control system, the webserver has been imple-
mented and tested on a Rasperry Pi 1 system [9]. In the same logic, several IoT
devices were integrated in the system and tested, but a full functional integration
was possible only with three systems:

Fig. 1 The ADS 1 Smart
Home, Corte Roncati,
Bologna

An Innovative Speech-Based Interface to Control AAL … 273



1. RGB Philips Hue bulbs (a lighting system)
2. Netamo Weather Station
3. Logitech Harmony HUB (an infrared universal remote control system).

The third device is really important for daily use as it can allow target users to
control many audio/video home devices.

3 Results and Discussion

3.1 A Completely Hands-Free Home Control Interface

Some smart functions, particularly useful for the needs of target users, were
developed and tested:

1. Non-invasive monitoring based on environmental sensors
2. Functions for deaf and blind users
3. Cloud based and remotely controlled functions.

At present, the voice control of the devices of the two ADS is made through the
use of a universal remote control that allows the management of infrared (IR) codes.
The device has the capability to learn IR codes directly from other remote controls
and the voice recognition module requires a brief user training session. This kind of
product belongs to the AT commercial sector. A key feature of the project was
therefore to integrate voice control also in the low cost prototype based on mobile
devices. The official app of the OpenHAB community allows users to operate the
mobile device’s microphone and send the recognized text to a specific module of
the web server. A specific script was developed to parse the command phrases and
decode the single commands to activate the functions available in the ADS
apartments. In order to make this service accessible to people with upper limbs
disability, it has been developed and integrated with another software unit to pro-
vide a complete hands-free voice activation. In the present phase, it uses Google
voice recognition services. The major limitation of this system for voice control is
the need for an internet connection. Other research projects have involved the use of
a computer with voice recognition systems that run locally. On the other hand, the
designed solution has an important economic advantage: it only requires a device
with Android OS which can be purchased for a few hundred euros.

3.2 The CloudCAST Based Solution

To extend the performance and the functions available, a second prototype, based
on CloudCAST technology, was developed. Clinical applications of speech tech-
nology face two challenges. The first is the lack of data: there are few corpora
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available to support the techniques that rely on machine learning and since it is
difficult to collect large speech corpus, the only way to address this problem is to
collect material which is produced by systems already in use. The second is cus-
tomization: this field requires individual solutions, and a technology that adapts to
its user rather than demanding that the user adapts to it. CloudCAST addresses
these two problems making the adaptive technology available at a distance to
professionals who work with language. The CloudCAST resources also facilitate
the collection of voice data needed to improve the machine learning techniques that
are the basis of this technology: it will be able to automatically collect data from
systems that are already in use, in addition to providing a system for the collection
of databases. From the beginning, it was planned to use a technology based on
open-source services, like Kaldi for automatic speech recognition and OpenHAB
for home automation control.

Compared to CloudCAST goals, existing solutions for the target user groups are
inferior in terms of the choice of recognizer output, the flexibility of the recognition
process, the personalization of the speech models and modes of interaction.
CloudCAST services include the possibility to provide interactive voice recognition
where the user is able to change the grammar, the acoustic models, and other
essential parameters. The recognizer may also provide feedback on its own per-
formance, for examples partial decodings and confidence measures. Subsequently,
the interaction of different users with CloudCAST should provide data resources to
improve the recognition process and the training of future models.

The general architecture of CloudCAST (Fig. 2) can be divided into two sec-
tions: the application and the CloudCAST server. The server processes the audio
data according to the models and provides the speech recognition results using a
Kaldi library. The server also has the task of applying the changes to the parameters
of the models concerned for the recognition process; both application and server
have access to a common storage database for models, recordings and authenti-
cation data. The CloudCAST site will be visible to users who can manage
recordings, developers who wish to obtain API keys, professionals who want to
create models, and so on.

In the initial stages, in order to facilitate the creation of services that use
CloudCAST, a speech recognition client was developed in JavaScript on the basis
of dictate.js existing library. The final client is planned to extend CloudCast dictate.
js allowing for more types of interaction with the server, such as swapping gram-
mars, models and other parameters, so as to interpret the results provided by dif-
ferent servers.

In the CloudCAST based environmental control prototype (Fig. 3), it was pos-
sible to view the same initial interface of OpenHAB in a different format with the
possibility to provide feedback of the actions performed by the program in a dialog
box. Compared to the initial prototype, in this version, the items and commands to
execute were single words rather than sentences. In this other interface, the user
navigates the command tree using single commands because the microphone is
always active and a word is recognized as soon as it matches with one of those
displayed. The system then either proceeds to a submenu or executing the
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Fig. 2 The CloudCAST architecture

Fig. 3 An early prototype of the CloudCast voice recognition interface for environmental control

276 M. Malavasi et al.



command. For example, to open the door of the kitchen, the user will have to
pronounce the words in sequence to access the relevant page for the room and
finally the object concerned: “ground floor”, “kitchen”, “open door”.

This procedure can appear unnatural, but it’s often required for users with severe
dysarthric problems, who usually have difficulties in articulating a whole sentence
instead of a word at a time. This also helps the CloudCAST voice recognition
system since for every access to an interface page, it only needs to consider the
possible words by the processing server. The interface is configured to accept the
most similar words, before sending a signal declaring its readiness to receive the
command. Keeping the grammar simple, with only a few commend options (low
perplexity) at every stage of the control sequence, makes the system less prone to
error detection.

An improvement has been made to include the function of directly and auto-
matically use the OpenHAB interface in JSON format, without the need to
download it. Future developments include the possibility of activating the recog-
nition after the delivery of a specific word and saving an adaptation session in order
to make specific recognitions constant and regular for a certain user. The
CloudCAST cloud server will be available within the next year, so the tests have
been performed using a demo Kaldi version with a standard language model. When
the service will be on-line, selecting few options it will be possible to specify a
configuration based on a model to be used by dysarthric users.

4 Conclusion

The initial goal of the project was to create a low cost and highly accessible home
automation control system, to be tested in two already existent smart homes, and
which could be operated from an off the shelf mobile ICT device. The prototype has
fully achieved the functional objectives, while the integration with a completely
hands free voice recognition function and the connection with the CloudCAST
system have created significant added value in relation to the target user needs.

The versatility of the system developed has allowed the creation of a tool that is
able to replace specific products belonging to the assistive technology sector for
home automation control, which currently have high costs, functional limits and a
certain level of obsolescence due to the evolution of home automation and IoT
technologies.

Thus, the solution developed can be considered a starting point for the creation
of low cost custom home automation systems, useful for improving the levels of
independence and autonomy in daily living activities, and particularly dedicated to
people with full or partial inability in the use of the upper limbs, but not limited to
this: the integration with the cloud based speech recognition systems, provided in
CloudCAST, will also allow, in the future, the possibility of an efficient use by
dysarthric users.
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Fall Risk Evaluation by Electromyography
Solutions

Gabriele Rescio, Alessandro Leone, Andrea Caroppo
and Pietro Siciliano

Abstract Falls are very dangerous events among elderly people. Several automatic
fall detectors have been developed to reduce the time of the medical intervention,
but they cannot avoid the injures due to the fall. The purpose of this study has been
to identify a computational framework for the real-time and automatic detection of
the fall risk, allowing the fast adoption of properly intervention strategies, to reduce
injuries and traumas due to falls. A wearable, wireless and minimally invasive
surface Electromyography (EMG)-based system has been used to measure four
lower-limb muscles activities. Eleven young healthy subjects have simulated sev-
eral fall events (through a movable platform) and normal Activities of Daily Living
(ADLs) and their patterns have been analyzed. Highly discriminative features
extracted within the EMG signals for the pre impact fall evaluation have been
explored and a threshold-based approach has been adopted, assuring the real-time
functioning. The threshold level for each feature has been set to distinguish an
instability condition from normal activities. The proposed system seems able to
recognize all falls with an average lead-time of 840 ms before the impact, in
simulated and controlled fall conditions.
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1 Introduction

The injuries due to a fall remain one of the main cause of accident and wellness
issues among older people, resulting in the loss of their independence [1]. Several
automatic, miniaturized, wireless and wearable fall detectors have been developed
[2, 3]. Even if this kind of technology is more invasive regarding to the vision or
acoustic sensors, it presents some important advantages, such as: the re-design of
the environments is not required, outdoor operation and the privacy are preserved.
The fall detectors appear very important for minimizing the time of medical
intervention, however it is desirable the development of a system able to detect falls
before the impact on the floor, which working together with an impact reduction
systems, prevents some injuries. Several solutions have been proposed in the pre-
vention of falls and high-quality reviews have been presented [4]. They use inertial
sensors and above all threshold based techniques for the classification of the events.
Their performance suggest that specificity and sensitivity values are high, but the
lead-time before the impact is low (less than 400 ms). For this reason a new
EMG-based system to detect the risk of fall in a faster mode has been investigated.
To reduce the invasiveness, only four EMG sensors, placed through the gelled
electrodes, have been considered and used for the measuring of the lower limb
muscles activities. The main purpose of the work, deals with the development of a
low-power, wireless, real time, automatic and effective fall risk detection EMG
based framework. The lead-time before the impact has been evaluated by simu-
lating imbalance condition and fall events through a moveable platform activated
by a pneumatic piston. The obtained results show that the system, in simulated and
controlled conditions, is able to detect the falls about 840 ms before the impact on
the floor.

2 Materials and Methods

2.1 Hardware Architecture

The EMG data are acquired using the BTS FREEEMG1000 device produced by
BTS Bioengineering [5]. It is made up of four wireless, wearable surface EMG
probes and an USB receiver (Fig. 1a); their main characteristics are summarized in
the Tables 1 and 2. The sensors have been worn through the common pre-gelled
Ag/AgCl electrodes by using clips, allowing a fast, simple and resistant to the
user’s movements mounting. Each probe integrates two low noise active electrodes
for the sensing and the RF transmitter to send the data according to the Zigbee
protocol. The system allows the transmission in a range of more than 20 m in free
space and up to 10 m in presence of a 50 cm thick wall. The data can be sent during
a period of about 8 h in streaming mode, through the rechargeable lithium-ion
integrated batteries. The logical framework for EMG signals acquisition and
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elaboration is hosted on a Windows PC, composed by a CPU i5@2.20 GHz and
8 GB memory DDR3 RAM. During the first step of the work, the BTS EMG
validation signal has been provided through the comparison with the data coming
from the certified wired biomedical system EEG-EMG MICROMED (Fig. 1b). In
particular five young actors simulated several lower limb muscles contractions,
wearing the wired and wireless electrodes on the gastrocnemius and tibialis muscles
as shown in Fig. 1c. Based on the results obtained, the signals of BTS and
MICROMED systems have shown a high degree of similarity (maximum
cross-correlation measured has been more than 0.9 for all simulations).

Fig. 1 BTS bioengineering Freeemg 1000 wireless surface EMG probes and USB receiver
System (a); EEG-EMG MICROMED wired system (b); EMG wireless signals validation
mounting setup (c)

Table 1 Main features of
USB receiver

USB receiver Technical features

EMG channels Up to 20 probes

Dimensions 82 � 44 � 22.5 mm

Weight 80 g
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2.2 Software Architecture

To develop and to test the fall risk assessment algorithm a large dataset has been
created, conducting a study on 11 young healthy actors with different age
(29.5 ± 8.2 years), weight (65.4 ± 11.1 kg), height (1.77 ± 0.2 m) and sex (8
males and 3 females), who have simulated Activities of Daily Living (ADLs) and
falls through the movable platform. The research has been focused on the elec-
tromyography patterns evaluation of the two lower limbs (tibialis anterior and
gastrocnemius lateralis muscles).

The main computational steps of the software architecture have been validated as
first on the Mathworks Matlab. They are (a) pre-processing, (b) calibration,
(c) feature extraction, (d) classification. During the pre-processing phase, the raw
data, coming from each EMG channel, have been band-pass filtered using a 12th
order FIR filter, with cut frequencies between 20 and 450 Hz, to reduce the artefacts
and to avoid signal aliasing. In Fig. 2 it is reported an example of the EMG signal
artifacts, simulated through an external perturbation by tapping the probes, in
quiescent condition (a) before and (b) after the filtering.

Then, to compare the EMG-tension relationship the signals have been processed
by generating their full wave rectification and their linear envelope, using a 10th
order low-pass Butterworth filter, with cut-off frequency of 10 Hz. The calibration
procedure has been accomplished after device mounting by recovering the initial
condition and the maximum EMG signal amplitude values for muscles of interest.
For the feature extraction, the parameters that have shown higher degree of dis-
crimination for the imbalance condition and lower computational cost are: Root
Mean Square (RMS), Waveform length (WL), Co-contraction Index (CCI), Zero
Crossing (ZC), Integrated EMG (IEMG) and Willison Amplitude (WAMP) [6]. In
the end, for the classification of the fall risk event, a single threshold approach has
been adopted. This method has been chosen to guarantee a real time operation to
detriment of generalization ability.

Table 2 Main features of EMG probe

Wireless probes Technical features

Resolution 16 bit

Data transmission Wireless IEEE 802.15.4

Battery Rechargeable lithium-ion

Autonomy 8 h battery life in streaming mode

Acquisition range Up to 20 m in free space

Memory On board solid-state

Certification Class “IIa”

Weight 10 g

Dimensions 41.5 � 24.8 � 14 mm (mother electrode)
16 � 12 mm (satellite electrode)
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3 Results

The performance of the algorithm has been evaluated considering the aforemen-
tioned features for more than 250 ADLs and fall events, simulated during the
acquisition campaign. In particular, one half of the dataset has been used to cal-
culate the threshold values of features to detect the instability events, while the
remaining part has been considered to test the performance in terms of sensitivity
and specificity [7]. In Fig. 3 the performance obtained for each feature have been
reported. The best results have been achieved with Co-Contraction indices

Fig. 2 Example of EMG signals with artifacts in quiescent condition a before and b after the
filtering

Fig. 3 Sensitivity and Specificity values for the features extracted
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(77.6% for sensitivity and 75.8% for specificity). To reduce the computational cost,
for the feature extraction, only the CCI have been selected.

These results have been obtained considering 1 kHz frequency sampling for the
EMG signals. To reduce the computational cost, a performance evaluation on the
system according to the down sampling EMG has been conducted. In particular
the signals coming from each sensor has been digitally down sampled at 500, 250
and 125 Hz and Co-Contraction Indices have been calculated. Based on the
experimental results, the performance remains quite the same from 250 Hz up to
1 kHz sampling frequency; instead significant changes have been measured for
125 Hz. Consequently for the real time application, developed through Microsoft
C#, the frequency of 250 Hz has been chosen. For the analysis of the lead-time
before the impact and the related gastrocnemius/tibialis muscles behavior, a mov-
able platform to simulate involuntary falls has been considered, according to the
work proposed in [8]. It is driven by a pneumatic system that can cause slow and
fast involuntary falls. The mat, where the subjects fell, has been sensorized in order
to detect the instant of the impact: in this way it has been possible to evaluate the
period of time from the onset of the perturbation up to the user impact on the mat.
The average of this period was about 1.4 s and the average lead-time before the
impact on the mat has been measured in about 840 ms, considering all fall events
recognized. From the results obtained, the solution developed appears a good
starting point to realize a fast and efficient system for the fall risk assessment. With
respect to the inertial fall detection system, the solution proposed could act before
the start of falling phase defined in [9], through the monitoring of the electrical
activity produced by muscles after an imbalance condition. The performance in
terms of sensitivity and specificity could be improved increasing the area of legs
monitored (through a larger number of probes). Furthermore, a relevant open issue
present in literature regards the wearability of the Ag/AgCl electrodes. In fact they
may cause skin irritation and allergies, moreover their signal quality may degrade
due to the drying of the gel over time [10, 11]. To address these problems new
biocompatible, textile and more comfortable wearable electrodes [10, 11] could be
adopted to increase the user acceptability.

4 Conclusion

This work presents a preliminary study on a real-time and minimally invasive
pre-fall detection surface Electromyography-based system. Significant performance
in terms of lead-time before the impact on the floor has been measured, in simulated
conditions, by using only four EMG probes. Future works will be focused to
improve the performance and the user acceptability of the system increasing the
number of probes and using more biocompatible and comfortable electrodes.
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Semantic Knowledge Management
and Integration Services for AAL

Gianfranco E. Modoni, Mario Veniero and Marco Sacco

Abstract The integration of a set of heterogeneous data streams coming from
different source into a coherent scheme is still one of the key challenges in
designing the new generation of AAL system enabling the Smart Home. This paper
introduces a service-oriented platform that aims to enhance data integration and
synchronization between physical and virtual components of an AAL system. The
idea behind this research work goes in the direction to find scalable technological
solution in order to answer the continued growth of objects (Things) connected to
the network within the domestic environment. Thus, the Smart Objects can operate
synergistically on the basis of a shared semantic model, supporting various tailored
services that assist elderly users or users with disabilities for a better and healthier
life in their preferred living environment. Moreover, a prototype of the platform has
been implemented and validated in order to prove the correctness of the approach
and conduct a preliminary performance evaluation.
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1 Introduction

Today’s homes are environments where various devices perform separate and
isolated tasks. Instead, future homes can become systems of distributed and inter-
connected smart objects (SO) working together in a reliable and predictable manner
[1]. In fact, on the basis of the increasingly widespread protocol of the Internet of
Things (IoT), the SO can acquire, handle and share the knowledge about the home
inhabitants in order to meet the goal of achieving their comfort and well-being [2],
thus enabling the model of Smart Home (SH) [3].

One of the main application of the SH is in the field of the Ambient Assisted
Living (AAL), where the SH can provide tailored services that support users with
disabilities for a better, healthier and safer life in their everyday living environment;
e.g. such services can be used to drive the behaviors of users through the processing
of the context information. However, the implementation of the SH entails a wide
range of technological and scientific problems to be tackled. One of the most
relevant is represented by the lack of interoperability between the various involved
smart objects which often isolates significant data sets and emphasizes the “existing
problem of too much data and not enough knowledge” [4]. This issue is mainly due
to the adoption of different communication interfaces, since devices often are
produced from various vendors, which use different programming languages,
operating systems, and hardware. Moreover, even many standards have been
defined also in the AAL field, this issue still remains to be faced.

Under these conditions, it is necessary to adopt a new model of collaboration
among the various involved sources, regardless the information representation
formats. In order to address this problem, various generic models of interoperability
have been proposed by researchers. Sacco et al. have proposed the Virtual Home
Framework (VHF) [5], that represents a possible pattern based on Sematic Web
technologies to be applied to solve such issue of integration. On the basis of this
reference model, the research introduced in this paper analyzes and designs a
service-oriented platform [6] for ambient assisted living (AAL) systems, in which
information coming from different types of SO are enriched with semantic meta-
data, thus contributing to seamlessly integrate, aggregate and synchronize the
various SO. The platform, which is one of the main outcomes of the ongoing Italian
research project “Design for All” (D4A) [5], allows to handle and maintain near
real-time shared semantic representation of the available knowledge, while enabling
new, implicit knowledge inferencing, based on semantic derivation rules and
ontology entailments. A relevant role here is played by the Integration Services and
specifically by a publish/subscribe middleware enabling messages exchange among
all the loosely coupled SO and applications included in the AAL system.
A prototype has been also implemented and validated in order to prove the cor-
rectness of the approach and to perform a preliminary performance evaluation.
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The remainder of the paper is structured as follows. Section 2 examines the
motivation for this research work, whereas Sect. 3 illustrates the main character-
istics on the basis of the service-oriented platform. Section 4 presents the conducted
experiments. Finally, Sect. 5 draws the conclusions, summarizing the main
outcomes.

2 The Vision

The proposed approach mainly addresses the data integration issue, which is par-
ticularly relevant when talking about complex domain models often expressed as
huge, intensive, and multisource data [7]. The idea behind this work is to provide
AAL applications and tools with a common and high-level interfacing means, the
Integration Services (Fig. 1), allowing them to access a shared domain knowledge
managed by the Semantic Repository, contributing to simplify collaboration among
applications.

This approach represents a common best-practice when dealing with Enterprise
Information Systems [8, 9]. Applications can easily interoperate while the handled
data are integrated, aggregated and shared or dispatched through mechanisms that
are transparent to their clients. In the context of the D4A project, Integration
Services foster the semantic integration among several different domestic devices
and tools, contributing to enhance their near real-time synchronization capabilities
and making them smarter. In fact, the Integration Services allow to abstract from
implementation details of each given device, hiding the complexity of their different
interfaces. In this sense, Integration Services enable a proper SO interaction and
enhance their capability to exchange information providing a seamless view on
high-quality data extracted through a common and generalized interface providing
the following main functionalities:

Fig. 1 General vision behind the integration services
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1. acquisition of information from any SO;
2. storing, interpreting and properly managing the information received;
3. sharing or proactively dispatching information when a SO asks for them or a

needed information becomes available.

Integration Services comprise a specific service (the Information Dispatching
Service) which makes available the changed information to a whatever application
through a multi agent server enabling the near real time semantic signaling. Under
these conditions, the Information Dispatching Service plays the role of an IoT
middleware that supplies the central point which join heterogeneous devices
communicating through heterogeneous interfaces. It also implements the major
functionalities that Sacco et al. [5] conceived for the Virtual Home Manager, the
component of the reference framework that enables the bidirectional connection
between the two worlds of the real home and the digital home.

The proposed service-oriented platform has been implemented and tested in the
context of D4A project activities to integrate both AAL design tools and runtime
smart services and objects included in an AAL system (Fig. 1). In order to test and
validate the proposed platform, some demonstration scenarios have been identified,
which are thought to represent habits and activities occurring on a regular basis in a
domestic environment. A significant one focuses on the user during the grocery
shopping; in this situation the idea is to monitor food inventory through a smart
interaction between a refrigerator and a smart phone. Performances has been
evaluated considering not only the pure execution time but also the feasibility and
ergonomics w.r.t. developers and systems integrators.

3 The Integration Services

The Integration Services provides the following capabilities:

• Authoring, which allow each application to manipulate shareable owned
knowledge through the operations of insert, update and delete;

• Retrieval, which allow the extraction (retrieval) of both asserted and inferred
knowledge from the shared domain;

• Signaling, allowing socially connected applications to register themselves and
receive alert related to the changing of the state of one or more interesting
elements.

Through these capabilities, the Integration Services allow each application or
smart object distributed in the AAL environment to translate information expressed
according to its own applicative ontology into application expressed according to
the shared domain ontology and vice versa, thus contributing to create a shared
common understanding of the relevant knowledge of the domestic environment.

Figure 2 reports the main steps of this knowledge sharing process in a pro-
cessing pipeline from authoring to retrieval. Sharable legacy data, whose definition
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is given with respect to the specific application’s ontology, will be translated
according to the shared D4A domain ontology (Step 1). Once translated, this
common representation is forwarded to the SR (Step 2) in order to be stored by
means of semantic data manipulation languages and tools. On the other side, by
means of search criteria conveniently converted in a SR understandable form (Step
3), domain ontology represented entities are retrieved (Step 4) by semantically
querying shared knowledge, and successively converted in the requestor under-
standable form (Step 5).

In order to support the aforementioned capabilities, the Integration Services
comprises the three following components (Fig. 2):

• Data mash-up services. It implements the typical data access layer in a multi-tier
application architecture, allowing to manage application sharable data. Designed
specifically for each application, it is in charge of translating forth and back data
entities from the application’s specific format to the shared domain ontology
representation.

• Semantic data access service. In the form of a shared common application
library, is in charge of translating received SPARQL requests into corresponding
HTTP request, according to SPARQL 1.1 Protocol for RDF, which is the
adopted standard way to compose the semantic query. In this way, the translated
request will be served through the cloud integration services component.

• Information dispatching service, allowing to real-time distribute emerging
information to interested subsystems (services, applications and so on).

Fig. 2 The processing pipeline concerning the Integration Services
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3.1 Supporting the Signaling Capabilities Through
the Information Dispatching Service

The Integration Services provide near real-time signaling capabilities to all the
networked Smart Objects and Services involved in the AAL environment thanks to
the Information Dispatching Service, which is a multi agent and semantic based
signaling server. In particular, the Information Dispatching Service plays the role of
an effective IoT middleware, allowing applications to register for interesting
information and receive back alerts about the changing state or the emergence of
interesting knowledge. Moreover, it abstracts and hides the complexities of the
hardware or software components, involved within the system.

Under these conditions, this architecture resembles the one of Enterprise 2.0
Social Software (E2.0) [10–12] since it supports social and networked applications
concurrently accessing and modifying a shared knowledge domain. The evaluation
of the emersion of the asked information is proactively activated by the agent upon
recognizing an update of the knowledge-base. Each agent can act as a publisher to
send changed information and as a subscriber to receive all the updates related to
subscribed information. Figure 2 reports the processing pipeline concerning the
Information Dispatching Service (Step 6, Step 7, Step 8). These services has the
potential to significantly reduce the bandwidth cost of busy spin semantic queries,
as well as the required workload both at the client application and knowledge base
sides. Moreover, it enables an effective and performant semantic event-driven
model to support design and development in the field of AAL; thus reducing the
development cost, while also increasing interoperability, quality and portability.

3.1.1 The Architectural Model

The implementation of the Information Dispatching Service leverages the specifi-
cations of the Foundation for Intelligent Physical Agents (FIPA) [13], which
include a full set of computer software standards for specifying how agents should
communicate and interoperate within a system. In particular, it has been take into
account the FIPA Subscribe-like interaction protocol (IP) specification [14] that
defines messages to be exchanged, as well as their sequencing according to a
Request-Reply Enterprise Integration Pattern [15].

The Information Dispatching Service is enabled by a messaging system, sup-
porting both the publish/subscribe pattern and message queue models. The first
allows the specific receivers (subscribers) to express interest in one or more
information and only receive messages that are of interest, while the second enables
an asynchronous inter-process communications protocol. In this implementation,
the selected messaging system is the Apache ActiveMQ™ [16], an open source
messaging platform through which clients can make a subscription specifying the
SPARQL query of interest, the content type of the expected response and the
authorization credentials for accessing the repository (username and password). The
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presented infrastructure is paired with a web server based on the Jersey framework
[17] which allows to expose a notification service of the state of the knowledge base
changes.

Through the Apache ActiveMQ™, the Information Dispatching Service is always
listening on the queue that manages the new subscriptions (SubscriptionManager)
(Fig. 3). Whenever it receives a subscription request from a network client, it activates
server-side an agent (the ClientAgent) which takes care of the client interests.

The subscription requires that the client sends the following information:

1. the client-ref, a unique identifier of the client;
2. the req-id, a unique identifier of the query of interest;
3. the SPARQL query of interest, the credentials (username and password) for the

authentication, and a boolean flag, reasoning, which tells the system whether to
activate the reasoning during the query execution (in order to extract implicit
knowledge).

After the transmission of the subscription, the client waits for subsequent noti-
fications provided by the SubscriptionManager whenever the knowledge base is
changed and the corresponding query produces a result different from that previ-
ously transmitted. The changes applied to the knowledge base are notified to
SubscriptionManager through appropriate communication interface (e.g. a REST,
etc.). Notifications are automatically (transparently) carried by the operator
SPARQL endpoint at each interaction of type SPARQL Update. In summary, the
main operations performed server-side by the Information Dispatching Service are:

1. the activation of a queue listening on new subscriptions;
2. the activation of a queue listening on new notifications of the knowledge base

changes;
3. the execution of the subscribed queries, reports any change to the listening

client;

Fig. 3 The architectural model
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while the main operations performed client-side are:

1. the creation of a temporary queue of messages specific for the client;
2. the preparation of the message for the subscription and listening of notifications;
3. the sending by the client of the request for subscription to one or more of the

queries;
4. the cancellation of the registration, by closing the connection.

3.1.2 The Subscription Protocol

The client starts the interaction with the server through a subscription message
containing the description of the information of interest (specified in a query) with
the minimum refresh rate in milliseconds, together with a unique identifier of the
request (req-id) and a reference (pointer, address, etc.) of the client (client-ref.) to
which forward the discovered information.

The query transmitted from the client is expressed through the SPARQL 1.1
syntax and may be a SELECT, ASK or CONSTRUCT that refers to semantic model
contained in the repository. The server processes the subscription request and
decides whether to accept it. If it is rejected, the repository sends to the client the
rejection condition ending the interaction. If it is accepted, at each interval of
minimum refresh rate, the server updates the evaluation of the subscribed queries
and transmits an information message (inform-result to the client) containing the
result of the executed query (query-result) if the result is not empty (SELECT or
CONSTRUCT query type) or positive (ASK query type), according to the chosen
response format.

The server continues to broadcast type messages (inform-result) as long as one
of the following conditions happen:

1. the client deletes the subscription request by the cancellation request (see next
section);

2. an error occurs for which the server is no longer able to communicate with the
client or to process queries.

All interactions are identified by a unique identifier other than zero (req-id)
assigned by the initiator of the protocol and valid for it (client-ref). This allows
stakeholders to manage their communication strategies and activities. Moreover,
since it can be important to preserve the sequence of the messages, the transport
layer has to preserve the order of the messages (reliable transport layer). Thanks to
the oneness of the req-id, each client can participate in multiple signaling at the
same time. Figure 4 reports the overall workflow of the subscription process.
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3.1.3 Cancelling Subscriptions

At any time, the client may cancel a subscription request by transmitting a cancel
request to the server. In such a request, the parameters req-id-ref and client identify
the interaction to be stopped (Fig. 5). The server inform then the client if the
interruption succeeded (done) or that it was not possible to break the interaction due
to an error (failure).

INITIATOR 
(CLIENT) 

PARTECIPANT
(REPOSITORY)

subscribe(req-id, client-ref., query, refresh-time) 

refuse (req-id) [refused]

inform-result (req-id, query result) [0-n]
[agreed]

failure(req-id) 
[failed] 

failure [failed] 

Fig. 4 Subscription and notification workflow

INITIATOR 
(CLIENT) 

PARTECIPANT
(REPOSITORY)

cancel(req-id, client-ref) 

done

failure 
[failed] 

[success]

Fig. 5 Workflow of the cancellation of the subscription
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3.2 The Data Persistence Through the Semantic Repository

A significant study during this research has regarded the identification of a valid
Semantic Repository (SR) capable to handle large amount of Semantic data, also in
the form of Big Data [18]. Managed data comprise:

• the domain ontology, as representation of the knowledge about home
environment;

• the ontological population, compliant to the domain ontology;
• the derivation rules needed to properly entail the implicit knowledge.

This component must also provide reasoning capability in order to automatically
infer new knowledge about the concepts and their relationships, starting from the
explicitly asserted facts [19].

A study of the state of the art of a set of existing semantic repositories has been
carried out, considering the reasoning capability as main criteria of evaluation, since
it represents an essential requirement for the platform currently under development.
The result of the survey is that majority of reasoners are still far away from con-
formance to the full specification of the OWL (Ontology Web Language) [20], the
standard language used to represent semantic data. One of the causes is the great
expressivity allowed by OWL that results in difficult (if not impossible) reasoner
implementations. OWL, in its full specification, is undecidable. (i.e. query
answering for an OWL ontology needing reasoning could require infinite time).
Since decidability is an important property in real world scenarios, a decidable
syntactic subset of OWL has been defined. This leads to an enormous amount of
possible implementations, and appears to disrupt the standardization effort made by
product developers. In the context of this project, we have evaluated and finally
adopted Stardog [21], since it supports the largest subset of OWL compared to other
solutions, thus, allowing an higher level of expressivity to represent the derivation
rules.

Moreover, the here presented platform attempts to deal with the horizontal
scalability. This can be also addressed through the enabling technologies of the
cloud computing [22]. The Infrastructure as a Service (IaaS) paradigm, character-
ized in that the providers offer computers (physical or virtual machines) and also
other resources, has been used for the tests of the platform, since it is the only
offering valid solution compliant with the Semantic Web technologies.

4 The Conducted Experiments

One out of the defined experimental settings is a context aware Situation
Identification System (SIS) designed and prototyped by ab medica, one of the D4A
project partners. The SIS is aimed at identifying ongoing situations that are relevant
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from a cognitive point of view in the reference scenario and selecting services to be
activated based on the contextual and situational profile.

The main features of this system are:

• Gathering, analyzing and semantically annotating brain signals, as well as
several other bioelectrical and medical information. All these information are to
be merged with contextual information acquired by ubiquitous home-
automation sensors;

• Extraction of all those features useful to identify situations that are relevant from
a cognitive perspective, in the reference scenario;

• Contextual profiling of the observed user and identification of status and
behavioral patterns;

• Activation of needed services, identified according to the current contextual and
situational user profile.

As can be seen in Fig. 6, the general architecture of SIS recalls the Endsley
model for Situation Awareness [23] and is based on an specific knowledge base
feeding and sustaining situational models for identification and elicitation. These
model and their underlying knowledge are, in their turn, modeled according to an
application ontology focused on modeling and reasoning on medical and behavioral
features of a observer subject. SIS exploits D4A Integration Services by getting
contextual information coming from smart sensors and objects deployed in the
environment such aa internal and external temperature, light levels, devices acti-
vation, receipt execution, etc. At the same time SIS is able to feed back the
repository with information related to the current state of the user and his current
health profile.

Fig. 6 Situation identification system’s architecture and its interaction in the AAL platform
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5 Conclusion

This paper has introduced a service-oriented platform for ambient assisted living
which contributes to enable a smarter interaction of the various devices distributed
within the domestic environment. Devices can cooperate through the integration of
the knowledge about home environment, thanks to a strategy leveraging the central
role of the Semantic Web Technologies. The proposed platform is particularly
relevant in the context of AAL, in the perspective of moving away from more
traditional assistive technologies towards an approach that takes into account the
full range of human diversity. Nevertheless some issues continues to limit the
potential usage of the platform, especially when dealing with legacy systems whose
knowledge models are huge or too complex to make the integration process simply
economically unaffordable [24]. This problem represents the most relevant tech-
nological gap to be addressed in the future developments of the platform [25].
Future work also concerns a quantitative analysis of performance, also exploiting
new benchmarks that are currently under study.
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ASTRO: Autism Support Therapy
by RObot Interaction

Massimo Pistoia, Marco Pistoia and Paolo Casacci

Abstract “Autism” is a syndrome that, according to the latest surveys, affects 1
child out of 100 and is the most characteristic group of pervasive developmental
disorders. This work describes the experience gained through the “ASTRO” Project
to develop a product able to support, by the means of new technologies, pre-school
and school-aged children affected by Autism Spectrum Disorders and that can serve
as a proper tool to be used during educational and rehabilitation activities. The goal
was pursued by an ICT platform, endowed with a robotic platform, aimed at
facilitating treatment of autistic children by ABA (Applied Behavior Analysis)
methodology.

Keywords Living labs � Autism � Dyslexia � Robot � Learning � LMS

1 Introduction

Even though children affected by autism present different functional deficits,
however, they are often able to use surprisingly different technologies such as PCs,
MP3 player, TV, video games: tools used daily at home and sometimes at school.
Teaching can find then a “rich soil” for what concerns the use of new technologies
in order to foster learning by children suffering from autism and by taking into
consideration that achieving new competences can go through those already
learned, using technological devices as operational tools [1].
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The ASTRO project, co-financed by the Apulia Region in Italy by means of the
Apulian ICT Living Labs programme, meant to create a multimedia robotic system
integrated with the OMNIACARE software platform, developed by eResult, which
enables to cope with diverse disability-related conditions. This was achieved by
extending the features of the so-called OMNIACARE software platform for the
delivery of didactical and cognitive exercises, in order to enable an interaction
mediated by a robot to act as an intermediary in the process of socialization,
reducing stress introduced by the absence of emotional inferences [2]. The realized
system is suitable for domestic use as well, allowing the teacher to intervene in
telepresence assisted by a parent. The development of human-machine interaction
integrating IT tools with robotic devices provides a solution that contains flexible
and customizable activities to suit different needs and characteristics. Such char-
acteristics can be summarized as shift of the focus from learning to “doing”, in an
educational design, organized and articulated, careful about timing and method of
use, along with spurring self-use of the tool in order to enhance technical skills as
well, increase self-esteem and gratification [3, 4].

2 Materials and Methods

The main goal of the ASTRO project was to develop a product able to support, by
the means of new technologies, pre-school and school-aged children affected by
Autism Spectrum Disorders and that can serve as a proper tool to be used during
educational and rehabilitation activities. The goals of the project were pursued
using a kit consisting of an anthropomorphic robot, NAO™, developed by the
French company Aldebaran Robotics, and an LMS (Learning Management System)
platform, developed on the OMNIACARE system, devised and produced by
eResult [5, 6].

The ASTRO system, along with the services it provides have been shaped
around the UCD methodology. It is a design philosophy and a process, which
focuses the attention on the user’s need, expectations and limits in respect to the
final product. The user is placed at the center of each step of the development
process in order to maximize the usability and acceptance of the product, opti-
mizing it around the needs of the users. The UCD methodology is characterized by
a multi-level co-design and problem solving process. It requires designers to not
only analyze and foresee how the user will utilize the final product, but to test and
validate their assumptions at the same time by taking into consideration the end
user’s behavior during the usability and accessibility tests (test of user-experience)
into the real world. The UCD methodology leads to the creation of the final product
through an iterative and interactive process that provides the development of a first
prototype and a following test and assessment stage based on which to proceed with
the development of the next prototype. Each cycle therefore leads to the creation of
a product that is closest to the real and practical needs of the user. The aim of the
UCD is to move from a high-fidelity prototype with a focus on users’ identified
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needs to an innovation. This means to include both business model aspects as well
as designing a fully functioning innovation. The main objective is to re-design the
innovation according to feedback gained in earlier phases.

The activities spent in the design and testing phases were conducted side-by-side
with therapists who apply the ABA (Applied Behavior Analysis) methodology and
with a parent association of autistic children. ABA is a program that is based on the
principles of behavior modification, and which aims to intervene in children of
preschool age with the mediation of parents and the support of operators. The ABA
intervention has proven to be particularly effective in intellectual functioning, in the
understanding of language and learning of social skills in adaptive behavior, in
understanding and linguistic expression.

All the work was scientifically supervised by an independent third party repre-
sented by the University of Foggia (Italy). The project team designed and imple-
mented a set of exercises for the autistic children, which aimed to improve
parent-child relation by initially stimulating attention with actions initiated by the
robot, later substituted by the parent to continue the interaction. All in all, the robot
acted as a facilitator for the parents to gain attention from their children.

3 Technology

The ASTRO project was realized using two main ICT technologies, one hardware
and one software. The hardware platform was a NAO™ robot, while the software
application was OMNIACARE.

NAO™ is a hi-tech robotic device characterized by 25 degrees of freedom,
which allow it to perform even the most complex motions and it is suitable for
structured and unstructured environments. It is equipped with:

– Ultrasonic proximity sensors pointing towards different directions, that allow to
detect and evaluate the physical distance;

– Pressure sensors located under the lower limbs;
– Advanced multimedia system with 4 microphones and 2 speakers;
– 2 CMOS cameras designed for speech synthesis, space location, face and object

recognition;
– Interaction sensors such as 3 touch areas above the head of the robot;
– 2 infrared led and 2 contact sensors on the front of the lower limbs.

The OMNIACARE platform is a multi-functional hardware and software sys-
tem, specifically developed by eResult for the remote monitoring and assistance of
frail users. By providing tools to patients and caregivers, the system improves
quality of life of those people who need particular assistance in daily living and to
those who take care of them. OMNIACARE’s software architecture is modular:
each element realizes some specific functions, as to be able to dynamically adapt to
a variety of situations and environments. The system allows exploitation of more or
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less functionalities in a seamless way, by using specific elements, while the overall
system keeps running. The system architecture is open to any potential develop-
ment by just adding new modules.

To cover the aspect of support to children affected with learning or develop-
mental disorders, the platform implements a Learning Management System that
administers provision of multimedia exercises, aided by Information and
Communication Technology tools, to make the learning or therapy process more
playful, usable and effective. The system also records the pupils’ answers and
feedbacks to ease teachers and therapists in their effort to properly assess children’s
capacity evolution and growth.

OMNIACARE comprises the following elements:

– Central Server;
– Home Server;
– External hardware systems (robot, sensors, interaction and parameter collecting

devices);
– Webcam;
– Smartphone and tablet (Android-based).

The webcam is connected to the Internet through a Wi-Fi router. Operators and
therapists can use it to monitor the local environment and to support patients and
caregivers by working on the system themselves, through the Central and Home
Servers. This is an optional feature that can be disabled by the end user for privacy
reasons.

The Central Server (CS) is the main element of the system. User profiles, device
configurations and all system data reside on the CS. The CS also provides the web
interface that operators and therapists use to interact with the system, in order to
customize exercises and therapy for pupils. Configurations can be done on the CS
by the tutors only, to avoid unauthorized modifications by the users or caregivers.
The Home Server and the hand-held device periodically synchronize data and
download configurations from and to the CS. The CS has been built on the
eResult’s OMNIAPLACE software development platform, and it inherits its inner
characteristics (Fig. 1):

– Hierarchical data structure.
– Web-based user interface.
– Advanced data navigation, display and search.
– Extensive data export functionalities.
– Granular user privilege management.
– Structured system event management.
– Information traceability.

The Home Server (HS) acts as a gateway that interfaces with detection sensors
and external devices managing all of the diverse communication protocols. The HS
collects data from the devices and provides configuration data exchange to proper
manage them. The HS also consolidates and conditions data and sends them to the
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CS, according to the established rules and timing, while at the same time providing
warning or alerts in case of a detected anomaly.

As concerns the LMS system, the HS also contains the software engine used for
exercise administration and the user interface module to display such exercises to
the pupil, along with the interaction control dashboard for the therapist/teacher to
manage behaviors of the NAO™ robot (Fig. 2).

Fig. 1 OMNIACARE central server (CS)

Fig. 2 OMNIACARE home server LMS screen
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Different access to information and functions can be granted on the HS-based
LMS platform to different users, according to their needs and competences, by a
web interface present on the CS configuration page [7].

4 Results

The ASTRO Project result assessment revealed that 63% of involved children
positively reacted to the robot’s presence, showing curiosity, happiness, interest;
18.5% showed negative reactions; 18.5% of children showed an alternate behavior,
sometimes afraid or indifferent, sometimes curious. In some cases, negative
expressions depended on technical problems interfering with, or blocking, the
experimentation session. 48.1% of children satisfactorily responded also to direct
interaction with the robot. It was important for the experimentation to note how
easily children would physically approach the robot, spontaneously approached and
touched in most cases.

As to families, parents were actively involved in the ASTRO co-design and
experimentation phases. 81.5% of families declared themselves satisfied by the
experimentation, in some cases expressing amazement for “the progress obtained
[by their children]”. Even those who were doubtful in the beginning of the project,
progressively gained confidence during the course of experimentation, due to the
gradual successful improvement in their children’s interaction. In 90 sessions,
parents participated in exercise execution, using the system and stimulating children
to establish a direct contact with the robot, by singing and dancing with it and
giving expressions of encouragement. This allowed the robot to play a role of
functional game and raising interest and curiosity in autistic children, unlike the
stereotyped games they typically use in a solitary manner. Thus, the robot facili-
tated the relation between child and parents. Parents, on their side, discovered a new
way of living a joyful and playful moment with their children, at the same time
useful to stimulate their cognitive and behavioral abilities [8].

In a limited number of cases, intensive intervention and help by the therapist was
necessary, because the parent was not able to properly use the PC and thus easily
discouraged; or, for the fact that the parent, while desiring to cooperate, was not
able to oversee the child and use the system at the same time. Some families
decided to leave the project because the exercises from the system were too simple
for the chronological age of the children. This criticality emerged as a side effect of
the need to experiment the possibilities offered by the system as a mediator in the
parent/child relation. In fact, the proposed exercises were rather simple, in order to
ensure the active involvement of parents allowing them to carry out the session
autonomously, with the simple supervision of the therapist. This prevented the
system to adapt to the need of the single patient. From the experimentation, it
nonetheless emerged how the preparation and behavior of therapists are critical to
the success of the session. It is important that they invest time in preparing the
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setting before the session itself, eliminating any distractors and arranging prelimi-
nary plans along with required procedures.

The ASTRO project led to the conclusion that the realized intervention, designed
to make parents protagonists in their children’s treatment, makes a step in the right
direction towards the awareness of the possibilities they have to make a difference
with their own kids [9]. Parents were all available to further experiment and gave
suggestions for improvements.
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MARIO Project: A Multicenter Survey
About Companion Robot Acceptability
in Caregivers of Patients with Dementia

Daniele Sancarlo, Grazia D’Onofrio, James Oscar,
Francesco Ricciardi, Dympna Casey, Keith Murphy,
Francesco Giuliani and Antonio Greco

Abstract In the frame of the European Community funded MARIO, caregivers of
139 dementia patients were recruited in National University of Ireland (NUIG), in
Geriatrics Unit of IRCCS “Casa Sollievo della Sofferenza”-Italy (IRCCS) and in
Alzheimer Association Bari-Italy (AAB) for a multicenter survey on to determine
the needs and preferences of caregivers for improving the assistance of dementia
patients, and guiding technological development of MARIO. A six minute video on
technological devices and functions of MARIO was showed, and all caregivers
fulfilled a 43-item questionnaire that explored four areas: (A) Acceptability,
(B) Functionality, (C) Support devices, and (D) Impact. Caregivers declared that to
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facilitate acceptance (over 17.5%) and to improve functionality of MARIO (over
29%) should be important/likely/useful. Over 20.3% of caregivers reported that
following support devices in MARIO could be useful for their patients: (1) for
monitoring bed-rest and movements, (2) for monitoring the medication use, (3) for
monitoring the ambient environmental conditions, (4) for regulating heating,
humidity, lighting and TV channel, (5) for undertaking comprehensive geriatric
assessment, (6) for link to care planning, (7) for monitoring physiological deteri-
oration, and (8) for monitoring cognitive deterioration. Over 21.8% of caregivers
declared that MARIO should be useful to improve quality of life, quality of care,
safety, emergency communications, home-based physical and/or cognitive reha-
bilitation programs, and to detect isolation and health status changes of their
patients. MARIO is a novel approach employing robot companions, and its effect
will be: (1) to facilitate and support persons with dementia and their caregivers, and
(2) reduce social exclusion and isolation.

Keywords Building resilience for loneliness and dementia � Comprehensive
geriatric assessment � Caring service robots � Acceptability � Quality of life �
Quality of care � Safety

1 Introduction

Europe has the highest prevalence of dementia in the world; seven million people
are currently affected and this is projected to increase to 13.4 million by 2050 [1].
Across EU countries, participation of people with dementia in family and civic life
is diminished by cultures of exclusion and stigmatisation [2]. Less severe and even
more widespread, loneliness, isolation and depression are becoming increasingly
important within Social Care. The increased mortality risk associated with the
effects of these conditions is 200% greater than that of clinical obesity and com-
parable to the effects of smoking 15 cigarettes a day [3]. These effects include
impaired immune functions, increased blood pressure, inflammation, anxiety,
increased risk for heart disease, stroke and others [4]. Dementia is characterised by
impaired mental functioning, language and thinking [5]. These impairments are
often accompanied by personality, functional and behavioural changes.

To fight loneliness and the effects suffered by person with dementia, effective
techniques include those that target change of a person’s perception of loneliness
and those that increase a person’s resilience. Resilience is an adaptive capacity that
refers to one’s ability to ‘bounce back’ and cope in the face of adversity.

ICT solutions can be used to increase psychological skills like resilience [6], and
to manage active and healthy aging with the use of caring service robots as will be
explored with the EU funded MARIO project [7].

In this project specific technological tools are adopted that try to create real
feelings and affections making it easier for the patient to accept assistance from a
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robot when—in certain situations—in return the human can also support the
machine.

The approach targeted in MARIO is the Comprehensive Geriatric Assessment
(CGA) on which the Multidimensional Prognosis Index (MPI) [8] is based. Used
effectively, the MPI can improve dramatically diagnostic accuracy, optimize
medical treatment and health outcomes, improve function and quality of life, reduce
use of unnecessary formal services, and institute or improve long-term care
management.

In MARIO, the service robot will provide information to MPI survey and
evaluation process based on its observation of the instrumental activities of daily
living and detection of changes regarding them.

The aim and ambition of the project are:

• to address and make progress on the challenging problems of loneliness, iso-
lation and dementia in older persons through multi-faceted interventions
delivered by service robots

• to conduct near project length interaction with end users and assisted living
environments to enable iterative development and preparation for post project
uptake

• to assist caregivers and physicians in the CGA of subjects at risk to loneliness,
isolation or dementia through the use of service robots

• the use of near state of the art robotic platforms that are flexible, modular
friendly, low cost and close to market ready in order to realize field contribu-
tions in the immediate future

• to make Mario capable to support and receive “robot applications” similar to the
developer and app community for smartphones. This will empower develop-
ment and creativity, enable the robot to perform new functionalities over time,
and support discovery and improve usefulness for end users while lowering
costs

• through novel advances in machine learning techniques and semantic analysis
methods to make Mario more personable, useful, and accepted by end users (e.g.
gain perception of non-loneliness).

To bring MARIO service robot concepts out of the lab and into industry by
addressing licensing aspects via Apache, the integration of telecommunication
aspects and application hosting environment.

In the first stage of the project, a series of mini-workshops locally at the pilot
sites with partner organizations to introduce MARIO to both end users and
stakeholders were done. After an interview about determining the needs and
preferences of patients were performed.

The caregivers play a pivotal role in the management of the health and care of
dementia patients, but although caregiving may be rewarding, providing care to a
family member is stressful [9]. These negative consequences can affect the quality
of life of patients and informal caregivers, and finally the quality of care of the
patients and increase the likelihood of institutionalization [10].
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The informal caregivers of dementia patients are early overwhelmed by care
responsibilities and others showing stability or even decreases in the burden over
time [11].

It was shown that the amount of time of informal care is the frequent reporting of
up to 24 h per day, leading to very high cost estimates that may overlook aspects of
joint production (i.e. caregivers performing multiple tasks simultaneously) [12].
Several studies were shown that the caregiver burden leads to higher levels of
depression and anxiety [13, 14], use of psychotropic medication more frequently
[15], engagement in fewer protective health behaviours, and increased risk of
medical illness [16, 17] and mortality [18].

In this perspective, the ICT may provide promising new tools to improve the
functional and cognitive assessment of patients with dementia and related disorders
[19]. Development and implementation of novel computer-based ICT applications
in the field of cognitive impairment mitigation and rehabilitation [20], emerging
ICT applications based on virtual reality environments, including Augmented
Reality technology, are become important game changers [19]. The ICT concept
and approach can support the range of activities of daily living [21], monitor the
circadian rhythm [22] for dementia patients.

The goal of this paper was to determine the needs and preferences of formal and
informal caregivers for improving the assistance of dementia patients, and guiding
the technological development of the MARIO though a questionnaire.

2 Materials and Methods

This study fulfilled the Declaration of Helsinki, the guidelines for Good Clinical
Practice, and the Strengthening the Reporting of Observational Studies in
Epidemiology guidelines. The approval of the study for experiments using human
subjects was obtained from the local ethics committees on human experimentation.
Written informed consent for research was obtained from each patient or from
relatives or a legal representative in the case of severe demented patients.
Caregivers of dementia patients consecutively recruited from May 2015 to February
2016 in the National University of Ireland (NUIG, Galway, Ireland), in the
Geriatrics Unit of the Casa Sollievo della Sofferenza Hospital (IRCCS, San
Giovanni Rotondo, Italy), and in the Alzheimer Association Bari (AAB, Bari, Italy)
were screened for eligibility.

Inclusion criteria were: (1) caregiver of patients with diagnosis of dementia
according to the criteria of the National Institute on Aging-Alzheimer’s Association
(NIAAA) [23]; and (2) the ability to provide an informed consent or availability of
a proxy for informed consent. Exclusion criteria were: caregivers of patients with
serious comorbidity, tumors and other diseases that could be causally related to
cognitive impairment (ascertained blood infections, vitamin B12 deficiency, anae-
mia, disorders of the thyroid, kidneys or liver), history of alcohol or drug abuse,
head trauma, psychoactive substance use and other causes of memory impairment.
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The following parameters were collected by a systematic interview about the
caregivers: gender, age, educational level (in years), and caregiving type [Informal
caregiver (unpaid), Informal caregiver (paid), Formal caregiver (Geriatrician),
Formal caregiver (Psychologist) and Forma caregiver (Nurse)].

To all caregivers were shown a video on the technological devices and the
functions that should been implemented in MARIO (video weblink: https://www.
youtube.com/watch?v=v1s2Hbad1l0).

Shortly after watching the video, a questionnaire was administered to all care-
givers (MARIO Questionnaire) designed to find out their perceptions about robot
companions, especially what they would like such a robot to do for them, and how
robots could be designed to build their resilience.

The MARIO Questionnaire (Appendix 1) included 43 items that explored four
areas: (A) Acceptability; (B) Functionality; (C) Support devices; and (D) Impact.

It was a quantitative questionnaire based on a Likert scale of “Extremely
important/likely/useful” and “YES, very useful” to “Not at all important/
likely/useful” and “Not useful at all”.

All the analyses were made with the SPSS Version 20 software package (SPSS
Inc., Chicago, IL). For dichotomous variables, differences between the groups were
tested using the Fisher exact test. This analysis was made using the 2-Way
Contingency Table Analysis available at the Interactive Statistical Calculation
Pages (http://statpages.org/). For continuous variables, normal distribution was
verified by the Shapiro–Wilk normality test and the 1-sample Kolmogorov–
Smirnov test. For normally distributed variables, differences among the groups were
tested by the Welch 2-sample t test or analysis of variance under general linear
model. For non normally distributed variables, differences among the groups were
tested by the Wilcoxon rank sum test with continuity correction or the Kruskal–
Wallis rank sum test. Test results in which the p value was smaller than the type 1
error rate of 0.05 were declared significant.

3 Results

During the enrolment period, 130 caregivers were recruited: 39 caregivers were
from NUIG (M = 4, F = 35), 70 caregivers from IRCCS (M = 28, F = 42), and 21
caregivers from AAB (M = 8, F = 13). Table 1 shows that the demographic and
clinical characteristics of the three groups of caregivers according to their residence
country. The three groups of caregivers did not differ in following parameters:
gender distribution (p = 0.876) and mean age (p = 0.473). Significant differences
were observed in educational level (NUIG = 18.88 vs. IRCCS = 14.90 vs.
AAB = 15.61 years, p = 0.006). NUIG and IRCCS showed an higher presence of
nurses (NUIG = 56.1% and IRCCS = 38.6%), and IRCCS showed an high pres-
ence of Informal caregivers unpaid (IRCCS = 72.7%), Informal caregivers paid
(IRCCS = 85.7%) and Formal caregivers (Geriatrician) (IRCCS = 94.7%) with a
significance of p < 0.0001 compared to other caregivers types.
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3.1 Acceptability and Functionality of Caring Service Robot

As shown in Table 2 within 60.4% of caregivers of dementia patients declared that
the Section A Items should be very important/likely/useful or extremely
important/likely/useful to facilitate acceptance of caring service robot.

Within 52.8% of caregivers of dementia patients declared that the Section B
Items should be very important/likely/useful or extremely important/likely/useful to
improve the functionality of caring service robot.

3.2 Support Devices and Impact of Caring Service Robot

As shown in Table 3 within 65.9% of caregivers reported that following support
devices in MARIO could be very useful or moderately useful for their patients:

Table 1 Characteristics of dementia caregivers

ALL NUIG IRCCS AAB P value

N = 130 N = 39 N = 70 N = 21

Gender (M/F) 36/55 4/35 28/42 8/13 0.004

Age (years)a

Range
48.12 ± 15.81
23–88

– 48.74 ± 14.90
23–88

45.72 ± 19.25
24–82

0.473

Educational
level (years)a

Range

16.09 ± 6.00
0–24

18.88 ± 1.22
18–23

14.90 ± 7.06
0–23

15.61 ± 5.30
5–24

0.006

Caregiving types

Informal
caregiver
(unpaid) N(%)

33 (25.3) 0 (0) 24 (72.7) 9 (27.3) <0.0001

Informal
caregiver
(paid) N(%)

7 (5.4) 0 (0) 6 (85.7) 1 (14.3)

Formal
caregiver
(Geriatrician)
N(%)

19 (14.6) 0 (0) 18 (94.7) 1 (5.3)

Formal
caregiver
(Psychologist)
N(%)

7 (5.4) 0 (0) 0 (0) 7 (100.0)

Formal
caregiver
(Nurse) N(%)

57 (43.9) 32 (56.1) 22 (38.6) 3 (5.3)

Not indicated
(N%)

7 (5.4) 7 (100.0) 0 (0) 0 (0)

aValues are presented as mean ± standard deviation
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(1) Devices for monitoring bed-rest and movements, (2) Devices for monitoring the
medication use, (3) Devices for monitoring the ambient environmental conditions,
(4) Devices for regulating heating, humidity, lighting and TV channel, (5) Devices
for undertaking comprehensive geriatric assessment, (6) Devices that link to care
planning, (7) Devices for monitoring physiological deterioration, and (8) Devices
for monitoring cognitive deterioration.

Within 64.5% of caregivers of dementia patients declared that MARIO should be
very useful or moderately useful to improve quality of life, quality of care, safety,
emergency communications, home-based physical and/or cognitive rehabilitation
programs, and to detect isolation and health status changes of their patients.

3.3 Effects of Sex and Age of the Caregivers

As shown in Table 4 the caring service robot were deemed more useful in sup-
porting the female than male in following items: Section A Item 1 (p = 0.008), Item
2 (p < 0.0001), Item 4 (p = 0.004), Item 6 (p = 0.047), Item 12 (p = 0.020), and
Item 13 (p = 0.010); Section B Item 1 (p = 0.003), Item 4 (p = 0.024), Item 7
(p = 0.011), Item 10 (p = 0.009), Item 11 (p = 0.018), Item 12 (p = 0.018), and
Item 13 (p = 0.001); Section C Item 1 (p = 0.015), Item 3 (p = 0.037), Item 4
(p = 0.019), Item 6 (p = 0.015), Item 7 (p < 0.0001) and Item 8 (p = 0.005);

Table 3 Percentage of responses by caregivers of dementia patients to the MARIO Questionnaire
(Section C: Support Devices, and Section D: Impact)

Items YES, very
useful

YES, moderately
useful

YES, low level of
usefulness

Not useful at
all

Section C: Support devices

1 80 (65.0%) 28 (22.8%) 13 (10.6%) 2 (1.6%)

2 81 (65.9%) 25 (20.3%) 14 (11.4%) 3 (2.4%)

3 80 (65.0%) 29 (23.6%) 12 (9.8%) 2 (1.6%)

4 66 (53.7%) 37 (30.1%) 16 (13.0%) 4 (3.3%)

5 60 (48.8%) 37 (30.1%) 20 (16.3%) 6 (4.9%)

6 65 (52.8%) 36 (29.3%) 16 (13.0%) 6 (4.9%)

7 70 (57.4%) 35 (28.7%) 13 (10.7%) 4 (3.3%)

8 70 (56.9%) 35 (28.5%) 15 (12.2%) 3 (2.4%)

Section D: Impact

1 65 (52.4%) 38 (30.6%) 18 (14.5%) 3 (2.4%)

2 65 (52.4%) 40 (32.3%) 16 (12.9%) 3 (2.4%)

3 67 (54.0%) 36 (29.0%) 16 (12.9%) 5 (4.0%)

4 80 (64.5%) 27 (21.8%) 14 (11.3%) 3 (2.4%)

5 71 (57.3%) 36 (29.0%) 13 (10.5%) 4 (3.2%)

6 71 (57.3%) 35 (28.2%) 14 (11.3%) 4 (3.2%)

7 70 (57.4%) 34 (27.9%) 15 (12.3%) 3 (2.5%)
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Table 5 Effects of educational level of the caregivers of dementia patients on the “Extremely
important/likely/useful” and “Very important/likely/useful responses” to the MARIO
Questionnaire (Section A: Acceptability, and Section B: Functionality, Section C: Support
Devices, and Section D: Impact)

Items Low education High school diploma Degree P value

Section A: Acceptability

1 23 (88.5%) 5 (55.6%) 66 (77.6%) 0.114
2 22 (84.6%) 5 (55.6%) 77 (90.6%) 0.012

3 24 (92.3%) 7 (77.8%) 65 (77.4%) 0.236
4 22 (84.6%) 6 (66.7%) 45 (84.9%) 0.390
5 23 (88.5%) 5 (55.6%) 59 (69.4%) 0.081
6 23 (88.5%) 7 (77.8%) 64 (76.2%) 0.404
7 24 (92.3%) 6 (66.7%) 64 (75.3%) 0.124
8 24 (92.3%) 6 (66.7%) 48 (58.5%) 0.006

9 23 (88.5%) 5 (55.6%) 40 (47.1%) 0.001

10 23 (88.5%) 7 (77.8%) 54 (63.5%) 0.046

11 22 (84.6%) 4 (44.4%) 57 (67.1%) 0.059
12 23 (88.5%) 4 (44.4%) 71 (84.5%) 0.007

13 22 (84.6%) 6 (66.7%) 72 (84.7%) 0.378
14 22 (84.6%) 5 (55.6%) 61 (71.8%) 0.197
Section B: Functionality

1 23 (88.5%) 6 (66.7%) 71 (83.5%) 0.317
2 24 (92.3%) 6 (66.7%) 72 (84.7%) 0.177
3 23 (88.5%) 8 (88.9%) 66 (77.6%) 0.385
4 24 (92.3%) 8 (88.9%) 68 (80.0%) 0.303
5 24 (92.3%) 8 (88.9%) 62 (73.8%) 0.097
6 24 (92.3%) 8 (88.9%) 67 (79.8%) 0.292
7 24 (92.3%) 8 (88.9%) 66 (78.6%) 0.239
8 24 (92.3%) 8 (88.9%) 65 (74.3%) 0.193
9 23 (88.5%) 7 (77.8%) 71 (83.5%) 0.718
10 23 (88.5%) 8 (88.9%) 67 (81.7%) 0.654
11 22 (84.6%) 6 (66.7%) 59 (71.1%) 0.346
12 23 (88.5%) 7 (77.8%) 70 (82.4%) 0.687
13 22 (84.6%) 6 (66.7%) 47 (85.5%) 0.366
Section C: Support devices

1 24 (92.3%) 7 (77.8%) 76 (89.4%) 0.586
2 23 (88.5%) 9 (100.0%) 71 (83.5%) 0.244
3 23 (88.5%) 8 (88.9%) 76 (89.4%) 0.990
4 23 (88.5%) 7 (77.8%) 72 (84.7%) 0.734
5 23 (88.5%) 7 (77.8%) 66 (77.6%) 0.476
6 23 (88.5%) 7 (77.8%) 70 (82.4%) 0.687
7 23 (88.5%) 7 (77.8%) 73 (86.9%) 0.710
8 23 (88.5%) 7 (77.8%) 73 (85.9%) 0.730

(continued)

322 D. Sancarlo et al.



Section D Item 1 (p = 0.007), Item 2 (p = 0.039), Item 4 (p = 0.012), and Item 7
(p = 0.006).

The caring service robot were deemed more useful in supporting the caregivers
who had an age � 35 years than younger in following items: Section A Item 9
(p = 0.016), Item 10 (p = 0.036), Item 11 (p = 0.018), and Item 14 (p = 0.005);
Section C Item 6 (p = 0.020); Section D Item 1 (p = 0.041) and Item 3 (p = 0.012).

3.4 Effects of Educational Level and Caregiving Types
of the Caregivers

As shown in Table 5 the caring service robot were deemed more useful in sup-
porting the caregivers who had a low educational level in following items:
Section A Item 2 (p = 0.012), Item 8 (p = 0.006), Item 9 (p = 0.001), Item 10
(p = 0.046) and Item 12 (p = 0.007).

As shown in Table 6, the caring service robot were deemed more useful in
supporting the informal caregivers (unpaid or paid) than formal caregivers in fol-
lowing items: Section A Item 5 (p = 0.048), Item 8 (p = 0.013) and Item 9
(p = 0.001); Section D Item 1 (p = 0.002) and Item 6 (p = 0.010).

4 Discussion

The MARIO robot were deemed very useful in supporting the informal caregivers
(unpaid and paid) who were female and had an age � 35 and with low educational
level. Indeed, the informal caregivers had more difficulty to manage the dementia
patients at home; moreover, who were female, younger and with a lower educa-
tional level clearly found even more complexity in management of dementia
patients, requiring even more help from the companion robot.

Table 5 (continued)

Items Low education High school diploma Degree P value

Section D: Impact

1 23 (88.5%) 8 (88.9%) 70 (81.4%) 0.628
2 23 (88.5%) 8 (88.9%) 72 (83.7%) 0.793
3 23 (88.5%) 8 (88.9%) 69 (80.2%) 0.547
4 23 (88.5%) 8 (88.9%) 73 (84.9%) 0.869
5 24 (92.3%) 9 (100.0%) 71 (82.6%) 0.206
6 24 (92.3%) 9 (100.0%) 70 (81.4%) 0.167
7 23 (88.5%) 8 (88.9%) 70 (83.3%) 0.768
The significative p-values (<0.050) should be in bold
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Limitations of the present study should also be considered in interpreting our
findings. In particular, the differences in educational levels of the caregivers across
the three sites of the MARIO Project reflected the caregiving type of each sites:
NUIG is a nursing home where the nurses are more numerous and present, IRCCS
is an hospital where formal and informal caregivers are present almost in equal
measure, and AAB is an association where psychologists and informal caregiver are
more present.

Questionnaires similar to the that developed for the MARIO Project were the
HOPE Questionnaire developed for the HOPE Project [24] and the AL.TR.U.I.S.M.
Questionnaire developed for the AL.TR.U.I.S.M. Project [25]. Regarding the
HOPE Project, the caregivers considered that the ICT system could be useful to
improve the management of patients with Alzheimer’s disease (AD), especially if
they are aged 75–84 years and with moderate dementia. Older and low educated
caregivers had higher expectations on the potential role of ICT systems in
improving the management of AD patients. Regarding the AL.TR.U.I.S.M. Project,
the caregivers considered that a Virtual Personal Trainer (VPT) can improve the
functional, nutritional, cognitive, affective, neuropsychiatric state, and quality of
life of the patients with AD. The caregiver of masculine sex had higher expectations
on the potential role of a VPT in improving the management of AD patients.

So the HOPE and AL.TR.U.I.S.M. Questionnaire results seem otherwise than
those obtained in our study.

A previous report from the Keeping In Touch Everyday (KITE) Project
demonstrated how a user-centered design process involving people with dementia
and their relatives/caregivers could lead to the development of devices which are
more acceptable and relevant to their needs [26]. Other projects [27–29] did not
report data of questionnaires used to evaluate the preferences of caregivers and their
dementia patients.

Our analysis represented a point of crucial importance not only in developing
and improving the system by taking into considerations the end-users’ (both
patients and caregivers) expectations and needs, but also in leading to the devel-
opment of a first prototype and to the experimentation stage as well.

5 Conclusion

The testing stages are still ongoing in order to improve the working patterns of the
system and to better integrate all of its elements with particular and always renewed
regard to the end-users and their needs, limits and requirements.

This first stage of experimentation activity aimed mainly at drawing clear con-
clusions on the interaction between the user and the MARIO and in general on the
acceptability level of this service robot by the patient.
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These data, however, are of great importance since they not only give useful
indications to assess what has been accomplished up to now, but also they provide
important guidelines in order to improve the system while specific clinical exper-
imentation stages are expected to be carried out over the next months.

The work achieved through a fruitful and continuous interaction among the
different subjects involved in the process of development of the system and
stakeholders enabled the implementation of a platform which can be further and
easily integrated and improved.

Finally, the collected and abovementioned data show a satisfactory integration
between the patient and the system along with a great level of acceptability of
MARIO by the end-user, both the patients themselves and the caregivers or medical
providers, those who, day by day, take care and assist their patients.

Acknowledgements The research leading to the results described in this article has received
funding from the European Union Horizons 2020—the Framework Programme for Research and
Innovation (2014–2020) under grant agreement 643808 Project MARIO ‘Managing active and
healthy aging with use of caring service robots’.

Appendix 1: Mario Questionnaire on the Use of Companion
Robotics

Section A: Acceptability

1. How Important is that MARIO has a human like appearance?

Not at all
important

Slightly
important

Moderately
important

Very
important

Extremely
important

2. How important is it that MARIO has a human sounding voice?

Not at all
important

Slightly
important

Moderately
important

Very
important

Extremely
important

3. How important is it that MARIO has a familiar voice?

Not at all
important

Slightly
important

Moderately
important

Very
important

Extremely
important

MARIO Project: A Multicenter Survey … 327



4. How important is it that MARIO has an exterior or covering that people like to
touch?

Not at all
important

Slightly
important

Moderately
important

Very
important

Extremely
important

5. How Important is that MARIO height is adjustable?

Not at all
important

Slightly
important

Moderately
important

Very
important

Extremely
important

6. How important is it that MARIO can communicate non verbally e.g. smiling or
raising eyebrows?

Not at all
important

Slightly
important

Moderately
important

Very
important

Extremely
important

7. How important is it that MARIO displays emotional expression?

Not at all
important

Slightly
important

Moderately
important

Very
important

Extremely
important

8. To what extent do you think it likely that your patients would agree to having
MARIO for daily assistance in the home to remind them to take medicines, eat
and drink, buy food, a tracking mechanism to find easily Important personal
objects (keys, teeth, purse or glasses), etc.:

Not at all likely Slightly likely Moderately likely Very likely Extremely likely

9. To what extent do you think that your patients would agree to having MARIO
monitor and track their movements in the house, or outside the house?

Not at all likely Slightly likely Moderately likely Very likely Extremely likely
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10. To what extent do you think that your patients would agree to having MARIO
provide entertainment, mind games (e.g. showing pictures of family members),
a reminder for favourite TV programmes etc.

Not at all likely Slightly likely Moderately likely Very likely Extremely likely

11. To what extent do you think that your patients would accept MARIO as to stay
connected to and communicate with family, friends and professional caregivers,
(e.g. an easy to use touch screen with pictures and names of the family
members)?

Not at all likely Slightly likely Moderately likely Very likely Extremely likely

12. How important is it that the robot can be quiet?

Not at all
important

Slightly
important

Moderately
important

Very
important

Extremely
important

13. How important is it that the robot takes up no more room than a person while
moving about?

Not at all
important

Slightly
important

Moderately
important

Very
important

Extremely
important

14. How important is it that the robot require internet connection (house without
broadband coverage)?

Not at all
important

Slightly
important

Moderately
important

Very
important

Extremely
important

15. Please rank in order of importance from 1–7 (with 1 being the most Important
and 7 being the least important) the features of appearance listed below:

Appearance features Ranking 1–7

a. Human like appearance

b. Human sounding voice

c. Familiar voice

d. Has an exterior or covering that people like to touch

e. Adjustable height
(continued)
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(continued)

Appearance features Ranking 1–7

f. Displays emotional expression

g. Communicates non verbally

Section B: Functionality

1. How important is it that MARIO has face recognition?

Not at all
important

Slightly
important

Moderately
important

Very
important

Extremely
important

2. How important is it that MARIO has voice recognition?

Not at all
important

Slightly
important

Moderately
important

Very
important

Extremely
important

3. How important is it that MARIO can distinguish individuals within a group?

Not at all
important

Slightly
important

Moderately
important

Very
important

Extremely
important

4. How important is it that MARIO has the capacity for natural dialogue?

Not at all
important

Slightly
important

Moderately
important

Very
important

Extremely
important

5. How important is it that MARIO has a detachable device that can be used
outside the house (e.g. GPS function for shopping)?

Not at all
important

Slightly
important

Moderately
important

Very
important

Extremely
important

6. How Important is it that MARIO can provide prompts for appointments/social
events/date and time?

Not at all
important

Slightly
important

Moderately
important

Very
important

Extremely
important
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7. How important is it that MARIO can store and utilise information from a
person’s life history?

Not at all
important

Slightly
important

Moderately
important

Very
important

Extremely
important

8. How important is it that MARIO can utilise multimedia to communicate (e.g.
read a book, Skype, play music)?

Not at all
important

Slightly
important

Moderately
important

Very
important

Extremely
important

9. How important is it that MARIO has voice activation?

Not at all
important

Slightly
important

Moderately
important

Very
important

Extremely
important

10. How important is it that MARIO has gesture recognition?

Not at all
important

Slightly
important

Moderately
important

Very
important

Extremely
important

11. How important is it that MARIO could help subjects with walking or stand-up?

Not at all
important

Slightly
important

Moderately
important

Very
important

Extremely
important

12. How important is it that MARIO can understand dialects?

Not at all
important

Slightly
important

Moderately
important

Very
important

Extremely
important

13. How useful would a detachable device be that allowed MARIO to provide
advice and support when you are ou of the house? Eg (GPS function for finding
the way to the shops and back home again)

Not at all useful Slightly useful Moderately useful Very useful Extremely useful
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Section C: Support Devices

To what extent do you think that the following support devices in MARIO could be useful for
your patients:

1. Devices for monitoring bed-rest and movements of
your patient, such as integrated video/sound systems and
imbalance sensors, inside of his/her home to reduce the
risk of falls

h Not useful at all
h YES, low level of usefulness
h YES, moderately useful
h YES, very useful

2. Devices for monitoring the medication use, such as pill
dispenser and/or time schedule reminder system, to avoid
errors in drug use by your patients

h Not useful at all
h YES, low level of usefulness
h YES, moderately useful
h YES, very useful

3. Devices for monitoring the ambient environmental
conditions, (i.e. security systems to control temperature,
gas-smoke, lights, humidity, entrance-exits of main doors
etc.) to improve the safety and wellness of your patients

h Not useful at all
h YES, low level of usefulness
h YES, moderately useful
h YES, very useful

4. Devices for regulating heating, humidity, lighting, TV
channel

h Not useful at all
h YES, low level of usefulness
h YES, moderately useful
h YES, very useful

5. Devices for undertaking comprehensive geriatric
assessment

h Not useful at all
h YES, low level of usefulness
h YES, moderately useful
h YES, very useful

6. Devices that link to care planning h Not useful at all
h YES, low level of usefulness
h YES, moderately useful
h YES, very useful

7. Devices for monitoring physiological deterioration h Not useful at all
h YES, low level of usefulness
h YES, moderately useful
h YES, very useful

8. Devices for monitoring cognitive deterioration h Not useful at all
h YES, low level of usefulness
h YES, moderately useful
h YES, very useful
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Section D: Impact of Mario

To what extent do you think MARIO could be useful in order to:

1. Improve the quality of life of your patients h Not useful at all
h YES, low level of usefulness
h YES, moderately useful
h YES, very useful

2. Improve the quality of care that you provide to your
patients

h Not useful at all
h YES, low level of usefulness
h YES, moderately useful
h YES, very useful

3. Improve the safety in the daily living activities of your
patients

h Not useful at all
h YES, low level of usefulness
h YES, moderately useful
h YES, very useful

4. Carry out emergency communication/alert messages h Not useful at all
h YES, low level of usefulness
h YES, moderately useful
h YES, very useful

5. Improve the care provided; home-based physical
and/or cognitive rehabilitation programs of your patients

h Not useful at all
h YES, low level of usefulness
h YES, moderately useful
h YES, very useful

6. Detect when a person is becoming more lonely and
isolated

h Not useful at all
h YES, low level of usefulness
h YES, moderately useful
h YES, very useful

7. Detect health status changes h Not useful at all
h YES, low level of usefulness
h YES, moderately useful
h YES, very useful

8. What other functions do you think MARIO should have to increase independent
living for your patients?

————————————————————————————————
—————————————————————————————————
—————————————————————————————————
——————————
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DEMOGRAPHICS

Please tick (√      ) the appropriate box as indicated

Gender:

Male

Female

Current Occupation: _______________________________

Please indicate the highest level of education attained:

No Formal education Primary Education 

Secondary Post leaving Cert

Third Level- Non Degree

Technical/Vocational Qualification   Please Specify________________

Third Level- Degree or above Please Specify________________

Professional Qualification                  Please Specify________________

Other Please Specify________________
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Enhancing the Interactive Services
of a Telepresence Robot for AAL:
Developments and a Psycho-physiological
Assessment

Gabriella Cortellessa, Francesca Fracasso, Alessandra Sorrentino,
Andrea Orlandini, Giulio Bernardi, Luca Coraci, Riccardo De
Benedictis and Amedeo Cesta

Abstract This paper describes the work done on a telepresence robot named
GIRAFF and part of a telecare AAL system derived from the GIRAFFPLUS project
for supporting and monitoring elderly people at home. Specifically, from the long
term trials in real houses, a number of user requirements have emerged that inspired
changes and improvements on the robotic platform. The implementation of both
multimodal communication capabilities and enhanced information services intro-
duced new interesting questions related to human-robot interaction and specifically
to usability, valence of interaction, and cognitive load required to interact with and
through the robot. An experimental session based on a combination of physio-
logical and psychological methods showed that the enhanced platform is usable,
the interaction pleasant and the required workload limited. The analysis of
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psychophysiological correlates supported the findings from self-report measures
and provides further information. It has been possible to discriminate physiological
responses between multimodal interaction and the use of new services. Specifically,
while usability can be specifically related to the usage of multichannel commands,
positive emotions elicited by the interaction with GIRAFF seems to be mostly
ascribable to the usage of services provided for the communication with another
person.

Keywords Human-robot interaction � Personalization � Ambient assisted living �
Active aging � Technology for health monitoring

1 Motivation and Context

The increasing attention for the topic of “prolonging independent living” has
generated several initiatives all over the world on the needs of the aging population
and triggered funding programs like the Ambient Assisted Living (AAL), promoted
by the European Commission in the FP7 and H2020 research programs. The
general aim is the one of promoting a healthier society constituting a main social
and economic challenge. In fact, most elderly people aim at remaining in their
homes as long as possible as this is in general conducive of a richer social life and
paramount to maintaining established habits. Most of these efforts in the AAL
projects share the idea of having on one side “disappearing technology” that does
not impact on the house of the assisted persons, on the other, the idea of having a
“central component” that very often is a robotic platform that act as the mediator
between the “hidden technology” and the user, or alternatively the mediator
between the older user’s world and the external world.

This paper describes the improvements of a telepresence robot that is integrated
in a telecare system named GIRAFFPLUS. Specifically, starting from real exper-
imentation of the telecare system in real houses, a set of requirement for
improvement emerged that suggested the enhancement of the robotic telepresence
platform. The challenge of the work has been to increase the functionalities of the
system while maintaining the simplicity of use given that the robotic platform is
devoted to a specific target group of users that is the one of older persons living
alone at home. In this respect a combined evaluation session that exploits psy-
chological and physiological assessment has been carried out to assess aspects of
usability, mental workload and overall user satisfaction with respect to the
improved version of the system. The reminder of the paper is organized as follows:
the rest of this section introduces the general idea of the GIRAFFPLUS system and
highlights the user requirements emerged from fielded tests; Sect. 2 describes the
technical improvements implemented on top of the robotic platform; Sect. 3
describes the experimental session carried out to assess the new platform; Sect. 4
provide a final discussion.
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1.1 The GIRAFFPLUS Telecare System

The GIRAFFPLUS project [2012–2014] built and evaluated a complete system able
to collect elderly’s daily behavior and physiological measures from distributed
sensors in living environments as well as to organize the gathered information so as
to provide customizable visualization and monitoring services for both primary and
secondary users. The GIRAFFPLUS solution (see Fig. 1) integrates a smart sensor
environment, several user oriented software services (e.g., one for data analytics,
and one for user personalization) and a state of the art telepresence robot, called
GIRAFF, that ensure the communication (mostly social contact) among the primary
users (older users at home) and the secondary users (their caregivers both formal
and informal) outside the house. The basic loop is: data are continuously gathered
in the house from sensors; a certain number of potential alarms are also continu-
ously monitored and, when occurring, communicated to secondary users; data are
presented to different users according to their different needs in a personalized way;
secondary users can communicate with the primary users by means of the GIRAFF
telepresence robot. In order to visualize data to users, a Data Visualization,
Personalization and Interaction Service (DVPIS) has been realized to manage
interaction with the different actors in such AAL scenario. In particular, two dif-
ferent instances of the DVPIS have been provided: one for use “outside the home”
(DVPIS@Office), and another dedicated to the primary user (DVPIS@Home) that
is the one studied in details in this paper. The benefit pursued by the GIRAFFPLUS
system is twofold: primary users can access the information on their own health
condition, enabling them to better manage their health and lifestyle; secondary users
are supported by a flexible and efficient monitoring tool while taking care of old
persons (relatives/patients).

1.2 User Needs from Fielded Deployment

A long-term experimentation of the GIRAFFPLUS technology into real houses
emphasized some concrete needs from the end users mainly devoted to the robotic
component of the telecare system. In this work we explain the technical imple-
mentation derived from this new requirements and present the user evaluation of the
improved version with a combination of psychological and physiological assess-
ment. Having a technological artifact in contact with real end users for long time is
a unique opportunity to gather concrete observations, and direct real experiences
that identify possibilities of extension, new challenges and wishes that can foster
additional added value in new proposals. The findings from this long-term exper-
imentation can be summarized in the following requirements for improvements of
the robotic platform:
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• Communication was perceived as too limited—the video call ensured by the
robot was positively judged but still the users were expecting additional com-
munication modality like the possibility to send or receive video and audio
messages also in an asynchronous way.

• The robot’s services were judged limited—connected to the comment above,
users expressed the desire to have additional services like the possibility to share
material with remote users (e.g., to talk about their health status, to share video
and photos) also when not connected through the videoconferencing systems;
additionally reminders for taking the medicine were also judged as positive
improvements of the system.

• The users want to be in control—another important aspect that emerged was
related to the fact that the user felt to be too passive and not in control of the
robotic platform. In fact they felt passive spectators of interaction, having to
wait to be called by someone to be able to see the robot in motion and to interact
with it and not having any possibility to command the robot.

These findings suggested us to improve the robotics platform in different
directions and specifically motivated the development of additional functionalities
that can be summarized in the following components:

• @Home Services: an additional services build on top of the robotics platform to
ensure further services and communication abilities;

• Multimodal Communication Module, that allows maneuvering the robotic
platform through gestures and voice commands.

The next section gives details of these two additional services built of top of the
robotic platform.

Fig. 1 Sketchy idea of the GIRAFFPLUS system
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2 Technological Improvements of the Robotic Platform

2.1 @Home Services

The @Home aims at enriching the features already provided by the standard
GIRAFF robot exposing additional information services to the primary user. This is
done by enlarging the capabilities of the telepresence robot. In fact, we decided to
use the telepresence robot as a means to provide services to the primary users and
this is also in line with what emerged from the feedback gathered during iterative
evaluation sessions. The conceived version of @Home can be seen in Fig. 2. Three
main functionalities are available from the @Home:

• Standard video call (Avatar): this functionality preserves the “telepresence”
service that the GIRAFF robot provides. The GIRAFF application has been
indeed embedded within the @Home so as to maintain the possibility for sec-
ondary users to visit the older user’s apartment through the telepresence robot.

• Messages/reminders: an environment has been designed to allow the primary
user to receive messages from secondary users or reminders and suggestions.
Messages and reminders maintain both the textual and the spoken form. Besides
being able to receive text messages from a secondary user, primary users can
receive and send voice messages too: this feature is somewhat similar to a
voicemail service. In fact, it is not practical to send text messages from the robot
using an on-screen keyboard, particularly for an elder person, while recording a
voice message is just a matter of choosing the recipient from the list of sec-
ondary users, tapping “record” button and then “send” when finished.

• Shared Space: one of the comment from the evaluation session was related to
the need to show personal data to the primary user (e.g., physiological mea-
sures), and to endow the system with a shared space between the primary user
and the secondary users that could foster a discussion on the health status and
habits of the old person. The general aim is to improve his/her awareness and
also to encourage responsible behaviors for increasing his/her well being. In this
light the DVPIS@Home includes an environment that allows such a dialog and
that is shown in Fig. 2 (Shared Space). The pursued idea is that a secondary user
(e.g., an Health Professional) calls a primary user via the Giraff robot and then
uses this environment to discuss about the health related data to both explain
them to the assisted person and possibly deepen the understanding of them
through questions to the old person. Indeed any type of media materials can be
sent through this environment such as photos or videos to be shared between
primary and a generic secondary user (not necessarily the caregiver). Some of
the services have bee introduced following some user’s requests from long term
use. For example, a user expressed the desire of being able to make his mother
listen to some music of her son’s choice. Through the shared space, function-
ality has been added to play YouTube videos through the robot. The actions are
initiated by the secondary user who can define a playlist, play, pause, seek to a
certain position, advance to a specific video in the playlist and so on: the
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DVPIS@Home acts thus like a remote TV, even if the primary user is not
completely passive as they are endowed by some control over the playback
process; namely, they can play, pause, seek, advance/go back in the playlist,
mute the volume.

2.2 Multimodal Communication Module

The Multimodal Communication module allows the primary user to control the
robot through some specific gestures and speech commands. To realize it, the robot
as been equipped with a Kinect Sensor. This device is used to implement the
following functionalities:

1. the vision part collecting the user’s real time body information
2. the audio part capturing sounds come from surrounding area.

The backbone structure is characterized by three different software packages.
First, the Kinect Software Developed Kit released by Microsoft has been used to
detect and classify image, depth and audio data simultaneously. Second, the robot
motion control software, which is responsible for moving the robot towards the
target (human) based on the gestures and audio recognized.

Finally, an inter-process communication (IPC) based on the MQTT1 protocol
has been developed. This kind of communication allow to share data across the
Kinect and the robot, by just using a publish/subscribe design pattern. It is possible
to implement this kind of communication between processes that are working on

Fig. 2 @Home services

1http://www.mqtt.org/.
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the same machine without realizing a network configuration, thus allowing a fast
information sharing. The Multimodal Communication module is designed to be
user-friendly and safe for human-robot interaction. A visual and audio feedback
system has been integrated in order to make the user aware of the command
recognized by the robot. The module structure is shown in Fig. 3.

2.2.1 Robot Actions

The robot is now able to: go forward, go backward; turn left, turn right and rotate;
stop, be locked and be unlocked; undock from the charging station; turn the screen
up and down; adjust its orientation to speaker side; keep doing the previous action;
move closer to the user; follow the user. The last two actions are implemented on a
distance-based control loop algorithm, while the others are realized combining
GIRAFF functionalities. All the robot actions are showed in Fig. 4 and can be
evoked by means of both gesture and voice commands.

2.2.2 Gesture e Speech Recognition

The gesture recognition algorithm is able to track the user’s arm joint configu-
ration defining specific arm gestures, causing the robot to perform the commanded
robot motion according to the corresponding gesture detected. The speech
recognition algorithm has been implemented using the Speech Recognition API
(SAPI) supplied by Microsoft. This algorithm filters the associated command from
the user’s speech and classifies it according to the word’s sets implemented.
Figure 5 shows examples of gestures commands video recorded during the
experimental sessions.

Fig. 3 Multimodal
communication system
structure
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Fig. 4 Robot’s actions

Fig. 5 Gesture examples (from top to bottom, from left to right): Turn Left; Go Forward; Go
Backward; Stop, Turn Left
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3 User Evaluation and HRI Experiments

The improvements on the robotic platform described in the previous section have
been subjected to an evaluation based on a combination of psycho-physiological
measures. The main aim of this experimentation was to assess the attitude of users
toward such improvements. In fact, since we wanted to exclude that a combination
of additional functionalities could overburden the user, we wanted to assure that such
advancements represent a benefit for users and do not add any obstacles for a
satisfactory interaction with the robot. For this reason, the conceived experiment had
a twofold aim: (a) to assess the robustness and usability of the technological
improvements both for the @Home services and for the Multimodal Communication
Module; (b) to investigate Human-Robot Interaction aspects entailed by the intro-
duction of the new functionalities like cognitive workload, affective response to
technology, perceived usefulness and emotional reaction. As mentioned previously,
the chosen approach combined the use of psychological and physiological methods:
on one hand we relied on self-report measures, on the other we gathered physio-
logical responses—and specifically cardiovascular activity—to the interaction with
the GIRAFF robot. The overall idea is to have an objective indication of the psy-
chological status from a sample of healthy people in terms of emotional valence,
workload, and usability experience that can be used to determine the overall reaction
of people to the enhanced robotic platform. Our intuition on the use of the GIRAFF
robot is that it will not have a negative impact on persons. More specifically, from
subjective ratings, we expect a positive response in terms of affective state/emotional
experience, and we hypothesize that GIRAFF will be judged to be a pleasant
stimulus. Moreover, we speculate that the usage of just learned channels of com-
munication do not negatively affect the interaction with the robot.

Additionally, we want to investigate the impact of the robot by analyzing the
physiological responses to the interaction and trying to relate such responses to
self-ratings on usability, affective status and workload in order to support findings
from questionnaires administration. We would like to focus on autonomous nervous
system (ANS) activity. ANS is composed by two complementary systems, the
parasympathetic nervous system (PSNS), which is responsible for regulating the
body’s unconscious actions, those that support the regular body’s vital functions. It
is wide known that cardiovascular activity reflects the activity of the ANS and in
HRI research its activity has been related to emotional status like anxiety [1, 2], to
the valence of an interaction experience [3], and an increase has been related to
anthropomorphous features of the robot [4]. Moreover, cardiovascular activity can
be also informative of cognitive load during a task [5, 6]. Eventually, the evaluation
and interpretation of human physiological responses to the physical characteristics
and behavior of a robot offer valuable material for understanding the level of
application of a robot based on the context of use, the type of task to perform, on
the modality of interaction and on needs and preferences of users, and the particular
goal within this experimentation is to provide objective evidences from psy-
chophysiology supporting the subjective perception of users.
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3.1 Method

3.1.1 Participants

Inclusion criteria for the evaluation were the following: absence of any lifetime
history of cardiac complications or any major disease, nor treatment with any
medication that could affect the autonomic nervous system activity. The subjects
were also asked to refrain from smoking or drinking coffee and alcohol for at least
1 h before the ECG recording. Nineteen participants (9 females, 10 males) have
been involved in this evaluation session. Their mean age was 41.52 (SD = 14.6)
years old, and they all get a master degree or above (4 of them), except for three
users with high school diploma. Participants were also asked about their overall
opinion on technology: the major part of them reported a good opinion on tech-
nology (n = 14), while four expressed an extremely positive opinion, and only one
stated non to have a clear idea upon it.

3.1.2 Materials and Instruments

The questionnaires and instruments explained in Table 1 have been used in order to
gather feedback on their experience with the robot and its services.

3.1.3 Experimental Procedure

At their arrival to the laboratory, participants have been asked to sign a consent
form and subsequently they have been informed about the tasks of the experiment.
The experimental procedure envisaged two main sessions. A first training session
devoted to make each participant familiar with the MultiModal Communication
interaction (voice and gesture), and a second session which represent the actual
experimental session where the participants were asked to perform a set of tasks
reproducing a scenario that entails both the use of the Multimodal Communication
Module and the @Home services. During the whole experimental session, users
have been invited to wear a cardiac holter in order to record their cardiac activity
during the interaction with GIRAFF.

• Training session. This phase has been dedicated to the participants’ familiar-
ization with the two interaction modalities. The training has been, in turn,
divided into two sub-sessions, one for gesture interaction learning and one for
speech interaction learning. The choice to separate the two modalities has been
taken in order to allow the participant to better focus on one modality per time.
Participants were allowed to interact with the robot in one single manner until
they felt confident enough to move forward. At the end of each sub-section
participants were asked to fill in the SUS questionnaire referred to the specific
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interaction modality just learned. The administration order of each sub-section
was balanced among participants.

• Experimental session. During this session, participants were invited to perform a
set of tasks within a fixed scenario reproducing the experience of free interaction
with the robot by assuring the testing of the three new services implemented on
top of GIRAFF. The scenario started with a message received on the robot

Table 1 Questionnaires and instruments

Psychological measures

CSUQ (IBM Computer System
Usability Questionnaire; [19])

From this instrument it is possible to get information on
the overall satisfaction score (OVERALL), system
usefulness (SYSUSE), information quality
(INFOQUAL) and interface quality (INTERQUAL)

SUS (System Usability Scale; [20]) The SUS has been administered in order to investigate
the two different interaction modalities envisaged by
the system (SUS gesture, and SUS speech). Moreover,
it has been administered both at the end of the training
session and at the end of the experimental session in
order to investigate whether a more complex scenario
could somehow affect the interaction with the robot

Ad hoc questionnaires on @home
services

An ad hoc questionnaire (adapted for each of three
services) has been developed in order to investigate the
following areas: Task Ease, System Understanding;
User expertise, Expected Behavior, Interaction Pace,
System Responsiveness, System Efficiency, System
Usefulness, Future Use. Each item was rated on a
five-point Likert scale. The internal consistency for
each questionnaire has been assessed through the
Cronbach’s alpha computation. Good reliability
emerged for all the three versions, on message services
(a = 0.78), multimedia exchange service (a = 0.92),
and video call service (a = 0.91)

NASA-TLX (The NASA Task
Load Index; [21])

NASA-TLX is a multidimensional rating procedure
that derives an overall workload score based on a
weighted average of ratings on six subscales. These
subscales include Mental Demands, Physical Demands,
Temporal Demands, Own Performance, Effort and
Frustration. It can be used to assess workload in various
human-machine environments

PANAS (The Positive and Negative
Affect Schedule; [22]).

This instrument comprises two mood scales, one that
measures positive affect (PA) and the other which
measures negative affect (NA)

Physiological measures

Cardiac holter A one-channel electrocardiograph (Custo Guard
transmitter by Custo Med) was used to record the
surface ECG from the subjects. The analogue ECG
signals were immediately converted into digital signals
by analogue-to-digital converter with a sampling rate of
125 Hz, and data have been sent to the Custo software
as RR intervals
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parked at the docking station; the participant was invited to command the robot
to get closer in order to check the message. As the robot was comfortably close
to the person, the service of message exchange started by texting with an
experimenter’s colleague. Subsequently, a video call started (call service), and
some multimedia files were sent and checked by the participants (multimedia
services). Right after each service, the participants were asked to fill in the ad
hoc questionnaire on the specific service. The experimental session terminated
with the participants guiding the GIRAFF back to the docking station through
gesture or speech commands. The remaining questionnaires have been admin-
istered at the end of the experimental session.

3.1.4 Signal Processing

Off-line signal processing was performed to analyze the acquired ECG signals with
Kubios 2.2. RR intervals have been extracted from the recordings and data have
been corrected for artifacts by detecting RR intervals bigger/smaller than 0.25 s
compared to the local average. Detrending has been performed by applying the
smoothness prior method with l = 300. RR series has been interpolated with
piecewise cubic spline at 4 Hz interpolation rate. Parameters of the spectral analysis
were computed from the sequence of normal RR intervals in order to get infor-
mation from frequency domain by using Fast Fourier Transform (FFT). Whelch’s
periodogram used a windows width of 256 s with 50% overlap. Accordingly to the
signal processing results, one participant has been excluded from the subsequent
data analysis. The parameters mentioned above, have been computed for each one
of the three epochs that have been extracted from the recording, accordingly to three
different conditions we used for the investigation. Specifically, the baseline (here-
after Baseline condition) has been analyzed in order to obtain the individual basal
values of autonomic system, and two experimental conditions: the interaction with
the services of @Home (@home condition) and the interaction with GIRAFF
through gestures and speech (Multimodality condition). This operation served the
computing of the difference between the baseline and each experimental condition
(HB = @home—baseline; MB = Multimodality—baseline), and the difference
between the @home and the Multimodality conditions (HM = @home—
Multimodality). This choice has been made in order to assess the impact of the
interaction with the robot in terms of variation from physiological basal values, and
to assess whether this variation could be explained through emotional or cognitive
impact, and usability perception on the users by relating these variations to psy-
chological measures.

The following parameters from the frequency domain have been considered for
the analysis: LF (Low Frequency; 0.04–0.15 Hz), Normalized Low Frequency
(LFn.u.), Relative Low Frequency (LF%), HF (High Frequency;0.15–0.4 Hz),
Normalized High Frequency (HFn.u.), Relative High Frequency (HF%), Total
Power (TP), LF/HF Ratio.
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3.1.5 Statistical Analysis

Statistical analysis have been performed with SAS 9.2. Preliminary descriptive
analysis have been carried out on self-report measures in order to get an overview
of user’s perception toward the robotic platform, more specifically its usability and
its impact on emotional and cognitive status. Ratings of PANAS, CSUQ, and
NASA-TLX have been analyzed through Pearson’s correlations to investigate
possible associations. Usability scores obtained for the interaction modalities with
the robot (SUS gesture and SUS speech) have been compared through t test
statistics in order to find out possible differences between gesture and speech
interaction, and pre versus post usage of such commands within a complex scenario
(SUS administered after the Training session versus SUS administered after the
Experimental session). Subsequently, in order to investigate whether possible dif-
ferences in physiological responses among conditions were affected by any psy-
chological factors, separate repeated measures analysis of variance (glm procedure)
were applied to each physiological index. Statistical design applied for the analysis
envisaged the within-group variable Condition (Baseline, @home, and
Multimodality), and a self-report measure as independent continuous variable
(PANAS-NA, PANAS-PA, NASA-TLX, CSUQ and sub-scales, SUS). Post hoc
analyses have been carried out through contrast analysis. Further investigations
have been performed through Pearson’s correlation analysis in order to investigate
the relationship between individual psychological attitude and the changes of car-
diac responses among conditions. Indeed, the computed difference between con-
ditions (HB, MB, HM), and self-report measures (CSUQ, SUS, PANAS, and
NASA-TLX), have been subjected to correlation analysis in order to investigate
possible association between physiological variations and psychological attitude
toward GIRAFF and its services.

3.2 Results

3.2.1 Psychological Self-report Measures

The first part of this section is devoted to outline an overview of participants’
attitude toward the enhanced robot, assessed through their ratings to the ques-
tionnaires. Figure 6 shows how the robot was perceived as usable by participants
(M = 5.94, SD = 0.60). It has been considered as useful SYSUSE: (M = 5.91,
SD = 0.65), the information provided in order to accomplish the tasks was good
(INFOQUAL: M = 5.86, SD = 0.73), and the interface has been judged appropriate
(INTERQUAL: M = 6.16, SD = 0.72) for the purpose of the experimental tasks.
Moreover, when asking for specific feedback on usability of multimodal interac-
tion, namely on gesture and speech interaction, no significant differences emerged.
Additionally, the @Home services have been rated positively. As depicted in
Fig. 7, all services have been assessed as valuable by participants (Messages
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exchange: M = 4.46, SD = 0.41; Videocall: M = 4.68, SD = 0.37; Multimedia
exchange: M = 4.59, SD = 0.5). Significant correlation emerged between the
Positive Affect of PANAS and some usability dimensions (CSUQ: r = 0.51,
p = 0.02; SYSUSE: r = 0.52, p = 0.02), suggesting a relationship between per-
ceived usability and positive mood elicited by the interaction with GIRAFF.
Moreover, such findings suggest how the usability perception was not affected by
an increment of task load due to a more complex scenario and additional tasks to
accomplish.

Finally, these results could also be explained considering that users did not
experience high degree of workload when participating at the experimental session,
and they reported to have felt mostly positive emotions during their participation to
the scenario (see Table 2).

3.2.2 Results on Physiological Correlates

This first part aimed to provide an overview of the physiological activation pattern
during the experimental sessions. When extracting physiological parameters for
different conditions, higher values for LF and lower values for HF emerged
respectively for the Baseline and for the @home condition, and an inverse pattern
emerged in the Multimodality condition (see Fig. 8). Taken together, these results
suggested a prominent activity of the sympathetic system—and a complementary
suppression of the parasympathetic activity—when interacting with GIRAFF.

Fig. 6 Results from usability assessment related to the overall experience (CSUQ) and to the
multimodal interaction (SUS)

Fig. 7 Results from
questionnaires on @Home
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Analysis of variance with values from frequency-domain unveiled interesting
findings with regard to the interaction of Positive Affect (PA) and usability ratings
(CSUQ, SYSUSE subscale, and SUS gesture) when inserting the variables as
factors in the GLM procedure. No significant results emerged when including
NASA-TLX as independent variable. The two following sections are devoted to the
presentation of analysis of variance with the introduction respectively of usability
and positive affect as factors.

Psychophysiological correlates of usability

Analysis of variance performed on physiological indexes with the CSUQ variable
as between-subject factor produced additional interesting results. First of all, on LF
% analysis, a significant interaction CSUQ X Condition emerged (F(4,32) = 3.79;

Table 2 Mean score (M) and
standard deviation (SD) of
PANAS and NASA-TXL

PANAS-PA PANAS-NA NASA-TLX

M 36.27 11.72 50.11

SD 5.50 2.24 11.59

Fig. 8 Results from frequency-domain analysis

Enhancing the Interactive Services of a Telepresence … 351



p = 0.033), and post hoc contrasts unveiled that the difference between the Baseline
and the Multimodality conditions (F(2,16) = 9.35; p = 0.007) resulted significant for
the overall usability experienced by the users.

Analysis on HF% produced both a main effect of Condition (F(2,32) = 4.09;
p = 0.026), and a significant interaction CSUQ X Condition (F(2,32) = 4.38;
p = 0.020). The same trend emerged for normalized units of LF and HF. With
regard to low frequencies, a main effect of Condition (F(2,32) = 3.94; p = 0.029),
and a significant interaction CSUQ X Condition (F(4,32) = 4.32; p = 0.021)
emerged from the analysis. As for low frequencies, high ones reported significant
main effect of Condition (F(2,32) = 3.96; p = 0.029), and a significant interaction
CSUQ X Condition (F(4,32) = 4.34; p = 0.021). The last analysis of variance with
the CSUQ as between factor has been made on LF/HF values. It emerged a main
effect of Conditions (F(2,32) = 3.56; p = 0.040), and a significant interaction
CSUQ X Condition (F(4,32) = 3.75; p = 0.034). In every case, post hoc analysis
revealed significant differences between the Baseline and the Multimodality
conditions.

When introducing the sub-scale of the CSUQ, System Usefulness (SYSUSE),
some interesting results emerged. First of all, a main effect of Conditions in analysis
of HF (F(2,32) = 5.14; p = 0.011) suggested significant differences between the
Baseline and Multimodality conditions (F(1,16) = 7.63; p = 0.013), and the
Multimodality and @home conditions (F(1,16) = 8.06; p = 0.011). Analysis of
variance on HF% reported significant main effect of Condition (F(2,32) = 3.38;
p = 0.046), and a significant interaction SYSUSE X Condition (F(4,32) = 3.65;
p = 0.037). For normalized values of LF, significant effects for the interaction
SYSUSE X Condition (F(4,32) = 3.48; p = 0.043) emerged from the analysis. The
same trend emerged for normalized values of HF, with significant effects for
the interaction SYSUSE X Condition (F(4,32) = 3.50; p = 0.042). Again, post hoc
analysis suggested significant differences between the Baseline and the
Multimodality condition.

Generally speaking, it is interesting to notice that usability ratings only influence
the interaction with GIRAFF when the user is supposed to provide commands to the
robotic platform.

The correlation analysis depicted in Table 3 help in better understanding the
interaction of usability perception and the physiological impact of robot usage.
Significant associations emerged just when correlating the self-report measures to
the variation of autonomic activation from baseline values to the activation elicited
by the interaction through gestures and speech. It emerged how usability perception
of the robotic platform can be related to the capability to interact with it, specifically
to the capability to provide commands and to get those command accomplished by
GIRAFF. An increase on usability ratings emerged to be associated with lower
difference between basal values and values measured during the interaction with
GIRAFF. The lower difference could be due to an increase on sympathetic activity
—and decreased parasympathetic—considering that our sample showed to be
slightly less aroused during multimodal interaction with respect to the baseline. It
can be argued that an increment on sympathetic activity related to higher usability
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ratings could be explained by more positive attitude toward the robotic platform and
its control through speech and gesture commands.

Finally, we aimed to further investigate whether usability perception, assessed
specifically for multimodal interaction, could somehow be related to the physic
logical responses. Actually, no significant findings resulted by inserting the SUS
gesture as factor between subjects in analysis of variance. Conversely, an inter-
esting pattern emerged from analysis of variance with the SUS speech. Analysis
reported a significant interaction SUS_speech X Condition for HF% (F(4,32) = 3.73;
p = 0.034), LF% (F(4,32) = 3.48; p = 0.043), and for normalized values of LF,
(F(4,32) = 3.62; p = 0.038), and HFn.u. (F(4,32) = 3.64; p = 0.034), as well. Post
hoc contrast for each ANOVA showed a significant effect of SUS speech in
modulating the difference between the Baseline and Multimodality conditions.

Through the correlation analysis it has been possible to deeply investigate the
above-described findings (see Table 4). A pattern pretty much similar to the one
emerged for the association with the CSUQ emerged from this analysis. These
results could be interpreted as a confirmation of a relation between the physio-
logical activation during the interaction with the robot and the usability experienced
by the users. And this is true, just when the users have to directly interact whit the
robotic platform as an agent being part of a dyadic interaction, since significant
results emerge only in relation with the Multimodality condition.

Psychophysiological correlates of affective status

Significant interactions of PA emerged with HF% (F(4,32) = 3.85; p = 0.031), with
LFn.u. (F(4,32) = 3.72; p = 0.035), and HFn.u. (F(4,32) = 3.75; p = 0.034).
Everywhere, follow up contrasts showed that the comparison between Baseline and
Multimodality conditions, and between Multimodality and @home conditions were
significant for Positive Affect. Correlation analysis have been made between the PA

Table 3 Correlation analysis on physiological correlates of autonomic variability among
conditions differences and CSUQ and SYSUSE (only significant results are reported)

LF%[MB] HF%[MB] LFn.u.[MB] HFn.u.[MB] LFHF[MB]

CSUQ r −0.06 0.65 −0.63 0.63 −0.53

p 0.00 0.00 0.00 0.00 0.02

SYSUSE r −0.52 0.60 −0.58 0.58 −0.47

p 0.02 0.00 0.01 0.01 0.04

Table 4 Correlation analysis on physiological correlates of autonomic variability among
conditions and SUS_speech (only significant results are reported)

LF%[MB] HF%[MB] LFn.u.[MB] HFn.u.[MB]

SUS-speech r −0.55 0.61 −0.60 0.60

p 0.01 0.00 0.00 0.00
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and the physiological indexes in terms of differences between conditions (HB, MB,
HM). As showed in Table 5, significant associations emerged between the affective
status and the physiological response, somehow mirroring the results from analysis
of variance. It seems that the variation on autonomic activity in terms of different
activation between the two conditions, is associated to the emotional status of users.
Specifically, increased positive feelings are associated to higher activity of sym-
pathetic system (and consequent lower activity of parasympathetic one) suggesting
higher degree of positive emotional involvement in the @home condition. This
finding could be explained by speculating that the services of the @home are meant
to behave as a means for supporting human-to-human interaction. Possibly, higher
affective involvement due to the fact that the user is actually interacting with
another person, not properly with the robot. Conversely, during the Multimodality
condition, the user has to interact directly with GIRAFF, by providing a number of
commands. Indeed, the user and the robotic platform are the two actors of the
interaction in this specific situation. Moreover, an association between the positive
mood reported by PANAS and the variation of autonomic activity in the
Multimodality condition resulted significant. Taking into account that the physio-
logical activation pattern on our sample presents slightly lower autonomic activa-
tion during this experimental condition, it seems that an increase on positive mood
is associated with lower difference between basal values and values measured
during the interaction with GIRAFF. It turns that a lower difference could be due to
an increase on sympathetic activity—and decreased parasympathetic—in the
experimental condition.

Indeed, we could speculate for an association between positive attitude toward
the multimodal interaction with GIRAFF and increased autonomic activity.

4 Discussions

Results from this experiment demonstrate that users perceived in a positive way the
“enhanced” GIRAFF, both with regards to its services and to its multimodal
interaction features. In fact, self-ratings suggested a positive impact on users who
experienced an overall positive mood during the interaction which turned out to be
barely workload demanding. The experience with GIRAFF was perceived neither
as stressful, annoying nor frustrating considering the low values emerged for
negative affect rating. Analysis on physiological responses somehow supported the

Table 5 Correlation analysis on physiological correlates of autonomic variability among
conditions and positive affect (only significant results are reported)

HF%[HM] LFn.u.[HM] HFn.u.[HM] LFHF[HM]

PA r −0.52 0.51 −0.51 0.49

p 0.02 0.02 0.02 0.03
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self-rating results, and allowed a deeper understanding on individual attitude
towards the robot. Two psychological dimensions showed to be related to the
physiological activation during the interaction, namely usability and positive mood.
In fact, only when inserting these variables as covariates in the analysis of variance,
significant results emerged with regard their influence on physiological activation
related to the interaction with GIRAFF.

With regard to usability, the perception to interact with an effective and satis-
factory robotic platform was determinant mostly when the interaction entailed the
user to give commands to it. More specifically, autonomic system moved toward
sympathetic activation in relation to higher usability ratings. This was true espe-
cially when the users had to directly interact whit the robotic platform as an agent
being part of a dyadic interaction, since significant results emerged only when
considering the Multimodality condition.

Also positive affect presented an influence on the autonomic activation related to
multimodal interaction, in terms of an association between positive attitude toward
the multimodal interaction with GIRAFF and the autonomic balance that juts out
into sympathetic activation. It is not surprising that usability and positive mood
showed the same pattern when relating them to physiological activation. First of all,
these were the only two dimensions that presented a positive correlation between
each other. Moreover, it is also pretty intuitive to consider that good degrees of
usability can contribute in making the experience as a positive one, eliciting pos-
itive feeling on users, and this is further supported by high usability and positive
affect scores of the related questionnaires. In order to better explain the influence of
these subjective dimensions on the physiological activation, we can rely on findings
from psychophysiological research. A number of studies on emotional stimuli
processing brings evidence on HRV being correlated with valence of stimuli.
Specifically, it is well known that heart rate acceleration occurs in response to
pleasant stimuli, while unpleasant stimuli are accompanied by heart-rate slowing
[7–16]. Considering that heart rate is affected by the autonomic nervous system, and
specifically, it is increased by sympathetic activation and decreased under
parasympathetic influence also our results can be discussed under this view. Further
support to our hypothesis comes from ratings of others self-rating measures. We can
exclude a sympathetic activation in our experimental conditions due to excessive
amount of workload since results on NASA-TXL reported low degree of workload
experienced by participants during the experimental tasks, and we can indeed
speculate that physiological response are ascribable to positive attitude toward the
robotic platform.

Under these premises, we argued about the correlation between affective status
and usability perception correlation with the autonomic activation, in terms of
increased sympathetic activity and decreased parasympathetic activity during the
interaction with GIRAFF. Though the self-report and physiological measures are
expected to converge, the physiological measures provide an added benefit since
they make it possible to deeply investigate the interaction with the platform. In fact,
when splitting the scenario envisaged by the experimental protocol between mere
motion control of the robot and the usage of services provided by it, further
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interesting findings emerged. Though the physiological responses to the multimodal
interaction can be somehow related both to usability perception and positive feel-
ings resulting from the interaction, it seems that higher activation during the usage
of the @home services could be rather associated to higher positive feelings
experienced during the interaction with the services provided by GIRAFF, while
the role of usability seems to be minimized. Actually, during the Multimodality
condition users where asked to control the robot through vocal and gestures
commands in order to make it to move within the environment. When analyzing
this situation, it clearly comes out that the user and the robot are the two actors
taking part to the dyadic interaction. The users is communicating to GIRAFF,
which is the agent supposed to respond to the user’s requests. On the other hand,
during the @home condition, GIRAFF becomes a tool that allows the users to
interact with another person. Possibly, higher autonomic activation related to higher
positive mood during the usage of GIRAFF services with respect to the multimodal
interaction, can be explained by the presence (virtual) of another person as com-
munication partner in the interaction. Somehow, these last results can be explained
by relying on evidences that support a different human approach depending on the
amount of human-like features of their technological counterparts during an
interaction. It seems that this behavior is partly due to people’s specific mental
model about system behavior and appearance. If a system looks and behaves much
like a human being (e.g., a humanoid robot emits a human’s voice), users mental
model of the system’s behavior may approach their mental model of humans, and
consequently behave like they are interacting with a human being, suggesting that
mental models actually moderate people responses to interactive systems [17, 18].
Nevertheless, with regard to ours findings, it is not really matter of anthropomor-
phization, but rather matter of who the user believes to be his/her counterpart. In our
experiment, a different approach seems to be adopted according to whether the
users were interacting with GIRAFF, or with another human being, even if this
interaction was mediated through the robot.
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Evaluating SpeakyAcutattile: A System
Based on Spoken Language for Ambient
Assisted Living

F. Fracasso, G. Cortellessa, A. Cesta, F. Giacomelli and N. Manes

Abstract The current work presents the SPEAKYACUTATTILE system, a
computer based platform designed to enable its users to access a number of ICT
services such as house management, health status monitoring or recreational ser-
vices. It is deeply grounded on voice interaction and represents a Spoken Language
System (SLS) meant to be a sort of intelligent assistant with which the users can
vocally interact. The paper dwells on an experimental assessment of the system.
Linear regression analysis have been carried out in order to assess the influence of
system performance—in terms of dialogue efficiency metrics and dialogue quality
metrics—on the perceived satisfaction of users. Results show that longer dialogues
are preferred in order to positively influence the users satisfaction, suggesting the
importance for people to have time for getting confident with new ICT solutions.
Moreover, from the experimental analysis, it clearly emerges how system inter-
vention should be reduced, suggesting how a good balance between user and
system turns represents an important aspect for a fluid interaction. The same can be
speculated for dialogues with no met requests that also tended to be associated with
lower satisfaction scores. These last results support the importance for a vocal
assistant to be effective in its purpose in order to be perceived as useful and
satisfying.
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1 Introduction

Research in Ambient Assisted Living technology (AAL) is attracting more and
more interest among ICT scientists. The present work is inserted within this context
and aims to introduce SPEAKYACUTATTILE, an Italian project dedicated to
support the daily life of vulnerable people, with specific regard to the elderly.
SPEAKYACUTATTILE is a computer based platform designed to provide the
users with a simple instrument for accessing a number of services such as house
management, health status monitoring or recreational purpose. The system is
grounded on voice interaction and represents a Spoken Language System
(SLS) meant to be a sort of intelligent assistant with which the users can vocally
interact. Spoken Language Systems by definition are systems that rely primarily or
exclusively on audio for interaction, this includes speech and sound [1], and
nowadays they are being used more often for a wide range of applications.

Since the eighties, different systems have been developed for several applica-
tions. In working environment, some administrative information systems have been
developed (APHODEX—Acoustic-PHOnetic Decoding EXpert system, [2, 3]),
such as office databases (SPICOS II—Siemens-Philips-IPO-Continuous Speech
Understanding and Dialogue System [4]) or document retrieval systems (i.e.
Hearsay-II [5]), and speech-to-speech real-time translation systems for the domain
of conference registration (DmDialog [6]). Other applications covered different
areas on travel planning (HWIM—Hear What I Mean, [5, 7]), specifically in trains
travel information retrieving (Ernest [8]; VODIS II [9]), flight reservation and
inquiries (SUNDIAL [10]) or air traffic inquiry systems (MINDS—Multi-Modal
Interactive Dialog System [11]), and hotel reservations, like HAM-ANS—Hamburg
Application-Oriented Natural Language System [12, 13], as well. More recently,
ICT for Ambient Assisted Living paradigms is taking advantage of this interaction
modality, since it appears to be a natural and valuable way in order to overcome
difficulties due to, i.e., age-related impairment. In fact, despite some results from an
automatic speech recognition (ASR) performance study where the ASR perfor-
mance was lower for older persons and for female [14], experiments in an assistive
environment using voice recognition pointed out that the speech interface is the
easiest way for the user to interact with the computer based service system [15].
Application in assistive field has been covering several areas such as intelligent
environments, in-car applications, personal assistants, smart homes, and interaction
with robots and assistants for disabled and elderly people [16]. These solutions have
to be able to understand and produce spoken language in various applied fields,
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pursuing the goal to make the interaction more and more effective by tailoring on
specific users features. Since speech is claimed to be one the most natural modes of
interaction, the numbers of speech-enabled applications are rapidly increasing and
much effort has been put into considering the special requirements of assistive
environments. Among others, some efforts have been carried out in order to study,
implement, and evaluate the speech interface of a multimodal interactive guidance
system based on the most common elderly-centered characteristics during inter-
action within assistive environments [17]. Moreover, studies on prosody, articula-
tion and speech quality have been made in order to exploit this communication
channel with the purpose of detecting accident-prone fatigue states from speech
features [18]. The success of the SLS, and consequently their positive impact on
AAL, depends on whether the user is able to accomplish the task successfully using
the system and how the task is actually accomplished. For this reason, an extremely
critical step in the development of a spoken language system is not only the
designing of the interface and devising dialogue strategies but also evaluating how
the system performs. Performance of the system includes some metrics such
inappropriate utterance ratio, concept accuracy, number of turns, elapsed time and
other such factors which make the whole process of comparing dialogue strategies
across system and tasks difficult. A current challenge is represented by an
increasing demand for standardized bench-marks to test and compare performance
and usability of such of interaction modalities beyond metrics such speech recog-
nition accuracy, adequate language modeling and appropriate semantic represen-
tation for efficient interaction with back-end knowledge sources [19]. In this
direction, Walker and her colleagues put some efforts while developing a method
for evaluating spoken dialogue systems [20]. These researchers developed
PARADISE (PARAdigm for Dialogue System Evaluation), an evaluation frame-
work that is useful to compare performances of different dialogues strategies, and
system designed for different tasks as well, in order to evaluate the performance.
PARADISE considers user satisfaction ratings as an indicator of usability. Usability
is, in turns, calculated as a measure composed by two factors: task success and
dialogue costs using a decision-theoretic framework with the main aim to maximize
users satisfaction by maximizing task success and minimizing costs. This frame-
work uses methods from decision theory to combine a discordant set of perfor-
mance metrics. Subjective satisfaction is placed at the center of this model, and it is
supposed to be influenced by objective features of the system, measurable through
dialogue quality metrics and efficiency dialogue metrics.

The present work aims to introduce the SPEAKYACUTATTILE assistive
platform and the validation of the first prototype. With this purpose, section two is
devoted the presentation of technical features of the platform, while section three
describes the experimentation carried out with users. The last section is devoted to
outline some conclusions and future development on the SPEAKYACUTATTILE
system.
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2 The SpeakyAcutattile Platform

SPEAKYACUTATTILE has been conceived as an intelligent assistant centered on the
use of vocal interaction in order to use a set of digital services. The underline idea
moves from the goal to make an interface enabling access to digital contents to all kind
of people, despite their specificities. The overall platform is showed in Fig. 1. The new
enabling platform consists of hardware and software components. It enables the con-
struction and use of new digital content and services as well as allowing new modes of
access to existing ones. The platform provides access from both in-house/office and on
the move. It is composed of several hardware and software modules based on a
client/server architecture. The client side is based of a PC Box running an avatar with
speech recognition technology and is accessible by voice through a special and inno-
vative multifunction wireless device (Speaky Acutattile), which is the heart of the new
platform. It acts as a spoken interface through a remote controller with incorporated
microphone, connected to the computer through an USB. This device is provided with
a push-to-talk button and allows the users to give vocal commands to the PC-box in a
walkie-talkie manner The PC Box is also connected to an advanced sensors system for
home automation, which allows people to manage and control their house.
The SPEAKYACUTATTILE platform includes also a system for monitoring person
posture. The system is supposed to monitor the user at home, and by detecting the
posture it may indicate a critical situation in which the person loses consciousness or
falls. Finally, the system includes biometric sensors for measuring vital parameters for
Telemedicine and Telecare. In the server side architecture there is a full contact center
for both caregivers and technical support operators monitoring all the connected PC
Boxes. It is a call center with a first level voice portal automated system and a second
level with the human operator. The service center also serves as a center for data
processing, Content Management System (CMS).

As depicted in Fig. 2, from the client side a number of modules are integrated in
order to provide different services to the users. More in detail the following
applications are accessible from the main menu of the GUI.

• Domotics that allows the person a complete control of the house through vocal
commands (appliances, utilities, communications, security, privacy, etc.) in
orchestration with environmental sensors and actuators;

• E-learning that is a support to educational teaching;
• Face Recognition, that allows the authentication to the services in order to

preserve security and privacy of the person;
• Postural monitoring, that combined with environmental sensors is able to detect

falls or critical situations;
• Agenda, through which the person can fix appointments and set reminders;
• Multimedia Library, that allow the access through speech channel to the library

in order to listen to music, and see videos or photos;
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Fig. 1 The overall SPEAKYACUTATTILE platform

Fig. 2 The general architecture of the SpeakyAcutattile system
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• Target search. Through the Acutattile device (see later) it is possible to explore
the desktop of the PC. Thanks to it the user is provided with a feedback when an
object (i.e. an icon) is reached. Both an audio feedback (a description of the
object) and a tactile one (vibration) are provided to the user;

• Telemedicine, through which the user is allowed to make some physiological
measurements (i.e. blood pressure, oximetry) and send them to the service
center.

At server side, information is stored in a database and a Service Center allows a
remote monitoring of some parameters detected by SPEAKYACUTATTILE.
Specifically, information from Postural monitoring, Telemedicine and Agenda can
be checked by a caregiver.

Finally, others components of the system deserve to be mentioned, just to
provide a complete overall framework, despite they have not been subjected to
evaluation. A particular mechatronic device (Acutattile), a sort of proactive mouse,
that represents a further means to communicate with the platform. It acts both in a
passive way—like an usual mouse do—and proactive way—by accompanying the
users to perform certain movement within some modules (i.e. E-Learning module).
Additionally, a network of environmental sensors and actuators are connected to
SPEAKYACUTATTILE in order to allow the control of the environment, and an
innovative system for postural monitoring for fall detection is part of the system as
well. Finally, there are some biometric sensors useful for health status monitoring,
in order to provide telemedicine and tele-assistance services. As introduced at the
end of the previous section, the present work aims to present the results of
experiments carried out in order to assess the speech interface. For this reason, the
rest of the article will focus only on those modules, which require speech
interaction.

3 Method

3.1 Participants

Thirty-five persons (19 women and 16 men), mean age 46.22 years old (SD = 18.93),
took part in the experiment aimed to assess the SPEAKYACUTATTILE platform.
Participants were asked to provide information regarding their attitude toward tech-
nology. As the reader can see in Fig. 3, the majority of them reported to have a pretty
good idea regarding technology and its usefulness in everyday life. Moreover the
majority of them reported good capability on computer usage, even if only 13 persons
of the sample stated to have experienced speech dialogue system (i.e. Siri, Cortana) in
their life.
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3.2 Materials and Metrics

Subjects have been asked to fill in an ad hoc questionnaire for each module of the
platform and a final questionnaire (SASSI [21]) regarding the whole interaction
with the system. Moreover, some performance metrics (e.g., length of the inter-
action, frequency of system’s errors) have been gathered from the log file of the
system after each interaction. The following subsections are devoted to better
describe the instruments used during the evaluation sessions.

3.2.1 Ad Hoc Questionnaire on Task Satisfaction

We built an ad hoc questionnaire based on the one proposed by [19] in order to
gather feedback on user satisfaction for each single module. The questionnaire has
been developed in order to investigate the following areas:

• TTS Performance—It has been easy to understand the system during the
interaction.

• Task Ease—During this interaction it has been easy to find the information I was
looking for.

Fig. 3 Descriptive statistics on users experience and opinion with technology
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• Interaction Pace – I think that the pace of interaction with the system was
appropriate.

• User Expertise—During this interaction I knew what to do and what to say at
each point.

• System Response—It often happened that the system was slow to reply to me.
• Expected Behavior—The system worked the way I expected it to.
• Future Use—I would use this system for (different according to the specific

module) in the future.

In order to assess the reliability of this ad hoc instrument, the Cronbach’s Alpha
has been computed for all the versions of the questionnaires developed for each
module of the platform. Table 1 shows the obtained values, suggesting good reli-
ability property for each questionnaire on single module satisfaction.

3.2.2 Subjective Assessment of Speech System Interfaces (SASSI)

Subjective Assessment of Speech System Interfaces (SASSI) consists of 34 state-
ments about the tested system, which are to be rated with level of agreement on a
5-point Likert scale. This self-report instrument has been developed by Hone and
Graham [21] with the purpose to build an instrument devoted to the assessment of
satisfaction on speech dialogue system. It measures six factors of users perception
of speech systems:

• System response accuracy (e.g. “the system is reliable”, “the system makes few
errors”);

• Likeability (e.g. “the system is useful”, “I felt in control of the interaction with
the system”);

• Cognitive demand (e.g.“I felt tense using the system”, “a high level of con-
centration is required when using the system”);

• Annoyance (e.g. “the interaction with the system is irritating”, “the system is
flexible”);

• Habitability (e.g. “I always knew what to say to the system”, “the interaction
with the system felt natural”);

• Speed (e.g. “the interaction with the system is fast”, “there were not too many
steps needed to perform a task”);

Table 1 Cronbach’s Alpha
for each questionnaire

Questionnaires Cronbach’s Alpha

Face recognition 0.77

Telemedicine 0.72

Domotic 0.74

Multimedia library 0.79

Agenda 0.81
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3.2.3 Performance Metrics

Among the metrics within the PARADISE framework we took into account those
which better fitted with the SPEAKYACUTATTILE platform:

• Dialogue Efficiency Metrics

– elapsed time, system turns, user turns, total turns

• Dialogue Quality Metrics

– errors, noinput, reprompt, help (raw)
– errors%, noinput%, reprompt%, help% (normalized).

The dialogue efficiency metrics were calculated from the dialogue recordings
and system logs. The length of the recording was used to calculate the elapsed time
in seconds (ET) from the beginning to the end of the interaction, indeed it has been
calculated for the whole interaction. Measures for the number of System Turns,
and the number of User Turns, were calculated on the basis of the system logging
everything the platform said and everything it heard from the user. The total amount
of Turns (Total Turns) has been computed as well. The dialogue quality measures
were derived from the recordings and the system logs. Some of them were auto-
matically logged by the system like the number of times the users had to repeat a
command to the system (reprompt), whenever it was due to an error of recognition
by the system or to a timeout. The errors of speech recognition by the system were
also computed and the times the users pushed the button just to make the system
stop talking (noinput). User behaviors that the system perceived as a possible
situation affecting the dialogue quality were also logged: these included the number
of times the system played one of its specific help messages because it believed that
the user had asked for Help (helps). Finally, as in [19], we normalized the dialogue
quality metrics by dividing the raw counts by the total number of utterances in the
dialogue and this resulted in errors%, noinput%, reprompt%, help% metrics.

This solution has been chosen because all the efficiency metrics seems unlikely
to generalize [22].

3.3 Experimental Procedure

Participants came to the lab and were asked to compile a consent form, and sub-
sequently they were instructed about the experimental protocol. They were sup-
posed to perform some specific tasks for each module of the platform, since the
experimental session focused on specific modules, namely the Face Recognition,
the Media Library, the Telemedicine Guide, the Domotics module and finally the
Agenda one (see Fig. 4 for additional insight on the experimental setup, and
Table 2 for further information on instructions provided to the participants).
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Right after having performed each single task they have been asked to compile
the ad hoc questionnaire on usability and satisfaction referring to the single task just
performed. At the end of the whole experimental session, participants have been
asked to fill in the SASSI questionnaire.

Fig. 4 The SPEAKYACUTATTILE devices. On the left, the remote controller connected to the
pc via USB is displayed, while on the right it is possible to see the Speaky Avatar

Table 2 General instructions provided to the participants for each task

Task Instruction

Face
recognition

This is the first task you are asked to perform. Since you need to be
registered within the system before you start using it, you have to create
your account through the face recognition module. Indeed, please, create
your account and register to the system

Multimedia
library

Please, enter the media library module and ask the system to listen to an
artist. Then, chose a particular song and adjust the volume as you prefer.
Finally, check the photographs and look at the video called “countryside”

Telemedicine
guide

Please, enter the tele-medicine module. You are supposed to measure your
blood pressure. Follow the instruction, take the measurement, and send the
data to the service center

Domotic Please, enter the domotic module. Switch on the light, open the window,
raise the shutter and turn on the air conditioner. Now, Switch off the light,
close the window, lower the shutter and turn off the air conditioner

Agenda Enter the Agenda module and check if there are any appointments for today.
Now, set up a medical examination for next week

Except for the task face recognition which always was the very first one, the order of the other
tasks was randomized among participants
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3.4 Statistical Analysis

The objective of the experimentation was to investigate how perceived satisfaction
could be affected by performance metrics gathered by the system. For this purpose
the following linear stepwise regressions have been performed. In order to inves-
tigate the satisfaction experienced by the users while interacting with the single
modules, a linear regression has been carried out per each module, where the
dependent variable was represented by the results from the ad hoc questionnaire on
satisfaction, and the dialogue efficiency metrics and quality metrics, regarding the
single task, have been inserted into the model as independent variables. In order to
investigate the overall perceived satisfaction, a further linear regression have been
performed with SASSI as dependent variable and the overall efficiency and quality
metrics as independent variables. In a subsequent step the introduction of each
dimension of SASSI as dependent variable has been considered in order to define
whether the gathered metrics affected specific aspects of perceived satisfaction.
Moreover, a final regression analysis has been carried out with the main aim to
investigate the weight of each module on the overall perceived satisfaction. For this
purpose, the SASSI score has been inserted into the model as dependent variable,
while the scores on the ad hoc questionnaires per each task where inserted as
independent variables.

4 Results and Discussion

In Fig. 5 the results from questionnaires on satisfaction assessment are presented.
Specifically, on the left the feedback on the overall experience is depicted, both for
the overall SASSI score and for each dimension of the questionnaire. On a rating
scale from 1 to 5, it can be evinced how the overall experience has been judged
pretty satisfactory (M = 3.42, SD = 0.23). More in detail, participants reported
good degree of Likeability (M = 4.03, SD = 0.69), with discrete feelings of
Annoyance (M = 2.44, SD = 0.93) and they judge the system effortless (Cognitive
Demand: M = 4.06, SD = 0.57). Moreover, they found no particular problems with

Fig. 5 Mean scores from satisfaction questionnaires. From SASSI (on the left) and from each
module (on the right)
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the system reactivity to their commands (Speed: M = 2.23, SD = 0.73), and the
system behavior seemed to sufficiently match user’s conceptual model on it
(Habitability: M = 2.69, SD = 0.78).

With regard the usability and satisfaction feelings according to each module
(graph on the right in Fig. 5), participants reported definitely positive judgments for
every module with slight differences among them. The Multimedia Library seems
to be the most appreciated module (M = 4.41, SD = 0.69), followed by the one for
vocal control of the house (Domotics, M = 4.17, SD = 0.79), and the Telemedicine
Guide (M = 4.13, SD = 0.79). Finally, the two modules with the lowest score were
the ones devoted to the authentication to the services of SpeakyAcutattile (Face
Recognition, M = 3.87, SD = 0.8), and the Agenda (M = 3.85, SD = 0.91).

In Table 3 there are the mean scores obtained by computing the performance
metrics from log files and from video recordings. The table displays dialogue
efficiency and dialogue quality metrics for interaction of each task according to
single modules, and for the whole interaction.

4.1 Overall Satisfaction

One of the main objectives of the present study was to investigate the influence of
system performance on the overall satisfaction perceived by the users during the
interaction with SPEAKYACUTATTILE. The model tested through the first linear
regression analysis showed that the inserted factors explained 38% of the variance
in the overall satisfaction (SASSI).

More specifically, looking at Table 4, it becomes clear how the rate of system
turns can affect the overall satisfaction during the interaction with the platform.
Indeed, a negative association emerged, suggesting how an acceptable interaction
has to be characterized by a limited intervention by the agent. This is supported also
by the significant negative association with the factor noinput. Since this metric
accounts for those times when the user pushes the button in order to stop the
platform talking, it can be evinced that an increased amount of noinput brings to
lower perception of satisfaction and usability supposedly due to excessive redun-
dancy of system speech. Moreover, it emerged that the length of the interaction has
a positive correlation with the SASSI. Namely, the more the user interacts with the
platform, the higher the experienced satisfaction is resulting by the interaction itself.

These results could be reasonably interpreted as the beginning of a sort of familiarizing
process where the user get confident while interacting with SPEAKYACUTATTILE
increasing his/her feelings of satisfaction and confidence through time. Despite the
finding that longer dialogues were associated with higher user satisfaction disagrees with
the results of many previous PARADISE-style evaluation studies (i.e. [23]), our results
are in line with those of [24] who also find a positive influence of dialogue length. Users
could possibly need more time in order to get confident with the system and this turns in
more positive feelings expressed for longer interactions that allow the users to familiarize
with it. More in detail, when taking into account the subscales of the SASSI questionnaire
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(Table 4), not all the models resulted significant. Specifically, no significance emerged
with regard to Accuracy, Annoyance and Habitability. Nevertheless some interesting
results emerged for the other subscales. Likeability seems to be affected by noinputs in
negative way. This could mean that redundancy in interaction, and consequently the
needs to stop the system, risks to undermine the perceived pleasantness and usefulness of
the system.

With respect to the perceived amount of effort needed to interact with the system
and the feelings resulting from this effort (Cognitive Demand), a negative influence
by reprompts emerged. This means that the efforts spent in repeating several time
the same commands to the platform—with no receiving answer or receiving a
wrong one—can result in too much cognitive load for the users. Speed is the last
dimension investigated as dependent variable in a regression linear model, and it
has been found to be affected by some performance metrics. Specifically, the model
showed how the percentage of repeated commands (reprompt%) and the time
required to complete the task (time) influenced negatively the perceived respon-
siveness of the system to the users commands.

A further step envisaged within the analysis design consisted in deeper inves-
tigation of which one of the single modules could better contribute to the overall
perception of usability and satisfaction during the interaction (see Table 5). The
results revealed that the satisfaction experienced during the interaction with the
single modules contributed for 49% to the variance of the overall satisfaction. Two
modules resulted to influence the overall experience in a significant manner, the
interaction with the Telemedicine Guide and the Agenda. More specifically, the

Table 4 Linear regression results for SASSI and its subscales

Model AdjR2 Factors t p Beta VIF

SASSI 0.38 Time 2.50 0.018 0.40 1.45

Sys_turns −3.40 0.001 −0.53 1.36

Errors% 1.56 0.128 0.22 1.09

Noinput% −2.88 0.007 −0.39 1.01

Accuracy – – – – – –

Likeability 0.40 Tot_turns −1.69 0.101 −0.23 1.13

Noinput −3.91 0.000 −0.53 1.07

Errors% 2.56 0.015 0.35 1.07

Cognitive demand 0.13 Reprompt −2.59 0.012 −0.45 1.19

Errors% 1.65 0.109 0.28 1.19

Annoyance – – – – – –

Habitability – – – – – –

Speed 0.22 Time −1.97 0.05 −0.35 1.45

Reprompt% −2.40 0.022 −1.13 9.90

Significant with p-value < 0.05
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contribution of the satisfaction experienced while performing these specific tasks
seemed to influence in an effective way the overall experience contributing to define
it as satisfactory and defining the platform as usable and useful.

It is possible to speculate on these results by recurring to qualitative comments
made by the users while participating at the experimental sessions. Indeed, they
particularly appreciate the Telemedicine module because of its usefulness in
monitoring the health status of the persons, and because of its property devoted to
foster the relation with a caregiver in order to make him aware of possible warning
on the person’s health status. These results can be read under the lens of
well-known models of technology acceptance (TAM [25], UTAUT [26]). In fact,
according to these models, the perceived usefulness represents one among the
determinants of technology acceptability.

4.2 Single Module Satisfaction

Finally we were interested in understanding whether any performance metrics could
somehow affect the experienced satisfaction on single modules. Actually, the
coefficient of determinations did not show valuable results on the proposed models
(Table 6). Moreover, many metrics have been removed through the stepwise
selection and the model, where the scores from Telemedicine satisfaction were

Table 5 Linear regression analysis results for SASSI and single module satisfaction

Model AdjR2 Factors t p Beta VIF

SASSI 0.49 Face recognition 1.77 0.08 0.25 1.34

Telemedicine 3.00 0.005 0.56 2.34

Domotics −1.50 0.144 −0.27 2.27

Agenda 3.02 0.005 0.39 1.14

P-value < 0.05 significant

Table 6 Linear regression analysis results for single modules

Model AdjR2 Factors t p Beta VIF

Face recognition 0.19 Time −1.56 0.12 −0.24 1.01

Noinput −2.52 0.01 −0.39 1.01

Domotics 0.13 Reprompt −2.50 0.01 −0.39 1.00

Multimedia library 0.18 Noinput −2.95 0.005 −0.45 1.00

Agenda 0.30 Errors −3.12 0.003 −0.45 1.03

Help −1.92 0.06 −0.28 1.03

P-value < 0.05 significant

Evaluating SpeakyAcutattile: A System … 373



inserted as dependent variable, did not result significant at all. This could be due to
a methodological issue: probably a low amount of observations per each metrics
within subjects could affect the results. This issue was conversely overcome when
taking into account the whole interaction.

5 Conclusions

The present work described SPEAKYACUTATTILE, an innovative assistive
computer-based platform devoted to support the daily life of people. Healthy people
have assessed the prototype in order to test the technology readiness, and this
represented a preliminary step before introducing the solution to frail people. In
fact, this solution has been conceived as an enrichment for home environment in
everybody daily life, and specifically for frail people. SPEAKYACUTATTILE is
primarily meant to represent a means to break down those barriers which arise when
frailty comes over. Results from the evaluation bring valuable contributes to better
delineate which features could be ascribable to a satisfying Spoken Language
System for Ambient Assisted Living. It emerged how longer dialogues are preferred
in order to positively influence the users satisfaction, suggesting the importance to
let people the time to get confident with new solutions. Moreover, it emerged how
system intervention should be reduced, suggesting how a good balance between
user and system turns represents a further critical aspect of those systems. The same
can be speculated for dialogues with no met requests that also tended to be asso-
ciated with lower satisfaction scores. These last results support the importance for a
vocal assistant to be effective in its purpose in order to be perceived as useful and
satisfying. Overall, this experience represented a step forward bringing additional
insights on SLS as valuable solutions in everyday life of people, even not taking
into account possible impairment. After all, the value of such speech-based solu-
tions in people everyday life was suggested by the wide diffusion of instruments
like vocal assistants on smart phones. This work will drive the industrialization
process of the SPEAKYACUTATTILE assistive platform, which will be launched
on the global market in 2019. The patented product SPEAKYACUTATTILE may
be a highly innovative product worldwide. Nevertheless, this work represented a
preliminary step, because still further investigations on SPEAKYACUTATTILE
are required now by involving frail people. The goal for further investigations is to
involve blind users in order to refine the platform according to specific needs and to
assess its usability within the Universal Design framework. In fact, additional
efforts are still necessary in order to validate speech interfaces as meaningful means
in AAL paradigms.
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Quantify Yourself: Are Older
Adults Ready?

Paolo Massa, Adele Mazzali, Jessica Zampini
and Massimo Zancanaro

Abstract Quantify Yourself is a recent trend by which people continuously
measure walked steps, heart rate, sleep, stress and other personal indicators in order
to monitor their wellbeing or life in general. Enabled by sensors currently
embedded in affordable tools such as wearable devices and smartphones, Quantify
Yourself has the potential for empowering each person towards an increased
self-knowledge. This recent phenomenon is engaging mainly young and tech savvy
people. In this paper, we explore if and how older adults track indicators related to
their health and wellbeing. By means of 20 open interviews with elderly people
carried out in the context of their houses, we focus on the practices and the artefacts
they use. Older adults are an interesting portion of population in this regard because
their health condition is usually an issue for them as individual and for the society
as well and at the same time they are likely to be less prone to adopt new tech-
nologies. Some important themes are emerging from this study that might be useful
to design new technology that better fits this population. In particular, the differ-
ences between the practices employed for medical and wellness indicators and
between measurement and tracking; the importance of memory as the main tracking
device; the sharing of artefacts between partners as well as the subjective perception
of involvement during measurement with different artefacts.
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1 Introduction

The relationship between patient and doctor has evolved little over the centuries [1].
The patient was expected to comply silently with the decisions taken by the doctor
who had no obligation to provide information to the patient. This highly asym-
metrical relationship, the paternalistic model, resisted up to around 30 years ago,
when the relationship has moved towards greater patient control and reduced
physician dominance, basically a model in which the patient is more active and
autonomous but still information and knowledge is mainly in the hand of the doctor
which might want or not to share it and explain it to the patient [1].

Yet, in the very few last years, we are witnessing what might be a big change in
the relationship doctor-patient. Recent technologies such as different types of
sensors have become smaller and hence embeddable in mobile devices such as
smartphones and wearable devices and that allows anyone to continuously capture
enormous amounts of information about personal life and health. This huge amount
of information is going directly to the patient and not to the doctor thus possibly
balancing the power between doctor and patients with the latter become more
involved in understanding their own life. This empowerment of the patient might
for example lead to self-diagnoses and reduced perceived needs for health pro-
fessionals [2], especially as the technological trend is expected to continue and to
make every human indicator automatically and continuously tracked [3].
Smartphones and wearable devices are already widespread allowing continuously
tracking of indicators such as physical activities (walked steps, burnt calories), heart
rate, respiration, blood pressure, sleep, diet, stress and more [2]. New revolutionary
technologies are almost ready to the market, such as for example, “ingestible”
technologies that collect physiological data from inside the body: smart pills
detecting eaten foods, calories, responses to medications, melatonin or alcohol
levels; smart miniaturized camera which once swallowed perform colonoscopies or
endoscopies and communicate this data outside the body [3]. Furthermore, apps,
computer programs and web sites allow to manually insert health information that
are currently not automatically trackable by sensors, such as mood for instance [2].

This wealth of personal information has already attracted the interest of small
and large companies: see for example ResearchKit proposed by Apple as an open
source software framework by which everyone may share personal health infor-
mation with the aim to advance medical research [4]. This recent phenomenon has
been called in different ways, such as quantify yourself and self-tracking and,
especially in the academic context, personal informatics or personal analytics [5].

Although some technologies are already widespread, self-tracking/quantify
yourself is still a niche phenomenon involving a small portion of population,
typically young and tech-savvy people [6]. In this paper, we focus on older adults
because a quantify-yourself approach may benefit a lot this particular population
although the technology acceptance may be difficult.
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2 Related Work

In 2013, Pew Internet Center published a report titled “Tracking for Health” [7]
whose headline was that “69% of U.S. adults track a health indicator like weight,
diet, exercise routine, or symptom”. They conducted telephone interviews with
around 3000 adults aged 18 and older asking 30 different closed-ended questions
related to health indicators tracking but also health status and use of technology.
They asked how people keep track of changes about health indicators and included
memory as last option in their closed-ended question (“Or do you keep track just in
your head?”). Indeed, memory turned out to be the most used tool (49%) followed
by paper, such as notebook or journal (34%) and only few people did use medical
devices (8%), such as a glucose meter, or apps on mobile devices (7%) or computer
programs, such as spreadsheet (5%). Other interesting findings are about the effects
of tracking health indicators: 46% of people who tracked some indicators said
tracking has changed their overall approach to health, 40% of people said it has led
them to ask a doctor new questions or to get a second opinion from another doctor,
hence pointing at possible changes in the relationship doctor-patient. As could be
expected, people living with chronic conditions, such as high blood pressure or
diabetes, were found to be significantly more likely to track a health indicator or
symptom. Indeed, only 19% of U.S. adults reporting no chronic condition said they
track health indicators or symptoms, whereas 40% among those reporting one
chronic condition and 62% among those with two or more.

Few recent academic papers focused on the Quantify Yourself phenomenon,
analyzing people who are already heavily involved in the practice and typically they
are younger adults. For example, in 2010, Li et al. [5] reported results from a survey
with 68 people and 11 follow-up interviews. All participants were already col-
lecting personal information, both automatically and manually, and reflecting on it.
Among information collected automatically, the most collected one were bank
statements (54 out of 68), email history (52) and credit card bills (38) and inter-
estingly there are no health related information among the top 10 automatically
collected ones. Manually collected information include calendar events (27), status
updates (22), work activities (22), blog posts (21) and then some indicators which
are health-related: weight (21), exercise (20) and even mood (17), see Table 1 of
[5]. Blood sugar level is reported to be collected only by 2 of the 68 people and it is
important to highlight that participants were recruited from personal informatics
sites and Quantify Yourself blogs so that for instance they were relatively young
(median age range from 26 to 30) and technologically very savvy. The main
contribution of this paper is a stage-based model of personal informatics composed
of five stages: preparation, collection, integration, reflection, and action. Preparation
occurs before people start collecting personal information and concerns itself with
motivations for collecting. Collection happens when the information is really col-
lected and is characterized by the tools used and the frequencies of collection. The
integration stage is devoted to prepare and combine the different information col-
lected. Reflection deals with looking at the collected information and exploring it.
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The final stage, action, is when people decide what to do with their newfound
understanding of themselves. For each stage, authors also list barriers encountered
by the interviewed quantify yourselfers.

In 2011, Li et al. [2] published another paper which focuses only on the
reflection phase, assuming the collection of information is already happening. In
fact, authors interviewed 15 people who already self-tracked and reflected on
personal data. They found that questions people ask themselves can be grouped in 6
categories: status, history, goals, discrepancies, context and factors. They also
propose that the reflection stage is composed of 2 sub-phases: discovery and
maintenance. Lastly, they suggest features which personal informatics tools should
have to support reflection.

Finally, Choe et al. [6] focuses on extreme users of Quantify Yourself, described
as “life hackers, data analysts, computer scientists, early adopters, health enthusi-
asts, productivity gurus, and patients”. The authors analyze 52 video recordings of
talks stored on the quantifiedself.com blog. In these videos extreme users, who
already track personal information and often created their own technological tools
for tracking and reflecting on them, explain what they did and what they have
learned during the process. The goal of the paper is hence to learn pitfalls and
mistakes from these extreme users.

All the papers above focused on extreme users of Quantify Yourself which have
peculiar characteristics while in this paper we are interested in investigating if and
how tracking of health indicators happens for older adults, a portion of population
that typically is not among early adopters of new technological trends. We are
aware of only one paper with this same focus: the authors interviewed 20 adults
aged 51 to 94 using contextual enquiry as methodology [8]. They found that, along
different artifacts for tracking personal health information, use of memory is any-
way the largest and this confirms the Pew report [7]. Memory is described by
participants as either a tool or a privacy strategy. They also list reasons for
non-tracking such as problems with technology and routine interruption. The other
main finding is related to a specific artefact, the calendar, in which older adults track
doctor related information such as appointments and for which different privacy
control strategies were used depending on the context: calendars in public areas
such as the living room contained minimal details while in private areas such as
bedrooms more detailed information were tracked. Based on this, authors suggest
that new digital calendars should incorporate a feature that “allows information
presented to change based on location”.

3 Interview Study of Health Tracking in Older Adults

Our study involved 20 older adults living in North East Italy (Verona, Mantova and
Vicenza provinces). They were recruited starting from two relatives of the authors
and using a snowball sampling which consists in asking the participants to involve
other acquaintances and neighbors. We included only adults with 60 or more years
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and living independently. The age ranged from 61 to 87 with a mean age of 74.
Females were 13 out of 20.

Similarly to the Pew report [7] (and differently from all the papers discussed
above) we chose to not adopt as an inclusion criterion whether the participants
already tracked some indicators or not. We did that because we were interested also
in patterns of non-tracking and motivations behind it.

From a methodological point of view, we used contextual inquiry [9] because we
believe the importance of the context is crucial in letting emerge real practices and
motivations for tracking of health indicators. For this reason, all interviews occurred
in the houses of the participants and were semi-structured and complemented by
observations of context and artefacts. Moreover, when some tracking was described
by the older adults, we asked them to perform the tracking itself and explain it
(perform and think aloud) possibly using the real artefacts. All participants lived in
their houses, sometimes with a partner, sometimes alone.

The health status is expected to influence the need for and attitudes towards
health indicators tracking so we describe it here briefly. All 20 participants have at
least one health condition (as in [8]): 16 have health issues related with their blood
pressure, 9 heart issues and 5 diabetes, 5 reported high cholesterol levels, 2
osteoporosis and 2 reported breathing difficulties.

Another important aspect is related to technology: among our 20 participants,
only one was able to use apps on smartphones and to browse the web with a
computer. That is very different from the 20 older adults interviewed in [8] where
17 had computer or laptop experience and 11 of them owned their own computer.

Regarding the protocol to guide the semi-structured interviews, we considered
the indicators that emerged in previous works discussed above but we decided to
exclude those not related to health or wellness (for instance Li et al. [5] reports how
the most collected indicators are related to finance).

For each indicator, we set out to investigate: motivation for tracking that indi-
cator (both for starting and for keeping doing it regularly) or for non-tracking it;
how the tracking actually happens, when and how frequently, where, the conse-
quences of tracking, and the possible sharing of the information tracked.

According to the tenets of contextual inquiry, we also focused on the specific
artefacts used and the practices involved. These aspects were investigated asking
the participants to perform and think aloud the tracking as it occurs normally in
their houses and by using the real artefacts. Following the suggestion of previous
studies [7, 8], we included memory as a tool for tracking.

All interviews were recorded and later transcribed. During the interviews, we
asked older adults permission to take photographs of artefacts. The interviews
lasted from 10 to 70 min with a mean of 52. The transcriptions were coded using
thematic analysis [10].
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4 Results

In this section we report results of the analysis of interview transcripts.

4.1 Two Types of Indicators: Health and Wellness

Eleven (11) different health indicators were tracked at least once by the 20 older
adults we interviewed: blood pressure (90%), weight (75%), physical activity
(65%), sleep patterns (55%), heart rate (50%), medications (40%), mood (35%),
blood sugar level (30%), cholesterol (25%), blood oxygen saturation (5%) and
eaten food (5%). We did not investigate doctor appointments since we considered
them as being an event reminder, even if connected with health, rather than an
indicator to be tracked.

We found that indicators could be grouped into 2 main categories: medical
indicators and wellness indicators. Medical indicators were blood pressure, heart
rate, blood sugar level, blood oxygen saturation, cholesterol and taken medications.
Wellness indicators were physical activity, eaten food (diet), weight, sleep patterns
and mood.

The differences between the two categories are mainly due to motivation for
tracking and tools used for tracking.

Typically, medical indicators were required to be tracked by a medical profes-
sional because they were necessary to monitor a chronic condition which, if not
controlled, might result in serious health problems. On the other hand, wellness
indicators were not immediately tied to important chronic conditions so there was
no external pressure for tracking them and the motivation was hence only intrinsic.

With regard to the tools used, medical indicators were usually characterized by
technological artefacts, medical devices able to measure the indicator itself, for
example the sphygmomanometer, for measuring blood pressure and heart rate, or
the glucometer, for measuring glucose (sugar) in the blood.

Wellness indicators, on the other hand, were usually not characterized by the use
of a technological artefact (with the exception of weight, of course). Indeed, for
wellness indicators our participants just use their memory for measuring so there
was a high level of ambiguity in analyzing the interviews on whether the indicator
was tracked or not. For example, for sleep patterns, we regarded the indicator as
tracked if the participant was reporting some kind of reflection about the quality of
their sleep almost every day: we had 11 out of 20 older adults tracking sleep
patterns as wellness indicator. Mood was considered tracked only if the participant
was actively reflecting about their mood, at least some times in a week (7 older
adults reported this practice). Diet was even more ambiguous: all participants had a
degree of awareness of which foods they ate but only one was actively reflecting
about the properties of the foods eaten and the possible impact on his health.
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4.2 Measurement and Tracking: Two Different Sub-phases

From the analysis of the transcripts of the 20 interviews, it emerges that older adults
were engaged in two different phases in tracking the indicators: the measurement
and the tracking itself.

Measurement is the phase in which a numerical information (data) is obtained,
while tracking is the phase in which something is done with this information: for
example, some of our participants measure the blood pressure and heart rate with
the sphygmomanometer and then track the numerical values (max, min and pulse)
with a pen on a piece of paper (see Fig. 1).

It is worth noting that usually these technological medical devices used for
measuring also support the phase of tracking by allowing an automatic recording of
the data. Yet, none of the 20 older adults we interviewed used this feature and
preferred to rely either on their memory or on pen and paper. We will further
discuss this aspect below.

When there are no artefacts for measurement, the process is in general more
ambiguous: for example, someone can “measure” their mood by reflecting on it,
simply by asking themselves if they are happy or sad and trying to think about the
reasons and then “track” their mood using an app for smartphone or pen and paper
or just using their memory to remind themselves about their past mood. None of the
20 older adults actively use technological artefacts for tracking. However, when the
mind is involved as a tool, either for measurement or tracking, the processes are

Fig. 1 Artefacts used for measurement (sphygmomanometer, left) and for tracking (sheets of
paper). The health indicator is blood pressure and heart rate
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mental and internal to the mind of the older adults and hence more difficult to
unambiguously characterize. On the other hand, when there is an artefact involved,
as for most of the medical indicators, it is easier to ask to think about the practice
with perform and think-aloud methodology and hence to get a clearer picture of the
practice.

Nevertheless, we believe it is extremely useful to keep the two phase of mea-
surement and tracking separated and this division is not proposed in previous
papers such as [2, 5, 6, 8]. We believe these two phases can be considered as a
specification of the stage “collection” of the stage-based model for personal
informatics [5] which suggests to divide the Quantify Yourself practice in five
stages: preparation, collection, integration, reflection, action. Just as the authors of
[5] in a following paper [2] suggested to divide the stage “reflection” into two
phases: discovery and maintenance, we have some evidence about the division of
the stage “collection” in two phases: measurement and tracking.

4.3 Tools for Measuring and Tracking:
Artefacts and Mind

As already introduced, different artefacts characterize the two phases, measurement
and tracking, and the two types of indicators, medical and wellness.

Medical indicators typically have dedicated artefacts for measurement, medical
devices specifically designed for that indicators which the older adults own and
keep in their houses and use frequently, in general at least daily. Those include the
sphygmomanometer, for measuring blood pressure and heart rate, that is used by 18
of the 20 older adults we interviewed. As noted above, 6 of our participants had
diabetes and so they used the glucometer for measuring glucose in the blood (see
Fig. 2). Other artefacts used are the pulse oximeter, used by one person for mea-
suring the oxygen saturation of the blood because of a chronic condition related to
breathing issues (see Fig. 2).

Interestingly, nobody used computer programs or smartphone apps for tracking
indicators. The reason for this is that the 20 older adults we interviewed reported an
almost non existent use of technology: as already reported, only one is able to use
apps on smartphone. This result is very different from what emerged in the related
researches [2, 5, 6] but we somehow expected that because on those works authors
analyzed extreme users of quantify yourself while we focused on older adults with
very low technological skills. Indeed, our findings are in line with the 2013 Pew
study [7] whose results, grouped also for different age ranges, show that, for the 830
adults aged 65 or more they interviewed by telephone, 12% of them use a medical
device for tracking, only 2% use computer programs, 1% use smartphone apps
while paper-based tools are used by 41% and mind from 44% of the older adults.
A similar effect was also noted in the 20 interviews to older adults analyzed by
Miller and colleagues [8].
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For what concerns wellness indicators, we observed the lack of technological
devices used for the measurement (with the exception of the weighing machine for
weight): this means self-reflection and memory are usually used for measurement
and also memory is usually used for tracking. Thirteen (13) participants reported
that they do some physical activity but none of them use an artefact for tracking it
even if wearable devices for tracking steps and calories burnt are easily available on
the market. Sleep patterns were measured and tracked without artefacts by 11 of our
participants, mood by 7 and 1 for diet.

Actually, the situation is different for weight since there is a common artefact
used for measuring it and widely available: the weighing machine. Fifteen
(15) older adults reported that they measure weight and 13 of them used the
weighing machine, either one they own in their houses or one they can use in a
community center. Still, 2 older adults reported they “measure” their weight using
their clothes which is an artefact already present in their life and that, if properly
augmented with technology, might be more acceptable to older adults than other
technologies.

In conclusion, medical indicators are characterized by the use of physical arte-
facts for measurement and tracked mainly with paper-based tools while wellness
indicators are measured mainly with self-reflection and memory and tracked mainly
by memory as well.

Fig. 2 glucometer (left) and pulse oximeter (right)
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4.4 Sharing: Of Artefacts, Not of Tracked Data

In our interview protocol, we decided to investigate older adults also for what
concerns their sharing of the tracked data. Indeed, the Pew Report [7] found that
761 (25%) out of 3014 interviewed people shared the tracked information with
someone, typically the medical professional (52%) and the partner (22%).

Indeed, some of the older adults we interviewed reported that they share the
information with the doctor by bringing the block-note or diary with them when
they visit him or her.

However, we found it is much more common to share the measurement artefact
itself: in fact 14 out of 20 older adults live with the partner and often the partner has
similar chronic conditions which require monitoring the same medical indicator. So,
they actually share the same artefact for measurement.

In fact, 10 older adults reported how they share the same artefact for measure-
ment, typically the sphygmomanometer. Interestingly, in all these cases but one,
there is one senior which take care of the process for both partners, i.e. he or she
measures the blood pressure for both and also keep track of the measured infor-
mation for both. In this way, they also share the results, compare them and
somehow monitor each other. It is interesting to note that often the medical device
has a feature for keeping two separated profiles and recording the measurements in
a separate way: all of them are aware of the feature but none of them use it and
prefer to use one profile because they are not confident with technology and this
feature is too complex for them.

4.5 Perception of Active Involvement
During Measurement and Tracking

We also investigated if tracking health indicators had consequences. This again was
inspired by the Pew study [7] which reported how 46% of trackers said tracking has
changed their overall approach to health, 40% of trackers said it has led them to ask
a doctor new questions or to get a second opinion from another doctor.

Yet, among our 20 participants, only 2 reported similar consequences: one
decides the amount of medications by herself and also ask advice to a different
doctor. Another one tried to predict when and how the doctor proposes changes in
medications and, considering himself successful in doing this, he felt as good as the
doctor.

The Pew report [7] found larger consequences of health indicator tracking but
the reason behind this difference might be that the Pew interviews were done as
close-ended questions, yes or no answers to the question “In which of the following
ways, if any, has tracking this health indicator affected your own health care
routine (…)? Has it changed your overall approach to maintaining your health
(…)” and respondents might have been more inclined to answer positively to this
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closed-ended questions by telephone than to our open-ended questions asked in
their houses.

Indeed, another interesting element emerged: their perception of active
involvement, physical and mental, during the measurement phase. In particular, 3
older adults elicited how they felt passive and not involved when they use their
digital sphygmomanometer. They felt that it is too much automatic and they do not
have to do anything. They also reported their belief that the measurement is not as
accurate as with analogical sphygmomanometers especially since they see that their
doctor uses the analogical sphygmomanometer and not the digital one. These
participant not only lamented this fact but also suggested to design future digital
artefacts for tracking health indicators in a way that does not exclude too much the
tracker, especially if they are designed for older adults which might prefer to remain
in control of the process and physically participate in it.

4.6 Barriers to Tracking

We classified four kinds of barriers to tracking with artefacts that emerged from the
analysis of the interview transcripts.

The first obstacle is related to confidence in use of technology. As we already
discussed, the 20 participants do not routinely use technology such as smartphones
or computers. This means that, differently from hackers and extreme quantifiers
analyzed in [2, 5, 6], our participants were not able to consider and possibly use the
many apps for smartphone already available for tracking physical activity, sleep
patterns, mood and other indicators [4].

A second barrier, especially for wellness indicators, is related to the perceived
importance of these indicators: since doctors do not usually require to monitor
them, they are perceived as not too important and hence measurement and tracking
is very light, and only with the mind.

The third barrier is related to the fact measurement and tracking have not become
part of their daily routines: our participants reported they have very regular and
repetitive days with consolidate routines and the specific measurements were not
part of these routines. In general, it seems it is only the doctor who is able to induce
a change in these routines when he or she requires the older adults to start tracking a
medical indicator which is related to a critical chronic condition. Two similar
aspects emerged also from [8]: that tracking interrupts daily routine and that
tracking is time intensive.

Finally, emotions can act as a barrier for tracking health indicators. Older adults
are worried of becoming obsessed with the measurement tools and health indicators
and to keep measuring them too often. Similarly, we found a negative feeling
looking at the measurement, some sort of dissatisfaction. In a similar way in [8] one
of the obstacles was “want to avoid thinking about their health condition”.
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5 Conclusion

While a portion of the population, young, tech-savvy adults, are already using
smartphones and wearable devices to automatically track walked steps, heart rate,
sleep quality and more, in this paper we explore if and how older adults track health
indicators and they are likely to be ready to get the new wave of personal devices
and sensors. Older adults, who might benefit immensely from self-tracking and an
increased self-knowledge of themselves, usually do not use these tools.

With our field study, we aimed at understanding the practices around mea-
surement and tracking of health and wellness indicators when artefacts are involved
and when they are not. We carried out interviews with 20 people aged 60 and more
using semi-structured interviews and we used contextual enquiry as methodological
viewpoint. We found that there are differences in terms of motivation for tracking
and artefacts used between medical and wellness indicators: typically, medical
indicators such as blood pressure, heart rate and blood sugar level are required to be
tracked by a doctor and measured with medical devices while wellness indicators
such as sleep or mood were measured with the mind and the motivation for tracking
them originated from the older adults and not someone else.

We also found evidence of the need to keep separated the two phases of mea-
surement and tracking: measurement is when a numerical data is obtained while
tracking is the following phase in which something is done with this information.
They are characterized by different artefacts and practices and we believe they
constitute a specification of “collection” which is one of the 5 stages of the model
for personal informatics which comprises preparation, collection, integration,
reflection and action.

Artefacts were presented mainly for medical indicators: medical devices for
measuring them and paper-based artefacts (block-notes and journals) for tracking
them. The presence of technology was very reduced among the 20 older adults we
interviewed and none of them used computer programs or smartphone apps for
tracking them. Wellness indicators were measured and tracked mainly with the
mind.

Some older adults reported that digital devices were making them feel excluded
from the measurement process because they had nothing to do. As a consequence of
this, they also believed their measurements were not as precise as with analogical
devices which require physical participation in the process of measurement.

The information tracked about indicators was in general little and consequently
there was not too much sharing of it with other people such as the doctor. However,
there were interesting practices of sharing measurement artefacts among co-living
partners and also almost always one of the two partners was in charge of mea-
surement and tracking of health indicators for the other partner.

We also identified 4 barriers to tracking health indicators as they emerged from
the analysis of the interviews. First, the lack of confidence with technology; second,
the perception that some health indicators, especially wellness ones, are not
important and so there is a lack of motivation for tracking them; third, tracking is
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not part of a routine. Fourth, emotions, such as fear of becoming obsessed with an
indicator or to be disappointed in seeing a disliked measurement, might also refrain
older adults from measuring and tracking medical and wellness indicators.

We believe that these results can help in designing better tools and practices for
tracking health indicators which might be easier to be adopted and enjoyed also by
older adults.
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Telemedicine for Dementia-Affected
Patients: The AAL-ACCESS Project
Experience

Gianfranco Raimondi, Paolo Casacci, Giuseppe Sancesario,
Beatrice Scordamaglia, Gaia Melchiorri and Massimo Pistoia

Abstract Alzheimer’s disease now affects about 5% of people over 60 years and
in Italy, it means about 500,000 patients. It is the most common form of dementia, a
state caused by an alteration of the brain function that implies a serious difficulty to
conduct normal daily activities. This work describes the experience gained with
development and experimentation of an ICT system to remotely support the care of
the person with cognitive impairment within the AAL ACCESS Project.

Keywords Telemedicine � Alzheimer � Remote control � HRV

1 Introduction

The elderly and their family carers face many barriers in their daily life, as do the
professionals providing care services. The sharing of information is a crucial issue,
especially when medical information is needed to adapt drug prescription to the
patient’s specific condition. The communication and interaction between an elder
person and relatives, home carers, nurses, and other professionals is typically
unreliable and not coordinated. Therefore, the information about how the situation

G. Raimondi
“Sapienza” University of Rome, P.le Aldo Moro, 8, 00185 Rome, Italy

P. Casacci (&) � M. Pistoia
Liferesult s.r.l., Via Stefano de Stefano n. 23, Foggia (FG) 71121, Italy
e-mail: paolo.casacci@liferesult.it

M. Pistoia
e-mail: massimo.pistoia@liferesult.it

G. Sancesario � B. Scordamaglia � G. Melchiorri
Tor Vergata University of Rome, Via Orazio Raimondo,18, 00173 Rome, Italy
e-mail: beatricescorda@gmail.com

G. Melchiorri
e-mail: gaiamelchiorri79@gmail.com

© Springer International Publishing AG 2017
F. Cavallo et al. (eds.), Ambient Assisted Living, Lecture Notes
in Electrical Engineering 426, DOI 10.1007/978-3-319-54283-6_28

391



evolves is not effectively shared between those stakeholders and prevents proper
adaptation of intervention to the actual evolution.

The ACCESS project designed and implemented a communication system for
sharing data between elderly people and “their” stakeholders, especially family
carers, through electronic devices. The project aimed to implement all necessary
coordination and electronic communication between the different actors involved in
home care. One of the objectives was to implement an easy and permanent com-
munication system to remotely monitor the old person’s state of health, in order to
assess the effectiveness of therapies and medications.

The use of technology as a support and medical attention to different types of
diseases is now a common feature in several research projects conducted at
European and national level. Diseases such as Alzheimer’s or stroke, considered
among the leading causes of disability, are at the center of these projects [7].

In the integrated management of the disease, the patient and his family are the
center of a network which includes specialized outpatient services, day centers,
home care services, the nursing homes, the long-term care and the hospital.

The integrated management is made easier by the use of electronic health
records, which allow the sharing of patient information from all those involved. The
adoption of this approach seems to be the most appropriate care, since it can allow a
slowing in the progression of the disease and improved quality of life for the patient
and his family.

The innovation of this proposal lied on the development of an integrated system
allowing storage and transmission of large volumes of information and data, gen-
erated not only by the senior (user) and the family carers or professionals but also
by automatic devices.

The project was developed in three countries: Italy, France and Belgium, each
one in a specific way according to the demand and context, providing an adaptable
panel of services. In Italy the project was declined in the direction of clinical
monitoring of vital parameters and patients’ mood and state of health, to assess
efficacy of Alzheimer treatment. The work was carried on by the group of
Neurology at the Tor Vergata University (Rome), with the contribution of La
Sapienza University Group of Cardiology, along with technology partner Liferesult.

In this concern we worked on the ability to remotely monitor patients with
dementia in their own homes, with the support of a caregiver and especially of
high-tech devices with data transmission to a reference center. Our approach
required the monitoring of several parameters considering the patient as a whole,
i.e. taking into account not only the cardiovascular circadian rhythms, but also the
respiratory activity and movement, thus providing a more complete and compre-
hensive appreciation of the person in his normal everyday activities.

The chosen devices to be employed in the work were a wearable device (detector
of heart parameters), a tablet to collect data at the patient’s premises, and a cloud
server to compute data.
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2 Materials and Methods

The ACCESS project has accounted for the technological partner Liferesult, already
normally engaged in the study of information technology solutions for life-sciences,
a strong push to study the matter of clinical monitoring of vital signs. In particular, a
considerable amount of effort was spent on the use of an advanced biomedical
sensor, able to record with considerable precision data on cardiac functions and
patient mobility while presenting very reduced dimensions.

The research carried out in the project began with the study of sensor data
transmission, which takes place via Bluetooth communication protocol. The
inherently limited range of the signal, less than 10 m, required the development of a
local software layer, installed on a tablet PC also equipped with Bluetooth func-
tionality. This additional layer would allow the interconnection of two devices and
would allow data transmission from the sensor to the tablet on one side, while on
the other would allow sending software strings for appropriate sensor configuration.

The vital parameter detection device used was MR&D’s Pulse Sensor™, based
on ST Microelectronics BodyGateway™ chipset. It is a wearable, battery operated
device intended for use as a part of a multiparameter analysis system. It uses a
sensorized component adhesive (plaster), placed on the body of the assisted person.
It can record symptomatic and asymptomatic events and is suitable for ambulatory
monitoring of non-lethal cardiac arrhythmias. The device permits to record heart
rate, respiratory rate and, through a specific algorithm, the level of activity of the
person, providing the management system of continuous or periodic messages of
information to/from the server according to specific settings defined by operators.
Available data and parameters depend on the selected operative mode. In fact the
device can be configured to operate in two different modes:

• Streaming Mode: is when the device is powered ON and sampling the data as
specified in the configuration settings, sending them directly to the associated
device with periodicity specified by the last configuration commands received
from the associated device.

• Monitoring mode: is when the device is powered ON, gathering and storing in
the internal memory data at the frequency specified in the configuration settings,
and sending the data as requested by the associated device.

Sampling frequencies for each monitored parameter can be read in the table
below (Table 1).

From the device we can obtain a record for 5-min each hour in which the ECG
(signal and R-R interval), breath frequency, position and activity level are reported;
then in the day we can potentially observe 24 records and we have the possibility to
have not only the ECG abnormalities (arrhythmias or conduction’s defects) but also
the neurovegetative assessment during the normal activity.

The next step in the project was the creation of software modules constituting an
application installed on a tablet, to store the downloaded data locally before its
transmission to the central server. This latter is the architectural element of the
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system on which doctors log on to see patient data and operate analysis and
evaluation of the recorded information. In order to allow an easier management of
patients at home, Liferesult has chosen, in agreement with the medical team of the
Regional Centre of Alzheimer’s Policlinico Tor Vergata, an asynchronous mode for
data transmission. The tablet keeps waiting for the connection of a monitoring
device; when one paired device falls within the Bluetooth detection range, the tablet
start the download process of all data in the device. If the transfer is successful, the
device’s internal memory is cleared to leave more space for new data and the tablet
returns a visual confirmation of the successful acquisition of data in the user
interface window (Graphical User Interface, GUI). Then the tablet, by means of a
3G mobile data connection, provides to transfer the patient data on the central
server, exploiting a data exchange methodology based on Web Services. In the
tablet app, available to the caregiver of the patient, an additional feature of daily
“diary” is implemented: the family member or the person who is treating the patient
may signal the occurrence of physical problems or alteration of the normal behavior
through a feature available in the application. In this way, information on any
adverse reactions to medications, mood changes, or changes in the circadian
rhythm, may be brought promptly and effectively to knowledge of the treating
specialist.

The medical team, if desired, can set an “agenda” of daily activities to be
performed or to be monitored at the patient’s home. A specific functionality of the
application notifies to the caregiver, with visual and sound reminders, the need to
verify the assumption of medicines and fluids, or the need to monitor certain patient
behaviors during the day. This feature can be configured easily and is fully cus-
tomizable by the doctor, depending on the patient’s specific needs and situation.
Refer to Fig. 1 for a screenshot of the tablet application.

The central server, that collects and makes available all data of patients in
punctual and aggregate form, by showing graphs and trend curves, has been real-
ized through the Omniacare platform. Omniacare is a software product endowed
with very broad characteristics of configurability, scalability and robustness.

Table 1 Sampling frequencies in the Pulse™ device

Signals and parameters Streaming mode Monitoring mode

ECG raw 128/256 Hz 128/256 Hz

Heart rate 1 each 10–15–30–60 s 1 each 10–15–30–60 s

Heart rate reliability 1 each 10 s 1 each 10 s

R-R variability 1 each 10 s 1 each 10 s

XYZ raw 50.0 Hz –

Activity level 1 each 5–10–15–30–60 s 1 each 5–10–15–30–60 s

BIOIMP-Z0 raw 32 Hz –

BIOIMP-DZ raw 32 Hz –

Respiration rate 1 each 15–30–60 s 1 each 15–30–60 s

Battery level 1 each 10–15–30–60 s 1 each 10–15–30–60 s
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A specific verticalization for the ACCESS project was realized, comprising a series
of features:

– Patient management (personal data, medical history, medical records, current
therapies).

– Charts of monitoring data (ECG curve, R-R interval, level of physical activity,
heart rate, respiratory rate).

– Comparative analysis of data and curves of vital signs.
– Therapy management.
– Agenda Setting and patient diary.

Omniacare offers a comprehensive list of comparative charts, including ECG
curves on equivalent grid graph paper, where the x axis is scaled on 1 mm = 40 ms
(25 mm/s). The platform is accessible via any Internet connection, using the most
common browsers (Internet Explorer, Mozilla Firefox, Google Chrome …). The
doctor, with appropriate credentials and permissions, can access information about
his patients anywhere and prepare comparative analyses, based on the curves of
recorded parameters. This allows the evaluation of the disease evolution, with
particular regard to the patient’s response to drug therapy, in order to adapt the type
and dosage of medication to the situation of the individual patient, based on
objective factors and thus improving the quality of care (Figs. 2, 3, 4, 5, 6, 7 and 8).

Fig. 1 Tablet application
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3 Clinical Aspects

Particular attention is required when prescribing psychotropic medications in
patients affected by Alzheimer, because sometimes they may induce serious,
although preventable, iatrogenic effects [8]. The cholinergic activity of acetyl
cholinesterase inhibitors and the anticholinergic properties of the antipsychotics
agents are both related to the vagal modulation that can be observed from the
surveys of the electrocardiogram (ECG) [6, 11]. We hypothesized that the early
ECG recording with remote control can be predictive of not only the side effects of
treatment with neuroleptics and with acetyl cholinesterase inhibitors, but also the

Fig. 2 Central server

Fig. 3 Graphical HRV analysis of the enrolled patients
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neurovegetative cardiovascular daily assessment [10, 14]. Then the clinical aim of
this project was to evaluate the ability to monitor the daily autonomic assessment in
patients with dementia by means of the HRV analysis of ECG signal [2].

The Pulse sensor employed in the ACCESS Project permits to record heart rate,
respiratory rate and, through a specific algorithm, the level of activity of the person,
providing the management system of continuous or periodic messages of infor-
mation to/from the server according to the specific settings defined by operators.

Fig. 4 Patient with pseudo normal neurovegetative assessment
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Fig. 5 Patient with sympathetic hyperactivity
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From the records we can extrapolate by means of KUBIOS-HRV software the
HRV analysis, both linear and nonlinear. Linear methods include traditional sta-
tistical analysis (SDNN, RMSSD) and the analysis of the HRV through the fre-
quency domain [1] calculating the LF, HF and LF/HF Ratio components. Nonlinear
methods include the Poincarè plot (SD1 and SD2 indexes) and the Detrended
Fluctuation Analysis (DFA-a1 and a2 indexes) [16, 17, 19].

Heart rate variability (HRV) is a powerful non-invasive method for analyzing the
function of the autonomic nervous system [18]. It is useful to understand the
interplay between the sympathetic and parasympathetic autonomic nervous system,

Fig. 6 Patient with sympathetic hyperactivity only during the evening and the night

Fig. 7 Patient with parasympathetic hyperactivity during all the day
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which serves to speed up and slow down the heart rate, respectively. HRV, the
variation of the time period between consecutive heart beats, is thought to reflect the
heart’s adaptability to the changing physiological conditions. It is dependent pre-
dominantly on the extrinsic regulation of the heart rate. Assessment of HRV pro-
vides quantitative information about the modulation of heart rate (HR) by
sympathetic nervous system (SNS) and parasympathetic nervous system (PNS).
Interactions of SNS and PNS using HRV signal have been well studied and their
importance established with a number of cardiac diseases including myocardial
infarction, patients with congestive heart failure [20], patients at risk of sudden
cardiac death and patients with hypertension. There are two main approaches to the
analysis of HRV: time-domain and frequency-domain analysis.

Time-domain indices, i.e., Mean, standard deviation (SD), standard deviation of
normal RR intervals (SDNN), standard deviation of averaged normal RR intervals
(SDANN) are derived from simple statistical calculations based on interbeat
intervals (RR intervals). These indices are sensitive to transients and trends in the
sample of heartbeats, and as such provide estimates of overall and beat-to-beat
variability [4].

Frequency-domain analysis, which is based on the power spectral density of the
heart rate time series, highlights the issue of the underlying rhythms of the
mechanisms controlling heart rate (HR) and identified three major spectral peaks
(high frequency (HF: 0.15–0.4 Hz), low frequency (LF: 0.04–0.15 Hz) and very
low frequency (VLF: below 0.04 Hz) in the adult HR spectrum. These measure-
ments can be derived from short-term (i.e. 5 to 30 min) or long-term ECG
recordings (i.e. 24 h). HRV has been used as a non-invasive marker of the activity
of the autonomic nervous system for over two decades [12, 13]. The necessary
guidelines for comparing different studies of HRV have been established by the
Task force of ESC and NPSE. It has been suggested that the time-domain methods
are ideal for the analysis of long-term HRV signal.

Fig. 8 LF/HF ratio in the 4 patients
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As concerns nonlinear analysis, namely Poincarè plots [5, 15], a two-
dimensional vector analysis was used to quantify the shape of the plots. In this
quantitative method, short-term (SD1) and long-term (SD2) R-R interval variability
and the ellipse area of the plot are quantified separately. SD2 is considered to reflect
vagal modulation of the sinus node. As concerns Detrended fluctuation analysis
(DFA), this technique is used to quantify the fractal scaling properties of short- and
intermediate-term R-R interval time series. The HR correlations were defined
separately for short-term (<11 beats, a1) and longer-term (>11 beats, a2) R-R
interval data. Reduction of the a1 index is a predictor of mortality in patients with
ischemic cardiac diseases or heart failure [9].

We studied 139 patients, affected by Alzheimer disease according to the diag-
nostic criteria as reported in our previous works [3, 7]. 58 Patients were enrolled but
only 33 patients (16 F and 17 M, 74.5 ± 8.4 years) completed the study. Dropouts
were due to lack of caregivers or errors committed by caregivers during data
acquisition. Patients who effectively participated were monitored for a week.

Rather than evaluating 24 periods in the day, in our opinion it was better to
analyze the following periods:

– Morning (8.00 and 12.00 a.m.) in which the sympathetic activity is high.
– Afternoon (16.00 and 20.00 p.m.) in which there is an initial decrease of the

sympathetic activity and after an increase in the evening.
– Night (24.00 and 2.00 a.m.), in these periods the parasympathetic activity

progressively increases).

With this analysis, it is possible to better explore the daily cardiovascular neu-
rovegetative pattern of the patients.

4 Results

In all the patients enrolled the ECG conduction was not influenced by neurological
therapy, but in each period considered the indexes of the sympathetic activity, both
linear in the time and the frequency domain and non linear, showed a marked
increase also during the night period, in which the rest condition was confirmed by
the low indexes of the activity level and then there should be an increase in vagal
tone instead.

Data are expressed as Mean ± SD (Table 2)

Table 2 HRV analysis of the
enrolled patients; both linear
and non-linear parameters
show an increase of the vagal
tone in the evening and night

Hour R-R ms LF/HF SD1/SD2 a1

08.00 875.6 ± 159.4 2.4 ± 1.9 1.9 ± 0.6 1.1 ± 0.3

12.00 839.9 ± 143.8 2.4 ± 2.2 1.9 ± 3.9 1.0 ± 0.3

16.00 825.2 ± 128.7 2.4 ± 2.0 1.8 ± 0.7 1.1 ± 0.1

20.00 830.8 ± 135.3 2.8 ± 2.4 1.9 ± 0.8 1.1 ± 0.3

24.00 952.9 ± 140.5 3.3 ± 2.6 2.1 ± 0.8 1.1 ± 0.3

02.00 972.1 ± 130.2 2.8 ± 3.4 1.8 ± 0.7 1.0 ± 0.3
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But if we consider only the patients (19-9 F) with acetyl cholinesterase inhibitors
we found a surprisingly greater increase in sympathetic activity in all period con-
sidered especially during the night periods despite no difference in HR (Table 3).

These preliminary data show that the system can analyze also the effects of
different therapies on the neurovegetative cardiovascular control.

The principal result of this study is the possibility to evaluate from remote not
only the ECG signals but also, in post-analysis but in real-time, the behavior of the
neurovegetative assessment of the cardiovascular system during the day. It is also to
couple this aspect with the activity level, the breath frequency and the heart rate.
Indeed, the system performs a real-time recording of physiological signals:

– 1-lead ECG Electrocardiogram,
– Bio-impedance
– Activity through 3–axis Accelerometer.

The signals are processed online to determine several physiological indexes (RR
Heart rate and Heart rate Variability, Respiration Rate, Activity Level and Body
Posture). From the central server it is possible to measure the ECG parameters,
especially the impulse formation and conduction, very important in patients under
therapy with acetyl cholinesterase inhibitors; these drugs, as known, both interfere
with the formation of the electrical impulse and with the impulse conduction (QT
prolongation) [6, 11].

Hereafter we show 4 patients who represent the various neurovegetative
behaviors. The figures below show the potentiality of this system, as we can
observe the activity level, the HR and the behavior of the principal indexes of HRV,
expression of the sympathetic and parasympathetic activity during a day, analyzed
by means of linear and non linear analysis in different patients. Namely, we indicate
as AL, Activity level; HR, Heart Rate; RMSDD, index of HRV in the time domain;
Lf and HF spectral components in the frequency domain; SD1 and SD2 (Poincarè
Plot) and a1 and a2 (DFA) indexes of HRV analyzed by means of non linear
analysis:

If we consider the LF/HF ratio, expression of the sympato-vagal balance, in the
previous 4 patients we can observe the four different neurovegetative assessments.
The patient A presents an almost normal pattern (sympathetic hyperactivity in the
morning and in the evening); the patient B shows a prevalence of sympathetic

Table 3 HRV analysis of the
patients treated with acetyl
cholinesterase inhibitors

Hour R-R ms LF/HF SD1/SD2 a1

08.00 894.2 ± 180.2 3.1 ± 2.1 2.1 ± 0.7 1.2 ± 0.3

12.00 863.9 ± 142.7 2.4 ± 2.2 1.9 ± 0.7 1.1 ± 0.3

16.00 840.7 ± 135.9 3.3 ± 2.6 2.1 ± 0.7 1.2 ± 0.1

20.00 843.5 ± 132.6 3.2 ± 2.4 2.0 ± 0.8 1.2 ± 0.3

24.00 971.2 ± 159.6 4.3 ± 3.1 2.1 ± 0.8 1.2 ± 0.3

02.00 1001.6 ± 119.7 3.8 ± 4.7 2.0 ± 0.8 1.1 ± 0.4

A greater increase of vagal tone can be observed during the
evening and night

Telemedicine for Dementia-Affected Patients … 401



modulation while patient D shows a prevalence of parasympathetic modulation. In
the patient C the sympathetic hyperactivity is present only during the evening and
the night.

5 Discussion

Telemedicine applications play an increasingly important role in health care. They
offer indispensable tools for home healthcare, remote patient monitoring, and dis-
ease management, not only for rural health and battlefield care, but also for nursing
home, assisted living facilities, and maritime and aviation settings.

In addition, multiple comorbid conditions among older patients require frequent
physician office and emergency room visits, at times leading to hospitalization. In
recent years, mobile health systems utilizing hand-held devices (e.g., smart phones
or tablet) have been developed, which could be used for health-related interven-
tions. Studies have demonstrated that technological innovation is vital for pros-
perous economies, and greater technological innovation leads to improved public
health indicators. Moreover an optimal model for telemedicine use in the interna-
tional care setting has not been established.

Our objective was to devise a new home system for cardiovascular and motor
control of the patients with dementia. In fact in this study, although of a pilot nature, we
used the Pulse Sensor™ which is a wearable electronic, battery operated device that is
worn on the chest for the acquisition, recording and transmission of physiological
parameters to external devices which can analyze or forward the data to additional
storage elements or system. Alongside, we employed Liferesult’s tablet PC application
and the Omniacare software platform for information display and data analysis.

The overall system permits to monitor not only the normal parameters (ECG,
respiratory rate or activity level) but also to have a daily behavior assessment of the
neurovegetative cardiovascular pattern related to activity level and respiratory rate.
The 4 patients presented in this study show 4 different sympato-vagal system
patterns, and then it is possible to modify or to adapt the therapy in a personalized
way in real time. For example, the patient B shows an increase of the sympathetic
activity during all day and, because the high sympathetic activity correlates with an
increase of the cardiovascular risk, it is important to carefully monitor this patient.

In conclusion, the proposed system can help the physician and the caregiver in
the control of particular patients. The wireless connection allows various device
application and several monitoring arrangements ranging from real-time monitoring
to long-term recording of biological signals. Implementation of this model may
facilitate both accessibility and availability of personalized monitor and therapy.
Further studies would validate it in the clinical and healthcare environment.
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