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Chapter 1
Introduction

Kwame Awuah-Offei

Abstract The goal of this book is to present the current knowledge regarding
energy efficiency implications of mining processes and future research directions.
This introductory chapter explains the purpose and motivation for this book, pro-
vides highlights of the book, provides strategies that a reader can use to read the
book, and identifies the key unanswered questions that require further research. It is
my hope that this book will be a valuable resource for industry professionals and
researchers and stimulate further discussions on energy efficiency in mining.

Keywords Energy efficiency � Energy � Mining � Minerals industry

1.1 Introduction

Total energy costs are high for most mines because mining is an energy intensive
activity. Energy cost is a key consideration for mining professionals and researchers
that drive decisions on research and initiatives on energy efficiency. As pointed out
by Levesque and co [1], the prevalence of energy efficiency initiatives in the
minerals sector is closely correlated with energy prices. In recent years, however,
concerns about climate change, the carbon footprint of products, and the related
internalizing of associated costs are also driving decisions related to energy con-
sumption and efficiency in the minerals sector. Finally, energy costs are important
to mining professionals because the overall energy efficiency of mining is affected
by the efficiency of all parts of a mineral project. Energy is consumed by all the
processes in the mineral life cycle.

A volume like this one that discusses best practices and provides research
directions for the future is long overdue. As energy consumption, the associated
climate change impacts, and costs have become increasingly important, mineral
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industry professionals and researchers have had to look at a variety of sources to
gather information about best practices and ongoing and future research initiatives.
To the best my knowledge, no volume like this exists in the English literature that
collates contributions from various experts into one resource for industry profes-
sionals and researchers.

This volume presents the current state of the art regarding energy efficiency
implications of mining processes. The book is divided into four main sections:
ground fragmentation; material handling; mineral processing and extractive met-
allurgy; and miscellaneous topics. The main sections follow, to a large extent, the
unit processes of mining so that the reader can instinctively know where to find
things. Besides attempting to explain the purpose and motivation for this volume,
this introductory chapter tries to summarize the highlights of the chapters contained
in this book, provide strategies that a researcher or an industry professional can use
to read the book and identify the key unanswered questions that require further
research.

1.2 Highlights

The first section of this book includes five chapters that discuss energy efficiency
implications of blasting and ground fragmentation in mining [2–6]. The section
starts with an overview of the energy distribution during ground fragmentation by
blasting [2]. This chapter provides a basic introduction to the basic theories on the
energy content of explosives, how that energy is released to the surrounding rock
mass during detonation, and the different forms that energy is transformed into
during explosives. By itself, the discussions in this chapter can inform a mining
engineer’s decisions on explosive selection, blast design, and execution. However,
the chapter also serves as a useful introduction to the next four chapters in this
section.

The last of these chapters experimentally examines the energy efficiency of rock
fragmentation using blasting [6]. The researchers determined the proportion of the
explosive energy transformed into seismic wave energy, kinetic energy, and frac-
ture energy transferred during the blasting process. They conducted experiments at
two quarries to determine the energy proportions using the seismic field from
seismograph records, initial velocity of the blasted rock face obtained from
high-speed video footage, and fragment size distributions from image analysis of
the muckpile material, respectively. Their work shows that the maximum total
energy measured, in these experiments, accounts for at most 26% of the available
explosive energy, indicating that the energy efficiency of blasting is rather low.

One of the remaining three chapters deals with the energy efficiency of drilling,
which is the method for creating a means of loading explosives into rock for
fragmentation [5]. The remaining two chapters deal with the effect of hole stem-
ming and detonation wave collision on fragmentation results and energy efficiency
of blasting [3, 4].

2 K. Awuah-Offei



The second section of the book, which covers material handling, contains four
chapters that deal with the energy efficiency of material handling operations [7–10].
The section opens with an overview of energy efficiency implications of loading
and hauling equipment [7]. The next two chapters deal, respectively, with shovels
and trucks, which together constitute the most common loading and hauling method
[8, 9]. The first of the two provides a review of the current literature on cable shovel
energy efficiency while the second deals with approaches for benchmarking energy
efficiency of trucks.

The final chapter in this section presents a framework for assessing dragline
energy efficiency using equipment monitoring data [10]. The authors present a
three-step approach involving: (1) assess energy efficiency using data from dragline
monitoring systems to estimate an overall performance indicator; (2) quantify the
relationship between different operating parameters and the energy efficiency
indicator; and (3) improve the energy efficiency performance of operators by using
the results to optimize operator training.

The third section deals with energy efficiency implications of mineral processing
and extractive metallurgy and contains four chapters [11–14]. Given the signifi-
cance of comminution energy in any discussion of energy efficiency in mining, it is
perhaps befitting that this section begins with a chapter on the best practices and
future research needs for energy efficient comminution [11]. The next chapter
discusses electrical energy consumption in electrowinning of metals from solution
[12]. The chapter shows that to achieve energy efficient electrowinning a plant has
to maximize current efficiency and optimize electrolysis parameters. The chapter
also concludes that significant energy savings can only be achieved by changing
one of the underlying electrochemical reactions or reducing the anode overpoten-
tial. The next chapter deals with plant process control and real-time optimization
approaches that are used to achieve lower specific energy requirements by lowering
variability in key process variables and determining more appropriate operating
points [13]. The chapter also presents case studies to illustrate the current state of
the art in process plant automation for energy efficiency. The final chapter in this
section presents the case of the Atlantic Copper in Huelva, Spain, which was the
first copper smelter in the world to receive ISO 50001 energy management certi-
fication [14]. The chapter presents Atlantic Copper’s experience, process, and
results in energy management.

The final section, which includes three chapters, deals with renewable energy in
mining and other miscellaneous topics [15–17]. The use of renewable energy in
mining is one of the major energy innovations in the last decade. The first chapter in
this section discusses the integration of solar energy in mines’ energy supply to
enable them address energy and sustainability challenges [15]. The chapter dis-
cusses recent developments in solar energy in the mining industry and presents case
studies where this framework has been successfully applied to incorporate solar
energy into the mining energy supply mix. The second chapter in this section deals
with energy efficient practices in mine ventilation [16]. Mine ventilation is an
ancillary operation in underground mining that can have significant energy
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efficiency implications. The second chapter of this section discusses the energy
efficiency implications of this important aspect of underground mining systems.

The final chapter of the section investigates the technical and economic feasi-
bility of installing an energy recovery system (ERS) on diesel electric drive mine
haul trucks [17]. On a mine haul truck, an ERS saves energy by recovering energy
when the truck brakes during descent into the pit and puts that energy back into the
system during ascent out of the pit. The chapter evaluates the technical and eco-
nomic viability of various ERS technology using simulation. The work shows that
lithium-ion batteries are infeasible because of poor charging rate while electrolytic
double-layer capacitors are infeasible because of its low cycle life.
Electromechanical flywheels are judged the most cost-effective option.

1.3 How to Use This Book

This book intended to be a resource for mine managers and engineers who want to
improve the energy efficiency of their operations and, thereby, increase production
efficiency and sustainability. It is also intended to be a resource for researchers
looking for a comprehensive review of the literature on energy efficiency in the
minerals industry. Each chapter is written by subject-matter experts who have
contributed to the literature on the topics they have written in this book and are
familiar with the current knowledge and outstanding questions that need further
research. I anticipate that there will be two kinds of users for this book: industry
practitioners and researchers.

For industry professionals, I suggest they start with this introduction. They can
take note of the description of the various sections of the book as outlined in
Sect. 1.2. The professional can then refer to the particular section of the book or the
particular chapter that is of interest. It is my hope that each chapter provides an
adequate overview of the energy efficiency consideration in the particular area for
an industry professional. However, in case further reading on the subject is
required, the list of references in the chapters is a good starting point for any
professional.

For researchers, this volume is a good starting place for research on various
energy efficiency topics in mining. Each of these chapters is a good review paper
that summarizes the state of the art and provides citations to the relevant literature in
the area. For the beginning graduate student or the seasoned researcher, the chapters
in this book represent a valuable resource for energy efficiency research in the
minerals sector. In some cases, complimentary chapters (especially, those in the
same section) can provide additional resources that will be useful for any energy
efficiency research endeavor.
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1.4 Future Research Directions

This volume provides many suggestions for industrial best practices that managers
and engineers across the mine life cycle can use to improve the energy efficiency of
the mines. Each of these suggestions is backed by sound research. However, many
other areas still require further research so we can bridge the gap between theo-
retical benchmarks and actual energy efficiency performance.

Comminution and material handling are still the main areas that show the most
potential for energy efficiency improvement. The gap between theoretical bench-
marks and current best practice is still wide. For example, as I have pointed out
earlier, Sanchidrián and colleagues estimate that the maximum total energy mea-
sured during a blast does not exceed 26% of the available explosive energy [6]. We
will need to reimagine how we remove in situ material and reduce its fragment sizes
to the sizes required to liberate valuable minerals from gangue in order to bridge
this gap.

Certainly, research that uses holistic, systems-based approaches (e.g.,
mine-to-mill techniques) that lead to globally optimal systems should be encour-
aged over approaches that optimize subsystems alone [4, 11, 18, 19]. At a mini-
mum, any energy efficiency improvement initiative should evaluate the effect of
improving a subsystem along the mining energy chain on the global energy effi-
ciency of the mine. Management should not pursue any energy improvement ini-
tiative that improves a subsystem but does not result in overall energy
improvement. Hence, future research that aims to improve mining energy efficiency
should always consider the system-wide effects of any efforts to optimize energy
efficiency.

Specific areas that can provide the necessary improvement in energy efficiency
of comminution and material handling include research that helps us improve our
understanding of energy transformations during blasting so that we can direct more
of the explosives energy toward useful work. Also, we need better understanding of
how operators affect energy efficiency of material handling machines. This is
necessary to clarify the relationship between specific operator practices and energy
efficiency. Finally, to facilitate more energy efficient comminution, we need to
better understand fracture mechanics in rocks.

In addition to comminution and material handling, especially in light of climate
change and its implications for mining, there is a need for research that facilitates
optimal integration of renewable energy sources into mines. We need more research
that provides means for determining optimal hybrid systems for different operating
and economic conditions [20]. This is particularly important for mines in remote
areas where there is little to no energy infrastructure.

Finally, as I have argued elsewhere [21], we need research that properly artic-
ulates the return on investment for public policy that facilitates energy efficiency in
the minerals industry. Typically, manufacturing and residential energy consumers
get the bulk of the policy attention when it comes to energy efficiency. However,
mining is very energy intensive and a significant energy consumer in many
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economies. In particular, electricity consumption by the mining industry makes up a
significant portion of the energy use in developing countries with significant
extractive industries [22]. Hence, it will be of public interest to increase the energy
efficiency of mines in order to improve the energy efficiency of the entire economy.

1.5 Conclusions

It is my hope that this volume will be a valuable resource for industry professionals
and researchers. The work in this volume represents the state of the art regarding
key topics in energy efficiency in the minerals sector. The breadth of coverage and
the depth in each of the chapters make it a useful resource for all managers and
engineers interested in energy consumption and efficiency at the mine site. Above
all, I hope that this volume will spur on further discussions on all aspects of energy
efficiency in mining.
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Chapter 2
Energy Distribution in the Blast
Fragmentation Process

Braden Lusk and Jhon J. Silva

Abstract The study of energy distribution in a blast fragmentation process is the
subject of active research. The complexity of the phenomena and the high intensity
and speed of some of the physical processes occurring during an explosion such as
high pressures and temperatures make measuring of the energy distribution a very
difficult task. Because of the limitation of current technologies to measure the actual
energy released in an explosion, the assessment of energy distribution is done
considering the balance between the ideal energy stored in the explosive and the
effects of the released energy in the surrounding media. To study the ideal amount
of energy in the explosive, it is necessary to use thermophysics and thermodynamic
principles, while the effects in the surrounding media are explained using materials
deformation theories, material fracture models, and dynamics. This chapter will
review the basic principles behind the assessment of the ideal energy in the
explosives and discuss the most accepted theories about the distribution of the
energy in the surrounding media when an explosion takes place.

Keywords Explosive energy � Fracture � Vibration � Detonation
Blasting � Fragmentation

2.1 Introduction

In the rock blasting process, there are two main considerations: the explosive and
the confining rock media. The effects of the energy released by the explosives in the
rock media and measured as fragmentation, ground movement, and vibration
among others, are dependent on the characteristics of the explosive products.

B. Lusk
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e-mail: blusk@mst.edu
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It is also a function of the initial conditions and the properties of the rock media.
The varying levels of initial conditions and properties of the rock media are often
characterized simply as confinement. When the energy is released from the
explosive, a chemical reaction involving a fast oxidation reaction occurs. As a
consequence of the oxidation, a significant amount of heat is generated. The heat
increases the temperature of the gasses, expanding the gasses into a volume much
larger than the original volume. As a result of the rapid expansion of the gasses, a
high pressure is developed. The high pressure in the gasses will perform different
tasks in the confining media in the form of plastic and elastic deformation,
movement, rock damage and fracturing, among others. The release of energy in the
explosive involves changes of the matter between different states from solid to
liquid and gaseous and also will produce changes in its chemical state. Engineers
and scientists use thermophysics principles to assess the temperatures and amounts
of energy required to change the matter (the explosive) between the different states.
On the other hand, they use thermochemistry to study variations in the chemical
state. Both disciplines allow us to quantify the changes in internal energy (U) and
enthalpy (H) [3]. A low input energy is required to start the process of releasing the
internal energy stored in the explosive. In the initial stage, the bonds in the
molecules are broken in an endothermic process. Once the process has started, the
changes in the chemical state of the explosives will allow the formation of products
resulting in the liberation of the energy of the explosive in an exothermic reaction
[5, 7]. To better understand the balance of energy stored in the explosive, this
chapter will review the basic physical concepts of heat, temperature, and work.

Because the explosive matter changes between different states, the chapter will
also review the heat capacity, latent heat of fusion, heat of vaporization, and heat of
transitions. Changes in the chemistry of the explosives will produce heat of reac-
tion, heat of formation, heat of combustion heat of detonation, and heat after burn.
Chemistry and state changes are usually measured and quantified by assessing the
internal energy and the enthalpy of the explosive.

To study the tasks or effects of the energy released by the explosives in the
surrounding media, it is also necessary to review the concepts of rock fracture and
rock fragmentation. Rock fracture deals with the study of generation and propa-
gation of one or more cracks while rock fragmentation not only studies generation
and propagation of many cracks but also the total energy consumed by the sur-
rounding media and the final size distribution of the fragments [14]. Fragmentation
also includes rotation and movement of individual rock particles, which produces
grinding during movement. To better understand the rock fragmentation process,
this chapter will review the Griffith energy balance concept, the strain energy
released rate, fracture surface energy, and the fracture surface energy consumed. It
is commonly accepted that the release of energy from the explosives in the rock
media will be distributed in different functions such as: (1) the energy that produces
plastic deformation in the crushed zone adjacent to the blasthole and is used in the
borehole expansion, (2) the energy to create new cracks and new surfaces in the
fractured zone, (3) the energy used to extend and open the current cracks in the
fractured zone, (4) the energy to mobilize the rock fragments and provide an initial
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velocity to flying rock fragments, (5) the energy that provides initial angular
velocity to rotating rock fragments, (6) the energy consumed in heating the rock
mass, (7) the seismic energy carried by the stress waves out of the fractured zone,
and (8) other forms of energy including radiant energy in form of electromagnetic
radiation, sound, light, and others.

All of the functions described briefly above consume portions of the overall
energy contained in the explosive product. The distribution of this energy is dic-
tated by many factors. Each function is critical in the analysis of the fragmentation
process. As a finite quantity of energy exists in a column of explosive, the sum of
energy consumed by all functions must be equal to that available. Many of these
functions are well defined in the literature and practice; however, the overall energy
balance and some specific functions are not clearly understood and thus are debated
widely in the literature. This chapter discusses some of the most accepted and
proposed distributions found in recent research.

2.2 Stored Energy in the Explosives and Release Balance

The energy produced when explosives react is an oxidation process. A similar
process occurs in a combustion reaction. The main difference between the two
chemical reactions (detonation and combustion) is the high velocity of the reaction
in an explosion. In the simplest definition, an explosion can be defined as a
chemical process in which a substance reacts with oxygen and releases heat. Under
this concept, the explosive can be called the reactant, and the source of oxygen is
called the oxidizer. During the process, new chemical substances or products are
created from the reactant and the oxidizer. In chemistry, the difference between the
internal energy of the reactant and the products is called heat of reaction. In the case
where the reactant is an explosive such heat is known as heat of explosion. The
amount of heat generated in an explosion is indirectly measured by the energy
content in an explosive. It is related to the characteristics of the explosive material
and the available quantity of oxidizer to burn all the reactant to its most highly
oxidized products. The resulting products will have the lowest internal energy. The
relevant characteristics of the explosive are quantities often determined experi-
mentally. Because of the speed of the reaction and the complex process involved in
an explosion, some of the quantities can be measured, but others need to be esti-
mated from secondary information. Among the most significant characteristics of
an explosive used to estimate the level of energy stored in the explosive are
(1) density, (2) detonation velocity, and (3) detonation pressure. Based on these
parameters, it is possible to assess the theoretical energy available in the explosive
and the energy available to do useful work. The amount of oxidizer required can be
determined using oxygen balance analysis of the explosion phenomena.

The chemical reaction of the explosion needs to generate expanding product
gasses. If no gasses are generated in the process, the released energy of the
explosive will remain in the reactant as heat and no mechanical work will be
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transferred from the explosive to the surrounding rock. In this, we explain the
oxygen balance analysis and include a discussion of the most significant explosive
properties relevant to the stored energy.

2.2.1 Reaction Product Hierarchy

Most of the industrial explosives consist of carbon, hydrogen, nitrogen, and oxygen
and are called CHNO explosives [3]. The order of products formed during an
explosion is known as the reaction product hierarchy. The “rules of thumb” state
that:

1. All nitrogen becomes N2,
2. All available oxygen goes first to convert hydrogen to water H2O,
3. Any oxygen left after H2O formation burns carbon to CO,
4. Leftover oxygen from step (3) converts CO to CO2,
5. Leftover oxygen from step (4) forms O2 and is available for use in secondary

reactions,
6. Traces of NOx (mixed oxides of nitrogen) are always formed, and
7. Any leftover carbon becomes solid residue.

A practical example is the reaction of cyclotrimethylenetrinitramine
(O2NNCH2)3, best known by the Research Department Formula X (RDX). Its
oxidizing reaction is as follows:

 C3H6N6O6

1. All nitrogen becomes N2:

6N ! 3N2

2. All available oxygen goes first to convert hydrogen to water H2O

6Hþ 3O ! 3H2O 3O remainingð Þ

3. Any oxygen left after H2O formation burns carbon to CO

3Cþ 3O ! 3CO all O was consumedat this pointð Þ
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4. Leftover oxygen from step (3) converts CO to CO2.
There is no O, so no CO2 is formed

So the overall reaction of RDX is:

C3H6N6O6 ! 3N2 þ 3H2Oþ 3CO

This is the initial reaction sequence of RDX, but some products remain reactive
after the initial reaction is complete and they will undergo to further reactions [3].

2.2.2 Oxygen Balance (OB)

The amount of energy stored in the explosive and the amount of energy that can be
released is related to the capacity to bring the reactant to its most highly oxidized
products. If there is enough oxygen in the process, the heat of explosion will be
maximized, and the production of gaseous products will be optimum. Knowing the
required amount of oxygen is fundamental to knowing the optimum performance
conditions for the explosion. The calculation of the oxygen balance is straightfor-
ward and can be done assuming that the general formula for the explosive is:

CxHyNwOz ð2:1Þ

Assuming that all the carbon could be oxidized to carbon dioxide (CO2) and all
hydrogen is transformed into water (H2O), then Eq. 2.2 gives the number of oxygen
atoms required for exact balance after explosion.

OB ¼ z� 2x� y
2

ð2:2Þ

If OB in Eq. 2.2 is zero or positive, then there is enough oxygen for the
explosion. However, a negative value will indicate a lack of oxygen in the reaction,
meaning not all the energy is released in the process. If the OB is expressed in terms
of the weight of oxygen compared to the weight of explosive (considering that the
atomic weight of the oxygen is 16), Eq. 2.2 becomes:

OB %ð Þ ¼ 1600
MWexpl

z� 2x� y
2

� �
; ð2:3Þ

where MWexpl is the molecular weight of the explosive.
In the case of RDX, the oxygen balance is given by:

C3H6N6O6 : x ¼ 3; y ¼ 6; w ¼ 6; z ¼ 6

and
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MWexpl ¼ 12:01 � 3þ 1:008 � 6þ 14:008 � 6þ 16 � 6 ¼ 222:126;

where 12.01, 1.008, 14.008, and 16 are the atomic weight of carbon, hydrogen,
nitrogen, and oxygen, respectively. So Eq. 2.3 results for RDX in:

OB %ð Þ ¼ 1600
222:126

6� 2 � 3� 6
2

� �
¼ �21:61%

In the case of RDX, the OB indicates that the combustion will be incomplete,
and a large amount of toxic gasses such as carbon monoxide will be present.
Commercial explosives target the OB close to zero to minimize the production of
harmful gasses and optimize the explosive properties. The OB evaluation of
explosives is a tool to improve the mixture of explosives (combination of negative
with positive oxygen balanced explosives) but the analysis, and the explosion
process is much more complex, and the final results cannot be predicted only using
the OB concept.

2.2.3 Properties of Explosives Related to Energy Stored
in the Explosive

2.2.3.1 Density

The density of the explosive is closely related to the velocity of detonation
(VOD) of the explosive. The density is frequently used to estimate the VOD of the
explosive. There are different definitions of density depending on the application
and conditions including:

• Theoretical maximum density (TMD),
• Bulk density,
• Loaded density.

The TMD is the mass per unit volume of a single crystal of the explosive. It is
sometimes referred as the “crystal density of the explosive”. Eremenko [6] pro-
posed a relationship between the TMD and the hydrogen content of substitute
organic molecules as:

qTMD ¼ ai � kiH; ð2:4Þ

where ai and ki are constants dependent upon the chemical structural group and H is
the percentage by weight of hydrogen in the explosive molecule.
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2.2.3.2 Velocity of Detonation (VOD)

The velocity at which the detonation wave travels through an explosive column is
called the velocity of detonation. The performance of an explosive is often mea-
sured by its VOD. In general, a reduction in the VOD will cause a reduction in the
detonation pressure as well as in the availability of the released energy of the
explosive.

There are different methodologies to calculate the VOD of an explosive, ranging
from empirical calculations based on the molecular structure of the explosive [3],
up to direct methodologies such as the Mettegang method, which is based on the
breaking of wires at known distances and the interruption of electrical currents
while the explosive is detonated. VOD is also measured by monitoring the change
in resistance in cables or probes embedded in the explosive during detonation.
Among the variables affecting the VOD of explosives are: (a) the relationship
between VOD and density; and (b) the diameter of the charge and its relationship to
VOD are of particular interest for practical applications.

Although there is a relationship between VOD and density for most explosives,
the relationship is not linear. However, for some industrial explosives such as
trinitrotoluene (TNT) and pentaerythritol tetranitrate (PETN), intervals of the
relationship between q and VOD can be considered linear and given by:

VOD ¼ aþ bq; ð2:5Þ

where a and b are empirical constants depending to the type of explosive and q is
the density of the unreacted explosive. The explosive can have varying density
according to the amount of void spaces in the total volume of explosive. If the zero
void density is known [the theoretical maximum density (TMD)], the VOD at other
densities can be estimated using Eq. 2.6 as:

VOD ¼ VOD0 q
qTMD

� �
þ 1:5 1� q

qTMD

� �
; ð2:6Þ

where VOD′ is the VOD at the TMD density.
Experimental testing has shown two important aspects of the diameter of the

explosive and its relationship with the VOD. The first is the concept of the ideal
VOD and the critical diameter or failure diameter. Figure 2.1 shows a plot of VOD
versus diameter for ammonium nitrate fuel oil (ANFO) and two types of emulsions
[11]. The ideal VOD, ðVODiÞ can be seen as the VOD when the diameter of the
explosive is infinite, at this point the, maximum VOD is reached for that specific
explosive material. As the diameter becomes smaller, the steady-state detonation
velocity decreases until the VOD is lower than sound speed in the unreacted
explosive material. The steady state can no longer be maintained and the detonation
can fail. This diameter is known as the critical or failure diameter ðDcritÞ or ðDf Þ.
The value of Df depends on the confinement conditions, particle size of the
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explosive material, initial density, and initial temperature of the unreacted explosive
material.

Sun [3] proposed an empirical relationship (Eq. 2.7) between charge diameter
and the VOD of an explosive.

VOD ¼ VODideal � e
b
d2 ; ð2:7Þ

where b is a constant related to the explosive under consideration (b = −2810 for
ANFO), and d is the diameter of the explosive charge.

2.2.3.3 Detonation Pressure

The detonation phenomena are a very complex process occurring in 3D conditions.
Despite its 3D nature, the study of detonation is simpler to describe using 1D
theories such as the Chapman–Jouguet (CJ), [8] the Zel’dovich [13], von Neumann
[12], and Döring [4] (ZND) theories. The CJ theory assumes that the detonation

Fig. 2.1 VOD versus charge diameter. (Adapted from [3])
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process occurs in three zones called the fresh mixture (unreacted explosives), the
reaction zone and the products zone (oxidized explosives) (Fig. 2.2).

Under the Chapman–Jouguet theory, the reaction zone shrinks to zero and the
products are assumed to flow at a locally sonic speed relative to the shock, which is
called the Chapman–Jouguet condition [8]. Using CJ theory, the detonation pres-
sure can be estimated using Eq. 2.8.

PCJ ¼ q � VOD2

cþ 1
; ð2:8Þ

where PCJ is the detonation pressure in gigapascals (GPa); q is the density of the
unreacted explosive in g/cm3 and c is the adiabatic gamma function that can be
defined as the ratio of specific heats of the detonation product gases; and VOD is
the velocity of detonation in km/s.

The detonation product gases are molecules such as H2O, CO2, CO, N2, etc.
Assuming that for most industrial explosives and mixtures, the composition is
similar at high temperatures and pressures, at the CJ condition c can be assumed as
3 (c ¼ 2:83 and c ¼ 2:73 for PETN and TNT, respectively). Equation 2.8 can be
written as:

PCJ ¼ q � VOD2

4
ð2:9Þ

2.2.4 Energy Stored in the Explosive

The energy stored in the explosive material can be calculated based on the chemical
composition of the explosive, assuming that the chemical reactions have reached
equilibrium and that all reaction products have the same temperature. To reach the
chemical equilibrium, the OB should be close to zero as in many industrial
explosives. The internal energy of a substance is defined as the total quantity of
energy that it possesses by virtue of the presence, relative positions, and movements
of its components molecules, atoms, and subatomic units. The kinetic energy is
represented by the energy of vibration between the atoms of a molecule and the
motion of electrons within the atoms. This portion of energy is determined by the

Fig. 2.2 Detonation process

2 Energy Distribution in the Blast Fragmentation Process 19



temperature and molecular structure of the substance. The potential energy is
represented by the attractive and repulsive forces acting between molecules, atoms,
electrons, and other atomic elements.

Before the calculation of the energy stored in the explosive, it is necessary to
define some key terms.

2.2.4.1 Heat of Reaction

Using thermochemistry concepts, the heat of reaction can be defined as the dif-
ference in the internal energy when a chemical substance changes states due to
changes in the bond between molecules. The heat of reaction is also known as the
enthalpy of reaction. When a chemical reaction occurs at constant pressure and
temperature, the heat developed (released or absorbed) is equal to the change in
enthalpy.

DH ¼ DUþPDV ; ð2:10Þ

where DH is the change in the enthalpy, DU is the change in the internal energy, P
is pressure, and DV is the change in the volume. Using the ideal gas law, Eq. 2.10
can be written in the form of:

DH ¼ DUþDnRT ; ð2:11Þ

where Dn is the difference of gaseous moles for products and reactants, R is the gas
constant (8.3143 J/mole), and T is temperature (298.15 K).

For example, if gaseous hydrogen molecules are burned with gaseous oxygen
molecules to form water in the gaseous state:

2H2 þO2 ! 2H2O ð2:12Þ

In the initial state, there are (H–H) bonds and (O–O) bonds that are destroyed to
create in a final state (H–O) bonds. The internal energy stored in the bonds in the
initial state are different from those in the final state. The difference is the heat of
reaction. Because the heat of reaction is measured regarding the changes in the
state, it is necessary to define a “standard state” defined as 25 °C (298 K) and 1 atm
of pressure for engineering purposes. The heat of reaction at the standard state can
be calculated as the difference between the standard heats of formation of the
products and the standards heats of formations of the reactants (Hess’s law).

DHo
r ¼

X
DHo

f productsð Þ �
X

DHo
f reactantsð Þ; ð2:13Þ

where DHo
r is the heat of reaction at the standard state and DHo

f is the heat of
formation at the standard state. The heat of formation can be considered a special
case of heat of reaction and is defined next.
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2.2.4.2 Heat of Formation

This is the enthalpy change involved in making a particular compound, or mole-
cule, from its elements where both the elements and the final compound are at
standard-state conditions. For example, nitrogen dioxide (NO2 gð Þ) is formed from
the combination of nitrogen oxide (NO gð Þ) and one molecule of oxygen [2O atoms,
(O2 gð Þ)] all in gaseous state.

2NO gð Þ þO2 gð Þ ! 2NO2 gð Þ

From calorimetry information, it is known that the values for the standard
enthalpy of formation for the compounds involved in the reaction are:

O2 gð Þ 0 kJ/mol, reactant
NO gð Þ 90.25 kJ/mol, reactant
NO2 gð Þ 33.18 kJ/mol product

So, the heat of formation can be calculated using Eq. 2.13 as:

DHo
r ¼ 2 mol � 33:18 kJ

mol
� 2mol � 90:25 kJ

mol
þ 1 mol � 0 kJ

mol

� �

DHo
r ¼ �114:1 kJ

In this example, DHo
r is negative, meaning that heat is liberated during the

reaction and the process is exothermic, on the contrary, positive values mean that it
is necessary to supply energy to the reaction and the reaction will be endothermic.

2.2.4.3 Heat of Detonation (Detonation Energy)

The detonation energy is the heat of reaction of the explosive going to explosive
products. It does not include any heat generated by secondary reactions of the
explosive or its products with air. At this point, it is necessary to highlight that the
detonation energy calculated using Eq. 2.11 will be different from the energy in a
real detonation. Reviewing Eqs. 2.10 and 2.11, it is apparent that the heat of
reaction is also a function of the temperature, volume, and pressure at the moment
of the reaction. Some properties of the explosive such as the density and VOD, and
some detonation properties such as the detonation pressure along with character-
istics of the surrounding media where the detonation take place will affect those
variables, thus affecting the detonation energy.

There are different methodologies to measure the detonation energy experi-
mentally in the lab (using a bomb calorimeter device) or in the field under some
limitations. The bomb calorimeter device works by measuring the temperature
increase of the water surrounding detonated explosives confined in a chamber
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(stainless steel bomb). Figure 2.3 shows a basic schematic of a bomb calorimeter
device.

For example, the detonation energy of the explosive RDX with the elemental
formula given by C3H6N6O6 can be calculated using Eq. 2.13. The overall reaction
using the reaction product hierarchy rule of thumb for RDX is:

C3H6N6O6 ! 3N2 þ 3H2Oþ 3CO

From calorimetry information, it is known that the values for the standard
enthalpy of formation for the compounds involved in the reaction are:

C3H6N6O6 sð Þ 14.7 kcal/g mol, reactant
N2 gð Þ 0 kcal/g mol, product
H2O lð Þ −68.317 kcal/g mol product
CO gð Þ −26.415 kcal/g mol product

So the heat of formation can be calculated using Eq. 2.11 as:

DHo
r ¼ 3 � 0 kcal

g mol
þ 3 � �68:317ð Þ kcal

g mol
þ 3 � �26:415ð Þ kcal

g mol

� �
� 1 � 14:7 kcal

g mol

DHo
r ¼ �298:9 kcal=g mole

If that value is compared to the experimental value of −335.4012 kcal/g mol [3],
there is a difference of 36.5012 kcal/g mol or −10.9%. The difference is due to

Fig. 2.3 Bomb calorimeter device
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changes in pressure and temperature in a real detonation. Also, when the reaction
product hierarchy is changed, for example, assuming that all the hydrogen burns to
H2O and all the remaining oxygen react with the carbon to form CO2, the theo-
retical estimated will be different from the previous calculation.

2.2.4.4 Energy as Expansion Work

Ideally, if the reaction products can be expanded all the way down to atmospheric
pressure, the expansion work (the work that the released gaseous detonation
products exert on the borehole wall) should be almost equal to the detonation
energy. If the detonation process is plotted using the pressure–volume (p–v)
Hugoniot plane (Fig. 2.4), the expansion work can be defined in Eq. 2.14.

Ew ¼
Zv

v1

p dv� u2

2
; ð2:14Þ

where Ew is the expansion work and u is the particle velocity in the detonation
process. If the expansion work is expressed using the main variables in the problem,
the expansion work can be expressed using:

Ew ¼ PCJ

2qCJ
; ð2:15Þ

Fig. 2.4 p-v Hugoniot plane
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where PCJ is the detonation pressure (Eq. 2.8) and qCJ is the density, both variables
at the Chapman–Jouguet condition. The density at the CJ condition can be
expressed as:

qCJ ¼
1þ c
c

qo; ð2:16Þ

where qo is the initial density of the explosive (unreacted explosive) and as seen
before c is the adiabatic gamma constant. Combining Eqs. 2.7, 2.8 and 2.15 in
Eq. 2.14, the expansion work can be calculated as:

Ew ¼ c

2 1þ cð Þ2 VOD
2
ideal � e

2b
d2 ð2:17Þ

This expression allows us to examine the incidence of VOD and charge diameter
in the expansion work. Higher VOD will result in higher Ew. Also, considering that
parameter b is always negative, decreasing the diameter will decrease the expansion
work (Ew).

2.2.4.5 Final Remarks

Thermodynamic and thermophysics analysis allows for the calculation of the
energy stored in the explosive through the calculation of the heat of formation and
heat of reaction; however, whether the assumption of reaction product hierarchy is
valid or not would influence such calculations. The expansion work energy can be
assessed using Eq. 2.13 or 2.14. Nevertheless, three variables can change the
energy attributed to an explosive the: (a) pressure (confinement), (b) temperature,
and (c) volume conditions. For example, in a detonation in a rock mass, the gen-
erated gasses will begin to escape to the atmosphere through openings and cracks.
The temperature, volume, and pressure vary, changing the equilibrium of the
reaction between products and reactants, thus changing the expansion work energy.
So the actual amount of energy delivered in a blast is unknown but can be estimated
from the amount of energy stored in the explosive and the assessment of the amount
of energy as expansion work.

2.3 Balance and Use of the Expansion Work Energy
Delivered to the Surrounding Rock

Significant research has been performed to determine specific applications of
energy produced from the detonation of explosives for rock blasting. The debate is
ongoing with regards to the actual quantities of energy expended in different aspects
of the blasting process. The release of energy and subsequent fragmentation,
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movement, vibration, and heat is a very complex process dependent upon many site
condition variables and field explosive conditions. The complexity of the conditions
and the varying degrees of detonation within the borehole complicate the calcu-
lation and partition of the released energy. Many researchers have contributed to the
body of knowledge in specific applications of energy; however, the complete
process is yet to be quantified accurately. Most analysis has resulted in large per-
centages of energy remaining unaccounted for. The following sections introduce
some common descriptions of energy partitions found in the literature.

The actual energy released by the explosive and manifested as high-pressure and
high-temperature gas products will act on the surrounding rock to initially produce
expansion work. The energy balance can by expressed by [10]:

EAEE ¼ EF þES þEK þER þENM; ð2:18Þ

where EAEE is the actual energy of the explosive, EF is the fragmentation energy, ES

is the seismic energy, EK is the kinetic energy, ER is the fragments rotation energy,
and ENM is the energy in forms that are very difficult to measure. Among the energy
difficult to measure are:

• Energy used to expand the borehole,
• Energy to produce cracks in the fragments,
• Energy using to heat the rock mass,
• Energy conveyed as the gasses venting to the atmosphere through stemming and

joints,
• Energy of plastic work, radiation, and acoustic energy.

The following sections discuss the measurable form of energy in a mining blast.

2.3.1 Fragmentation Energy (EF)

The primary objective of a mining blast is the production of new fragments from the
rock mass. If the energy required to create a new unit fracture cFð Þ is known, the
fragmentation energy can be expressed as [9]:

EF ¼ AFcF; ð2:19Þ

where AF is the surface area of the fragments generated by the blast. cF can be
estimated using Griffith theory through the fracture toughness KICð Þ and the elastic
modulus of the intact rock. Such analysis considers only one crack or fracture.
Another approach uses the size reduction laws used in comminution. This approach
uses Rittinger’s law, where the work required to reduce the sizes of fragments from
a state a to b is calculated using the average particle diameters before and after
crushing, and the Rittinger’s coefficient Krð Þ. In a mining blast, the second option is
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more appropriate because many fractures are involved in the mine blasting process.
In that case:

cF ¼ 1
Kr

ð2:20Þ

The value for AF can be estimated from the muck pile size distribution after
blasting, although existing cracks must be identified and their surface area
accounted for as preexisting cracks. This process is difficult even with detailed joint
mapping.

2.3.2 Seismic Energy ðESÞ

Assuming that the energy transferred to the rock in the form of seismic waves can
be estimated as the integral of the energy flow passing through a surface of control
at a given distance, the seismic energy can be estimated as [10]:

ES ¼ 4pr2qCp

Z1

0

v2dt; ð2:21Þ

where r is the distance from the source, q is the rock density, Cp is the wave
velocity in the radial direction (assumed as the P-velocity), and v2 ¼ v2r þ v2t þ v2v.
vr, vt and vv are the particle velocities recorded in a seismograph for the radial,
transverse, and vertical component, respectively. Equation 2.21 is based on many
assumptions and hypotheses far from the actual conditions in a mining blast and
must be considered as a rough estimation of the seismic energy from a blast [10].

The seismic energy is also difficult to describe due to the attenuation and
damping that occurs as the seismic energy travels away from the origin of the blast.
The seismic energy is thought to begin as shock in the rock mass very near the
borehole. It transitions to a more elastic vibration wave as it travels through the rock
media away from the explosive. Some of the initial energy is utilized in elastic
deformation in the rock mass, which is difficult to quantify and even more difficult
to measure in a dynamic environment.

2.3.3 Kinetic Energy (EK)

In a mining bench blast, if the velocity of the rock face v yð Þ is known at different
heights where y is the vertical position in the face, and assuming that the lateral
variations of the velocity are of second order (i.e., the velocity is constant in a
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horizontal section of the highwall), the kinetic energy can be roughly estimated
using Eq. 2.22 [2].

EK ¼ 1
2
S � Bh

ZH

0

q yð Þ � v yð Þ½ �2dy; ð2:22Þ

where S is the spacing of the blast, Bh is the mean horizontal burden, and H is the
total height of the bench. Equation 2.22 assumes that the highwall is composed of
various layers of rock with different densities. If the bench is in the same type of
rock or the variation of the density is minimum, then Eq. 2.22 can be simplified as:

EK ¼ 1
2
S � Bh � q � H � v2b; ð2:23Þ

where q is the average rock density and vb is the average rock face velocity. The
translational kinetic energy is relatively simple to quantify using the principles of
physics because it can be visually verified through video analysis.

2.3.4 Fragments Rotation Energy (ER)

Once the fragments are ejected from the original position, they not only follow a
trajectory but also rotate during the displacement. Assuming all fragments are
spherical with different sizes, the rotation energy can be calculated as [2]:

ER ¼
XN
i¼1

4
5
p2mir

2
i f

2
i ð2:24Þ

where mi is the mass, ri is the radius, and fi is the rotational frequency of the ith
fragment and N is the total number of fragments considered in the analysis.
Rotational kinetic energy is somewhat more difficult to quantify because fragments
have irregular shapes and rotational angles are not simple to measure even with
video analysis.

2.3.5 Energy Nonmeasurable (ENM)

As explained earlier the nonmeasurable energy is made up of energy used to expand
the borehole, to produce cracks in the fragments, and to heat the rock mass; energy
escaping from the borehole through the collar as the gasses vent; and energy used
for plastic work, radiation, and acoustic emissions.
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If it is assumed that the surrounding rock to a blasthole is homogeneous and
there are no joints or cracks, the gases generated as product of the oxidation of the
explosive will expand the borehole. In most field applications, this assumption is
invalid; however, it is obvious that the initial expansion of the borehole will require
expansion energy. The expansion energy can be estimated using expansion cavity
theories [1]. If the properties of the surrounding rock are known and the expansion
volume of the blasthole is measured, the expansion energy can be estimated.

Some energy is used to generate macro- or microcracks within a fragment of
rock as a consequence of the blast. Such type of cracks are different than the
fragmentation energy and are fundamental for the downstream mining process of
crushing and grinding. This energy is conceptual and there is not a methodology for
its assessment. This energy is also sometimes referred to as rock damage.

A blast event is an exothermic process. The high-temperature gases produced by
the oxidation of the explosive will heat the surrounding rock in a differential of
temperature unknown at this moment. In theory, if the change in the temperature of
the surrounding rock is measured, the energy heating the rock mass can be
evaluated.

Commonly, stemming is the amount of inert material put in the blasthole, on top
of the explosive column, to confine the gases. Having an optimum grade of con-
finement is important to transfer the energy efficiently from the explosive to the
ground. If a large amount of gas escapes from the borehole through the collar, the
energy transferred to the ground will be lower than in the case where the gases are
properly confined. Stemming is related to the size of the material used, its
geotechnical properties, and the diameter of the blasthole. The stemming energy
can be estimated by measuring the gas pressure in the borehole close to its collar
[1].

2.3.5.1 Energy of Plastic Work, Radiation, and Acoustic

In a mining blast energy is expended to do plastic work, in radiation and as sound.
However, there is not a practical way to measure this, so the magnitude is unknown
at present.

2.4 Application of Energy Input for Ground
Fragmentation

The previous sections have briefly described the quantity of energy available from
the detonation of explosives. The simplistic use of this energy during the frag-
mentation process was also described. The basic concept is simple to understand;
however, the complex mechanisms that dictate the specific partitions of energy used
for each component of the energy balance are not widely agreed upon in the
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literature. The calculations are complex, and measuring these energy expenditures
in the field proves even more difficult.

In most cases, mining operations can choose to analyze energy utilization on a
cost basis. In simple terms, operations that employ blasting will purchase explo-
sives (energy) for the specific purpose of fragmenting rock mass material. The
energy used for specific energy balance components is somewhat less important
than the resulting fragmentation and remaining rock characteristics. The overall
operation must continue to process the material through digging, hauling, crushing,
grinding, liberating minerals, and managing waste and byproducts. Obviously,
these specific processes are dependent upon the mining method, deposit and min-
eral type, and final product. These subsequent processes will be more or less
efficient based on the success of the blasting phase of the operation. The concept of
mine-to-mill optimization considers the total quantity of energy (and thus cost)
required to take material from in situ conditions to saleable product.

Many operations are utilizing fragment size distributions to analyze blasting
needs with reference to the downstream processes. Mines perform fragmentation
analysis utilizing mostly photographic analysis of the muckpile resulting from the
blast. Other studies measure the efficiency of the blast according to resulting crusher
throughput or energy consumption of primary, secondary, and/or tertiary crushing
processes. In each case, very little attention is paid to the fundamental partitioned
use of explosive energy. In general, the process is evaluated based on energy in
(drill and blast cost) and energy out (efficiency of downstream processes). This
optimization exercise generally results in efficient mining processes; however,
significant advances could be made with a deeper understanding of the complex
processes involved with explosive energy utilized in the fragmentation of a rock
mass. For this reason, research continues to quantify the energy partition further.

2.5 Summary

The availability, utilization, and distribution of energy from the detonation of
explosives require a detailed understanding of the detonation process. This intro-
ductory chapter discussed several concepts and the current state of the art theories.
Due to the difficulty in measuring some of the processes that occur during deto-
nation including extremely high pressures and temperatures, the process still
remains somewhat ambiguous even to experienced researchers. Nevertheless, many
theories add to the understanding of the overall process and distribution of energy
from detonation to perform useful work like breaking and moving rock. While
some of these studies are based on empirical data and experience, others are based
on numerical analysis of the basics of physics and chemistry. The basic information
presented in this chapter can be utilized to inform decisions on explosive selection,
blast design, and execution.
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Chapter 3
Effect of Hole Stemming Practices
on Energy Efficiency of Comminution

Calvin J. Konya and Anthony Konya

Abstract In order to increase the efficiency of explosive comminution, the bore-
hole pressure must be maximized and pressure losses minimized. The majority of
these pressure losses occur from premature borehole venting and through weak
layers intersecting the borehole. With the use of proper stemming material and
amount of stemming these pressure losses can be minimized, increasing the effi-
ciency of explosive comminution. This chapter discusses the key considerations in
the choice of stemming materials and methods calculate proper stemming size for
different borehole sizes. In addition, the pressure models and methods to calculate
stemming depth are discussed for both ideal and nonideal stemming material.
Following the stemming design section, the chapter presents methods to improve
stemming efficiency and reduce total stemming height including airdecks and
stemming plugs. The chapter then addresses the issue of minimal fragmentation in
the stemming zone. Practical design guidelines are presented for the use of a stem
charge, allowing for breakage in the stemming zone.

Keywords Explosives � Rock blasting � Energy efficiency � Stemming
Mining

3.1 Introduction

In today’s blasting industry, it is understood that the gas pressure in the borehole
directly correlates with the degree of fragmentation of the rock and is the only major
cause of rock fragmentation [1, 2]. In order to improve the performance of a blast,
stemming is used to help maintain this gas pressure over time. Stemming is an inert
material that is placed on top of the explosive (powder) column (Fig. 3.1) and was

C. J. Konya (&) � A. Konya
Precision Blasting Services, Montville, OH, USA
e-mail: Konya@idc-pbs.com

A. Konya
e-mail: Anthony@idc-pbs.com

© Springer International Publishing AG 2018
K. Awuah-Offei (ed.), Energy Efficiency in the Minerals Industry, Green Energy
and Technology, https://doi.org/10.1007/978-3-319-54199-0_3

31



referred to as “tamping” (T). The goal is to keep it in the blast hole through the
entire detonation process. The topic of stemming can only be discussed assuming
the rest of the blast is reasonable designed, especially the hole to hole and row to
row timing.

Stemming has been shown to increase the efficiency of explosives for many
different explosives and blasting situations. Proper stemming was shown to increase
the explosive efficiency by over 41% [3]. In addition, stemming is also of extreme
importance in overbreak control with proper stemming leading to a 200% increase
in the performance of a stemmed presplit hole versus unstemmed presplit holes [4].
An 18.6% reduction in the dig time for shovels and excavators has also been
achieved [5] with proper stemming leading to over 3% reduction in P80 and a 36%
decrease in the variation of P80 [6, 7].

Stemming is one of the major components of a proper blast design, with proper
stemming leading to up to a 98% decrease in air overpressure [8], a reduction of
ground vibration and flyrock, and an increase in rock fragmentation [2].

The use of toomuch stemming can lower a bench’s stiffness ratio, causing it to act in
a crateringmechanism [9]. Thiswill lead to an increase in ground vibration and flyrock,
as well as changing the fragmentation to a mix of fines and boulders. In addition, any
amount of stemming decreases the fragmentation in the stemmed zone and any
stemming over the minimum amount needed reduces the fragmentation efficiency.

An example of this is a site using 254 mm (10 inch) diameter borehole with
ANFO. The difference between 6.7 m (22 feet) and 4.6 m (15 feet) of stemming
would be noticeable in fragmentation with much larger fragments in the first sit-
uation. In addition, the second situation allows for an additional 91 kg

Fig. 3.1 Basic diagram of a bench blast
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(200 pounds) of ANFO per hole, leading to increased breakage throughout the
entire shot.

This chapter presents a review of the literature relating to stemming and its effect
on energy efficiency of explosive comminution. It discusses the key considerations
in the choice of stemming materials and methods to calculate proper stemming size
for different borehole sizes, methods to improve stemming efficiency and addresses
the issue of minimal fragmentation in the stemming zone. The work reviews
seminal papers in the literature including both relevant laboratory and practical field
studies that deal with the optimization of the stemming zone in a rock blasting.

3.2 Types of Stemming

The use of a proper stemming material can reduce the total amount of stemming
needed by over 40% [10]. This would not only increase the efficiency of the
explosive and allow for additional explosive to be used, but it would also drastically
increase the fragmentation in the top zone (stemming zone). Most mines have the
proper material needed for stemming in their stockpiles and transportation to the
bench is the only expense.

The selection of proper stemming can be easily made using the stemming
material diagram (Fig. 3.2). The four main categories of stemming that will be
discussed here are free to semi-free flowing liquids, free flowing solids, interlocking
particles, and solid materials.

Flowing liquids include both free flowing liquids, such as water and semi-free
flowing liquids, such as mud. This form of stemming provides the least effective
form of stemming, quickly blowing out of the borehole and allowing free flow of
the explosive gasses out of the borehole.

Free flowing solids are comprised of both sands and river gravels that generally
have high sphericity [10]. This material is only held in place by its weight and
viscosity, and does not lock into place. This stemming typically blows out, even
with use of large amounts of stemming [11] leading to low borehole pressures and a
decrease in explosive efficiency. Solids that are similar in size to sands, such as drill
cuttings also fall into this category.

Low Friction High Friction

Low Viscosity Flowing Liquids Solid Materials

High Viscosity Flowing Solids Interlocking Particles

Fig. 3.2 Stemming material diagram
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Solid materials are materials such as concrete and plaster [12] that are put into a
borehole (not to be confused with stemming plugs). The purpose of this is to
provide a bridge before explosive detonation, completely sealing the hole. Besides
additional cost and time, this stemming is ineffective because it does not have any
internal resistance (viscosity) and once it shears from the borehole wall it will eject,
releasing gas pressure. Studies have shown solid materials to be less effective than
interlocking particles [10]. The combination of interlocking particles and a solid
material has been shown to decrease stemming ejection velocity without an increase
in fragmentation compared to just interlocking particles [13]. As of this writing,
there has been no evidence that using solid material is better than interlocking
particles, but improvements to drill cuttings can be achieved when combining a
solid stemming method in the middle of drill cuttings [14]. However, this will add
significant cost compared to other stemming methods.

Interlocking particles are lower sphericity solids that exhibit high viscosity and
can lock into the borehole walls (high friction). These materials, when properly
sized, will solidify and “bridge” the blasthole causing a solid plug to form. With the
extremely large borehole pressures, the crushing strength of almost any material
used as stemming will be exceeded. This means any material, as long as it can lock
together and into the borehole wall, and is the proper size for the borehole can be
considered an interlocking particle (Fig. 3.3).

Fig. 3.3 Stemming before detonation (right) and the stemming plug after detonation (left)
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3.2.1 Sizing of Stemming Material

The selection of proper sized stemming material can decrease the amount of
stemming needed on a blast by over 30% and increase blasting efficiency [1]. For
example, if 30% more fines are used, compared to optimally sized interlocking
particles, the fines blow out, hopefully slightly after rock breakage has began,
whereas the interlocking particle will remain locked into the borehole.

The optimal size of stemming is based upon the size of the borehole, in order to
maximize the resistance to movement. The optimal stemming size can be calculated
with Eq. 3.1 [1], however, a stemming size between 1/25 and 1/15 of the borehole
diameter should function similarly [12, 15].

Ts ¼ 1
20

� dh; ð3:1Þ

where Ts is the size of stemming (in or mm) and dh is the size of borehole (in or
mm).

This relationship has been shown to be most efficient for blasthole diameters
from 50.4 mm (2 inches) [11] to 406 mm (16 inches) [13]. Some have tried to
quantify the best size of stemming based on the shock velocity through the material
[16]; however, shock velocity has a minimal effect on stemming movement and
should not be considered an important parameter in stemming size selection. This
conclusion that the shock velocity must affect stemming size comes from an attempt
to bridge and lock stemming using compressed air [17]. However, the pressures
experienced with this loading are less than 1/600 of the pressure in a real borehole
situation.

3.2.2 Water Effects on Stemming

In certain cases, such as following screening, the stemming may be moist to wet.
This affects the effectiveness of the stemming depending on the type of stemming,
with the two main types discussed both affected by water.

The flowing solids, such as sand and clay, can exhibit up to a 50% increase in its
ability to hold when large amounts of stemming are used [3]. In such cases, the
stemming is minimally wet and should be tamped for packing into the borehole.

Wetting of interlocking particles can greatly reduce the effectiveness of the
stemming. When these interlocking particles are wet the pressure transfer from the
gas to the particle mass is greater and the plug’s compressibility is reduced with
water filling small voids between compressed particles. In addition, the contact
zone between the compacted particles (stemming plug) is lubricated, lowering the
friction and leading to increased ejection velocity.
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3.3 Mechanics of Stemming

The way a stemming material functions and how it affects the borehole pressure is a
complicated system that has, perhaps, not received as much attention as it should.
However, throughout the 1970s and 1980s, there was development done on the
mechanics of proper stemming. The majority of this work was done at West
Virginia University [10] and the Ohio State University [8, 15] and was aimed at
developing a theory on the mechanics of stemming that was applicable to real-field
situations. This work consisted of mortar tests and full scale blasts.

3.3.1 Stemming Resistance

The gas pressure in a borehole reaches its maximum, generally in less than 2 ms
[18] exerting tens of thousands of pounds per square inch on the stemming. With
this nearly immediate pressure, the gas has little time to penetrate deep into the
stemming material and the minimal loss of gas into the stemming can be ignored.
Just as well, heat transfer to the stemming and borehole walls can be ignored. This
is because in the rapid time a minimal amount of heat is transferred; for example,
when blasting next to wood, the wood will generally not be scorched from the blast
[19].

With these assumptions, the three types of stemming resistance are to be dis-
cussed [10] using the stemming resistance diagram (Fig. 3.4). The first way
stemming resists movement is through inertial resistance—the weight of the
stemming acting downward. All four forms of stemming exhibit this resistance and
it can be increased by increasing the total weight of stemming, either through
density or quantity. The reason a slightly wet sand will hold better than a dry sand is

Internal 
Resistance

Stem -Wall 
Shearing

Inertial 
Resistance

Fig. 3.4 Stemming
resistance mechanisms
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because of the increased density and a greater inertial resistance. This is the least
effective method of stemming retention. It affects the retention time and stemming
ejection velocity, but will not form a plug and hold the stemming in place.

The second stemming mechanism is the shearing of the stemming material along
the borehole wall. This is the frictional force exerted by the stemming as it slides
along the rough borehole wall and is the major force pushing down on the stem-
ming. This is minimal in the free flowing solids and is present mainly in solid
materials and interlocking particles. As the stemming material shears along the
wall, this friction is reduced to almost zero. This is why just a solid material can be
ineffective to withhold the gas pressure, after shearing it will act like a single, large
mass particle being pushed out of the borehole. The interlocking particles are
constantly shearing as each new particle is pushed from the one below, allowing
additional time before shearing.

The third stemming mechanism is the internal resistance to flow of the material,
which is similar to viscosity. This is the ability of the stemming material to compact
together and form a “stemming plug” which crosses the entire borehole. This works
as a combination of the gas pressure underneath the material pushing up and the
inertial and shearing resistance of the stemming pushing down resulting in the
formation of a stemming plug. Previously, it was thought that only interlocking
particles could exhibit this mechanism, but the authors have observed possible
stemming plugs forming from flowing solids with force balance above and below
the material (Fig. 3.5). This is one of the most critical mechanisms of stemming
formation and is the major mechanism to prevent stemming blowout (Fig. 3.6).

Fig. 3.5 Stemming free body
diagram
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3.3.2 Borehole Pressure

Borehole pressure must be maximized in order to increase the efficiency of rock
fragmentation and movement. Many models exist for determining the pressure
within a borehole with most requiring an engineer to calculate the temperature of
the explosive detonation. For an in-depth discussion of borehole pressure param-
eters, one can see Cooper [20]. Two assumptions must be made for this temperature
calculation:

• The rapid reaction and pressurization occurs under adiabatic conditions
• The pressure remains constant in the borehole until maximum pressure is

produced

With these assumptions, the heat within the borehole can be estimated with the
enthalpy heating any water present and the explosively formed gas products of the
reaction. These gas products will need to be calculated from proper oxygen balance
and the Kistiakowsky–Wilson Rules [20].

Q ¼ nH2OkH2O þ n
ZTa
To

CpdT; ð3:2Þ

Fig. 3.6 Stemming plug
formation with free flowing
solids
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where Q is internally generated heat, nH2O is moles of water, kH2O is heat of
vaporization of water, n is moles of products, Cp is specific heat of gas at constant
pressure, To is standard temperature, and Ta is adiabatic flame temperature.

Solving for Ta will yield the temperature to be used in the pressure calculations.
Cp is generally a weighted average for all the detonation products. The internally
generated heat (Q) can be found by Eq. 3.3.

Q ¼ �nDH0
d ; ð3:3Þ

where DH0
d is the heat of detonation.

Models for theoretical calculations of borehole pressures are numerous and are
generally accepted if they are ±10% from actual values. The actual pressure in a
fully coupled borehole is difficult to determine experimentally, therefore, borehole
pressures are generally modeled from decoupled boreholes or from the pressure
required to fracture certain materials, such as polymethyl methacrylate (PMMA).
This leads to discrepancies and errors. With this in mind, simple models that have
been widely used and tested [20] are used by engineers and practitioners.

The first borehole pressure calculation was developed by Cook [21, 22] using a
modification of the ideal gas law and hydrodynamic equations of detonation.

PV ¼ nRT þ aðT; vÞP; ð3:4Þ

where P is pressure, V is volume, N is moles of material, R is the gas constant, T is
temperature, and aðT ; vÞ is the gas co-volume which is approximately a vð Þ.

Allowing for a small amount of error, the gas co-volume can be approximated as
the specific volume. A simple calculation for this specific volume was then given
[22, 23] as:

aðvÞ ¼ e�0:4q; ð3:5Þ

where aðvÞ is specific volume of the gas and q is density of the gas.
With the borehole pressure calculated, one can now calculate the pressure losses

from the borehole reactions. In the pressure losses of the borehole, a critical concept
to understand is that radial cracks are created through the gas pressurization of the
borehole causing hoop stresses [1, 24, 25]. This, along with other research [26]
shows that the gas does not push the cracks open until the flexural failure of the
rock mass occurs. When flexural failure begins, the major radial cracks are pres-
surized to 60% of their length and at this point, the borehole can be assumed to be
depressurized [2]. In calculating pressure losses, one can then assume that the
borehole does not lose pressure to fractures until depressurization of the borehole.

Natural fractures, voids, and deformities should be modeled as increases in
volume and present a complex nonideal detonation/deflagration of explosives if the
critical diameter is reduced. There is currently minimal information in the literature
on modeling pressures in such cases. This discussion will not consider such
situations.
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3.3.3 Gas Flow Models and Optimal Stemming Length

As previously discussed, the importance of stemming is not just to lower air
overpressure levels. Instead, proper stemming has major effects on the (energy)
efficiency of the explosive used. An explosive has a limited gas volume that it can
produce based on its chemistry and detonation conditions. With proper stemming, a
“stemming plug” will form which will stop gasses from escaping the borehole and
allow them to concentrate their entire pressure to break the rock as a directional
charge.

The first case one can consider is when no stemming is present in the borehole.
This will result in gas venting out the top of the borehole and resulting in over 10%
decrease of maximum burden possible for small holes [27]. As the area of the
borehole increases the energy efficiency of the explosive decreases, causing a
decrease in the minimal burden. For example, a 406 mm (16 inch) borehole may
have the maximum burden reduced to half of what is possible with proper
stemming.

The amount of stemming (stemming length) is dependant on the type of stem-
ming used and the proper sizing of the stemming. This stemming amount is also
related to the pressure in the borehole and the desired time of gas retention.
Stemming retention under 8 ms from firing has been shown to result in bench face
velocity of 1/3 that in which stemming was retained for over 8 ms [28].

The most efficient condition would be for the stemming to hold until all breakage
has occurred and the gas pressure is released [1]. This is classified as complete
retention of the stemming and assumes proper stemming size can be related to the
pressure in the borehole (after Otuonye [18]).

In stemming depth design application, using the maximum borehole pressure
will ensure the stemming does not blow out. The next major consideration is that of
the borehole size immediately after detonation.

Without any stemming in the borehole, the theory of choked gas flow will apply
to explosive gasses (Eq. 3.6). This assumes steady-state flow for ideal gasses that
have a downstream pressure below 0.587 times the borehole pressure, which will
hold in most cases [29]. This theory has not been experimentally confirmed for
blasting, but is a good representation and approximation of the effects of not
including stemming in the borehole.

_m ¼ CdA

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
kqoPo

2
kþ 1

� �kþ 1
k�1

s
; ð3:6Þ

where _m is mass flow rate (kg/s), Cd is discharge coefficient (dimensionless), A is
cross-sectional area of discharge (m2), k is Cp/Cv of individual gas, Cp is specific
heat of gas at constant pressure, Cv is specific heat of gas at constant volume, qo is
gas density at pressure (Po) and temperature (To), Po is absolute borehole pressure
(Pa), and To is absolute gas temperature (K). When applying this equation, all the
gasses in the borehole can be treated as one gas or individual gasses from oxygen
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balance. This can be used with one of the explosive gas pressure models [30] to
determine the change in pressure of the borehole with time (dP/dt).

The complete opposite of this can also be assumed, where no stemming
movement occurs and the borehole pressure is the theoretically calculated pressure
of the explosive. This will give the best and worse case scenarios of borehole
pressure for design considerations and help one evaluate the feasibility of
stemming.

3.3.4 Stemming Pressure Losses

With stemming consisting of sands and gravels containing void space gas can flow
through the material with tortuous flow. This can be considered to be turbulent flow
that is extremely complex and occurs before stemming movement occurs until a full
bridge has formed and the borehole is sealed. This pressure loss is commonly
ignored as pressure losses in this flow are minimal, but can be modeled empirically
[31].

DPs ¼ ARB; ð3:7Þ

where DPs is pressure drop, R is rate of flow, and A and B are constants.
The constant B is mainly influenced by the particle size, but has minor variations

with viscosity and molecular weight of the gas.

B ¼ 0:006þ d
0:036þ 0:51d

; ð3:8Þ

where B is a constant and d is the equivalent sphere diameter.
Once the stemming plug has bridged the borehole, the borehole will be sealed

and gas will not be able to flow through the material. It is thought that this occurs
within microseconds of the detonation. The pressure loss from the stemming is then
based on the stemming movement from compression of the material. As the
stemming is compressed the volume of the borehole will increase. The movement
of the stemming [18] can then be modeled as:

M
d2lðtÞ
dt2

¼ PðtÞA� Rs; ð3:9Þ

where M is the mass of stemming, l(t) = is stemming displacement with time, A is
the cross-sectional area of the stemming, P(t) is pressure with time, and Rs is
stemming resistance (Fig. 3.7).
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3.3.5 Ejection Model

The stemming ejection model is used if one anticipated the ejection of the stemming
material or wishes to delay stemming ejection to a particular time. This model
assumes adiabatic conditions, with no heat transfer. The pressure relationship is:

PiV
N
i ¼ PfV

N
f ; ð3:10Þ

where Pi is initial pressure, Vi is initial volume, Pf is final pressure, Vf is final
pressure, and N is Cp/Cv.

Assuming that the blasthole is completely coupled and perfectly cylindrical, the
stemming compression model can be combined with the pressure relationship. The
pressure changes with time can be replaced with the final pressure to determine the
velocity of the stemming material upon ejection. The resistance of the stemming
material can be assumed to be negligible when stemming ejection occurs [32].
A brief proof is shown below with additional information available in Otuonye
[18].

M
d2z
dt2

¼ PiA
lc

lc þ z

� �N

; ð3:11Þ

where lc is charge length and Z is distance moved by stemming.
Substituting dimensions for mass and area gives:

Fig. 3.7 Cross section of stemming for models
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dv
dz

� dz
dt

¼ Pi

lscs 1þ z
lc

� �N ð3:12Þ

where ls is length of stemming and cs is density of stemming.
Partial differentiation and boundary conditions with ejection leads to:

Vt ¼ 2Pilc
lscsðN � 1Þ 1þ 1

1þ ls
lc

� �N�1

2
64

3
75
0:5

; ð3:13Þ

where Vt is the velocity of stemming at ejection.
Following ejection of the stemming material, the theory of choked gas flow

would apply until the borehole has been depressurized.

3.3.6 Retention Model

If the goal is to completely retain the stemming material without over stemming a
borehole, the retention model can be used to calculate the required length of
stemming [33]. This model is based on the theory of particulate flow in bins.

The lateral force acting on the element dy is:

Fh ¼ Phpd � dy; ð3:14Þ

where Ph is horizontal pressure and d is diameter of borehole.
The total frictional and cohesive forces acting on the sides of the borehole are:

Fc ¼ Phpd � ldyþCpd � dy; ð3:15Þ

where l is tan£, £ is the angle of friction between stemming and borehole, and
C is cohesion (Fig. 3.8).

Since Pv + dPv is the pressure from the explosive on the bottom of the stem-
ming, then:

ðPv þ dPvÞ pd2

4

� �
� Pv

pd2

4

� �
¼ cs

pd2

4

� �
dyþFc; ð3:16Þ

where cs is the density of stemming.
If the ratio of lateral pressure to vertical pressure is set equal to K then the

equation can be written as:
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d
4

� �
dPv ¼ csd

4

� �
þ lkPv þC

� �
dy ð3:17Þ

After integration and finding the natural log of both sides, the equation can be
rearranged to solve for the stemming length required for retention.

l ¼ d
4Kl

� �
ln

4KlPt

csdþ 4C
þ 1

� �
; ð3:18Þ

where l is length of stemming required and K ¼ 1�sin £
1þ sin £.

3.3.7 Borehole Springing

It has been well documented that following detonation, a borehole will “spring”
open to a larger size than that drilled, to a degree based on the rock type [34]. This
will create a larger borehole cross section than stemming cross section.
Subsequently, when the stemming is pressurized it will be forced to go into this
open area reducing its effectiveness. The maximum borehole springing will be
approximately 167% of the original borehole [18], therefore three equations are
presented to calculate the amount of stemming needed based on borehole springing.
Using the retention models, a simplified model has been created for field use.
Equation 3.19 assumes no borehole springing, Eq. 3.21 assumes maximum bore-
hole springing (167%), and Eq. 3.20 assumes an average springing of 83.5% [15].

Fig. 3.8 Free body diagram
of stemming
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T ¼ 0:5
d

ð12:783 � ln PÞ � 107:43½ � ð3:19Þ

T ¼ 0:34
d

ð12:783 � ln PÞ � 107:43½ � ð3:20Þ

T ¼ 0:18
d

ð12:783 � ln PÞ � 107:43½ �; ð3:21Þ

where T is the stemming length (feet), d is the borehole diameter (feet), and P is gas
pressure (PSI).

The borehole pressure and the hole diameter are also directly considered in the
calculation of the burden for the charge. This can then be simplified where stem-
ming is directly related to the burden of the shot. With proper stemming material for
complete retention of stemming, Eq. 3.22 can be used for simple, field calculations
of stemming [1, 2]. This simple equation mimics the stemming equation for average
borehole springing (Eq. 3.20).

T ¼ 0:7 � B; ð3:22Þ

where T is stemming length (feet or m) and B is burden (feet or m).
Other research has analyzed stemming retention for other factors where the goal

is to prevent stemming from blowing out of the borehole until a certain time has
passed. In general, this is due to lack of proper stemming and difficulties in loading
such as in underground mine blasting. In underground coal mines, loading hori-
zontal holes with interlocking particles is extremely difficult and often clay dum-
mies are used instead. In such cases, the stemming will most likely blow out, but
must be retained until the gasses cool to avoid methane explosions. In general,
stemming retention over 13 ms will allow the gasses to cool enough to prevent
methane explosions [35].

3.4 Nonideal Stemming

While ideal stemming sizes can be easily calculated, many sites do not have access
to ideal stemming. A site may have access to only material that is well graded
(poorly sorted) yet wish to obtain high energy efficiency in blasting. Other sites
have no access to material except for fines and drill cuttings. While these materials
may exhibit higher frequencies of blowout, blasting practices can still be optimized
to achieve higher energy efficiency by increasing the stemming retention.
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3.4.1 Increasing Stemming Resistance

When a well-graded material is the only option for stemming, the efficiency of the
material will be reduced. In addition, many are confused as to what the size of the
material is for stemming. In the author’s opinion, the P50 most accurately represents
the actual size of the stemming as long as there are no drastic changes in material
sizing. This agrees with previous field studies done on stemming [13, 36]. With
proper sizing of the P50, the stem-wall resistance can be optimized, realizing that
there will be a decrease in the internal resistance and ability to form plugs.

The use of drill cuttings is a common practice, yet one of the most inefficient
forms of stemming. Drill cuttings are commonly used because of the simple loading
techniques; however, drill cuttings do not bridge (form a stemming plug) and are
very small (generally under 3 mm or 1/8 inch). The only way to increase the
effectiveness and length of hold with drill cuttings is to increase the inertial resis-
tance (stemming length). This is a win/lose situation because while the stemming
may hold longer allowing for greater face movement the stemming zone is larger
and less explosive can be used in the borehole. If drill cuttings are the only option to
be used, Eq. 3.23 [1, 2] can be used to estimate the best scenario stemming depth to
minimize negative impacts.

T ¼ 1:0 � B; ð3:23Þ

where T is stemming length (feet or m) and B is burden (feet or m).

3.4.2 Stemming Plugs

Stemming plugs are an effective way to increase the stemming retention time during
blasting when using nonideal stemming materials, such as drill cuttings and
interlocking particles [36]. These stemming plugs are inserted into the stemming,
usually put about 15 cm (6 inch) above the explosive with a layer of material in
between the plug and explosive charge to prevent burning. As these stemming
plugs are pushed up they redirect the stemming to push into the wall instead of
straight up. This increases the stemming to wall shearing and helps to bridge the
material (Fig. 3.9).

Many different forms of stemming plugs exist, but all rely on the above prin-
ciple. Stemming plugs can also be used to plug a hole to place stemming above the
explosive charge, such as in presplitting. Stemming plugs have been shown to
decrease ejection velocity and improve performance of nonideal stemmings [37].
A comparison of multiple stemming plugs has shown that the best kind of stem-
ming plug is one that will fill exactly 90% of the borehole [38] and has a conical
shape. This forces material into the walls, redirecting the energy and increasing the
frictional force of the stemming [39]. A plug of the proper orientation can exhibit a
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47 ms longer retention time than that of an improperly sized or shaped plug [40]
and increase fragmentation by 22% [41], when switching from the use of improper
stemming (drill cuttings) to a stemming plug and the improper stemming.

Stemming plugs also have the potential to improve the effects of interlocking
particles, possibly leading to reduced stemming depth to complete stemming
retention. In this manner, it may be possible to reduce the total amount of stem-
ming, such as a crushed stone [42]. This would allow for more explosive in the
borehole, increasing fragmentation.

Fig. 3.9 Stemming plug [28]
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In addition, the use of a stemming plug with drill cuttings will generally lead to
longer retention times than drill cuttings alone. In some cases, the stemming plug and
drill cuttings can perform similar to crushed stone when similar heights of material
are used. In certain cases [43], the combination of stemming plug and drill cuttings
has led to longer retention times than stemming plug and crushed rock. The major
problems with most of the research on stemming plugs are not rigorous enough and
tend to not consider all the available options (drill cutting, crushed rock, stemming
plugs, and appropriate combinations of these). In many cases, researchers look at the
performance of a stemming plug and drill cuttings versus drill cuttings, and do not
compare the performance of stemming plugs to crushed rock alone.

The main consideration in the use of a stemming plug will be economics, as each
plug has a per unit cost and employee time cost for loading. If the site does not have
crushed rock available, then ordering in crushed rock may be more economical than
the use of stemming plugs. When considering using stemming plugs a compre-
hensive study must be completed that considers the cost of the stemming plugs and
additional borehole loading time to the additional profit from increased, more
uniform fragmentation.

3.4.3 Airdecks

An airdeck is a void space above the explosive charge and below the stemming
zone. These air decks allow for some expansion of the explosive gas (depressur-
ization) before pressurization of the stemming zone. This can be done with either
the use of a stemming plug, or addition of empty bags. The use of an airdeck
instead of stemming material allows for increased fragmentation in the airdeck
region and lower ejection velocities of the stemming [37, 43]. Airdecks can also be
used to separate layers of stemming and in combination with stemming plugs to
increase retention by lowering the pressure on the stemming [44], however no
evidence has been presented in the literature to show this to be better than crushed
rock stemming.

3.5 Loading Stemming

The way stemming material is loaded is an important factor that affects the energy
efficiency of blasting, as improper loading techniques can lead to mixing/moving of
explosives, create toxic gasses, and decrease fragmentation. When looking at
increasing the efficiency of the stemming loading process, one must carefully
consider the explosive type and hole angle. Stemming has been shown to affect over
one borehole diameter into the explosive.

The way an explosive is loaded into a borehole has little effect on
explosive-stemming interaction, which is mainly formed by how the stemming is
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loaded. When loading stemming onto emulsions, the blaster has to take extreme
care as stemming can sink into the emulsion matrix, causing shrinkage of the
explosive diameter and nonideal detonation. Generally, when loading any type of
stemming into emulsion, a material with larger surface area should be used first to
increase buoyancy (like drill cuttings). After a small amount of this fine material,
the regular stemming can be loaded. In addition, a stemming plug or bag can be put
into the borehole to act as a barrier between the emulsion and the stemming
material. Stemming and ANFO (ammonium nitrate and fuel oil) act in a similar, but
the effect is not as drastic as with stemming and emulsion. The mechanism for
ANFO disturbance is slightly different, where ANFO is blown upwards into and
above the stemming, reducing the total length of ANFO charge. Similar loading
practices should be followed to ensure efficient explosive function.

When loading stemming into angle holes, the scaled flow rate (diameter � flow
rate) is critical for control of the boundary between the explosive and stemming. If
the initial flow rate is too fast, the interface between the explosive and stemming
will become an irregular shape, causing a shortening of the explosive diameter in
this region [45] (Fig. 3.10).

In addition to this, if the scaled flow rate of the stemming material in an angled
hole is too slow, it will leave an air channel out of the hole for gas venting and
ineffective stemming confinement. This is because at lower scaled flows, the
stemming will not be able to push the previous stemming into the borehole.
A higher scaled flow will push the stemming to completely fill the borehole.

The general steps for loading for a proper stemming/explosive boundary are:

1. Load Explosive with as high a scaled flow as possible
2. Load a small amount of stemming at a low scaled flow (with a shovel, allowing

for settling)
3. Load additional stemming at fast scaled flow (quicker shoveling or loader)

Fig. 3.10 Stemming leaving
an open channel for escaping
gas
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3.6 Stemming Charges

A stemming charge is an explosive charge of reduced diameter put into the
stemming to allow for additional fragmentation in the stemming zone of a blast.
This has proven to be an extremely effective means of minimizing boulders in a
proper blast, where a majority of boulders comes from the stemming zone. This is a
more energy efficient approach because explosive energy is not wasted in blasting
only for additional energy to be required to break up boulders. Recently, the authors
have developed a simple method for calculating the size and depth of burial for
stemming charges [46]. This approach is detailed below.

The first step when designing a stem charge is to decide where to maximize the
effectiveness of the charge. If the charge is larger in diameter and placed low, it will
leave boulders and larger fragments towards the surface. If the charge is small in
diameter and placed high it will leave material below unfragmented and can lead to
increased air overpressure levels. The starting point for a stem charge diameter is
0.5 times the diameter of the borehole. A maximum stem charge diameter should be
0.75 times borehole diameter. As a starting point, the stem charge length should be
approximately four times the stem charge diameter.

The next and most important consideration when designing a stem charge is the
proper depth of burial. If a stem charge is buried too low, it will not function at
maximum efficiency and if the stem charge is buried too high, it will blow out the
stemming increasing flyrock and air overpressure levels. The burial of a stem
charge should leave enough stemming above it to prevent blowouts. Equation 3.24
can be used to find the amount of stemming to be left above the stem charge.

T2 ¼ kds
2SGe

SGr
þ 1:5

� �� �
; ð3:24Þ

where T2 is stemming length above stem charge (m or feet), SGe is specific gravity
of explosive, SGr is specific gravity of rock, ds is diameter of stem charge (mm or
inch), k is 0.0084 for SI Units, and 0.7 for Imperial units.

The stem charge should then be timed to initiate at the same time as the main
charge. This can be done with electronic caps, but is very expensive. Another way
to achieve this is by using detonating cord to connect the top of the main charge to
the stem charge, allowing for ideal, cheap sequencing of the stem charge.

3.7 Decking

An additional use of “stemming material” is in conditions of weak geologic layers,
such as mud, intersecting a borehole. With a reduced resistance in these layers, the
gas pressure will quickly blow them out; throwing a large amount of flyrock and
causing rapid depressurization of the borehole. This will lead to a significant
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decrease in fragmentation and muckpile movement, and can increase air over-
pressure and ground vibration. The amount of pressure lost in these cases will
depend on the size of the weak seam. With very minimal research done in the actual
pressure loss through these seams, it can be assumed that they would be similar to
the ejection model for stemming materials.

To prevent this premature blowout of gas, stemming material is placed into the
borehole between the explosives to block this weak area. The area of these weak
layers can be determined through accurate drill logs and monitoring of the drill
penetration rate, when the penetration rate speeds up a weaker layer has been
encountered. Once the weak areas have been identified, the blaster must ensure
accurate loading of material, stopping before the weak layer and filling the area with
stemming material and proceeding to load additional explosive above that.

While similar to decking to reduce the total weight of charge per 8 ms delay, this
should not be confused with equations for decking to prevent sympathetic deto-
nation [2]. Instead, the decks should maintain a set distance above and below the
weak seam, and completely cover the weak seam. In the absence of comprehensive
research on decking within a borehole, these general rules of thumb for decking can
be used:

• Dry holes should have approximately 3� borehole diameter above and below
the weak seam

• Wet holes should have approximately 6� borehole diameter above and below
the weak seam

The major problem with decking across seams occurs because of initiation of the
material. With the inaccuracy of nonel and electric caps [47, 48] random firing of
the top or bottom decks could occur. The preferred initiation sequences would have
the bottom deck firing just before the top deck when the top deck has not lost
confinement before firing. Proper initiation of the top deck has been reported to
only occur 27% of the time [49].

This can be dealt with in two separate ways, the first is by using detonating cord
between decks to initiate the top immediately following the bottom. This works
well if vibration and air overpressure are not of concern. Otherwise, electronic
detonators would need to be used for accurate timing, raising the cost of the blasting
process at the site.

3.8 Summary

Stemming is a critical component in blasting which can increase the energy effi-
ciency of explosives and increase fragmentation by well over 41% when properly
designed and implemented. In rock blasting, this can lead to an increase in burden
or in fragmentation, both of which decreases the energy requirements for specific
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fragmentation. In addition to the efficiency increase, proper stemming reduces air
overpressure, ground vibration, and flyrock.

The main components of stemming design and proper use include the type of
stemming material, the sizing of the stemming material, and the length of stemming
used. The proper stemming material can reduce the total amount of stemming
needed by over 40% and for a stemming plug, completely sealing the borehole to
retain all gas pressure which maximizes the explosive efficiency.

This chapter also presented techniques for using nonideal stemming and proper
loading techniques for increasing efficiency in field conditions. These techniques
include the use of commercial stemming plugs, air decks, water, and stem charges.
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Chapter 4
Effect of Wave Collision
on Fragmentation, Throw, and Energy
Efficiency of Mining and Comminution

Catherine Johnson

Abstract The chapter presents a review of the current literature on shock and
detonation wave collisions in bench blasting and discusses how the resulting
fragmentation and throw can influence the energy efficiency of mining and com-
minution. Wave collisions are now possible in a typical bench blast using pro-
grammable delays and the accuracy of electronic detonators. The objectives of this
chapter are to: (i) explain how shock and detonation waves are created during a
bench blast; (ii) provide a review of current literature on shock and detonation wave
collisions with relevance to fragmentation and throw; and (iii) present the results of
a recent study at a full-scale mine, which investigated the effect of shock and
detonation wave collisions on fragmentation and throw at a granite quarry. This
review chapter demonstrates how shockwave collisions can have a negative effect
on fragmentation while detonation wave collisions can have a positive effect on
fragmentation and throw and, therefore, overall mine efficiency.

Keywords Shock wave � Detonation wave � Throw � Fragmentation
Timing

4.1 Introduction

Fragmentation change is influenced greatly by altering explosive quantity, its dis-
tribution and the rock structure. The latter, rock structure, is quite clearly site
dependent, but if the energy imparted by the explosive is used to its full potential
using the same quantity of explosives through utilizing additional stress wave
interactions between consecutive holes or within the same hole, fragmentation
could be increased with no cost added.

One of the first processes at many mining operations is blasting, and the purpose
of blasting is to fragment the rock mass in the most efficient way for that mine site
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and the material end use. Possibly the greatest improvement to the blasting industry
is the introduction of electronic detonators. The improvements related to safety and
fragmentation have been invaluable. Several mining operations have identified
changes in fragmentation size and distribution with no change to blast design
parameters such as burden, spacing and drill hole diameter. Much of this has been
attributed to the increased precision and accuracy of electronic detonators compared
to traditional pyrotechnic delays. This has opened avenues to look further into
timing as a way to alter fragmentation. One such method is the use of ultra-fast
timing to introduce shockwave collisions into the medium creating areas of
increased shock pressure and preconditioning [1, 2]. Another method is through
detonation wave collisions within a blast hole. Reduced overall fragmentation size
and increased throw of the muck pile are potential benefits from wave collisions.
These fragmentation improvements would be seen throughout the full mine life
cycle, resulting in less comminution and therefore lower energy consumption and
water necessary in later aspects of the mine cycle.

This chapter presents three main objectives. First, it provides an overview of the
theory behind detonation and shock waves and how they relate to bench blasting
practice. This overview provides the background for discussing the effect of timing
on fragmentation and throw. The second objective is to share a comprehensive
discussion of the current literature related to shock wave and detonation wave
collisions with relation to fragmentation and throw. The final, third, objective is to
present a recent investigation from a granite quarry operation that characterized the
effect of shock and detonation wave collisions on fragmentation and throw. Before
any of the above can be understood, it is important to understand the basics of rock
fragmentation in bench blasts; the following section addresses this.

4.2 Rock Fragmentation in Bench Blasts

Rock fragmentation from blasting is dependent on a number of factors including the
properties of the in situ rock, properties of the explosives used, blast pattern design,
and shot timing. Rock properties such as compressive strength, porosity, density,
Young’s modulus, Poisson’s Ratio, and rock fracturing and jointing cannot be
altered. Thus, any optimization to fragmentation occurs within the limitations
placed by the rock mass. This leaves the explosive properties, blast design, timing
design, and execution to influence fragmentation. Explosive properties that influ-
ence fragmentation include the Chapman–Jouget (C–J) pressure, density of the
explosive, and the detonation velocity of the explosive. Blast pattern design ele-
ments include burden, spacing, powder factor, stemming length and type, hole
depth and diameter, and sub-drill length [3].
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4.2.1 Optimized Fragmentation

Traditionally, fragmentation size at a blast site was designed dependent on powder
factor: amount of explosive per unit volume of rock moved (kg/m3). An easy way to
increase fragmentation is to increase your powder factor. Powder factor correlates
well with blast design parameters including burden, spacing, hole diameter, and
face height. Clearly, the closer your blast holes and the greater the weight of
explosives per hole, the higher your fragmentation. Increased fragmentation, in this
instance, refers to a lower mean fragmentation size. This is, however, not an ideal
definition of “increased fragmentation”. A bimodal distribution with a large pro-
portion of fines and some large fragments will reduce the mean fragment size
significantly but may not be beneficial to the mine. Increased fragmentation should
therefore be assessed based solely on the distribution of fragment sizes with the
ideal distribution being a normal distribution with majority of particles of the same
size around the median fragment size. Some use the term “desirable fragmentation”.
With increased powder factor, blasting cost also increases so a site must balance
these two competing goals.

MacKenzie [4] described optimum fragmentation to be “that blasting practice
which gives the degree of fragmentation necessary to obtain the lowest unit cost of
the combined operations of drilling, loading, hauling and crushing”. Since the
introduction of environmental regulations and new developments in explosive and
blasting techniques, blasts can no longer be designed simply around monetary cost.
An optimized blast design is one that will break or move rock to the required
fragment size for secondary equipment to efficiently handle it while minimizing
secondary components such as cost and environmental effects including ground
vibration and airblast. To that end, the optimization of blasting is not achieved in
the same way at every site. This suggests a modern need for optimization tools that
allow for adjustments in fragmentation distribution through changes in a number of
input variables, including timing.

The degree of fragmentation influences the overall mining process and is the
basis of the well-known term “mine to mill”, which governs the overall costs to the
mine [5]. Optimum fragmentation is documented extensively in literature as
referring to a specific site [6–9]. Fragmentation should be optimized to produce the
lowest operational cost including all factors of mining, which includes the envi-
ronmental cost. Often, the fragmented material in mining and construction is feed
for a crusher. So anything blasting can do to minimize crusher energy and maxi-
mize throughput is important.
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4.2.2 Impact of Blast Performance on Fragmentation
and Downstream Energy Efficiency and Costs

There are a large number of ways to evaluate the effectiveness of a blast depending
on the desired outcomes. Historically, blast effectiveness has been measured based
on in-pit results, but given that these results do not fully encompass the areas that
blast performance affects, it is necessary to evaluate a blast based on all downstream
results. Effective rock fragmentation is key to minimizing downstream costs and
efficiency by optimizing crusher and grinder throughput, minimizing wear on
equipment, maximizing dig rate and payload, decreasing energy consumption of
equipment, and controlling fines production. Some consequences of poor blasting
include clogging of comminution equipment due to an excessive amount of wet
fines, large boulders often need re-blasting, and oversize can wear digger teeth at a
much faster rate. Photographic fragmentation analysis, vibration monitoring, and
high-speed video provide quantitative measurements of blast effectiveness and
supply data that allows operations to modify blasts to achieve downstream goals [3].

Blasting results affects the overall energy efficiency of mining by affecting the
energy efficiency of material handling and comminution. Since blasting is often the
first stage in the mining process, changes here can have a large effect on the overall
mine cycle. Changing a blast to incorporate wave collisions is achieved with the
timing delay you choose, a variable that does not alter your drilling and blasting
costs. The following comprehensive discussion sections give an overview of the
effect of timing on overall downstream energy efficiency and costs with a specific
emphasis on shock and detonation wave collisions.

4.2.3 Rock Fragmentation Analysis Methods

Rock fragmentation distribution can be evaluated in a number of different ways.
These methods vary from very simple to perform and qualitative methods to very
quantitatively accurate methods that are impractical in production situations.
Fragmentation can be evaluated qualitatively on a shot to shot basis by blaster
observation and loader operator feedback about sizing and diggability. This method
lacks explicit data and is subject to a significant amount of human error and bias.
Sieve analysis of shot rock is a very accurate quantitative method of determining
fragmentation size, but it is time consuming, impractical, and expensive in active
mining operations. Digital image analysis provides a middle ground between the
previous methods with a quantitative measure of fragmentation sizing that is
minimally disruptive to the mining process, and is, therefore, practical for obtaining
fragmentation results of bench blasts. Digital image analysis of shot rock can be
performed using images of the muckpile taken with portable cameras, with belt
mounted systems, or loader mounted systems [10].
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There are various software packages and image capture systems designed to
facilitate digital image analysis for fragmentation sizing. These include WipFrag,
Split, PortaMetrics, GoldSize, Fragscan, PowerSieve, and BLASTFRAG [10–14].
Many of the image analysis systems operate in a similar manner and most require
some type of scaling item to be placed in the photo. Systematic photo acquisition is
important both immediately after the shot and throughout the mucking process to
eliminate the sampling bias caused by the typically more course fragmentation
found on the surface of muck piles [13].

There are a few problems associated with digital image analysis methods that
should be understood when utilizing them for fragmentation assessment. These,
however, do not negate the usefulness of the analysis. These include the manual
editing of rock outlines to ensure correct delineation of fragments, which introduces
human error into the analysis, especially when particle sizes are small. Other issues
include errors associated with the calculations used to transform rock surface
measurements into volumes and the limitations of the resolution of image systems.
Additionally, two-dimensional images can sort fragment sizes differently than when
using a traditional sieve; for example, the orientation of a thin but long rod shaped
fragment that would pass through a finer sieve would be placed in a larger fragment
size using image analysis. When utilizing image analysis to do side-by-side com-
parisons, some of these problems, such as the volume calculations, are irrelevant
because any error introduced will apply to all of the images and the difference in
size distribution from photo to photo will still be evident. Additionally, despite the
issues, when tested, the size distributions found using digital image analysis of
muck piles matches those of sieved material well [12].

4.3 Theory of Detonation and Shock Waves

Fragmentation in mine blasting is a result of stress waves and their interaction with
the rock mass; the efficiency of such interaction can be lost due to excessive ground
or air vibrations. Stress wave propagation is the first step in the fragmentation
process, preconditioning the often-strong rock mass with extended fractures in
which the gas pressure can expand. Each blast hole creates a complex sequence of
stress waves. The two main types of stress waves are detonation and shock waves.
The most prominent difference between the two is that a detonation wave can only
travel through an explosive mixture, often at a constant rate due to the chemical
composition of the explosive until the entire column has detonated. A shock wave
results from a detonation wave and travels through the surrounding medium, rock,
air or water, dissipating with distance. The detonation wave does have an associated
shock wave since it is a pressure wave that travels faster than the speed of sound in
that material.
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4.3.1 Detonation Waves

Detonation waves travel as energy is released from a chemical reaction, originating
from a detonation point. In an ideal detonation, the velocity of detonation (VOD) is
the maximum possible velocity when all components in the chemical reaction react
fully. Ideal detonation, however, is not a reality in mining explosives. As an
oxygen-balanced explosive, such as ANFO, detonates, a large quantity of
expanding hot gases is produced. In an ideal situation, only hot steam, carbon
dioxide, and nitrogen are produced (Eq. 4.1).

3NH4NO3 þCH2 ! 3N2 þCO2 þ 7H2O ð4:1Þ

In reality, efficient blasting practice is only possible with sufficient confinement
and priming. Furthermore, the explosive products are often contaminated with
water and drill cuttings, which affect the explosives quality and chemical kinetics.
This results in nonideal explosive reactions, producing toxic gases such as nitrogen
dioxide, nitric oxide, and carbon monoxide (NO2, NO and CO), and reduces the
energy imparted onto the rock mass. Explosives are often contaminated with
ground or rainwater, leading to increased levels of NOx gases through the break-
down of ammonium nitrate into nitrate and ammonia in solution. The desensitized
solution will not fully decompose when detonated, producing nonideal products.
Under and over fueling an explosive mixture results in positive and negative
oxygen balances, respectively. A positive oxygen balance will produce more NOx
gases (Eqs. 4.3 and 4.4), while a negative oxygen balance will produce more CO
(Eq. 4.2).

2NH4NO3 þCH2 ! 2N2 þCOþ 5H2O ð4:2Þ

5NH4NO3 þCH2 ! 4N2 þ 2NOþCO2 þ 7H2O ð4:3Þ

Nitric oxide is unstable in air and reacts with oxygen to produce the more toxic
nitrogen dioxide (Eq. 4.4), which can be seen after a blast by the generation of an
orange/brown cloud [15].

2NOþO2 ! 2NO2 ð4:4Þ

The degree to which the explosion is nonideal depends on the rate of detonation
and degree of confinement. Selecting the correct explosive for a specific site is
crucial. Mining explosives, typically ANFO, emulsion, water gels, or blends, have a
critical diameter under which they do not fully detonate, reducing the effectiveness
of the explosive. If the VOD is lower than its full potential, so is the shockwave
velocity reaching the blast hole wall and traveling through the rock mass, affecting
the fragmentation.
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4.3.2 Shock Waves

Upon detonation of a blast column, a strong shock wave is emitted, which quickly
decays into an elastic stress and, in the far field, is responsible for initial ground
vibrations [16, 17]. When the shock wave reaches the borehole wall the frag-
mentation process begins. This shock wave, which starts out at the VOD, decreases
quite rapidly once it enters the rock and in a short distance reduces to the sonic
velocity of that particular rock. The distance at which this occurs depends on the
rock blasted and the VOD of the explosive, as well as other contributing factors
such as pore pressure or fractures in the rock. At those areas surrounding the blast
column, radial cracks form after a small delay due to the detonation pressure. The
outgoing shockwave travels through these cracks radially, expanding them and
creating a tangential stress. This pressure is compressive, but since rock is weaker in
tension, it is the tensile wave that typically causes the rock to break. When the stress
reaches a free face, it reflects back as a tensile wave due to the change in density
[18].

When considering a square wave, like that in Fig. 4.1, the front of the shock
wave is already in shock. The velocity at the back of the wave is the sum of the
particle velocity and the wave speed and appears vertical (1 in Fig. 4.1). The
velocity increases at a faster rate at the back of the wave since it is approaching a
medium of higher density and pressure as a shock front has already passed through.
This velocity eventually catches up with the front (4 in Fig. 4.1), the velocity at this
portion, the rarefaction wave, is the greatest velocity the wave will possess. Beyond
this point, this rarefaction wave is entering an unshocked medium reducing its
velocity until it will eventually slow to the velocity of the rock mass [19].

As a shock front travels through a medium, there is a sudden change in state
across the shock front of the particle velocity, density, internal energy and pressure,
not a gradual increase. They essentially change from an unshocked front to a
shocked front. Figure 4.2 demonstrates this process in a simple diagram across a
square shock front.

1 2 3 4 5

Fig. 4.1 Progression of a
shock wave, after [19]
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4.3.3 Colliding Shock Waves in Strata

Measuring and observing two shockwaves collide in strata is difficult. The laws of
shock wave propagation in media other than that of air or water are not well known
at short distances [18]. Considerable data is available at greater distances through
the use of seismographs and ground vibration analysis. It is assumed that the same
basic relationships occur, but how the additional parameters of shear and tensile
strengths, density and unavoidable fractures in the rock mass, affect the process is
more difficult to quantify. Yamamoto et al. propose that when two shock waves
collide and no free face is present, the tensile waves will meet, increase in mag-
nitude, and form cracks. For simultaneously detonating charges, this happens at the
mid-section of the spacing of these blast holes; for a delayed charge, it occurs away
from the centerline [1]. This delay has a very short range of only a few milliseconds
dependent on the speed of sound in the rock being blasted. Therefore, delay timing
has to be selected appropriately for any interaction to occur.

The interaction of these stresses has been difficult to measure as the pressure that
builds up in the borehole depends not only upon explosive composition, but also
the physical characteristics of the rock. Strong competent rock will result in higher
pressures than weak, compressible rock. Delay time, wave speed in the rock mass,
shape of the wave pulse, and acoustic impedance mismatch have become decisive
parameters in advanced blast design [2]. As a blast hole detonates, it creates a
leading compressive pulse and a trailing tensile pulse, the length of this is depen-
dent on the explosive type and type of rock. The wave speed can vary between
2000 meters per second (m/s) for soft sandstone to 6500 m/s for granite [18].
According to Rossmanith, maximum fragmentation is achieved in those sections
where the two tensile trailing sections of the blast wave meet. When two adjacent
blast holes of spacing, s, are considered, the elementary event is the interaction
between the two stress waves: P1–P2, S1–S2, P1–S2 , and S1–P2. In the close vicinity
of the blast, the P and S waves will overlap, but will separate with distance from the
blast due to their varying speeds. Figure 4.3 shows a Lagrange diagram in one
dimension between the stress wave interaction when two holes are detonated,
simultaneously. Subscripts F and E denote the front and end of the compressive
waves, respectively [2].

If the detonation of the second wave is delayed, the regimes in Fig. 4.3 will
move closer to the delayed blast hole, consequently controlling the fragmentation

Reacted Unreacted

Fig. 4.2 Mass moving through a shock front, after [19]
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pattern. Conversely, if the stress waves occur in the center of the two blast holes,
overlapping at the greatest magnitude, the potential for fragmentation is increased.
Longer wave pulses can also be obtained using an explosive with a lower VOD and
brisance. These explosives are usually associated with larger volumes of produced
gas, generating differing opinions on the precise cause of the enhanced fragmen-
tation. Rossmanith’s theory, however, has come under scrutiny for being too
simplistic [6]. Experimental tests by Katsabanis et al. and Johansson and
Ouchterlony do not agree with the interaction defined by Rossmanith [2, 6, 20–22].
Computer simulations in LS-DYNA by Sjoberg et al. also disagree with the
Rossmanith theory, concluding greater fragmentation is achieved at greater time
delays where no wave interaction occurs [23]. Results from these studies will be
discussed further in Sect. 4.4.2.

4.4 Timing Effects on Fragmentation

The effect of timing with regards to blasting is not a new concept. Timing has, for
many years, been thought to have an influential control on muck pile placement and
heave, and the control of adverse environmental effects such as ground vibration
and air blast. It is only since accurate timings have been available through electronic
detonators that timing effects have been associated with fragmentation.

Fig. 4.3 Lagrange diagram showing interaction of stress waves emerging from two simultane-
ously detonated blast holes, after [2]
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4.4.1 Historical Improvement in Accuracy of Detonators

Detonators have come a long way since the introduction of safety fuses in 1831
utilizing a cord of black powder. In the early 1920s, blasters used electric detonators
that consisted of electric wires connected to an aluminum shell cap and uses a
bridge wire to ignite the charge. In the 1960s and 1970s, a nonelectric detonator
was introduced. A shock tube with a light explosive dusting on the inside replaces
the electric bridge wire of an electric detonator. A delay element was introduced
using a specified length of pyrotechnic element, the length of time required to burn
the pyrotechnic element governed the delay time for the detonator. This pyrotechnic
element was also included in the early electric detonators. Due to the chemical
makeup of the delay element, the accuracy is relatively low. Larsson and Clark [24]
published accuracies of 1.5–2.5% of the total delay time and also stated that
inaccuracy increased with delay time. Bajpayee and Mainiero [25] agree with this
statement and concluded that there is increased scatter with increased delay time for
electric and nonelectric detonators.

Electronic detonators include an electronic circuit and bridge wire to create a
delay with a small microchip that can currently be programmed in 1 ms increments,
rather than the length of pyrotechnic element seen in electric and nonelectric
detonators.

Tables 4.1 and 4.2 show results published by Lusk et al. on the accuracy of
electronic detonators against nonelectric [26]. Detonators A and B simply refer to
two different unnamed manufacturers. These results agree with the observations of
Bajpayee et al. and Larsson et al. that the scatter of all detonators increases with
delay time, demonstrated by a larger standard deviation in Table 4.2 than 4.1. The
results also show that nonelectric detonators have a larger scatter range than
electronic detonators with maximum standard deviation of 19.054 ms compared
with that of 3.751 ms for electronic detonators.

Timing is crucial for blast design, fragmentation, and maximum scaled distance
requirements. There is clear evidence that, when using pyrotechnic detonators, the
time you design your blast to and what your final blast shot produces are two very
different things [24–26].

Table 4.1 Electronic detonator accuracy [26]

Electronic detonators A Electronic detonators B

Programmed delay
(ms)

10 1000 8000 10 1000 8000

Number of detonators
tested

53 43 50 51 52 47

Delay average (ms) 9.95 1000.54 8003.38 9.99 999.80 7998.59

Standard deviation 0.09 0.32 3.75 0.03 0.11 0.85

Maximum (ms) 10.20 1001.12 8015.63 10.05 999.95 7999.40

Minimum (ms) 9.82 999.96 7995.19 9.91 999.46 7995.80

Percent error −0.501 0.054 0.042 −0.130 −0.020 −0.018
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4.4.2 Review of Timing Research with Relation
to Fragmentation and Throw

Electronic detonations have many proven benefits including, but not limited to,
operational and energy efficiency, vibration reduction, consistency of results, and
safety. A relationship between the effects of fragmentation and timing has been
examined by researchers since the introduction of electronic detonators. This sec-
tion presents results from previous researchers in this area.

Stagg and Rholl showed that fragmentation is improved when timing is greater
than 3.3 ms/m of burden [27]. The same study showed that short (1 ms/m) and long
delays (26 ms/m) had adverse effects on fragmentation. The very short delays
suggest periods where wave propagation will influence fragmentation. Rossmanith
[2] states that wave interactions are of vast importance to rock fragmentation. These
interactions are that of the wave itself with natural features in the rocks, such as
cracks or free faces, implying that short delays are going to be most influential with
many mines utilizing this concept with electronic detonators.

Katsabanis et al. [21] reviewed certain literature on timing and fragmentation
relationships. Some of his earlier work with Liu used a 6.5 ft bench with a burden
of 2.6 ft and hole diameter of 1.5 into establish the effect of delay time [6]. Since
they manually analyzed fragmentation from videos captured with a high-speed
camera, a method that is not very accurate and cannot capture small fragments, they
could only observe large differences [6]. Though they observed that optimum
fragmentation (smallest D50 size) occurred at 8 ms/m, discrepancies in the testing
means, we cannot put a lot of confidence in these results. McKinstry, on the other
hand, showed that a time of 3 ms between holes on the same row, to utilize the
collision of stress waves, proved beneficial at Barrick [28].

Katsabanis observed from experiments that fragmentation increases with delay
until the delay becomes so great it is equivalent of firing each hole independently.
At times greater than 22 ms/m, no increase in fragmentation is present [20]. The
results of Katsabanis’ work agree with those of Stagg and Rholl and indicate that
improved fragmentation is now available using electronic detonators. However, it is

Table 4.2 Nonelectric detonator accuracy [26]

Nonelectronic detonators A Nonelectronic detonators B

Programmed delay (ms) 9 1000 1400 25 100 700

Number of detonators
tested

68 60 67 59 65 59

Delay average (ms) 11.34 1125.50 1418.77 27.75 102.73 715.71

Standard deviation 4.59 6.56 19.05 0.77 11.25 6.20

Maximum (ms) 15.76 1146.79 1462.38 29.30 123.19 730.58

Minimum (ms) 1.53 1114.70 1367.04 26.16 79.84 697.93

Percent error 26.023 12.550 1.340 11.005 2.730 2.244
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more likely that the reason for this is improved accuracy of timing, not the ability to
detonate at very short delay times where there is a possibility for stress wave
interaction [20, 27].

Johansson and Ouchterlony [22] attempted to eliminate some of the primary
concerns with previous experimental data including additional reflection zones
around the block and few points covering the range of timings in question. The
novel experimental technique used by Johansson and Ouchterlony [22] was the
addition of a magnetic mortar yoke around the sample to reduce the reflection zones
not present in a typical bench blast. They used two blast rows, blasted indepen-
dently of each other, and analyzed fragmentation after each. All times used were
below 2 ms/m of burden, below the optimum found by other authors but within the
shock interaction times [21, 28]. Results display a bimodal boulder and dust
character that does not fit well with the Kuz-Ram model due to the normal distri-
bution from the Rosin-Rammler curve [22]. For row 1, scatter was much greater
than in row 2, where the material had already been preconditioned. The least back
break and smoothest wall after a row was shot was for instantaneous detonation,
essentially representing a presplit blast.

Katsabanis et al. used a similar technique to Johansson and Ouchterlony with a
stronger yoke around the back and sides of the concrete to be tested [21, 22]. The
material to be blasted was positioned within the three walls. Timing between holes
of spacing 10.5 cm had a nominal delay of 2000 ms. This is equal to 27 ms/m of
burden based on the 7.5 cm burden. Their results show that the worst fragmentation
is achieved with instantaneous detonation, both for average particle size and fit to
the Swebrec and Rosin-Rammler distributions. The results plateau at the optimum
fragmentation between 400 and 1000 ls, so an exact optimum could not be
determined. Mean fragmentation size increases again after 1000 ls.

Due to the supersonic speed of a shockwave, the time between two adjacent
holes would have to be almost instantaneous for this interaction to occur. Numerous
studies have published results stating that a reduction in fragmentation, or increase
in average particle size, occurs with timing of less than 2 ms/m of burden [6–8, 20–
22]. Timings greater than 2 ms/m of burden are far too slow for any shock wave
collision to occur. Results by Johnson [13] on shock wave collisions indicated that
a potential reason for the reduced fragmentation observed when holes are initiated
simultaneously is that the directional particle movement actually increases the
density at the point where the two shock waves meet.

In scaled concrete model experiments, Johnson [13] found that when two pri-
mers are simultaneously detonated within a blast column, detonation wave colli-
sions reflect pressure towards the face rather than back towards the top or bottom of
a blast column. These collisions occur at the maximum VOD of the explosive
towards the center of the blast column. The high velocity and change in shock
direction towards the face demonstrated an increase in throw away from the face.
This author knows of no other investigations on detonation wave collisions in strata
other than the study presented in Sect. 4.5. However, through discussions with
blasters, simultaneous initiation of two or more primers in a single hole is a
common practice due to the observed increased fragmentation and improved

66 C. Johnson



diggability, though no fragmentation data has been recorded or published. (Personal
communication with Brett Richter, Buckley Powder, MO, USA, July 7th, 2017).
Delay time influences how the blasted rock will move, and blasts can be designed
so that the desired throw is achieved. Since explosive energy is already required to
fragment rock, it may be of interest to design for optimum throw so that less energy
is necessary later in the mining cycle through the use of excavating and hauling
equipment for material handling.

4.5 Full-Scale Experiments on Shock and Detonation
Wave Collisions at a Granite Quarry

It has already been established within this chapter that timing can influence the
fragmentation and throw of a production bench blast. From previous literature,
timing between holes that are longer than any shock collision zone demonstrates the
best fragmentation. When investigating throw, researchers and blasters have
observed that when two detonators within a hole are initiated at the same time, it
leads to improved fragmentation and diggability in the field and scaled experiments
show an increase in the distance fragments are thrown from the blast column. Any
increase in either fragmentation or throw will have an effect on the energy efficiency
of a mine or quarry operation. The following section outlines the fragmentation and
throw results of a two stage investigation at a granite quarry in Talbotton, GA, USA
conducted and published by this author [29].

4.5.1 Blast Design and Experimental Setup

The investigation had two stages; the first investigation looked at shock wave
collisions between holes, discussed as inter-hole timing, while the second investi-
gation examined detonation wave collisions, or intra-hole timing.

Stage one altered the inter-hole delay and consisted of four test blasts on a bench
of an active granite quarry. The test blasts were full-size production shots conducted
between April 16, 2015 and September 15, 2015. Each blast shot approximately
37,000 m3 of rock. Maximum rock strength for the granite was recorded to be
114 MPa. The bench used for analysis can be described as “massive” with few
major bedding planes and joints. The mine’s standard inter-hole delay time was
16 ms and the inter-row delay was 142 ms. Each shot consisted of two rows of
14.605 cm diameter holes with a total of 85 holes per blast. The burden and spacing
were 4 and 5 m, respectively. The bench height was approximately 21 m and holes
were drilled with a 1 m sub-drill, at a 5° angle. The shots had only one open face.
The typical stemming height was 2.75 m and the stemming material used was good
quality angular 1.905 cm crushed rock. Holes were loaded with emulsion and
initiated by dual electronic detonators. Detonators with boosters were placed near
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the top and bottom of the powder column and had a 2 ms delay between the bottom
and top detonators. The bottom detonator was fired first. The top detonator served
as a backup in case of a misfire; otherwise, it was engulfed in the charge column as
the VOD was faster than the timing delay. The research only modified the inter-hole
delay times, investigating 0, 1, 4, 10, 16, and 25 ms times. The 0 and 1 ms timings
allowed for shock wave collisions while the 16 ms time was the quarry’s original
timing delay.

Stage two kept the inter-hole delay constant and altered the intra-hole delay time.
The research collected data from three separate, consecutive test shots at the same
quarry on July 5, August 9, and September 20, 2016. The shots were full-scale
blasts, blasting on average 40,500 m3 of rock using 28,500 kg of bulk emulsion.
The remaining blast parameters were the same as the stage one tests. Two primers
were loaded into each hole, one towards the top and the other towards the bottom.
The delay times between top and bottom primer and order of initiation were
variable from shot to shot; the first was simultaneous (dual initiation), the second
was 1 ms bottom-initiated (single initiation), and the third was 1 ms top-initiated
(also single initiation). In the latter two shots, the researcher chose 1 ms delay
between primers so that the second primer detonated before being engulfed in the
explosive column, unlike that in stage one of the investigation.

4.5.2 Discussion of the Results

The study analyzed seven full-scale test blasts for fragmentation, using digital
photographic analysis, and throw. The first four test blasts investigated shock wave
interactions between holes at delay times between 0 and 25 ms. This author found
that 25 ms delays between holes resulted in the greatest fragmentation. Another 3
test blasts investigated the effects of detonation wave collisions within the blast
column on rock throw and fragmentation using this optimum inter-hole delay
timing. These blasts consisted of two primers down each blast hole located at the
top and bottom, with initiation sequences consisting of simultaneous,
bottom-initiated, and top-initiated.

In stage one, the 25 and 10 ms delay times resulted in the best fragmentation.
Through photographic fragmentation analysis, the study found that the 25 ms delay
had the smallest mean, D50, and D90 sizes. This delay time was too long for shock
wave collisions to affect fragmentation. Short hole-to-hole delay times did not
improve rock fragmentation in full-scale bench blasting. The best performing delay
times were outside of the short delay range and the worst performing delays were
the shortest.

Stage two attempted to maintain the improvements to fragmentation from the
25 ms delay while increasing throw from wave collisions. Detonation wave colli-
sions caused by simultaneous detonation of the top and bottom primers in the blast
column resulted in increased throw, approximately 19 m over both single initiation
timings.
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This investigation demonstrates that shock wave collisions between holes do not
improve fragmentation results but detonation wave collisions within a blast hole
can increase throw. The increase in throw can also lead to additional secondary
fragmentation where fragments break further as they hit each other and the floor.
However, further investigations are necessary regarding this aspect. Full-scale blast
analysis has several uncontrollable factors to consider over lab scale tests. However,
the aim of this investigation was to investigate whether results found in lab scale
experiments could be mimicked successfully in the field and lead to improved blast
performance and energy efficiency of mine and quarry operations.

4.6 Conclusions

Timing is now a crucial part of the blast design process, along with traditional
parameters such as powder factor and blast geometries (burden, spacing and hole
diameter). Often, timing has to be altered to accommodate vibration control, for
example. It is important to understand how any change in timing can affect the
overall efficiency of a blast and, consequently, the overall mine operation. Precise
timing of electronic detonation provides a mechanism for controlling the collision
of shockwaves or detonation waves when the blaster understands strata character-
istics. This chapter has given an overview of the theory behind shock and deto-
nation pressures produced during a bench blast. Additionally, the chapter explored
research showing how timing can influence fragmentation and throw patterns,
demonstrating to readers the knowledge on how time can be used to optimize the
energy and operational efficiency of a blast without altering powder factor and,
consequently, monetary cost. When interaction of these shock or detonation waves
occurs and pressures increase at the collision point, further utilization of the
explosive energy occurs, ultimately resulting in improved energy efficiency of the
mining operation.
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Chapter 5
Energy Efficiency of Drilling Operations

Celal Karpuz

Abstract This chapter presents a review of the literature on energy efficiency of
drilling operations in mineral industries. It introduces the drilling systems, factors
affecting drilling work, and general relations between type of drilling systems and
rock properties. First, the basic features of rock drilling and the role of drilling
work in energy efficiency of mineral industry are generally described. Then the
importance of energy concept which is usually expressed in terms of specific
energy and related approaches as well as the related studies is reviewed. The
author makes recommendations for future research directions to enhance the
energy efficiency of drilling operations in mineral industries. The papers included
in the review were mainly selected through searches in major abstract databases of
web of science.

Keywords Drilling operations � Specific energy � Energy efficiency
Mineral industry � Future research

5.1 Introduction

Drilling has an important role in the mining industry and greatly affects the eco-
nomics of mining. It is a fundamental stage of surface mining and, together with
blasting, accounts for around 15% of total cost [11]. Drilling efficiency largely
depends on the rate of penetration, which affects power consumption and bit life.
The operating cost can be reduced significantly by selecting both the most suitable
bit type and the most efficient operating conditions. Therefore, any effort which
aims to increase efficiency in drilling by reducing power consumption and bit wear
will improve the economics of mineral projects. In mine engineering, drilling may
be used for exploration including resource definition (to obtain geological
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information including nature and strength of the materials and type of ore body,
coalbed methane (CBM) detection, and production), mine site investigation, rock
bolt and foundation drilling, blast hole drilling, ventilation, drainage, shaft con-
struction, and dewatering and disposal wells. Among those, blast hole and explo-
ration (sometimes called diamond drilling) drilling are the most commonly applied
drilling systems. This chapter discusses, in detail, the basic properties and effi-
ciencies of drilling in these applications.

Drilling systems can generally be divided into two categories: rotary percussive
and rotary methods. The most frequently used one for all rock types is rotary
percussive type, and top hammer and down-the-hole hammer are the commonly
used equipment. Rotary methods are divided into two subgroups depending upon
the type of bits used as rotary cutting and rotary crushing. Rotary crushing with
tricone bits may be used for medium to hard rocks while rotary cutting systems with
drag bits may be used for soft rocks. The coordination of percussive, rotation, and
cutting actions with the geometric properties of the bits enables these bits to pen-
etrate the rocks. Tamrock suggested the relations between the type of drilling
system, corresponding hole diameter, type of equipment used, and property of rock
(Fig. 5.1) [31].

An important component of the drilling system is the bit, which is mostly made
of steel, tungsten carbide, diamond, and polycrystalline diamond (PDC). Bits are
designed for percussion, rotary crushing, and rotary cutting actions to penetrate the
rock by the forces imposed on them. The main parameters to consider, in the

Fig. 5.1 Relations between type of drilling system, corresponding hole diameter, type of
equipment used, and property of rock [31]

72 C. Karpuz



selection of a suitable bit, are rock properties, the angular speed of the drill string
(measured in revolutions per minute (rpm)), circulation medium, diameter, and
depth of hole. The penetration rate, at the end of the bit life, can be reduced by as
much as 50–75% compared to a new one in tricone bit, due to bit wear.

Penetration rate mainly depends on rpm, thrust, torque, circulation medium, and
type of bit. Optimizing these parameters for a given condition increases the effi-
ciency of drilling work. They are automatically monitored during drilling in both
laboratory research and field drilling work. This system, called
“monitor-while-drilling” (MWD), has been provided by drill rig manufacturers and
used widely in the last three decades. Also, remote control systems (RCSs), which
use computer and information technology to facilitate and increase quality drilling,
are used in surface blast hole rigs as a form of MWD [3].

The effect of thrust on bit wear and cost on bit life and production are presented
in Figs. 5.2 and 5.3 [3, 7], respectively.

The goal of this chapter is to present a literature review of energy efficiency of
drilling operations, which establishes the current knowledge on the subject and
makes recommendations for future research. The review mostly focused on
peer-reviewed journal publications identified through search in major abstract
database Web of Science using relevant keywords such as “rock drilling” and
“efficiency in drilling”. In a few cases, the handbooks and web pages of some
worldwide drill manufacturing companies and relevant papers in peer-reviewed
conference proceedings were included in the list of references. In all, the author
reviewed 60 papers and after review, the author included 41 references to address
the research objective and those related to Petroleum Engineering were disregarded.

Fig. 5.2 Bit life versus cost and production [3]
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The review concentrated mainly on research in the last decade in order to establish
the state-of-the-art; however, the sources related to basic properties of the drilling
extended till 1950s. The author hopes that this will be a useful reference for mine
managers and engineers as a reference on energy efficiency in drilling. Additionally,
this overview should be a useful reference for beginning graduate students and
researchers who are interested in optimizing energy consumption in drilling
operations.

5.2 Energy in Drilling

The concept of energy in rock drilling was first proposed by Teale and expressed as
“specific energy”, as a quick means to assess rock drillability [33]. Specific energy
is defined as the energy required to remove a unit volume of rock. In other words,
energy input, in an efficient drilling operation, is proportional to the volume of rock
penetrated. This definition considers specific energy to be an intrinsic property of
the rock and the parameters of breakage mechanism are negligible. This implies
that, in the case of rock drilling, specific energy is independent of shape of the drill
bit, drill type, and methods of cutting removal, and depends only on rock properties.
Specific energy is dimensionally identical with pressure or stress. Taele stated that
in rotary non-percussive drilling, work is done by both the thrust, F (N), and torque,
T (N m) [33].

Specific energies determined for rotary drills are considerably higher than those
determined for percussive drills for the same rock types. Moreover, specific ener-
gies of rocks are sensitive to bit types and specific energies determined in the

Fig. 5.3 Penetration rate—bit weight and wear relation [7]
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laboratory and values determined in field experiments differ by up to 83% [29].
This shows that there are other factors, besides rock properties, that affect the
energy efficiency of drilling. No one rock property completely defines breakage
characteristics and prediction of drill performance can best be obtained by using
empirical equations based on relevant rock properties [29].

Using some assumptions, based on the United States Bureau of Mines (USBM)
researchers’ data, Rabia [29] suggested the following specific energy equation for
percussive drill bits:

SE ¼ 4Tr � Power outputð Þ=pD2 � PR

and for rotary drill bits:

SE ¼ 2:35W :RPM=D:PR

whereW is the weight on the bit (kg), RPM is revolutions per min, D is the diameter
of bit (mm), PR is the penetration rate (m/h), and Tr = 0.7 is the transfer ratio
between energy transferred to the rock and the energy available for each blow.

Penetration rate of both rotary and percussive drilling is predicted by the ratio of
energy input to rock strength. The most important rock strength parameters are
uniaxial compressive strength of rock (UCS), tensile strength, and hardness of rock
[29].

There are many other empirical models for penetration rate. For example, by
considering thrust, RPM, and UCS, Bauer and Calder established an empirical
penetration rate equation for rotary blast hole drilling [4]. Also, Fish conducted a
model study which concluded that penetration rate is directly proportional to thrust
and inversely proportional to UCS [9]. The empirical penetration rate equation
presented by Clark was based on RPM, bit diameter, weight on bit, hardness, and
triaxial compressive strength [6].

Researchers have observed a parabolic relationship between specific energy,
thrust, and bit wear for impregnated bits [24] (Fig. 5.4). Obviously, minimum
specific energy corresponds to balanced bit wear; while the extremes on either side
of the minimum show either low-friction wear flats or high-friction stalling or
seizure with high specific energy values.

The drillability work on rotary blast hole drilling for both tricone and drag bits
produced penetration rate equations related to thrust, RPM, and rock properties
such as UCS, tensile strength, cohesion, and density [19]. Researchers have con-
cluded that drag bits have higher penetration rates than tricone bits for the same
rock type, since the contact area is higher in tricone bits.

Modulated specific energy (MSE) is a novel measure of energy efficiency
developed to characterize drilled material in open-pit coal mining using MWD
technology of rotary rigs [17]. MSE is defined as the product of specific energy of
drilling and a logistic function of the “rotational work fraction (RWF)”. This
proposal utilizes a hypothesized link between a derived drill performance indicator
(rotation-to-thrust power ratio) and geomechanical properties of sedimentary rock
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strata (shear and compressive strengths) to increase the coal discriminative power of
MSE relative to Teale’s specific energy measure. Its efficiency is demonstrated
using mutual information, a simple threshold strategy, and an artificial neural
network. By reducing the detection uncertainty, MSE is able to provide consistent
feedback while drilling and eliminate trial-and-error.

On the other hand, Li and Itakura introduced “effective specific energy”, defined
as the sum of specific energy consumed by cutting and feeding, to develop a model
which evaluates drilling efficiency for rotary drag bits using MWD [22]. The
drilling process is divided into cycles, each of which includes two motions: feeding
and cutting, where feeding is treated as an indentation motion. In the model, drilling
torque consists of four parts generated, respectively, from cutting, friction, feeding,
and idle running. Similar to torque, specific energy also has four parts from cutting,
friction, feeding, and idle running. In producing the model, the SE equation of
Teale and the study of Li were considered [21, 33]. Li [21] showed that the value of
the second term of the SE equation of Teale [33] is about 10–200 times greater than
the first one. It means energy resulting from torque is the main part of the drilling
specific energy. Therefore, they neglected the energy resulting from thrust and
show that the drilling specific energy, SE, is inversely proportional to the cutting
depth, z, and effective specific energy, Ees, is defined as

Fig. 5.4 Thrust-specific energy bit wear relations [24]
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Ees ¼ 2pTe=Az

The relationship relates effective specific energy to UCS without including the
cutting depth “z” and includes only the effective part of the SE. They claimed that
effective specific energy is more reasonable than total specific energy when eval-
uating the drilling efficiency. Figure 5.5 shows that specific energy obtained from
field tests is inversely proportional to the penetration rate, whereas effective specific
energy is independent of it, if UCS is constant. Similar trend was also obtained from
laboratory experiments. They concluded that this verifies the proposed model and
shows that effective specific energy is a better index for evaluating the UCS of
rocks (Fig. 5.6).

The expressed relation between specific energy and UCS (Uniaxial compressive
strength) is given below:

Ees ¼ 2p=A kcUCSþ kfUCS
� �

where
kf: constant function of bit geometry and friction angle between bit and rock,
kc: constant function of bit geometry, friction angle between bit and rock and

internal friction angle of rock.
There are many parameters related to energy efficiency of drilling. Some of them

are changeable, while some are not. Rock properties are not changeable parameters,
since they are inherent properties of the rock and are divided into two main groups.
These are rock material properties such as UCS, hardness which is closely related to
UCS, tensile strength, cohesion, density, texture, and abrasivity and mass properties
such as joints, bedding, and schistosity, which are mostly represented by RQD

Fig. 5.5 Total and effective specific energy versus penetration rate (field experiments) [22]
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(Rock Quality Designation) or fracture spacings which disturbs the continuity of
rock masses. Abrasivity affects bit wear and depends on mineral composition of
rock and quartz content is the dominant abrasive composition. Texture is related to
grain structure of rock. Based on some rock material properties, Tamrock suggested
“drilling rate index” (DRI), which is a kınd of penetration rate and “bit wear index”
(BWI) [31]. BWI describes the rock abrasiveness and effect bit life. The details of
DRI and BWI can be obtained in the related reference. On the other side, opera-
tional parameters bit load, bit rotation (torque), and circulation medium are
changeable parameters and chosen by operators. Bit loads and rotation mainly
depend on changeably parameters, type and diameter of bit and rig capacity, and
unchangeable parameters rock properties and rig capacity.

5.3 Drillability Studies

There are also many studies in the literature that focus on characterizing the ease
with which a formation can be drilled, which is a key factor contributing to the
energy consumption during drilling. These studies mainly seek to propose measures
of drillability (ease of drilling) by proposing metrics that can be used as proxies (in
lieu of specific energy) to measure drillability. The research mainly focuses on
models (both empirical and analytical) to predict penetration or drilling rate as it is a
good indicator of drillability. These studies are relevant to a discussion of the

Fig. 5.6 Effective specific energy versus UCS [22]
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energy efficiency of drilling because they provide further insights into factors that
control energy efficiency of drilling.

For example, Ergin et al. attempted to determine optimal operating parameters
for various roller cone bits to attain the highest penetration rate and bit life on a
large-scale laboratory horizontal drilling rig [8]. They recorded the penetration rate,
torque, and power consumption using a data acquisition system. They suggested
optimum operational parameters to maximize penetration rate and bit life are bit
weight and RPM of 130 kN and 60 RPM, respectively, for the rocks with UCS
around 78 MPa. This study shows that such optimum parameters exist that will
optimize drilling performance and could potentially increase energy efficiency.

Some researchers have proposed drillability indices to predict penetration rates
for rotary blast hole drills of spherical and conical button tungsten carbide bit teeth
as a function of rock properties [18]. There is a close relationship between such
drillability indices and UCS, tensile strength, N-type Schmidt hammer value,
impact strength, P-wave velocity, elastic modulus, and rock density for the rocks
with UCS of 40 MPa.

Other field drillability studies stressed the importance of optimizing operational
parameters with respect to rock properties to obtain higher penetration rate with
minimum bit wear. For example, Akun and Karpuz, in a study using a diamond drill
with cored–noncored and impregnated–surface set bits, showed that penetration rate
is correlated to rig operational parameters and rock properties [1]. Their work also
showed the importance of optimizing circulating fluid so that all chips are removed
and all the energy consumed is used for rock penetration. They also found that
lower (less than 5000 N) and higher (more than 15,000 N bit loads than required
for NQ size hole drilling with wire-line system (NQWL) surface set bits, may cause
more bit wear and decrease the efficiency of the bit. This results in higher specific
energy and lower penetration rate.

Another issue that researchers have focused on is the effect of bit wear on
penetration rate and, therefore, energy efficiency [10]. Ghosh et al. [10] assumed a
linear trend for production degradation and used it to calculate initial penetration
rate and a production degradation coefficient for each studied bit. The normalized
initial penetration rate varied between 0.4 and 1.2 m/min while the bit life length
varied from 300 to 1400 m. The large variations in the production degradation
profiles are observed for individual bits. The whole population showed an inverse
nonlinear relationship between the production degradation coefficient and bit life,
indicating that the lower the degradation coefficient, the higher the bit life, and vice
versa (Fig. 5.7). This is not because of variations in rock strength since they
observed a definite positive correlation between penetration and bit life.

Ghosh et al. also used principal component analysis (PCA) to show that rock
mass characteristics represented by penetration rate and specific energy are not
correlated to bit life length [10]. Instead, the bit life length is negatively correlated
to operational parameters such as torque, rotation speed, and, to a minor extent, feed
force. This negative correlation suggests that magnitude of operational parameters
can possibly be reduced in order to increase operating life length of the bit, and, in
turn, it reduces bit cost and further it decreases total drilling cost to a certain extent.
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Akun and Karpuz evaluated the effect of bit wear (karat loss/meter), based on
diamond salvage, on penetration rates of diamond drilling and then optimized the
operational parameters to give minimum bit wear for drilling of Zonguldak sand-
stone with a UCS around 60 MPa [2]. After an optimization study, they established
the relation between penetration rate and specific energy (Fig. 5.8). They found the
maximum bit life, for surface set bits in sandstone, to be 112.7 m with 0.058-carat/
m loss. However, they observed some extreme results, which they attributed to low
Rock Quality Designation (RQD) (17–30%), high number of discontinuities (15–22
#/m), and high (15–20%) quartz content. By optimizing operational parameters,
they were able to triple the net penetration rates.

Other researchers have evaluated the performance of polycrystalline diamond
compact (PDC) percussion bits using laboratory drilling tests where PDC bits were
compared to conventional percussion bits equipped with cobalt (Co)-containing
cemented tungsten carbide (WC–Co) tips [25]. It was found that the PDC per-
cussion bit is superior to widely available WC–Co percussion bit in terms of
durability and drilling efficiency. Total drilling cost when using the PDC percussion
bit is considered to be lower when drilling long holes because the work period,
including the round-trip time for replacing the bit can be shortened.

Fig. 5.7 Bit life versus production coefficient [10]
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5.4 Future Techniques

Automation is one area that has the potential to increase the overall efficiency and
energy efficiency of drilling operations. Available technologies utilizing mechanical
power, sensors, and Global Positioning System (GPS) are being used to automate
drilling operations by providing real-time information about location and opera-
tional parameters, such as drilled depth, torque, rotational speed, and penetration
rate in modern mines [3]. Fully automated drills that drill a given pattern on their
own are available on the market. Future advances in automation are bound to make
drilling more energy efficient.

Besides automation of drilling equipment, novel techniques to penetrate rock or
assist mechanical drilling systems have been studied by various researchers. Rock
penetration methods can be broadly classified as traditional and novel [12].

Novel techniques in drilling, such as microwave irradiation, improvements in
directional drilling, MWD and RCS, high-pressure water jet, and abrasive waterjet
applications are promising techniques. Better rotary percussion systems and the use
of PDC bits may also increase the efficiency in drilling. The combination of new
techniques such as computational fluid dynamics (CFD), support vector machine
(SVM), and neural network in drilling research will facilitate new discoveries and
greater efficiency in drilling.

Thermal rock weakening is one of the promising novel techniques as certain
minerals within rock have the potential to be heated effectively by a source to
induce intergranular or transgranular fractures by thermal expansion [20]. The
heterogeneous structure of rocks with varying thermal expansion coefficients based
on mineral composition can be taken advantage of to generate stress within the rock
[16]. Minerals that are transparent to microwave irradiation behave different from
minerals that absorb the energy so that transgranular cracks might be formed to
assist mechanical breakage of rocks. Hassani et al. used microwaves to trigger
thermal expansion in an innovative way that could support drilling and rock cutting
applications [15].

Fig. 5.8 Specific energy penetration rate relation [2]
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Hassani and Nekoovaght presented a conceptual design for microwave-assisted
rock breaking equipment, where they proposed to place the antenna of the
microwave on the face of the drill bit to emit the microwave energy to the surface of
the rock [13]. The distance between the antenna and the rock surface is an important
measure that affects the emitted energy. Laboratory testing and numerical modeling
of rocks under microwave irradiation have been used as a basis to support the
concept of aiding mechanical breakage with microwave in more detail. Higher
power will generate more microcracks and cause lower fracture toughness values,
which are also used as indicators of rock strength [26]. Microwaves penetrating
rocks mainly increase the temperature of the rock surface due to the low thermal
conductivity. Therefore, higher power is suggested to heat the rock surface in a
short time [27]. Various rock types have been tested for their strength behavior
under microwave irradiation [28] and researchers have found that the presence of
water prevents the available microwave energy from being reflected and, therefore,
increases the efficiency of microwave irradiation [14].

There are numerous factors that affect the performance of microwave-assisted
drilling, such as mineral composition, moisture content, and operational conditions.
The exact manner in which these factors affect performance and energy efficiency is
yet unknown. This requires further research to ensure optimal design and operation.
Also, the implementation of microwave irradiation might increase the cost of
drilling as bit wear is one of the main cost components of drilling and a microwave
antenna would increase the unit cost of this consumable. The financial status of
corporate mining companies depends on various economic drivers, besides com-
modity prices, so that research budgets for development and implementation of
novel methods in drilling could be suspended based on the priority assigned by
management. Further research in this field is required to advance the technology
toward prototype drill bit for testing on site with different types of rocks. If well
designed, this technique could significantly improve the energy efficiency of dril-
ling. This technique would also be advantageous in space mining applications.

Directional drilling has been applied in mining over the last 6 decades and
presents another promising drilling technique for the future to increase efficiency in
drilling. Recent research has developed techniques to obtain data from a single shot
camera survey system and other advanced monitoring systems to provide a rapid
and easy underground borehole survey approach using MWD [34]. An additional
benefit of this system is that geologic features, such as discontinuities, intercepted
during in seam directional drilling, can be monitored by drilling fluid pressures,
changes in thrust, vibration, rate of penetration, and inspection of cuttings.
However, there still remains four major problems associated with directional dril-
ling: sticky drilling in complex conditions, sensitivity of downhole probe, in-hole
stability, and drill depth capacity. Further research is required to resolve these
challenges.

Other new developments include the use of radio wireless and wired commu-
nication systems to measure parameters, such as inclination angle of the hole,
azimuth, and tool face as well as displaying drilling parameters, trajectory and the
relationship between designed and actual performance. These facilitate prediction
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and control of directional drilling trajectory using MWD [35]. The importance of
the future development of integrated directional drilling services software which
combines MWD with drilling trajectory design, prediction, and control cannot be
overemphasized.

Researchers have been long explored using water jets to aid drilling [30]. Recent
research has tried to extend water jet application into more competent rocks [23]. In
this application, abrasive waterjet erodes the “boss” for a “pilot hole” and, hence,
lowers rock tensile and shear strength compared to compressive strength. The
exposed wall of the “pilot hole” provides a large area of free surface which can
guide the cracks to subsequent rock breaking and promote the cutting edges to
overcome the rock tensile strength to complete the tensile and shear failure of the
rock around the “pilot hole”. In this way, the required drilling force decreases and
drilling is more efficient with low bit wear in the hard rock. Lu and coworkers
designed and manufactured such a hard rock breaking bit and a set of hard rock
drilling equipment system with abrasive water jet assistance and used it to conduct
experiments to compare its performance to conventional techniques [26]. Their
results showed that with the assistance of abrasive water jet, drilling depth has
increased by about 63%, thrust force and torque reduced by about 15% and 20%,
respectively, bit wear reduced, and bit life increased, significantly.

Tang et al. showed that it is better to combine drilling with high-pressure water
jet for soft rocks, and combining drilling with abrasive water jet is feasible for the
hard rock drilling because of higher drilling efficiency and performance [32].
Compared to existing technology, Tang and coworkers found that drilling depth
increased around 65%, axial force and torque reduced around 14% and 17%,
respectively, and bit wear also reduced. This is a very promising drill technique for
the future that is bound to increase the energy efficiency of drilling (reduced triaxial
force and torque will lead to lower energy consumption be unit length of drilling).
Further research is required to verify the applicability of the system at field scale
and to expand the industrial implementation areas.

Another area that will require attention in future is the effectiveness and energy
efficiency of drilling for space mining. Some work has been initiated by some
researchers in this area. For example, Chen et al. proposed a multistate control
strategy for autonomous lunar drilling based on online recognition of drilling media
(soil and rock) by SVM and wavelet transform methods [5]. Lunar drilling is
categorized into three drilling states. These are the interface detection, initiation of
drilling parameters for recognition, and drilling medium recognition. After
numerical modeling, drilling experiments are implemented with multilayered dril-
ling media constructed by lunar soil simulant and lunar rock simulant to verify the
effectiveness of the multistate control strategy. The results revealed that the mul-
tistate control method is capable of detecting drilling state variation and adjusting
drilling parameters timely under vibration interferences. Further work is required in
this area to develop technology suitable for the mining methods that will be used for
space mining. These should be applicable to lunar mining and also to mining of
asteroids and Mars.
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5.5 Conclusions

This chapter aimed to review the literature on energy efficiency of drilling opera-
tions in mineral industries. It discusses drilling systems, factors effecting drilling
work, and the general relations between the type of drilling systems and the
properties of rock. Additionally, the chapter makes recommendations for future
research directions on drilling work to enhance energy efficiency in mining.

The energy concept expressed as “specific energy”, which is often used to assess
rock drillability, was first presented. Then, the related theoretical and empirical
studies carried out at both laboratory and field scales were presented, with regards
to energy efficiency in mineral industries.

The promising future techniques that have the potential to increase the overall
efficiency and energy efficiency of drilling operations were also presented. These
include (i) automation, utilizing mechanical power, sensors, and Global Positioning
System (GPS); (ii) novel techniques, such as microwave irradiation; (iii) improve-
ments in directional drilling; (iv) monitor—while drilling and remote control sys-
tems; (v) high-pressure water jet and abrasive waterjet applications;
(vi) improvements in rotary percussion systems and the use of polycrystalline
diamond bits; (vii) the combination of new and facilitated techniques, such as
computational fluid dynamics (CFD), support vector machine (SVM), and neural
network; and (viii) a multistate control strategy for autonomous lunar drilling based
on online recognition of drilling media (soil and rock) may be a technique for the
effectiveness and energy efficiency of drilling for space mining.
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Chapter 6
Energy Efficiency in Rock Blasting

José A. Sanchidrián, Pablo Segarra and Lina M. López

Abstract Ten production blasts and one single-hole confined blast were monitored
in two quarries in order to assess the measurable forms in which the energy
delivered by the explosive is transformed in rock blasting. The seismic wave
energy, the kinetic energy, and the fracture energy transferred in the blasting pro-
cess were determined using the seismic field from seismograph records, the initial
velocity of the blasted rock face obtained from high-speed video footages, and the
fragment size distributions from image analysis of the muck pile material,
respectively. The maximum total energy measured accounts for not more than 26%
of the available explosive energy, if this is rated as the heat of explosion, though
lower figures are usually obtained. The values measured for each of the energy
components range from 2 to 6% of the total energy available for the fragmentation
energy, 1–3% for the seismic energy, and 3–21% for the kinetic energy. For the
confined shot hole, the seismic energy was 9% of the heat of explosion.

Keywords Explosive � Blasting � Rock fragmentation � Vibrations
Energy balance

6.1 Introduction

Explosives are the primary source of energy for rock breaking in the mining,
quarrying, and construction industries. Explosive energy does work to transform
rock into a mound of fragments and displaces them so that they can be conveniently
loaded and hauled for further comminution and processing. Although the energy
density of explosives is not particularly high, they are compact energy sources that
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are able to deliver their energy autonomously at a very fast rate. This results in
reaction products at high pressure that can perform mechanical work in deforming
and breaking the material in their vicinity. This is what makes explosives useful and
in many cases irreplaceable for rock excavation. This fast energy delivery produces
a number of transformations other than the desired fragmentation and throw, such
as the seismic wave into the rock.

Explosives energy is rated in a variety of ways, obtained either from calculation
or from experimental tests. However, the question of what amount of that explosive
energy is transferred to the rock and what fraction of it is converted into efficient
work in rock blasting remains largely unresolved. Although the measurement of
some of the effects of explosive in rock is customary (vibration, fragmentation, and,
to a minor extent, rock movement), they are usually conducted for blast control
purposes and the results are rarely cast in terms of their energy content. This is
because the emphasis lies in the end effects, i.e., degree of fragmentation, throw and
vibration levels, and not the energy consumption. Data on and estimates of energy
components in rock blasting are thus limited to a few prior researchers. Berta [1],
Spathis [2], and Ouchterlony et al. [3] calculated the amounts of energy transformed
into kinetic energy of the rock, fracture generation, and seismic wave. Seismic
energy has received special attention since earlier times and several authors [4–9]
have reported calculations of seismic energy and its comparison with explosive
energy.

Spathis [2] suggested the practical use of the energy balance to enable blast
designs that direct the available energy into the desired work and, hence, control the
explosive energy partition between fracture energy, kinetic energy, and radiated
seismic energy, resulting in a more efficient use of it. This chapter assesses the
feasibility of this energy approach and aims to establish, through new experimental
data and a thorough review of the published work on the matter, the fraction of
explosive energy transferred to the rock in its various components, with particular
attention to their variability, and the reasonable ranges that could be expected in
quarry blasting.

We first describe the basic theory and experimental background for the deter-
mination of some of the energy components in rock blasting. We then apply these
to ten production blasts and one confined (without rock movement) blast hole. Eight
of the production blasts and the confined shot were conducted in a limestone quarry
(El Alto, Spain), while two additional production blasts were conducted in an
amphibolite quarry (Eibenstein, Austria). We calculated the various energy terms
using measurements of the seismic field, the initial velocity of the blasted rock face,
and the fragment size distribution obtained from seismographs, high-speed video
camera, and fragmentation monitoring systems, respectively. We measured vibra-
tions in the single confined hole.
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6.2 The Energy Balance of Blasting

The energy released by the explosive is converted into heat and work to the sur-
roundings according to the first principle of thermodynamics. Some of these forms
of energy become apparent during the blast, namely (i) fracture work that ultimately
appears as new surface in rock fragments; (ii) work transferred as shock wave into
the rock that attenuates ultimately to elastic waves, appearing as seismic waves or
ground vibrations; and (iii) work to displace the rock and form the muck pile that
appears as kinetic energy imparted to the rock.

This energy partition is to some extent arbitrary and is based on the end effects of
the blasting. For instance, part of the fracture work is in the early stages intimately
connected to the shock wave flow in the vicinity of the hole and, in the later stages,
also to the rock movement which begins as the fractures burst open. Such a partition
is, however, convenient inasmuch as the physical magnitudes related with each
component can be measured. Other, less apparent, energy transfers include (a) ex-
pansion work of the fractures that is absorbed as elastic and plastic deformation of
rock at the surface of fractures as they are penetrated by the gases; (b) heat trans-
ferred to the rock from the hot detonation products; and (c) heat and work conveyed
as enthalpy of the gases venting to the atmosphere through open fractures and
stemming.

The energy balance of the blast can thus be expressed as follows [2]:

EE ¼ EF þES þEK þENM; ð6:1Þ

where EE is the explosive energy, EF is the fragmentation energy, ES is the seismic
energy, EK is the kinetic energy, and ENM represents the energy forms not mea-
sured, a term required to close the balance. The terms fragmentation, seismic, and
kinetic efficiency are used hereafter for the ratios of the respective energies to the
explosive energy.

6.2.1 Fragmentation Energy

A specific amount of energy is required to create a new fracture surface [10]. Let
this energy, per unit surface area, be GF. The fragmentation energy can be calcu-
lated by

EF ¼ AFGF; ð6:2Þ

where AF is the surface area of the fragments generated by the blast. The specific
fracture energy, GF, can be calculated from mechanical comminution tests under
controlled energy input, leading to the Rittinger coefficient (a crushing efficiency,
the surface area created per unit energy input) or derived from material properties of
the rock—the fracture toughness and the elastic modulus. The first method involves
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millions of fractures in the rock, while the fracture toughness is obtained from tests
in which only one fracture is formed. To estimate the fragmentation efficiency by
blasting, where a great amount of fines is produced, the inverse of the Rittinger
coefficient is used here as the specific fracture energy. The crushing efficiency
concept and Eq. 6.2 assume that such efficiency is constant for all fragment sizes.

The surface area of the fragments may be estimated from the muck pile size
distribution, assuming spherical or cubic particles of diameter or edge length x [3]:

A ¼ 6V
Z1
0

f xð Þ
x

dx; ð6:3Þ

where V is the volume of the fragmented rock and f ðxÞ is the density function of the
fragment size distribution in volume. An incremental version of Eq. 6.3 may be
used when the size distribution curve is known in a discontinuous form (as is
usually the case) with the material grouped in classes of volume fractions pk:

pk ¼ 6V
ZxSk
xIk

f xð Þdx ¼ P xSk
� �� P xIk

� �
; ð6:4Þ

where xIk and xSk are the mesh size limits of class k ðxSk ¼ xIkþ 1Þ and PðxÞ is the
cumulative size distribution of the fragments. Equation 6.3 can be written as a sum
of the integrals for each class:

A ¼ 6V
XC
k¼1

ZxSk
xIk

f ðxÞ
x

dx; ð6:5Þ

where C is the number of classes. The function f(x) is not known, but integrals for
each class are, via Eq. 6.4. A mean value fk for each class can be calculated from its
integral value:

fk ¼ pk
xSk � xIk
� � : ð6:6Þ

The integrals in Eq. 6.5 can be approximated using the fk values:

A ¼ 6V
XC
k¼1

ZxSk
xIk

fk
x
dx ¼ 6V

XC
k¼1

pk
xSk � xIk
� � Z

xSk

xIk

dx
x
¼ 6V

XC
k¼1

pk
xSk � xIk
� � ln xSk

xIk
ð6:7Þ
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or

A ¼ 6V
XC
k¼1

pk
xk
; ð6:8Þ

where xk is the logarithmic mean of the size limits of class k:

xk ¼ xSk � xIk
� �

= ln
xSk
xIk
: ð6:9Þ

The in situ area of the natural discontinuities of the rock mass, though small
compared to the surface area created in the blast, is subtracted from the muck pile
fragments area to obtain the newly formed surface area [3, 11]. The area of frag-
ments originating from the blast is

AF ¼ A� AIS; ð6:10Þ

where AIS is the in situ specific area.

6.2.2 Seismic Energy

The energy transferred to the rock in the form of seismic wave is estimated as the
integral of the energy flow past a control surface at a given distance from the blast.
The energy flux (the power or rate of work, per unit area) is the scalar product of the
stress at the surface and the particle velocity [12]:

U ¼~t �~v; ð6:11Þ

where~t and~v are the stress and particle velocity vectors, respectively. The stresses
are obtained from the stress tensor s by the Cauchy formula:

tj ¼ sijni; ð6:12Þ

where ni are the components of the unit normal vector; the summation convention is
used. The energy flux is then

U ¼ sijnivj: ð6:13Þ

In order to relate the velocities, known from the seismographs records, to
stresses, some assumptions must be made. If the seismic wave is considered as
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longitudinal spherical in an infinite homogeneous medium, the stress tensor in its
principal components is, in spherical coordinates [13],

s11 ¼ ðkþ 2lÞ @u1
@r

þ 2k
u1
r

s22 ¼ s33 ¼ k
@u1
@r

þ 2ðkþ lÞ u1
r

sijði 6¼ jÞ ¼ 0;

ð6:14Þ

where u1 is the radial component of the particle displacement and r is the distance
from the source; k and l are the Lamé constants. For a spherical surface coincident
with the wavefront, its normal unit vector in the principal axes is (1,0,0).
Substituting Eq. 6.14 in Eq. 6.13 yields

U ¼ ðkþ 2lÞ @u1
@r

þ 2k
u1
r

� �
v1; ð6:15Þ

where v1 is the radial component of the particle velocity. The total power, assuming
a uniform flux, across the surface of radius r is

P ¼ 4pr2U. ð6:16Þ

Thus, the energy is

ES1 ¼
Z1
0

4pr2U dt ¼4pr2
Z1
0

ðkþ 2lÞ @u1
@r

þ 2k
u1
r

� �
v1dt: ð6:17Þ

The velocity is measured by vibration monitoring conducted on the ground
surface. The radial component may be assumed equal to the longitudinal velocity in
seismic measurements. The particle displacements can be calculated by the time
integral of the velocity:

u1ðtÞ ¼
Z t

0

v1ðtÞdt: ð6:18Þ

The spatial derivative of the displacement can be approximated by the following
relation:

@u
@r

¼ � v
c
; ð6:19Þ

where c is the wave velocity. Equation 6.19 applies when v � c, which is the case
here. The equation for the calculation of the seismic energy is
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ES1 ¼ 4pr2
Z1
0

�ðkþ 2lÞ v
2
1

cL
þ 2k

u1v1
r

� �
dt; ð6:20Þ

where the longitudinal wave velocity, cL, is used. The time integral of the second
summand of the integrand is negligible for a harmonic wave; in our seismic records,
it is usually less than 0.05% of the integral, so it can be neglected without much
error. Then,

ES1 ¼ �4pr2q cL

Z1
0

v21dt; ð6:21Þ

where the relation c2L ¼ kþ 2lð Þ=q has been used, q being the rock density. The
negative sign in Eq. 6.21 indicates that the energy is leaving the control sphere.
Equation 6.21 is also obtained for a plane longitudinal wave, which can approxi-
mate a spherical wave at large radii.

The seismic energy, as calculated by Eq. 6.21, is that of a spherical or plane
P-wave in an elastic medium with radial component of the particle velocity, v1, the
longitudinal component measured in the field. Assuming that the transverse and
vertical components of the velocity (v2 and v3) belong to transverse waves, and
using the plane wave approximation, the following expressions are readily
obtained:

ES2 ¼ �4pr2q cT

Z1
0

v22dt

ES3 ¼ �4pr2q cT

Z1
0

v23dt:

ð6:22Þ

Adding Eq. 6.22 to the P-wave energy (Eq. 6.21) and using the absolute value
gives

ES ¼ 4pr2q cL

Z1
0

v21dtþ cT

Z1
0

ðv22 þ v23Þdt
2
4

3
5: ð6:23Þ
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Equation 6.23 is usually further simplified [2, 3, 9], using a unique wave
velocity, to

ES ¼ 4pr2q cL

Z1
0

v2dt; ð6:24Þ

where v is the magnitude of the vector sum of velocities, v2 ¼ v21 þ v22 þ v23. If there
is sufficient characterization of the material so that the longitudinal and transverse
velocities are known, and three-component records are available, then one should
prefer Eq. 6.23. This is used in the present work.

The measured velocity functions do not belong to spherical waves from a point
source, but from a number of line (or cylindrical) sources at varying distances from
the measuring point. They are a composite of longitudinal, transverse, and surface
waves resulting from reflections and refractions at the strata, joints, and free sur-
faces—the bench face and ground surface. As the composite wave comes from
different sources, the assumption that each of the three components belongs to
separate longitudinal or transversal waves is obviously unrealistic. Even for the
direct waves, the radial component of the velocity measured (pointing toward the
center of the blast) is not collinear with the directions to the different blast holes.
Finally, the domain boundary is a hemisphere closed by a circle; the use of a sphere
surface area in Eq. 6.16 and subsequent rests on the assumption that what was
found at the position of the measurements represents the seismic field in a complete
sphere. As the velocity was measured on the surface—not a good sample of
velocity in an infinite medium—some of the energy is reflected downward,
resulting in an outgoing flow smaller than what would be encountered with the gage
embedded in the medium at depth. Thus, Eq. 6.23 is only a rough approximation of
the seismic energy from a blast.

6.2.3 Kinetic Energy

The kinetic energy is calculated from the initial velocity of the rock face measured
at different heights along the highwall, V0ðyÞ. High-speed film and radar mea-
surements showed [2] that the face velocity distributions for many blasts were
relatively narrow, and that the rocks behind the face generally move in unison with
the face (this behavior is typical of competent brittle rocks, according to Chiappetta
and Mammele [14]). Assuming that the velocity of the entire rock mass is constant
in a horizontal section of the burden, the kinetic energy, EK, of the rock displaced
by a blast hole is
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EK ¼ 1
2
SBh

ZH
0

qðyÞV2
0 ðyÞ dy; ð6:25Þ

where a variable rock density has been considered, qðyÞ, to account for varying
lithology along the height, assuming horizontally layered rock (this is used for El
Alto, where the density of the overburden and rock differ). H is the bench height,
S is the spacing between holes, and Bh is the mean horizontal burden, obtained from
the face profile.

6.3 Measurements and Calculation of Energy
Components

6.3.1 Field Experiments

We conducted field experiments, which involved ten production blasts and one
single-hole confined blast, at the El Alto and Eibenstein quarries.

El Alto quarry belongs to Cementos Portland Valderrivas, a cement and
aggregate producer located in the province of Madrid, Spain. The deposit is of
Miocene age and lacustrine origin. The geology is simple and essentially uniform.
In the upper two to six meters, there is an overburden of weathered clayey marl of
sandy nature (with a maximum particle size of 14 mm) and low cohesion, under-
lying a clayey soil of some tens of centimeters. The limestone formation below has
a thickness of 12–19 m; the bedding planes are horizontal or subhorizontal and
crossed by some nearly vertical faults. The floor of the limestone is clay that is
usually not mined. The quarry is mined in one bench.

Eibenstein quarry is owned by Hengl Bitustein, an aggregate producer in
Austria. The formation is a metamorphic body including amphibolite, schist, mica
schist, and marbles. The deposit is heavily folded and faulted with a complex
structure; schistosity and foliation are present in all rock types. The quarry is mined
in several benches.

A comprehensive rock mass description of both quarries has been reported by
Hamdi and du Mouza [15]. The main properties of the rocks are given in Table 6.1.

The main characteristics of the blasts are shown in Tables 6.2 and 6.3. The
numbering of the blasts used by the quarries has been retained (CB2 is the confined
shot, fired in El Alto). The mean and standard deviation (following the ± sign) of
the parameters that were measured for every hole are given. Burden B for each hole
and bench height were obtained from laser profiles of the bench face.

Blasts in El Alto were carried out in La Concha, one of the two pits of the
quarry. Blasts numbers 29/02, 37/02, 45/03, 54/03, and 58/03 were shot in the same
area, while blasts 15/02, 43/03, and 50/03 were in different areas of the pit. In
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Eibenstein, blasts 420-11 and 440-04 were located in levels 420 and 440 of the
quarry, respectively.

The blast hole diameter was 142 mm in El Alto and 92 mm in Eibenstein. All
production blasts consisted of a single row of blast holes. One charge per hole was
blasted in all rounds, except in blast 15/02, where two decks were fired separated by
1 m of stemming with 50 ms top-bottom delay. The delay and detonator types used
in each blast are given in Table 6.3. The delay in blast 37/02 was basically 67 ms,
although it was variable along the blast since some of the holes were decked; the
holes with intermediate stemming are not included in the data we used to estimate
the statistics given in Table 6.3.

Gelatine cartridges were used as bottom charge (Goma 2 ECO, abbreviated G2
in Table 6.3, and Danubit 4, abbreviated GD); aluminized ANFO (Alnafo, abbre-
viated AL), a high-density aluminized ANFO (abbreviated HA), and standard
ANFO (Nagolita, abbreviated AN, and Dap 2, abbreviated AD) were used as
column charges. Table 6.4 shows the properties of these explosives. Detonation
velocities were measured in all blasts in one or two holes. Down-hole initiation was
used in El Alto; detonating cord side initiation was used at Eibenstein.

Explosive energy can be rated using either thermodynamic codes or experi-
mental measurements such as the underwater [23, 24] and cylinder [25] tests.
Thermodynamic calculations are generally accepted for assessing the energy of
explosives. The energy of the explosives used in El Alto has been calculated using
the W-Detcom code [26, 27]. The heat of explosion at constant volume, EQ, and the
useful work to an expansion pressure of 100 MPa, EWu, have been used as energy
values. We used the BKW-S equation of state [28, 29] for the calculations. For the
explosives used in Eibenstein, the heat of explosion given by the manufacturer [30]
is the only available figure of explosive energy since their exact compositions are
unknown. The useful work has been estimated for the gelatine and ANFO used in
Eibenstein assuming the same fractions of energy lost below 100 MPa as for the El
Alto’s gelatine and ANFO, respectively.

Table 6.1 Rock properties

Limestone,
El Alto

Amphibolite,
Eibenstein

References

Density (kg/m3) 2560 2950 [16]

Tensile strength (MPa) 7.6 7.5 [16]

Elastic modulus (GPa) 64 83 [16]

Poisson’s ratio 0.26 0.22 [16]

Rittinger coefficient (cm2/J) 58 34 [17]

In situ characteristic sizea (m) 3.01 2.63 [15]

In situ uniformity indexa 2.86 2.13 [15]

P-wave velocity, in situ rock mass (m/s) 2994 2450 [18, 19]

P-wave velocity, laboratory specimen (m/s) 4314 5726 [15]
aCharacteristic size (63% passing) and uniformity index of a Rosin–Rammler [20–22] distribution
assumed for the in situ block size distribution
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6.3.2 Fragmentation Energy

The fragment size distribution was determined in both quarries by digital analysis
of the images recorded by a camera installed at the hopper of the primary crusher.
The procedure used to obtain the size distribution in El Alto is described in [31].

The overburden in El Alto complicates the assessment of the fragmentation, as it
contributes to the fines present in the muck piles. We used an adjusted fines cor-
rection factor, which varied with the amount of fines originating from the loose
overburden (natural fines). The fragment size distributions of the limestone from
blasting were obtained by subtracting the fraction of natural fines (estimated as the
ratio of the overburden thickness to the bench height) from the raw muck pile
fragmentation curves. This was done using laboratory screening data of the over-
burden material and of the muck pile fine fraction. We assumed the fines tail of the
limestone had the same distribution in all the blasts for sizes below 14 mm
(maximum size of the overburden), following the natural breakage characteristic
principle [32, 33].

In Eibenstein, no manual correction was done. Fragmentation was measured
with the image analysis code Fragscan [34], calibrated with muck pile sieving data
in order to overcome the problem of fines detection [35, 36]. We used the Swebrec
function [37] for extrapolating the measurements outside the range of resolution of
the image analysis (63 mm down to 10 mm). Further extrapolation would be risky,
as a second function would probably be required.

Figure 6.1 shows the size distribution curves. The smallest sizes of the curves
are 0.25 mm for El Alto and 10 mm for Eibenstein (downward extrapolations are
shown in Fig. 6.1 as dashed lines). El Alto’s data corresponds to broken limestone
(i.e., natural fines discounted). The kink at 14 mm apparent in some of the curves is
the junction of the fines tail to the fragmentation measured with Split.

We used Eq. 6.8 to calculate the surface area of the fragments, except for the
finer class, [0, xmin]. For that, a Rosin–Rammler–Weibull [20–22] distribution is
assumed:

Table 6.4 Properties of the explosives

Name Type Manufacturer Density
(kg/m3)

VOD (m/s) EWu

(kJ/kg)
EQ

(kJ/kg)

Nagolita ANFO UEE 800 3941a 2591 3893

Dap 2 ANFO Istrochem 800 3867 ± 85 2529 3800

Alnafo ANFO + Al UEE 800 4029 ± 93 2918 4930

High-density
Alnafo

ANFO + Al UEE 950 3424 ± 98 3322 4975

Goma 2 ECO Gelatin UEE 1450 6321 ± 118b 3480 4090

Danubit 4 Gelatin Istrochem 1450 5933 ± 197 3871 4550
aOne-shot value; bValues include data for 65 and 85 mm diameter cartridges
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PðxÞ ¼ 1� e� x=xcð Þn ; 0� x� xmin ð6:26Þ

where xc and n are the parameters of the Rosin–Rammler–Weibull distribution
(characteristic size and uniformity index, respectively). Following the technique of
[38], the two parameters are determined from the last two known data points. The
probability density function is

f ðxÞ ¼ n
xnc

xn�1e� x=xcð Þn ; 0� x� xmin ð6:27Þ

By substituting Eq. 6.27 into Eq. 6.3 and integrating between 0 and xmin, the
contribution to the specific surface area of the undefined fines tail can be estimated
by:

Atail

V
¼ 6

Zxmin

0

f ðxÞdx
x

¼ 6
Zxmin

0

n
xnc

xn�2e� x=xcð Þndx ¼ 6
xc
c 1� 1

n
;

xmin

xc

� �n� �
ð6:28Þ

c being the lower incomplete Gamma function. We successfully used this
approach for the El Alto data, as the lower part of the size distribution is reasonably
of Rosin–Rammler–Weibull type, but it proved unfeasible for the Eibenstein dis-
tributions. This is due to the use of the Swebrec function in Eibenstein, so that the
Rosin–Rammler–Weibull functions obtained for the lower part of the distribution
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Fig. 6.1 Size distribution curves
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have a very low uniformity parameter n (less than 1), which makes the integral in
Eq. 6.28 divergent. Hence, the Swebrec functions were extended down to 0.25 mm
(the dashed portion of the curves in Fig. 6.1) in order to make the calculations
comparable with El Alto, although such size range is probably beyond the validity
of the Swebrec. The surface area of the lower class [0, 0.25 mm] was in this case
calculated as one more summation term of Eq. 6.8, with a mean size xk = 0.125
mm. Comparing the two methods of calculation for El Alto curves, the latter results
in an underestimation of the total fragmentation energy of about 3–7% with respect
to the integral formulation.

Table 6.5 shows, for each blast, the specific surface area of the fragments, A/V,
and the new specific area, AF/V (by subtraction of the in situ block size area,
calculated from the Rosin–Rammler–Weibull parameters in Table 6.1: 2.8 and
3.8 m2/m3 for El Alto and Eibenstein, respectively). The fragmentation energies per
hole, EF, are obtained from the new area, the volume of rock blasted per hole in
Table 6.2 (column Vol-r) and the specific fracture energy (inverse of the Rittinger
coefficient in Table 6.1). The energies and the fragmentation efficiencies, ηF, with
respect to useful work and heat of explosion, are also listed in Table 6.5. The
efficiencies in Eibenstein are within the range of efficiencies estimated for El Alto.
The range of efficiencies is 1.9–6.0% of the heat of explosion and 3.1–8.8% of the
useful work. The mean efficiencies in El Alto are 5.5 and 3.5% with respect to
useful work and heat of explosion, respectively. In Eibenstein, it is 6.3 and 4.9%.

6.3.3 Seismic Energy

The seismic field was measured with vibra-tech multisets plus seismographs. The
ranges of velocity and frequency are 0–254 mm/s and 2–300 Hz, respectively, with
an accuracy of 3% at 15 Hz. The seismographs were coupled to the ground surface
in El Alto by excavating a shallow hole to remove some tens of centimeters of the

Table 6.5 Fragmentation energy and efficiency

Blast no. A/V (m2/m3) AF/V (m2/m3) EF, per hole (MJ) ηF, Wu (%) ηF, Q (%)

15/02 382.2 379.4 35.4 5.0 3.1

29/02 432.1 429.4 36.1 5.2 3.2

37/02 488.7 486.0 41.8 5.7 3.5

43/03 483.6 480.9 39.3 5.9 3.6

45/03 561.9 559.2 35.9 5.8 3.6

50/03 259.8 257.1 21.6 3.1 1.9

54/03 934.8 932.0 83.8 8.8 6.0

58/03 529.0 526.3 35.2 4.5 3.1

420-11 285.7 281.9 10.7 5.7 4.6

440-04 246.5 242.7 13.2 6.9 5.3
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upper layer of soil and the devices were spiked in the bottom. Sandbags (ANFO
bags filled with sand) were fitted in the hole to secure the mount to prevent hori-
zontal and vertical movements. In Eibenstein, the seismographs could not be spiked

Fig. 6.2 Sample seismograms and frequency spectra. From top to bottom: blast 54/03, units 7640
and 6783 (acceptable records); blast 50/03, unit 7837 and blast 58/03, unit 7101 (rejected records)
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to the ground and they were placed in a shallow hole, of a depth slightly larger than
the seismograph height, covered with gravel and the surrounding earth compacted.
Given that this mounting might not be optimal [39, 40], care was exercised to
evaluate the recorded signals by inspection of the time records and the frequency
analysis. Where most of the energy was packed at very low frequencies in one or
more components of the velocity, the measurement was rejected [41]. This hap-
pened in two measurements. Figure 6.2 shows two examples of acceptable records
and the two records rejected.

The distances of the seismographs to the blast (average of distances to each of
the holes) were kept, as much as possible, similar from blast to blast. The distances
were 51.8 m for the confined shot and a mean of 65.5 m for the production blasts in
El Alto (standard deviation 4.4 m); in Eibenstein the mean distance and standard
deviation were 36.9 and 1.3 m, respectively. The seismographs were placed around
the block to be blasted in both top and floor levels as close as possible to the blast,
but to a distance large enough so as not to be too close to any of the holes. The
sensors in the bottom level were placed slightly farther in order to allow room for
the muck pile. The sensors in El Alto were located around the blast at approxi-
mately even angles. The confined blast hole, CB2, was drilled in the upper level of
the quarry, away from the bench face; all measurements were made at that level.
The berms at Eibenstein were narrow, which restricted the position of the seis-
mographs to directions close to the blast holes line. Figure 6.3 shows two examples.

Table 6.6 shows the means of the distances to the blast holes for each sensor
unit, r and the peak vector sum particle velocity, PPVS. Data measured on the top
and floor of the bench are shown separately.

We estimated the integrals in Eq. 6.23 numerically from the seismic records’
particle velocity data v1 (longitudinal), v2 (transverse), and v3 (vertical) using a step
size equal to the sampling interval, 1/1024 s, in all the records. The rock mass
longitudinal wave velocities measured on-site (Table 6.1) are used. The transverse
wave velocity used is obtained from the following relation:

(a)
(b)
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Fig. 6.3 Sample seismograph location. a Blast 58/03 (El Alto); b Blast 440-04 (Eibenstein)
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cT ¼ l=qð Þ1=2; ð6:29Þ

where l is the shear modulus, determined from the in situ P-wave velocity used, the
density and the Poisson’s ratio in Table 6.1. For El Alto limestone, l = 7.44 GPa,
cT = 1705 m/s; for Eibenstein amphibolite, l = 6.36 GPa, cT = 1468 m/s.

Table 6.6 shows seismic energy obtained at each seismograph’s location.
Seismic efficiencies are obtained from the seismic energies and the total explosive
energies given in Table 6.3.

The scatter of energies and efficiencies is, in some cases, large among sensors in
the same blast. Such dispersion is not unusual in seismic measurements. Given that
the range of distances in each site was very narrow, we cannot establish any
significant functional relationship between seismic energy efficiency and distance
(Fig. 6.4). Thus, all energies recorded at each site can be analyzed together without
an attenuation correction for distance. Using lognormal distributions for the seismic
efficiencies (the hypothesis of lognormality cannot be rejected at a 95% signifi-
cance), their means in El Alto are different in the top and floor levels at a 95%
significance. They are 2.5% in the top and 1.2% in the floor with respect to the heat
of explosion. The mean seismic efficiency of the confined shot is 8.6% with respect
to the heat of explosion, more than three times the mean value of production blasts
in the top level. Though the distance of measurement in the confined shot was about
20% shorter than in the production blasts, such a high energy value must be
explained by the absence of interference between waves from different holes, the
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Fig. 6.4 Seismic efficiency with respect to distance
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confinement of the charge and especially, according to Blair and Armstrong [42],
the undamaged nature of the rock mass around the hole.

The efficiencies in the top and floor levels in Eibenstein (mean values of the
lognormal distributions 1.1 and 0.7%, respectively) are not different at a 95%
significance. Taking all values as one distribution, the mean efficiency in Eibenstein
is 0.9% with respect to the heat of explosion. Table 6.7 gives a summary of the
results.

6.3.4 Kinetic Energy

We used a Motion Meter 1000 high-speed digital camera, of Redlake Imaging, with
a recording velocity of 250 frames per second to record the blast. We used wooden
targets, hanging on the bench face, to determine the rock displacement. We used
four fixed points with known coordinates as a reference system. Figure 6.5 shows a
sketch of the setup. Details of the system used in each quarry are given by [43].

Table 6.7 Summary of seismic efficiencies

Useful work Heat of explosion

Range Mean Range Mean

El Alto, confined hole 10.0–14.6 12.9 6.7–9.8 8.6

El Alto, production blasts, top level 0.8–9.0 3.9 0.5–6.1 2.5

El Alto, production blasts, floor level 0.4–5.8 1.9 0.3–3.6 1.2

Eibenstein, both levels 0.4–2.4 1.1 0.3–1.9 0.9

All production blasts 0.4–9.0 2.5 0.3–6.1 1.6

C2 C3

C4

C1

x 

y 

T1

T2

T3

T4

Fig. 6.5 Experimental setup for measuring the face movement. C Control points; T Targets
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The targets were placed approximately in front of the explosive column. In blast
15/02 with two decks, the targets were located in front of the upper deck area. Two
targets were used in Eibenstein and in blasts 15/02, 29/02, and 37/02 of El Alto. In
the other five blasts monitored in El Alto, the number of targets was increased to
four (though not all of them could be tracked in every blast). Table 6.8 gives the
positions of the targets (hole in front of which they were located and height from
grade). The targets are numbered from the floor to the top of the bench face. As the
features of the rock movement in a vertical section depend basically on the local
geometry and charging values and not on the average values of the whole blast, we
used the precise drilling and charging data of the blast hole behind the targets to
calculate the kinetic energy term (Table 6.8).

We used Motion TrackerTM 2D software [44] to obtain the raw path of the
targets. The initial velocity of the targets (Table 6.8) is obtained from a trajectory
model in which the two components of the initial velocity are modified until the
calculated trajectory best fits the measured flight points [43].

In our experiment, we measured the velocity at a maximum of four different
heights and in many cases for only two. We used an average velocity of the
measured values for each blast since a sound, statistically significant, fitting of a
function V0(y) to be used in Eq. 6.25 is not possible for most of the blasts.
Equation 6.15 becomes simply, for two layers of thickness h1, h2 and densities q1,
q2:

EK ¼ 1
2
�V2
0SBh q1h1 þ q2h2ð Þ ¼ 1

2
�V2
0SBhH q1

h1
H

þ q2 1� h1
H

� �� �
: ð6:30Þ

We used the burdens, spacings, and bench heights in Table 6.8. Table 6.2 shows
the overburden thicknesses, h1. For the El Alto quarry, the overburden and lime-
stone densities are estimated at 1600 and 2560 kg/m3, respectively.

Table 6.9 shows the kinetic energies and efficiencies. Since kinetic energy
depends on the square of velocity, moderate variations in velocity lead to important
variations in the energy. The efficiencies in El Alto range from 3.3 to 10.3% with
respect to heat of explosion and 5.3–16.5% with respect to useful work. In
Eibenstein, the results from the two blasts are quite different; the velocities mea-
sured in blast 420-11 are the highest of all blasts, due to the small local burden in
the rock that was tracked (2.5 m horizontal burden; the average in that blast was
3.3 m), which resulted in an overcharged hole.
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6.3.5 Uncertainty Analysis

We estimated the uncertainties of the calculated energies based on the uncertainties
in the experimental data using error propagation through the applied formulae. The
uncertainties of the measured variables are described by the relative standard error
(standard deviation of the mean, expressed as a fraction of it). These have been
calculated for each blast and the average values in all blasts used as an estimate of
the uncertainty. The relative standard errors, influential factors, and main
assumptions for the energy calculations are reported in Table 6.10. Details of the
error analysis are contained in [45].

Table 6.9 Average velocities, kinetic energies, and efficiencies

Blast no. Av. veloc. (m/s) EK, per hole (MJ) ηK, Wu (%) ηK, Q (%)

15/02 9.1 66.9 8.0 4.9

29/02 13.1 92.9 16.5 10.3

37/02 9.5 53.2 6.5 4.0

43/03 9.5 53.5 8.7 5.4

45/03 8.3 31.9 5.3 3.3

50/03 9.9 66.4 9.9 6.1

54/03 8.3 53.7 5.4 3.7

58/03 14.6 118.2 14.9 10.2

420-11 21.4 49.5 26.2 20.7

440-04 6.1 8.8 4.7 3.7

Table 6.10 Errors, influential parameters, and assumptions in the energy calculations

Energy Relative
std.
errora

Main influential
parameters

Main assumptions

Fragmentation 0.09
0.11

Fracture-specific
energy
Smaller fragment
size considered

Cubic or spherical fragments
Constant specific fracture energy for all
sizes

Seismic 0.48
0.49

Wave velocities
Particle
velocities

Spherical wave
Only body waves
Radial velocity belongs to a P-wave;
transverse and vertical velocities to s
waves

Kinetic 0.34
0.35

Rock ejection
velocity

Uniform initial velocity of the rock mass

Explosive 0.07 Composition
Calculation
method
Pressure cut-off
for useful work

All energy delivered (heat of explosion)
or some energy discarded (useful work to
a certain pressure)

aThe two values given for the relative standard error refer to energy (upper) and efficiency (lower)
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6.4 Discussion

Table 6.11 summarizes the results of fragmentation, kinetic, and seismic efficien-
cies estimates. Values of seismic energy, for each blast, are the average of the
averages in the top and floor levels. Considering that the heat of explosion is the
energy available in the blast, only 8–26% of it has been measured through rock
fragmentation, seismic wave, and rock movement. The useful work already discards
a portion of the total energy, so that the efficiency with respect to it results in
somewhat higher values (13–33%). The blasting efficiency (sum of the fragmen-
tation and kinetic) ranges from 7 to 25% of the heat of explosion.

The energy components can be described by lognormal distributions (the
hypothesis of lognormality cannot be rejected at 95% confidence level). Using
lognormal distributions, relative standard errors of the efficiencies have been cal-
culated as the errors of the logarithmic efficiencies [46]:

d ln g ¼ dg
g

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
s2

N
þ s4

2ðN � 1Þ

s
; ð6:31Þ

where N is here the number of production blasts and s2 is the variance of the
logarithmic efficiencies. These errors (Table 6.11) are generally lower than the
errors given in Sect. 6.3.5 (Table 6.10), as these were obtained from the propa-
gation of standard errors of the data in individual blasts while the errors in
Table 6.11, from Eq. 6.31, are errors of the means.

The standard errors from Eq. 6.31 have been used to calculate the 95% confi-
dence intervals by a modified Cox method [47]. They are also shown in Table 6.11.

The value of seismic energy measured for the confined hole was 12.9% (useful
work) or 8.6% (heat), which is much higher than the mean value in the production
bench blasts and largely out of their confidence interval. Figure 6.6 shows a chart
with the energy efficiencies with respect to heat of explosion; mean values and
those corresponding to the blasts of minimum and maximum energies are plotted.
The seismic energy of the confined shot is also shown for comparison.

The energy not measured (the term ENM in Eq. 6.1) accounts on average for
almost 87% of the heat of explosion or 81% of the useful work.

Energy data in blasting comprising the three components have been reported in
[1–3], while others [4–7, 9] have specifically reported seismic energy. These are
compiled in Table 6.11. A detailed discussion of how our results compare with
these works can be found in [45]. It draws the following highlights:

1. Fragmentation efficiency. The fines tail of the size distribution curve has a
significant influence on the resulting fragmentation energy efficiency, as fines
have a large specific surface and consequently a relatively high amount of the
fracture energy is required for their generation. The integral formulation for the
area of the smaller size class in the present work includes all this area. As a
result, our fragmentation efficiency values are (with the exception of Berta’s,
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who considers a low specific surface area, 80 m2/m3, but uses an abnormally
high fracture-specific surface energy, 1470 J/m2) comparatively high and should
be considered more realistic. A range from a few units to about 6% of the
available energy seems to be spent in rock fragmentation in usual quarry
blasting. This figure could perhaps be higher if the internal microcracking and
the fracture surface roughness were considered.

2. Seismic efficiency. The fraction of energy conveyed as seismic wave in pro-
duction blasts may range from as low as less than 1% to nearly 15% of the
explosive energy. Though the confined shot’s seismic efficiency measured in the
present work, 8.6%, is clearly higher (by a factor of more than 5) than the
corresponding values for our production blasts, even higher values have been
reported occasionally in production blasts [3]. Conversely, comparable confined
shot holes [4, 5, 7] and underground cut holes [9] may give seismic efficiencies
well below the 8.6% value.

3. Kinetic efficiency. This usually ranges from about 3% to slightly in excess of
20% of the heat of explosion, though higher values (up to near 40%) have been
reported [2].

The average energy lost below 100 MPa is 36% of the heat of explosion (the
calculation of such value requires the knowledge of the exact composition of the
explosives involved, only available for El Alto blasts). This energy is conveyed as
enthalpy (heat and pressure) of the gases venting to the atmosphere without per-
forming any further work on the rock. Though the 100 MPa cut-off value is to some
extent arbitrary [48–51], and so is the percentage of energy lost, we can still
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conclude that approximately half of the explosive energy appears not to cause any
measurable physical effect on the rock. Rock blasting is not anything beyond the
first principle of Thermodynamics, so what are the mechanisms missing in this
balance? There are two of them, very important energy-wise: (i) elastic and plastic
work against the rock in the fracture opening that forms the duct network through
which the detonation gases flow (the elastic part of it is given back to the medium
when the stress is released, or is partially converted to kinetic energy as the frag-
ments detach), and (ii) heat convection from the hot gases to the fracture surfaces,
further diffused to the rock mass. Though the detonation process itself is very fast
and, consequently, essentially adiabatic, the residence time of the gases within the
rock until the movement starts is relatively long. Response times (time from the
detonation in the hole to the onset of rock movement) can be up to 60 ms, or even
longer [52, 53], enough for a significant transfer of heat.

Heat transfer is obviously a loss of the process, but fracture opening is required
to break the rock, and it should be put in the useful energy count. It is possible that
explosives are not as inefficient as the low values of measured fragmentation work
(accounted as fracture energy only) and kinetic energy spent in rock displacement
may, at first instance, indicate. Numerical modeling is required to assess the fracture
opening work/heat transfer partition.

6.5 Conclusions

The basic measurable energy components of the blasting process have been
determined from production blasts data. Emphasis has been put on describing in
detail the calculations and simplifying assumptions required to derive the energy
values from the raw data measured. The following ranges of energetic efficiency
(given as the 95% confidence intervals of the means of lognormal distributions)
have been obtained for bench production blasts: Fracture energy, 3–5%, 5–7%;
seismic energy, 1–2%, 2–4%; kinetic energy, 5–11%, 7–16%; total energy mea-
sured: 10–16%, 15–23% (for each energy component, the first range applies to heat
of explosion and the second to useful work to 100 MPa; values are approximated to
the nearest 1%).

We estimated a seismic efficiency for a confined shot hole of 9 and 13% with
respect to heat of explosion and useful work, respectively. This value is higher by a
factor of more than five if compared to ordinary production blasts with rock
movement. Fracture in the rock surely exists in the confined shot—obviously not
measurable—which would put the total energy efficiency figure at a level similar to
that in production blasts. In other words, the sum of seismic plus kinetic efficiencies
in production blasts is close to the seismic efficiency in the confined shot.

The results of seismic efficiency calculated from velocity records measured on
the surface are comparable to other results published from measurements with
in-hole embedded gages, if the effect of the use of in situ P and S wave velocities
(as opposed to the use of a unique, laboratory P-velocity) is discounted.
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The variability of the various energy efficiencies is in some cases quite high,
though they are not beyond what is typically encountered in usual blast monitoring.
Different blasting features, explosives, and rock types, their unavoidable variations
within a blast and the inaccuracies of the measurements, propagate through the
calculations resulting in standard uncertainties for the energies and efficiencies in a
given blast up to 50% of the calculated value. Besides, explosive energies from
different sources are sometimes difficult to bring to a common base. In spite of these
limitations, it is possible to set the fractions of explosive energy spent in frag-
mentation, seismic wave, and rock displacement as follows:

1. The fracture energy calculation depends largely on the minimum size of frag-
ments considered. However, it is unlikely, in typical quarry blasting, to obtain a
fracture energy much higher than 6% of the total explosive energy.

2. Seismic energy determinations are done generally in an oversimplified manner.
A more precise calculation is probably out of reach for field blasting conditions.
Accepting a high variability consubstantial with all field blasting measurements,
the range of seismic efficiency values reported seems especially wide: values
from as low as 0.1% up to, perhaps, 15% of the explosive energy can be
expected.

3. The kinetic energy fraction has been found to range from about 3 to 21% of the
explosive energy, the higher value corresponding to an overcharged hole. These
bounds seem to cover most of the values of kinetic efficiency available in the
literature though some sources put this figure as high as 40%.

The total energy measured ranges from 8% to about 26% of the explosive
energy. The energy spent in useful work (fragmentation and throw) accounts for 7–
25% of the explosive energy. The exact estimate in a particular instance may be in
question, but the upper limit is not likely to be much higher in normal blasting
practice. It is conceivable, and generally accepted, that explosion gases do not
exhaust their energy content in their interaction with the rock, but vent to atmo-
sphere at a relatively high pressure. The amount of energy lost depends on what this
pressure is and on the isentropic expansion path, which varies from one explosive to
another. It has been calculated to be in excess of 30% of the explosive energy for
the explosives used in the present work. Adding up this energy to the measured
fractions, about 40–60% of the energy remains unaccounted for. This energy must
have been indeed transferred from the gases to the rock, in the form of rock
deformation work and heat transfer.

The energetic analysis provides a good understanding of the explosive–rock
interaction and blasting process, encompassing a broad range of scientifically
challenging subjects. However, the central issues in rock blasting in engineering
practice (i.e., steer fragmentation toward coarser or finer distributions, reduce
vibrations, etc.) comprise a limited fraction of the total explosive energy, with a
variance of the same order of their magnitude. An analysis of such variance in
relation to blast design parameters and explosive and rock properties is required
before energetic arguments may be implemented into engineering design methods
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for rock blasting. No such analysis has been attempted with the data presented in
this work, or with the other (relatively scarce) data existing in the literature. For that
analysis to bear statistical significance, the amount of data needed is much larger
than what is currently available.
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Part II
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Chapter 7
Energy-Efficient Loading and Hauling
Operations

Ali Soofastaei, Elnaz Karimpour, Peter Knights and Mehmet Kizil

Abstract Approximately, 40% of the total energy used in surface mines is related
to diesel consumption. Truck haulage is responsible for a majority of this. This
chapter introduces the principal equipment used to load and haul materials in mines,
namely trucks, electric rope shovels, hydraulic excavators and crushing and con-
veying systems. The chapter discusses factors that contribute to the energy-efficient
operation of such equipment. Based on gross weight hauled per unit weight of
payload, belt conveyors appear to be the most energy-efficient means of trans-
porting material in surface mines. However, a number of factors, including large
upfront capital expenditure and limited ability to relocate and scale up belt
capacities, currently restrict their widespread applicability.

Keywords Energy � Efficiency � Mining � Loading � Hauling

7.1 Introduction

In the 2012–2013 financial year, some 603 PJ of energy was consumed in the
mining and quarrying industry in Australia. The three biggest consumers of energy
in the Australian mining industry are as follows (in decreasing order) [1]:
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• Crushing and grinding (40.5%),
• Materials handling (20.6%), and
• Mine ventilation (10.1%)—underground mines only.

This chapter provides an overview of the current knowledge on energy used for
materials handling during the extraction phase of mining operations and identifies
opportunities to reduce energy consumption associated with these processes. The
mining method (shovel/truck, conveyor, etc.) and associated equipment dictate the
quantity of energy consumed in any mining operation. In the following, the dis-
cussion is organised based on the type equipment.

7.2 Haul Trucks

Approximately, 40% of the total energy used in surface mines relates to diesel
consumption [2]. Truck haulage is responsible for a majority of this diesel con-
sumption [3]. Haul trucks are used in combination with other equipment such as
excavators, diggers and loaders, depending on the production capacity and site
layout.

Trucks in surface mines are used to haul ore and overburden from the pit to a
stockpile, dump site or the next stage of a mining process. Trucks are expensive to
purchase, operate and maintain and use a major proportion of diesel in surface
mines.

Many parameters, such as production rate, age and maintenance of the vehicle,
operator practices, payload, speed, cycle time, mine layout, mine plan, idle time,
tyre wear, rolling resistance, dumpsite design, engine operating, parameters and
transmission shift patterns, affect the productivity of trucks in surface mining. This
knowledge can be merged into mine plan costing and design procedures to improve
effective process control. The major truck types used in surface mining are shown in
Fig. 7.1.

7.2.1 Types of Trucks

There are three main types of trucks: rear, bottom and articulated dump trucks.
In rear dump trucks, the tray is mounted on the truck frame. Dumping is carried

out by a hydraulic hoist system raising the tray. These are very flexible units
capable of handling all types of material. They have good grade ability and are
easily manoeuvred [5]. They are the most common haulage truck globally (see
Fig. 7.2).

The standard rear dump haul truck has two axles with two wheels on the front
axle and four wheels on the rear axle. The rear wheels are usually the only ones

122 A. Soofastaei et al.



driven. Three-axle trucks are less common in mines but are used for on/off highway
hauls.

Bottom dump trucks provide faster dump times and higher payload for the same
engine horsepower, but at the cost of grade ability and manoeuvrability. This type
of truck has three axles, two tyres in front, four drive tyres at the rear of the tractor,
and four tyres on the rear of the trailer (see Fig. 7.3) [5].

In general, they are used in strip coal mines where the ramp gradients are kept at
five percent or less.

Articulated dump trucks tend to be smaller and of lighter construction.
Maximum size is in the order of 50 t (see Fig. 7.4).

The main application of this type of trucks is in wet and poor road conditions.
Their lighter construction results in a shorter life [5].

Some advantages and disadvantages of the types of trucks mentioned above
have been tabulated in Table 7.1.

Haul Truck 

Dumping Steering Drive Axles Power Train

Rear Dump

Bottom Dump

Front Wheel Steer

Articulated Steer

Rear Wheel

All Wheel

Centre Wheel

Two Axles

Three Axles

More Than Three Axles

Mechanical

Electrical

Fig. 7.1 Haul truck classifications [4]

Fig. 7.2 Rear dump truck
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7.2.2 Effective Parameters on Truck Productivity

Table 7.2 shows some parameters that influence haul truck productivity in mines.

7.2.3 Haul Truck Fuel Consumption

Haul truck fuel consumption is a function of various parameters, the most signif-
icant of which have been identified and categorised into six main groups (see
Fig. 7.5).

Fig. 7.3 Bottom dump truck

Fig. 7.4 Articulated dump truck
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Table 7.1 Advantages and disadvantages of popular mine haul trucks [4]

Truck type Advantages Disadvantages

Rear dump
truck

• Mobile and flexible in
moving to other working
areas

• Handle a range of material
properties and sizes

• Medium transport distance
• Can effectively operate
gradients up to 12%

• Require good road surface for efficient
operation and tyre protection

• Higher operating labour component (Compared
to conveyors)

Bottom
dump truck

• Higher speed on flat hauls
• Mobile and flexible in
moving around working
area

• Better on flatter gradients <5%
• Require good roads
• Requires a drive over dump hopper to discharge
• Suited to lighter and finer materials due to light
trailer and dump doors (e.g. Coal, Bauxite)

Articulated
dump truck

• Can handle difficult floor
conditions—rough, boggy

• Handle a range of material
properties and sizes

• Can handle steeper
gradients

• May require higher maintenance
• Try can roll sideways safety
• Higher capital cost/capacity

Table 7.2 Effective parameters on haul truck productivity [4]

Parameter Detail

Truck model and
type

Each type and model of the truck has special characteristics, and these
can affect haul truck productivity

Material Material which is hauled

Bucket density The density of the material being loaded

Swell factor The swell factor is the volume increase after the material has been
disturbed

Bucket load Estimated bucket load that the loading unit can carry in BCM

Calculated passes
to fill

Estimate of how many bucket loads (passes) is required to fill the truck
to its nominal capacity

Calculated truck
payload

Estimated average payload that the truck will carry after considering all
the above factors

Load factor Percentage of truck fill compared to its nominal or rated payload

Time per pass Time taken for a loading unit to complete one pass

Load time Time taken to load the truck

Spot time The time during which the loading unit has the bucket in place to dump,
but is waiting for the truck to move into position. Spot time will depend
on the truck drivers’ ability and the system of loading. Double-side
loading should almost eliminate spot time

(continued)
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Of these, the most significant factors affecting haul truck fuel consumption are as
follows (see also Fig. 7.6):

• The gross vehicle weight (GVW), which is sum of the weight of an empty truck
and the payload;

• The haul truck velocity (V);
• The total resistance (TR), which is equal to the sum of rolling resistance

(RR) and the grade resistance (GR) when the truck is moving against the grade
of haul road; and

• The rimpull force (RF), which is the force available between the tyre and the
ground to propel the truck.

Figure 7.7 illustrates the variation of maximum truck velocity (Vmax) and fuel
consumption (FC) with GVW for six values of total resistance (TR). The results
show that for all values of total resistance, truck velocity decreases and fuel con-
sumption increases as the GVW increases. It should be noted that the rate of fuel
consumption is calculated based on the best performance of the truck as recom-
mended by the manufacturer (calculate at maximum achievable truck velocity and
corresponding rimpull).

Table 7.2 (continued)

Parameter Detail

Dump time Time taken for the truck to manoeuvre and dump its load either at a
crusher or dump

Fixed time The sum of load, spot and dump time. It is called ‘fixed’ because it is
essentially invariable for a truck and loading unit combination

Travel time Time is taken to haul and return the load

Cycle time Round trip time for the truck, it is the sum of fixed, travel and wait times

Efficiency A measure of how much productive time is achieved in 1 h of operating
time. The sort of activities that the efficiency factor includes is Clean-up
by the loading unit or dozer, Crusher and dump slowdowns, Fuelling,
Inspections, Loading unit movement, Operator experience, Under
trucking, Unusual delays due to weather

Queue factor Accounts for time lost due to queuing. It is another measure of wait time

Productivity Tonnes of production hauled in an operating hour (t/h)
Productivity = (Efficiency/Cycle time) � Truck payload � Queuing
factor

Physical
availability

Measure of time available to work divided by calendar time

Utilisation Operating time divided by available time

Production Hourly productivity � operating hours
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Environmental conditions

Fleet management
Fuel management

Driver management

Tyre management

Truck maintenance

Operator
Braking

Gear selection

Route

Truck speed

Mine plan

Production

Traffic management

Road layout

Haul road

Quality

Grade

Layout

Corner characteristics

Road maintenance

Truck characteristics

Tyres

Aerodynamics

Weight

Transmission

Engine 

Haul truck fuel 
consumption 
parameters

Fig. 7.5 Parameters affecting haul truck fuel consumption [6]
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7.2.3.1 The Effect of Payload on Haul Truck Fuel Consumption

The loading process in truck and shovel operations is often modelled as a stochastic
process due to the high variability. An analysis of the haul truck payload data
obtained from some mine sites around the world shows that the payload distribution
can be estimated by a normal distribution [7]. The variance associated with haul
truck payloads is typically large and depends on some parameters such as particle
size distribution, swell factor, material density, truck–shovel matching, the number
of shovel passes and the bucket fill factor. Many attempts have been made to reduce
the payload variance by using technologies such as on-board truck payload mea-
surement systems, shovel payload management systems and fleet monitoring sys-
tems. Also, to load a truck in an effective manner, the shovel operator should load
the truck within optimal payload limits using the minimum number of passes. The
optimal payload can be defined in different ways, but it is always designed so that

Surface Component of GVW*

Payload

*Gross Vehicle Weight (GVW) = Load + Truck Weight

Fig. 7.6 Effective parameters on haul truck productivity and fuel consumption [6]

Fig. 7.7 Variation of Vmax

and FC with GVW for
different TR (Caterpillar
793D) [4]
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the haul truck will carry the greatest amount of material with lowest payload
variance. The range of payload variance can be defined based on the capacity and
power of truck. The payload variance in a surface mine fleet can significantly
influence productivity due to truck congestion, or “bunching” phenomena,1 in large
surface mines [8].

The increasing of payload variance decreases the accuracy of a scheduled
maintenance programme. This is because the rate of equipment wear is not pre-
dictable when the mine fleet faces a large payload variance. Minimising the vari-
ation of particle size distribution, swell factor, material density and fill factor can
decrease the payload variance but it should be noted that it is not always possible to
control all these parameters.

The effect of payload variance on haul truck fuel consumption in different haul
road conditions is illustrated in Fig. 7.8.

In this chapter, we use the fuel consumption index (FCIndex) as a measure of haul
truck fuel efficiency. This index represents the quantity of fuel burnt by a haul truck
to move one tonne of mined material (ore or overburden) in an hour (L/(h tonnes)).

7.2.3.2 The Effect of Rolling Resistance on Haul Truck Fuel
Consumption

The rolling resistance (RR) is a major component of total resistance (TR), and it is
one of the main controllable effective parameters for haul truck fuel consumption.

Fig. 7.8 The variation of
FCIndex with standard
deviation (r) (CAT 793D) [9]

1This is where trucks loaded at rated payloads are forced to travel slowly up ramp because they are
stuck behind heavily loaded trucks which travel at low speeds.
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TR is equal to the sum of RR and grade resistance (GR) when the truck is moving
against the grade of the haul road.

RR depends on the tyre and hauling road surface characteristics and is used to
calculate the rolling friction force, which is the force that resists motion when the
truck tyre rolls on the haul road. GR is the slope of the haul road, measured as a
percentage and is calculated as the ratio between the rise of the road and the
horizontal length (see Fig. 7.9).

GR is positive when the truck is travelling up the ramp, and it is negative when it
travels down the ramp.

RR is defined as a measure of the force required to overcome the retarding effect
between the tyre and road. This resistance is predominantly measured as a

Fig. 7.9 Grade resistance [4]

Fig. 7.10 Rolling resistance and the most influential parameters [10]
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percentage of the GVW, but can also be expressed as energy divided by a distance
or force.

Tyre RR can also be characterised by a rolling resistance coefficient (RRC), a
unit-less number. RR manifests itself predominantly in the form of hysteresis losses
described as the energy lost, usually in the form of heat, when a section of vul-
canised rubber is regularly deformed, such as during the operation of a haul truck.

The parameters affecting RR can be categorised into four groups: road, tyre,
system and weather properties. Figure 7.10 illustrates the most influential param-
eters on RR.

The effective parameters on RR are also categorised into the design (D), con-
struction (C), operational (O) or maintenance (M) parameters. Table 7.3 illustrates
the parameters affecting RR, and their categories.

The surface material of the haul road is a major contributor to RR. Table 7.4
shows the RR associated with different surface types.

Estimating fuel consumption rate requires some assumptions. Figure 7.11
illustrates the relationship between the haulage operation parameters and truck fuel
consumption.

The relationships between three main effective parameters on RR and FCIndex

have been illustrated in Fig. 7.12.

Table 7.3 Influential parameters on rolling resistance

Rolling resistance Group Categorya Parameter

D C O M

Road ✓ ✓ Roughness

✓ ✓ ✓ Defects

✓ ✓ ✓ Material density

✓ Moisture content

✓ Road maintenance

Tyre ✓ ✓ ✓ Tyre penetration

✓ Tyre diameter

✓ Tyre pressure

✓ ✓ ✓ Tyre condition

✓ Tyre loading

✓ Tyre temperature

System ✓ Truck speed

✓ Driver behaviour

Weather ✓ Humidity

✓ Precipitation

✓ Ambient temperature
aD: Design C: Construction O: Operational M: Maintenance
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7.3 Loading Units

Loading equipments are applied to dig and load material in surface and under-
ground mines. They are often regarded as critical equipment because there is
typically no extra loader capacity contrary to trucks that tend to have excess
capacity. Therefore, their availability and productivity can constrain production.
Efficient loading process can lead to improved production, energy efficiency and
decreased costs.

7.3.1 Operations of Major Loading Units

The major loading units are rope shovels, hydraulic excavators and front-end
loaders (Fig. 7.13). Other loading equipment includes draglines, surface miners,
dozers, scrapers and bucket wheel excavators.

Hydraulic excavators can be configured as either front (or shovel) or backhoe
configurations. Face shovels allow for either front or bottom dumping. A backhoe’s
bucket is typically smaller in volume compared to that of a face shovel on a similar
sized machine. Backhoe shovels are capable of loading trucks located either on the
same bench level or at a lower bench (elevation) to the shovel.

Table 7.4 Surface type and associated rolling resistance [11]

Type of surface Rolling resistance (%)

In situ clay till 4–6.7

Compacted gravel 2–2.7

Compacted clay gravel 3.9

Subsoil stockpile 4.4–8.3

Compacted clay till 4.1

Subsoil on mine spoil 7.3

Fig. 7.11 Variable relationships required for truck fuel consumption estimation [4]
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The hydraulic excavator uses diesel engines or electric motors to drive hydraulic
pumps, motors and cylinders that in turn actuate the motions required to dig and
load material and propel the machine (see Fig. 7.14).

The electric shovel uses electric motors, gear reducers, drums and wire rope to
actuate the motions required for digging, loading and propelling (see Fig. 7.15).

The three primary parts of the hydraulic and electric shovel are the lower, upper
and the attachment. A large electric mining shovel is capable of maximum propel
speeds of nearly 1.6 km per h (1.0 mph) and a practical grade climbing capability
of 20%. The average work cycle of electric mining shovel can take approximately
25–45 s depending on the machine, load, swing angle, bank conditions and oper-
ator proficiency [12].

Although hydraulic face shovels provide a high degree of flexibility and can
generally produce high digging forces low in the bank, electric mining shovels are
inherently more capable of consistently generating higher production rates through
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Fig. 7.12 a The relationship between maintenance interval and FCIndex (Caterpillar 793D) [4].
b The relationship between tyre pressure and FCIndex (Caterpillar 793D) [4]. c The relationship
between truck speed and FCIndex (Caterpillar 793D) [4]
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a combination of consistent dig forces throughout the digging phase, high fill
factors, low cycle time and reduced operator fatigue [12].

The four primary motions executed by the shovel are propelling, swinging,
hoisting and crowding/retracting. In the cable shovel, the crowd and hoist motors
attain the crowd/retract and hoist motions, respectively. The hoisting equipment on
the cable shovel involves a rope drum which is reeled in or spooled out by the
electric motor-driven hoist transmissions.

Figure 7.16 depicts a typical shovel dipper trajectory. The shovel cleans free
material from the starting point (A) in the direction of the bench toe (B). Then the
position of the shovel dipper teeth changes from (B) to the start point of the
coasting phase (C). The task of moving the dipper into the final coasting phase (C–
D) is to make the bank clear [13].

Bottom dumpFront dump

Rope 
Shovel

Hydraulic 
excavator

Front end 
loader Other

Loading units

- Dragline
- Surface miner 
- Dozer
- Scraper 
- Bucket wheel excavator

Backhoe shovelFront shovel

Fig. 7.13 Loading units’ classifications

Attachment
Upper

Lower

Crawler BeltCrawler Frame

Slewing Ring

BoomHoist 
Cylinder

Bucket Cylinder

Boom

Operator’s cab

Machinery House

Stick Cylinder

Stick

Bucket 

Fig. 7.14 Typical hydraulic mining shovel assemblies
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Attachment
Upper

Lower
Crawler Belt

Crawler Frame

Slewing Gear

Hoist Rope

Dipper handle

BoomSuspension Rope

Operator’s cab

Machinery House

Gantry

Dipper 

Boom

Fig. 7.15 Typical electric mining shovel assemblies

Coasting 
Phase

Excavator Pad 
Elevation 

Undercutting

: Excavation start-up : Bench hoe
: Coasting start-up : Bench Crest

D 

C 

A B 

A B
C D

Fig. 7.16 The three separate digging phases accomplished by a cable shovel [14]

7 Energy-Efficient Loading and Hauling Operations 135



7.3.2 Effective Parameters on Loading Energy Efficiency

Energy efficiency of loading operations can be improved by enhancing the equip-
ment, ensuring better-operating conditions, selecting proper mine planning and
design, and training the operator (Fig. 7.17).

The equipment defines how the machines transform energy efficiently into useful
work in specified circumstances, although difficult operating conditions such as
sub-optimal rock fragmentation, material digability and road settings lead to con-
siderably higher energy input per unit of useful work. The mine plan and design
(which defines in how equipment is organised) have influenced on the operating
conditions, relations between equipment components, and how efficiently the
equipment is used. The combination of all of these parameters can either improve or
diminish the energy efficiency. Last but not least, operator skill and practices have a
substantial impact on energy efficiency. Research evidence exists to demonstrate
that this parameter significantly affects energy efficiency independently of the
influence of other factors [14].

7.3.2.1 Machine Design and Intelligent System

To enhance the energy efficiency of loading operations, intelligent automated
digging, spotting, swinging and loading support should be considered.

Typically, for the shovel, three aspects can improve cycle time: greater pull
torque, greater peak power and increased speed to swing and to move the dipper.
The shovel operator should have greater power and the capability to go faster from
side to side in the bank. Therefore, enhancing excavating equipment can lead to
machines that more efficiently transform energy into useful work.

Machine design and 
intelligent system

Operator skill 
and practices

Mine plan 
and design

Operating 
condition 

Effective parameters on loading energy efficiency

- Drive system design 

and control

- Digging support

- Spotting support

- Swinging support

- Loading support

- Rock fragmentation 

- Limitation

- Material dig ability

- Road settings

- Digging practice

- Hoist & crowd speed

- Bucket cut depth & Engine speed

-Position of bucket

- Dump height

- Payload management

- Dig methods

- Truck and shovel

- Pass matching

- Backhoe configurations

- Double-side loading

Fig. 7.17 Effective parameters on loading energy efficiency
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The digging torque has a significant influence on the hoist and crowd move-
ments during the excavation period. Critical energy savings can be reached using
regenerative AC drives in mining shovels. Particularly in the swing and hoist
movement, the regenerated energy increases to 80 and 22%, respectively. The
overall energy savings attained by implementing regenerative AC drives in com-
parison with non-regenerative drives is approximately 26% [15].

Moreover, it is necessary to raise the torque and horsepower for the propel task
to avoid getting stuck. Since the same motors carry out hoist and propel tasks, a
structure which reduces hoist–propel switchover time would improve the energy
efficiency. The propel task and digging operation of the shovel influence cycle
times [16].

Trajectory of the bucket (Digging Trajectory)
When it comes to the digging trajectory, both defining the optimum starting point
and choosing the appropriate type of trajectory curves can increase the energy
efficiency.

The three curves shown in Fig. 7.18 illustrate the difference in energy con-
sumption with various starting points and consequently three digging distances:
D = 3.5, 4 and 4.5 m. L0 is the distance between the new starting point and the end
of the soil pile. For every digging distance, energy consumption changes and there
is an ideal starting point which minimises energy consumption.

Swing trajectory
It is essential to optimise the position of the shovel in relation to the truck. Large
swing angles extend shovel cycle time and waste swing energy, while small swing
angle cause swing cycles to become hoist dependent [18]. With the better coordi-
nation of the shovel’s hoist and crowd tasks, the cycle time could be decreased
through the loading period. Passing through the bank and filling the bucket rapidly

En
er

gy
 (J

)

L0 (m)

Fig. 7.18 Energy
consumption with different
starting points [17]
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would be desired, but not so quick that the hoist motors get blocked and halted. In
other words, the hoist and crowd tasks should be controlled, simultaneously.

Control the hoist and crowd functions together
During the digging process, the shovel operator retracts the crowd before the hoist
motors stall and then crowds as hard as possible against the bank to fill the dipper.
If the shovel’s hoist and crowd functions are better coordinated, the cycle time
could be reduced during the loading phase. The aim would be passing through the
bank and filling the bucket quickly, but not so fast that the hoist motors stall. Mines
need a system that combines these two motions and can be controlled together. We
suggest that further research should be conducted to develop algorithms that could
control hoist and crowd together during digging. When the hoist speed falls off, it
retracts until hoist speed picks up again [16].

Collision-free trajectory
A semi-automated load assistance system (Auto Load) and a collision avoidance
system (Truck Shield) are two sample technologies based on three self-reliant
approaches which estimate the position of the haul truck corresponding to the
shovel, initially assisted by global positioning system (GPS), ultra-wideband
(UWB) ranging receivers and 3D scanning LIDAR [18, 19].

Shovel load assist program (SLAP) technology has numerous benefits such as
shovel safety, accessibility, efficiency and lower maintenance as well as faster
shovel cycle times, lower machine duty, enhanced material delivery in trucks, fewer
influences between truck and shovel and lower operator workload. SLAP is
developing equipment that will assist operators of electric mining shovels to load
trucks with higher productivity and safety.

An appropriate organisation for supporting the operator of an electric mining
excavator to avoid collisions with identified obstacles within the workspace of the
excavator is essential. This can be achieved by applying a receding horizon avoidance
filter. In this technology, the command provided by the operator is adjusted for
collision avoidance. The receding horizon avoidance filter computes the filtered
command using a receding horizon control framework. A collision-free trajectory,
which is the lowest variation from the operator’s proposed trajectory, is considered,
and the first command from the trajectory converts the filtered command [20].

7.3.2.2 Mine Plan and Design

The mine plan and design have an impact on the operating conditions, relations
between equipment components, and well-organised practice of equipment. This
combination either improves or deteriorates energy efficiency. For example,
research results show that higher production is achievable by double, rather than
single, benching. Similarly, double-side loading is proved to be slightly more
complicated than single-side loading but more productive [16]. Although
double-sided loading requires additional care to keep safety criteria, it is possible to
excavate more material per shift and to increase truck efficiency. For instance,
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spotting times in trucks loaded with double-sided loading are frequently around
35 s compared to 65 s with single-sided loading. A 30-s decrease in truck cycle
time has a non-negligible impact on production rate [21].

Truck and shovel pass matching has a critical influence on loading efficiency.
Shovels and buckets should be sized so as to fill a truck tray within 3–4 passes.
Each pass beyond this waste cycle time and energy. Cycle times for backhoe
configurations can be marginally faster in comparison to front–shovel configura-
tions [16].

7.3.2.3 Operator Skill and Practice

The operator influences vital factors and consequently defines the production rate
and energy consumption, for example, bucket fill factor and cycle time. Significant
energy inefficiency in loading operations is as a result of operator practices. The
best operators use 40% less energy per tonne of production in comparison with the
other operators. Probably, extra savings could be achieved since there is nothing
that assures that the best operator operates at the optimum energy efficiency [12].
Operator practices have an excessive influence on shovel performance; conse-
quently, operator practices should be optimal. The result of the best operator
practice is a greater proportion of cycles in the lower digging energy classifications
while keeping an appropriate loading ratio. Digging energy is a function of both
muck pile digging states and primarily digging practice. It has been observed that
the operator with the lower hoist speed and higher crowd speed accomplishes
dipper cuts in the bank and consumes greater energy during digging.

Figure 7.19 illustrates the optimization problem with the objective function
being energy per unit loading rate. The objective function reduces when the hoist
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speed increases and crowd speed decreases. The primary inference obtained from
Fig. 7.19 is that the best operator practice is accomplished when the dipper is
moved at low crowd speeds and high hoist speeds [22].

For draglines, research has suggested that the most effective factors that cause
variation in the energy efficiency of operators include dump height and
engagement/disengagement position of the bucket. Cycle time, payload and swing
in time are the less efficient parameters which lead to variation in operator energy
efficiency [23].

It has been observed that engine speed and bucket cut depth
(BCD) arrangements have an impact on fuel efficiency and productivity of a
hydraulic excavator.

By applying the map showing the influence of RPMs and BCDs on productivity
and fuel consumption, manufacturers can provide operators support with an auto-
mated system built into the excavator. Thus, the system is enabled to adjust the
engine speed and the bucket dig depth during excavating, automatically.

Figure 7.20 demonstrates the result of engine speed and bucket cut depths
(BCD) on cycle time, fuel consumption and output. To make the map simpler, cycle
time and output were joint into one unit: productivity (m3/h). The fuel consumption
design is laid over productivity to clarify the unexplored correlation between these

Bu
ck

et
 C

ut
 D

ep
th

 (%
)

Engine Speed (RPM ) 

Fuel Consump on Produc vity

Fig. 7.20 The productivity and fuel consumption [25]
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variables. The x-axis and y-axis depict the engine speeds, BCDs (in percentage),
respectively, and z-axis shows two variables, fuel consumption (litres) and pro-
ductivity (m3/h). The dependent variables are presented as a percentage gain in 5%
intervals. The behavioural configuration of the dependent variables is described
with two various coloured lines on the map. Fuel consumption (litres) is charac-
terised in blue and productivity (m3/h) in red. This map can be implemented as a
supportive database in automation process of an excavator. The engine speed and
the bucket dig depth during excavating can be arranged. To accomplish the best
likely productivity and fuel consumption rate, engine speed and BCD should be
adjusted to 1660 RPM and 50%, respectively. However, the operator will have to
consciously select between low fuel consumption and high productivity excavation
strategies [24].

Payload controlling, or filling the dipper to the proper weight, also affects the
digging cycle time. If the shovel operator could know the weight of the material in
the bucket throughout the digging procedure, then he/she could stop loading after
the desired point, and the break-out and load phase of the cycle could begin. Some
digging plans that try to minimise cycle time have a tendency to fill the bucket to
only 80% of capacity which results in more passes that would be essential if the
bucket was always filled to 100% [16].

7.3.2.4 Operating Condition

Excavator performance is significantly affected by material digability, which
depends on blasting. Material digability can be measured by excavator dig time,
which is defined as the period from when the bucket engages the muck pile to when
it begins to swing the boom across to the truck. Material digability can be influ-
enced by the equipment operator, material characteristics (rill properties, looseness,
fragmentation, etc.) and excavator type. It has been reported that a 7–58%
improvement in excavator dig time is possible from improvements to the muck pile
characteristic and operator skill [26–28].

7.4 Conveyor Transport

Conveyors are a very efficient, low-cost means of transporting sized materials in
high volumes. The most common type of conveyor used in mining is the trough
conveyor, which consists of a head pulley, drive motor and torque coupling, a
take-up mechanism, a belt constructed as a rubber ply structure or using embedded
steel cords, a set of troughs with carry and return idlers, and a tail pulley plus
transfer chutes to channel material onto and off the belt. Belts can be up to 2 m in
width, a few kilometres long and run up to 7 m/s in speed. This enables transport
capacities of up to 20,000 tonnes per h, typical of the large German lignite mines.
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There are many different types of conveyor systems used in mining applications.
Conveyors typically handle materials sized below 300 mm, so it is necessary to
employ a crusher at the feed end of the conveyor. At the discharge end of the
conveyor, there is a need to employ either a stacker or spreader. In between, the
feed and discharge stations, a variety of bench, ramp and overland conveyors are
employed (Fig. 7.21).

Mining systems are referred to as either in-pit or ex-pit systems, dependent on
the crusher location. If the crusher station is located within the pit, there are some
alternatives: fixed in-pit crushing and conveying systems (FIPCC), semi-mobile
in-pit crushing and conveying systems (SMIPCC) or fully mobile in-pit crushing
and conveying (FMIPCC) systems. Fixed crusher stations are designed to be a
permanent fixture in the life of mine. Semi-mobile crusher plants are designed in
modular architecture so that they can be periodically relocated (at intervals of say,
every 3–5 years) as a mine deepens. Truck–shovel systems work in collaboration to
feed both fixed and semi-mobile IPCC systems. In fully mobile IPCC systems, the
shovel directly feeds a mobile system comprised of a hopper, apron feeder and
low-profile crusher, commonly a hybrid roll crusher or sizer. The mobile crusher
then feeds a bench conveyor via a stinger conveyor connected to a hopper car,
mounted on rails or tracks above a relocatable bench conveyor.

The material is conveyed ex-pit via a ramp conveyor. Dependent on material
characteristics, including size distribution, bulk density and moisture content, a
ramp conveyor can manage inclinations of between 15° and 18°. This is substan-
tially more than a truck haul road, which averages only 10% gradient. Other than a
dedicated conveyor ramp, other pit exit strategies include construction of a dedi-
cated conveyor decline, shared conveyor access via widening an existing truck

Fig. 7.21 Semi-mobile IPCC system in an Australian mine
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haulage route, the use of a slot conveyor in the cusp of two of the pit walls or the
use of a high angle conveyor. The latter type of conveyor consists of novel pipe or
sandwich design and are capable of transporting materials up the slope of around
35°. To date, however, they have been restricted to lower capacity systems not
exceeding 3000 tonnes per h.

Once outside of the pit, the material will usually be transferred to an overland
(fixed) conveyor. If it is a valuable mineral or energy material, it will proceed to a
stacker discharge station that feeds the mill or handling and preparation plant. If it is
waste material, it will proceed to the waste dump, where it will be transferred to a
bench conveyor linked to a tripper car feeding a spreader. The tripper car provides a
variable off-loading point along the length of the bench conveyor, thus enabling the
spreader to travel along a waste pad systematically filling using both up-cast and
down-cast spreadings.

7.4.1 Power Efficiency

A mining truck with a 327-tonne payload capacity has an empty vehicle mass of
around 246 tonnes, dependent on the tray wear packages installed. As part of its
duty cycle, the truck needs to expend energy to vertically lift its empty vehicle mass
plus payload out of a mine and then to return the empty vehicle weight back into the
mine in preparation for the next loading cycle. This means that the total mass
moved in one round trip is approximately 2 � 246 + 327 = 819 tonnes. Thus the
ratio of moved material to total weight moved is 1:2.7, or only 38% efficient.

A troughing conveyor that has a capacity of 10,800 tonnes/h and a belt speed of
5 m per s must deliver 3 tonnes of material per second. These 3 tonnes are dis-
tributed over a belt length of 5 m. The mass of 5 m of the belt, plus a 5 m section of
the return belt, is around 600 kg. Thus, the ratio of moved material to belt mass for
the conveyor is just 1:1.2 or 81%. To this, we can add the fact that the conveyor belt
is driven by electric motors, which are around 95% energy efficient.

Belt conveyor power is measured as a function of belt velocity multiplied by
equal force. The latter is made up of the sum of main resistances, secondary
resistances, slope resistance, special main resistances and special secondary resis-
tances. Of these, the first three are the most important. Main resistances refer to the
indentation and rolling resistance of the belt; the flexure resistance of the belt and
the rotational resistance of the idlers and bearings. Secondary resistances refer to
inertial and frictional resistances due to accelerating material at the loading point
and resistance due to friction at the side walls of chutes, pulley bearing resistance
and resistance due to the wrap of belts around the pulleys. Slope resistance refers to
the potential energy required to lift the load up an inclined slope.
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7.4.2 Conveyor Belt Applications in Mining

Apparently, then, conveyor belts offer a more energy-efficient means of transporting
bulk materials. Belt conveyor operation also enhances mine safety, as around
one-third of all fatalities in Australian surface mines are related to vehicle colli-
sions. Truck operations require a significant logistics chain to supply fuel, tyres and
spare parts to a mine. Fewer supply trucks are necessary to support conveyor belt
operations, which can be beneficial for mines operating in areas with sensitive
community concerns.

With all of the advantages offered by conveying systems, why do we not see
them in use more frequently in mining operations? The answer to this question has
to do with

• Material type and sizing;
• Upfront capital expenditure;
• Flexibility (mine design limitations, ability to relocate and scale up or down);

and
• System reliability.

First, for material to be transported by conveyor belt, it must be sized to below
300 mm. While this is financially viable for ore which needs to be crushed anyway
before processing, it is regarded as an unnecessary cost for waste materials.

Second, IPCC systems require significant upfront capital investment. Total
system cost can amount to around US$80 million for systems with capacities of up
to 10,000 tonnes per h. A crusher station costs around US$15 million, and a typical
10,000 tonnes per h system might employ two such crusher stations at the cost of
some US$30 million. A spreader will cost around US$16 million. The remainder of
the system costs is then divided between bench, ramp, overland and dump con-
veyors plus the ancillary hopper and tripper cars. This upfront capital investment
has a significant influence on project Net Present Value (NPV), despite IPCC
systems offering significantly reduced operational expenditure (in the order of
between 15 and 25% less total mining cost, dependent on SMIPCC or FMIPCC
system type). Truck systems have the advantage of being able to be scaled up as
mining pits grow.

Thus, a mine can begin operations with a relatively small truck–shovel fleet and
purchase additional units to add capacity as the mine progresses. Over the life of
mine, due to shovel and truck fleet replacements, total capital expenditure is
roughly similar to that of the IPCC system. However, for truck–shovel systems
expenditure is distributed over the mine life which can lead to an NPV advantage.
Financial analysis shows that the NPV of IPCC systems wins out in the case of long
life deposits.

Third, IPCC systems require significant changes to be made to a mine plan in
comparison to a plan employing truck–shovel systems. For a start, a viable con-
veyor exit strategy is required. If a ramp conveyor is used, then the wall on which
this conveyor is located must be relatively immobile over the life of mine; this is not

144 A. Soofastaei et al.



always the case. Frequent movements of the bench (and dump) conveyors consume
large quantities of productive time, and so the optimal mine design for FMIPCC
systems will employ long linear benches. This does not suit all deposit types. The
capacity of installed IPCC systems is fixed and cannot easily be scaled up or down
to suit prevailing economic conditions (unlike truck–shovel operations, for exam-
ple, where a time of low commodity prices equipment can simply be parked up to
save money).

Finally, IPCC systems are complex series connected systems. Downtime any of
the system components will cause a system outage and stop material movement.
This includes both availability losses due to maintenance and utilisation losses due
to the bench or dump conveyor relocations. It is estimated that FMIPCC-effective
utilisation is around 64%, equivalent to 5600 productive hours per year [29]. Of
this, about one-third of the system losses are due to maintenance or repairs. The
remaining losses are utilisation losses.

7.5 Conclusions/Summary

As a result of these limitations, truck–shovel systems continue to be a predominant
system of choice for most surface mines. However, around the world, most notably
at the Technical University of Freiberg, Germany and at The University of
Queensland, Australia, research efforts are underway to address the limitations
identified above. In a world becoming more fossil fuel constrained, solving such
issues is imperative to continue the level of supply of minerals and energy com-
modities that the world currently enjoys.
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Chapter 8
Energy Efficiency in Cable Shovel
Operations

Kwame Awuah-Offei

Abstract This chapter seeks to establish the current knowledge on energy effi-
ciency of cable shovel operations. Additionally, the chapter uses a review of the
literature to make recommendations for industrial best practices and for future
research to address identified gaps in the literature. The chapter first presents the
fundamentals of cable shovel operations and the factors that affect the energy
efficiency of shovel operations. Subsequently, the chapter presents an overview of
the latest research on cable shovel energy efficiency, which is used as the basis for
the recommendations. The chapter recommends that industry practitioners should
use the right drive systems for their cable shovels, use data analytics to understand
shovel energy efficiency, and carefully evaluate the costs and benefits of energy
efficiency initiatives. The chapter also recommends that future research on shovel
energy efficiency should: (i) establish theoretical benchmarks for cable shovel
operations; (ii) account for human factors in the design of operator guidance sys-
tems to assist operators during shovel operations; and (iii) evaluate how effective
operator training programs are in improving shovel energy efficiency.

Keywords Cable shovel � Energy efficiency � Data analytics � Human factors

8.1 Introduction

Mine managers and engineers use cable shovels (also referred to as electric rope
shovels) in large-scale surface mining operations to excavate and load material into
trucks (or at-face-crushers). Engineers regard cable shovels as durable, possessing
large breakout forces, and associated with low production costs, high productivity
and low ownership costs resulting from long economic operating lives. Due to these
advantages, cable shovels are very popular in larger scale surface mining in diverse
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applications including oil sands, coal, iron ore, and metal mining. However,
because of the high initial capital costs and lack of selectivity, mining professionals
do not deploy them in smaller mines, those with short mine lives or those that
require high mining selectivity.

Cable shovels consume significant amounts of energy in a mine. Most mines
operate multiple units and each shovel requires thousands of kilojoules of electricity
to execute its motions. Consequently, energy consumption of mines that use cable
shovels for material handling, is significantly affected by the cable shovel electricity
consumption [1]. Hence, the energy efficiency of such mines can be significantly
affected by the energy efficiency of cable shovel operations. As with other equip-
ment units, energy efficiency is inexplicably linked to the productivity of the
machine and the associated production costs. Loading costs, as a percentage of the
total operating costs of surface mine operating costs, range from 3 to 35%, with a
mean of 15% [2]. Hence, an added benefit of increasing the energy efficiency of
cable shovels is the reduction in unit production costs that results from lower energy
costs per unit of production.

The threefold objective of this chapter is to: (1) establish, using a literature
review, the current knowledge on energy efficiency of cable shovel operations;
(2) make recommendations for industry best practices based on research in the
literature; and (3) make recommendations for future research to fill the gaps in our
knowledge regarding energy efficiency of cable shovel operations. The literature
review is based on searches in archival databases with emphasis on peer-reviewed
journal publications and work published since 2005.

8.2 Energy Efficiency of Cable Shovel Operations

Energy efficiency is the ratio of useful work done (energy output) to energy input.
Since cable shovels are powered by electricity from the grid, the energy input is
often directly estimated from motor current and voltage signals captured by
onboard equipment monitoring systems [3, 4]. In some instances, however, proxies
are used to describe the energy input [5]. Since the useful work done during cable
shovel loading (i.e., work done in excavating and transporting the load into a truck
or hopper) is difficult to estimate in the field [6], the amount of material loaded
(payload) is often used as a proxy for useful work done.

The most common measure of energy efficiency that researchers use for cable
shovel operations is energy per unit payload (or specific energy), which is actually
the inverse of an energy efficiency metric [7]. This practice has its basis in initial
research on shovel performance which was motivated by a desire to classify geo-
logic materials or evaluate fragmentation results [8–12]. Hence, researchers inten-
ded specific energy to be a measure of how difficult it is to excavate the material or
muck pile rather than a measure of the efficiency of the shovel in performing its
function. Nevertheless, it is now a common practice for researchers and engineers to
use specific energy or payload per unit energy consumed (which is a more
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theoretically accurate definition of energy efficiency) as a measure of the energy
efficiency of a shovel or loader. However, this practice assumes that the rate at
which a shovel loads material is of no consequence when describing efficient
loading.

On the contrary, mine managers and engineers are very concerned with the
loading rate of shovels since it drives the production rate of the entire material
handling system. Thus, this author believes the energy per unit loading rate is a
better metric for energy efficiency of cable shovel operations [13]. For example,
Babaei Khorzoughi and Hall [5] showed that for similar loading rates, a shovel can
consume widely varying energy during digging. Hence, to discuss the theoretical
basis of energy efficiency of cable shovel operations, let us define energy efficiency
of loading as the ratio of loading rate to energy input.

8.2.1 Factors Affecting Cable Shovel Energy Efficiency

The literature includes many efforts to model shovel operations or energy efficiency
by accounting for some or all of the factors or variables that affect shovel efficiency
[13–15]. A cable shovel operator moves the dipper through the muck by moving the
crowd arm and hoist ropes. Once the dipper is out of the muck pile, the operator
also uses the swing action to swing the shovel about its axis while still using the
crowd arm and hoist ropes to position the dipper over the truck or hopper. Once he
or she dumps the load into the truck or hopper, the operator swings the shovel back
into position (the crowd arm and hoist ropes are also used to reposition the dipper)
for the next cycle.

Perhaps, because of the importance of the digging phase to the overall efficiency
of shovel operations (the digging phase is also the most energy-intensive [15]), the
literature, almost exclusively, contains models of the kinematics and dynamics of
this phase [15]. Equation 8.1 shows that the digging energy of a shovel depends on
the crowd (C) and hoist (H) forces, crowd ð _cÞ and hoist ð _hÞ speeds, and the digging
time ðtdÞ [13, 16, 17]. The crowd and hoist forces are used to move the crowd
arm-dipper assembly through the digging trajectory (usually defined as the trajec-
tory of the dipper tip) and overcome the resistance, offered by the muck, to digging
[13].

E ¼
Z td

0
ðHÞð _hÞdt

|fflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflffl}
Hoist energy

þ
Z td

0
ðCÞð _cÞdt

|fflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflffl}
Crowd energy

ð8:1Þ

Based on our working definition, shovel energy efficiency depends on the
loading rate and the energy consumed during loading. Therefore, any factor that
affects these two parameters will have an impact on the energy efficiency. Research
has identified shovel characteristics; operating conditions, mine plan and design,
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and operator skill and practice as the main factors that affect shovel energy effi-
ciency [13, 16].

The shovel’s design and specifications are important in determining whether it
efficiently converts energy input into useful work or not. For energy efficient
operation, a shovel’s drives should be designed such that they efficiently transmit
and convert energy into useful work. Perhaps, the most significant innovation in
shovel drive systems recently is the introduction of alternate current (AC) drive
systems as an alternative to the direct current (DC) drive systems. The AC drives
facilitate higher loading rates (due to higher speeds, torque, and power) and reli-
ability [18]. The higher loading rate increases the energy efficiency of shovel
operations. However, whether the drives are AC or DC, regenerative drives have a
significant impact on the energy consumption, and thus energy efficiency, of a
shovel with the potential to regenerate about a quarter of the energy [15].

Both natural and design-imposed operating conditions affect the operational
efficiency and, thus, energy efficiency of cable shovels. These include the resistance
to digging from the muck pile (whether in situ material or after ground fragmen-
tation), bench profiles, and truck matching (both quantity and sizes) [13, 19–21].
For example, poor ground fragmentation that leads to difficult digging conditions
will significantly increase the required crowd and hoist forces (Eq. 8.1), which in
turn increase the energy required to dig [22]. This will decrease the energy effi-
ciency of the shovel operation. Similarly, poor truck matching that leads to the
shovel waiting for a truck to arrive will increase shovel energy consumed by the
shovel while doing no useful work. This will also decrease energy efficiency.

The effect of the operator (skill and practices) is another important factor
affecting the energy efficiency of shovel operations. The operator, within the limits
of the machine, determines the cycle time and payload, both of which affect the
energy efficiency. The cycle time depends on the trajectory, taken by the operator,
and rate of travel, which depends on crowd and hoist speeds. Both the trajectory
and the rate of travel affect the energy consumed during digging. The trajectory
affects the work done to move the crowd arm-dipper assembly and payload through
the digging cycle [13, 17]. Trajectories with greater depth of cut have been shown
to require more energy than those with lower depths of cut [21]. The rate of travel is
directly proportional to the power draw of the crowd, hoist, and swing motors
(Eq. 8.1, for hoist and crowd energy). However, higher rate of travel reduces the
cycle time which increases the rate of loading and can decrease the overall energy
consumed per cycle [16]. Payload, on the other hand, depends on how effective the
operator is at filling the bucket (fill factor). The fill factor depends on the depth of
cut (trajectory) and material characteristics [23].

These relationships can be illustrated using simulation results from the cable
shovel simulator built and presented in other publications by this author [13].
Figure 8.1 is based on simulations of a P&H 4100TS shovel using this simulator.
As seen from Fig. 8.1a, increasing hoist speed decreases the required energy.
Although this may seem contrary to Eq. 8.1, the reason for this is the decrease in
digging time that results from increasing the hoist speed (Fig. 8.1c). This rela-
tionship between hoist speed and faster digging has been observed by other

150 K. Awuah-Offei



researchers as well [4, 16]. On the contrary, increasing crowd speed increases the
digging time (deeper depth of cut trajectories result) and, thus, leads to higher
energy consumption (Fig. 8.1b, d). In fact, this author’s previous work showed that
these increases in energy consumption are substantially worse when the crowd
arm is extended so much that it reaches the physical limit [13]. It is important to
note that in all these simulations, the resulting payload was the same. Consequently,
the relationship between crowd and hoist speed and energy efficiency will be the
same as that observed from these results.

8.2.2 Ongoing Research Initiatives to Improve Cable Shovel
Efficiency

A review of the literature since 2012 reveals four main areas that are relevant to
cable shovel energy efficiency: (i) improvements in drive systems for better energy
efficiency; (ii) modeling of cable shovel dynamics to better predict shovel trajec-
tories and to control the crowd arm-dipper assembly; (iii) characterization of dipper
filling to improve fill factors and payloads; and (iv) better understanding of the role
of operators and how to assist operators to do better (Table 8.1).

Fig. 8.1 Effect of hoist and crowd speeds on shovel energy consumption: a digging energy versus
hoist speed at crowd speed of 0.25 m s−1; b digging energy versus crowd speed at hoist speed of
0.7 m s−1; c digging time versus hoist speed at crowd speed of 0.25 m s−1; d Digging time versus
crowd speed at hoist speed of 0.7 m s−1
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There is ongoing research that tries to optimize and improve how energy is
delivered to the shovel mechanisms to do excavation and loading of material into
trucks and hoppers. This work is crucial to ensure that the drive mechanisms are
efficient and energy losses are minimal. Some of the recent work continues to
explore even better ways to improve these mechanisms. For example, Abdel-Baqi
et al. [24] explored the effect of the long trailing cables, which are highly capacitive,
on the voltage quality in mines with cable shovels. Such voltage quality issues can
lead to failures that can be expensive from a capital and operational standpoint.
Their work shows how engineers can make recommendations for optimal cable
length to avoid voltage amplification that can lead to unnecessary downtimes.

Other researchers continue to refine and improve the kinematics and dynamics
models of the dipper-crowd arm assembly [26, 27]. Cable shovel kinematics and
dynamics models have been improving in the last two decades. Researchers have
increasingly used more sophisticated methods to model the motions and forces
while also addressing limitations of earlier models. For instance, Awuah-Offei and
Frimpong [13] improved upon the model in Hendricks et al. [34] by accounting for
the width of the boom point sheave. Other researchers have used more compre-
hensive methods such as the Newton–Euler approach to provide more detailed
models of the dipper-crowd arm assembly [14]. Recent work continues to refine
such models for more accurate description of the shovel digging motions [27].
Others have implemented kinematics and dynamics models as a means to evaluate
alternative designs to effect more complicated trajectories and motions by the
dipper-crowd arm assembly [26].

Other research has sought to understand how the shovel dipper interacts with
material (in situ or fragmented) to fill the bucket. The goal of such initiatives is to
understand better dipper fill factors so as to maximize payloads [23]. Related

Table 8.1 Highlights of ongoing cable shovel energy efficiency-related research initiatives

Area Sample initiatives References

Drive systems Investigating the effect of trailing cable length on
substation voltage quality
Developing fault tolerance strategies for DC
micro-grids including cable shovels

[24, 25]

Kinematics and
dynamics modeling

Developing more accurate kinematics and dynamics
models of the cable shovel front end assembly

[26, 27]

Characterizing of
dipper filling

Understanding the effect of digging dynamics on
bucket filling
Developing superior models for near real-time payload
estimation

[23, 28,
29]

Operator and
operator assistance

Further exploration of the effect of operators on shovel
efficiency and productivity
Developing intelligent systems to guide operators
during operation
Using human factors to design better interfaces for
operator guidance systems

[5, 30–33]
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research attempts to estimate, in near real time, the shovel payload based on shovel
motor current and voltage signals [28].

However, an area of research that has perhaps received the most attention is the
development of intelligent algorithms to help operators operate the shovel more
efficiently. At the basic level, modern shovels display, in the operator’s cabin,
various signals that provide intelligence that the operator can act upon. There are
various systems (either provided by original equipment manufacturers (OEMs) or
after-market installations) are commercially available that provide metrics such as
payload, various operator “errors,” and machine health information. This area
continues to receive research attention as researchers try to better understand the
effect of operators on production and efficiency [5, 20, 31]. In addition, other
researchers have been exploring the human factors in the design of the interfaces to
better make these operator guidance systems useful for improving efficiency [30].
These efforts facilitate the bridging step between unaided operation by a human
operator and autonomous operation and constitute a necessary step in the evolution
of cable shovel technology for energy and operational efficiency.

8.3 Recommendations

Based on the fundamental understanding of cable shovel energy efficiency and a
review of the current literature, the author makes the following recommendations
for industrial practice and future research.

8.3.1 Industrial Best Practices

One could make any number of recommendations for industrial best practices that a
mine manager or engineer can use to improve the energy efficiency of shovel
operations. However, it is the opinion of this author that the best thing mine
managers and engineers can do is to use the right technology to deliver energy, use
rigorous data analytics to understand the efficiency of shovel operations, and
carefully evaluate the costs and benefits of energy efficiency initiatives.

To maximize the energy efficiency of shovel operations, mines should ensure
energy is efficiently delivered to the hoist, crowd, and swing mechanisms. It is
important to properly assess the mine’s electrical system and loads to ensure adding
(if new) or the continued use of the shovel(s) will not adversely affect the quality of
the voltage delivered to the shovel motors. The electrical substations should be
designed to handle the shovel loads in a manner that deliver quality voltage and
enough power to the shovels, on demand. Beyond that, the shovel’s drive system
should be efficient in delivering the breakout forces required to dig the material and
hoist and swing the payload to dump into the trucks or hoppers. For existing (or
used) shovels, there may be some opportunities to upgrade key systems to improve
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the energy efficiency of the shovel. In this regard, good preventive maintenance
helps to ensure the shovel works efficiently all the time. It is important to ensure that
the whole drive mechanism is efficient, if the goal is to make shovel operations
energy efficient.

In addition to ensuring the machine’s drive mechanism is efficient in delivering
energy to the digging tool, mines should take advantage of current equipment
monitoring systems that generate lots of data and big data analytics tools to
understand the effect of operators and operating conditions on the energy efficiency
of shovel operations. With such data and analysis, mines can objectively understand
the drivers of energy efficiency and target these to improve energy efficiency. Many
commercial monitoring tools provide stock analytical reports and graphs to facili-
tate this analysis. Some also provide the ability to generate custom reports and
graphs that are helpful for achieving the goals of various energy efficiency initia-
tives. There is work in the literature that shows new analytics tools that can guide
mine engineers in developing such custom tools [5, 6, 20].

Mines could also use such analytical tools to guide operator training efforts
aimed at improving the efficiency of operators. This provides objective feedback to
operators, which can be used to spur improvements as the data can clearly correlate
certain behaviors to improved efficiency. In this regard, simulator training can be
very useful because the training tool itself (the simulator) can be configured to
generate the same data as the data used in the analytics so that the trainer can track
the correlation between training outcomes and actual performance [35].

As with other aspects of the mining operation, it is important that the costs and
benefits of energy efficiency initiatives to improve shovel energy efficiency are
carefully evaluated before mines implement the action plan. For example, though
we know that operator guidance systems can improve energy efficiency of shovel
operations, the costs and benefits differ for different operations. It is thus important
for mines to evaluate these costs and benefits to ascertain how such technology
would actually impact operator energy efficiency, the benefits of such improve-
ments, and the costs to the operation. It is only then that the mine’s management
can make informed decisions on whether to implement such an initiative or not.

8.3.2 Recommendations for Future Research

A review of the literature identifies some gaps in the literature that require more
work. First, there is a need for research that will establish theoretical benchmarks
for cable shovel operations. In the past, this author has proposed kinematics and
dynamics models to predict the energy consumption of shovels during digging [13].
However, this work modeled only the energy consumed during digging and did not
include the swinging energy. Also, this work did not include models of the drive
systems nor did it account for any losses. However, it is possible to account for the
swing and other aspects of the shovel loading cycle beyond the digging phase.
Future research work should address this gap in the literature so mines have a
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theoretical estimate, given specific operating conditions, of the target energy con-
sumption for shovel operations. This will be very useful in guiding shovel energy
efficiency initiatives.

Second, further research is necessary to account for human factors in the design
of operator guidance systems that assist operators during shovel operations. Often,
these in-cabin displays provide too many pieces of information that can lead to
information overload. There is already some research in this area [30]. However,
more questions remain outstanding. These include: (i) What are the most significant
cues that affect operator behavior? (ii) How should these cues be presented to
operators to be most persuasive in affecting operator behavior? (iii) How much
improvement in energy and production efficiency can be gained by operator
guidance systems? These questions can be addressed by further research.

Finally, further research is also required to evaluate the effectiveness of operator
training programs in improving energy efficiency of shovel operations. There is
only limited work in the literature that attempts to evaluate the effectiveness of
operator training in improving energy efficiency and how long any gains in
improvement last [35]. Though Dorey and Knights [35] addressed some of these
questions for draglines, the number (four operators participated in the training and
three operators were used as a control group) of participants is too few to draw any
broad inferences about the particular training program and such studies are required
for shovel operators too. However, the study shows what needs to be done to
evaluate the many operator training programs in order to establish whether and how
operator training affects energy efficiency.

8.4 Summary

The objectives of this chapter were to: (1) establish the current knowledge on
energy efficiency of cable shovel operations; (2) make recommendations for
industry best practices; and (3) make recommendations for future research. The
chapter presented the fundamentals of cable shovel operations and the factors that
affect the energy efficiency of shovel operations. It also presented an overview of
the latest research on cable shovel energy efficiency. Based on those discussions,
the work recommends that mine managers and engineers should use the right
technology to deliver energy to the cable shovel digging tool, use rigorous data
analytics to understand the efficiency of shovel operations, and carefully evaluate
the costs and benefits of shovel energy efficiency initiatives. The work also rec-
ommends that future research on shovel energy efficiency should establish theo-
retical benchmarks for cable shovel operations, account for human factors in the
design of operator guidance systems to assist operators during shovel operations,
and evaluate the effectiveness of operator training programs in improving shovel
energy efficiency.
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Chapter 9
Benchmarking Energy Consumption
of Truck Haulage

Lalit Kumar Sahoo, Santanu Bandyopadhyay and Rangan Banerjee

Abstract Haul trucks are used for material handling in most surface mines and
consume about 32% of the total energy usage in mines that use them. This chapter
deals with benchmarking approaches applicable to haul truck operation in mines.
The specific fuel consumption (SFC) is used as the energy performance index for
benchmarking energy consumption of haul trucks. Benchmarking using a statistical
approach estimates the minimum SFC based on the comparison of past aggregate
time series data and disaggregate data on fuel consumption and the production rate
of haul trucks. A model-based approach calculates the minimum SFC using a
mathematical model derived from vehicle dynamics, mass balance, and engine and
mine characteristics. This chapter presents an analysis of two case studies of haul
trucks operations at different surface mines (coal and limestone) to illustrate the
benchmarking methods. The studies revealed that benchmarking of energy con-
sumption in haul trucks using the model-based approach is appropriate for setting
the fuel consumption target in an opencast mine and assess the fuel saving potential.
The model-based approach results in minimum SFC of 89 g/t and fuel saving
potential of 17% for multiple haul trucks operating in a limestone mine. The
model-based approach shows a direction for setting rational targets for fuel con-
sumption in haul trucks and result in more energy efficient mines.
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9.1 Introduction

Benchmarking is a method to evaluate the best possible energy performance for an
industry or process. The minimum energy requirement can be evaluated using
statistical approaches, by comparing the energy performance of similar types of
industries, or by a model-based approach. Benchmarking techniques can be applied
to mining processes like truck haulage and excavation (loading) to assess their best
energy performance. This chapter presents a review of techniques for benchmarking
energy consumption in truck haulage. Before discussing the application of
benchmarking techniques relevant to mines, let us understand the energy require-
ment of mining.

Mining processes include exploration, excavation, transportation and processing
of the ore. In surface mining haul trucks are used to transport material from shovels
to waste/overburden (OB) dumps or the process plant or ore/coal stockpiles.
Benchmarking truck haulage is important as its energy consumption contributes to
about 32% of the total energy consumption in a surface mine [1]. The energy
consumption in a mine varies due to the variation of the mine topography, mine
equipment characteristics and operational practices. Energy consumed by truck
haulage in Indian opencast mines varies between 44 and 85 MJ/t from the total
energy consumption of 152–207 MJ/t [2]. The energy consumption in opencast
mines of China varies between 90 and 225 MJ/t [3] and Canada varies from 97 to
256 MJ/t [4]. An efficient truck haulage system must optimize the distance, gra-
dient, cycle time and speed to maximize the production rate for benchmarking fuel
consumption. The distance and gradient of the haul road depend on the strategic
mine plan and design, ground conditions and mine topography. Cycle time includes
load, travel, unloading and wait times. Travel time depends on the speed limits set
on the haul roads and operating speed of truck. Hence, estimation of optimal
operating speed of a truck is important to minimize the fuel consumption. The cycle
time of trucks affects theoretical material output rate and specific fuel consumption.
Vemba [5] illustrated how to optimize haulage cycle times to maximize production
rate.

Benchmarking is a process by which some performance index or efficiency is
evaluated or measured and then compared with similar establishments, processes
and systems. Performance indices and efficiency metrics for benchmarking may
include specific energy consumption (kWh/t or MJ/t), cost per ton ($/t), and specific
energy per km (MJ/t/km); and efficiency metrics such as technical and economic
efficiency metric. Benchmarking is done by comparing performance indices or
technical and economic efficiency of system to the best possible performance.
Benchmarking is a continuous process of setting performance targets, achieving the
targets, and setting new targets. Sardeshpande et al. [6] discussed two methods of
benchmarking (statistical and model-based energy benchmarking).

A theoretical benchmarking target (minimum value) is determined by
model-based approach using mathematical models and thermodynamic relations.
Theoretical minimum value based on model-based approach is always less than the

160 L. K. Sahoo et al.



statistical benchmarking target as it is based on the actual (measured) operating
parameters. The most commonly used performance indices used for benchmarking
energy consumption are specific energy consumption ðSECÞ and specific fuel
consumption ðSFCÞ (Eqs. 9.1 and 9.2 respectively).

SEC ¼ E=Q ð9:1Þ

SFC ¼ Mf=Q ð9:2Þ

E; Mf are energy consumption and mass of fuel consumed, respectively; and Q
represents the output—material handled or production of the process or industry.
The benchmarking techniques can be applied to mining processes like truck haulage
and loading as well as to total mine operations to calculate the energy consumption
targets.

Haul trucks consume 32% of the total energy usage in surface mines [1, 7]. The
energy consumed by haul trucks depend on engine parameters, like engine speed,
vehicle speed, and mine parameters such as topography, distance of haul road, and
other external parameters like rainfall, wind speed. These parameters affect the
specific fuel consumption of haul trucks operating in a mine. The diesel con-
sumption pattern of different heavy earth moving machines (HEMMs) for a typical
surface mine is given in Fig. 9.1. Diesel consumption in haul trucks accounts for
56% of the total diesel consumption [8]. Further, the quantity of fuel consumed in
haul trucks affects the cost of production per ton of material handled. Hence,
benchmarking is important to assess the energy performance of haul trucks.

Table 9.1 summarizes a review of the literature on haul truck energy efficiency
and the models used in such work. Researchers have used analytical models,
artificial neural networks, and stochastic models to study fuel consumption and
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56%

Dozer
24%

Drill
3%

Hyd. Backhoe
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Fig. 9.1 Diesel consumption
pattern for an opencast mine
in India
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energy efficiency of haul truck operations [7, 9, 10]. Past research has mostly used
analytical models to maximize the throughput by optimizing the haulage cycle,
vehicle speed and minimize fuel consumption [5, 9–14]. Chung et al. [15] used a
stochastic model to optimize the mine truck allocation and increase the material
handling rate. Tolouei et al. [16] also used a statistical model to study the effect of
the mass of vehicle on fuel consumption.

Awuah-Offei [17] conducted a review of energy efficiency in mining with
emphasis on loading and hauling. The work shows that the role of the operator is
important in energy efficiency of loading and hauling operations. The author
classified the research into energy efficiency initiatives in mining, processing and
supporting activities and recommended industrial best practices for the mining
sector to improve energy efficiency. The need for disruptive technology to achieve
closer to theoretical efficiency limits in material handling, the influence of operators
on energy efficiency in loading and hauling operations, models for life cycle cost
analysis and the effectiveness of training program in achieving the energy efficiency
goals are few areas of future research directions.

Table 9.1 Summary of research work done in haul truck and vehicle operation

Work Objective of research Model type Method/remarks

Sahoo et al. [7] Benchmarking energy
consumption for dump trucks in
mine

Analytical Constrained
optimisation

Irdemoosa et al.
[9]

Prediction of fuel consumption
for mining dump trucks: A neural
network approach

Neural
network

ANN model

Awuah-Offei et al.
[10]

Modelling truck/shovel energy
efficiency under uncertainty

Statistical Stochastic simulation

Saboohi et al. [11] Optimisation of fuel consumption
of passenger vehicle

Analytical Constrained
optimisation

Saerens et al. [12] Develop model for minimizing
fuel consumption

Analytical Dynamic optimisation

Vemba [5] Maximize throughput by
optimizing haulage cycle

Analytical Multivariate
computation

Vasil’ev et al. [13] Maximize throughput of motor
transport system

Analytical Multivariate
computation

Chang et al. [14] Minimise fuel consumption of
vehicle

Analytical Langrangian method

Chung et al. [15] Optimize mine truck allocation Probabilistic Stochastic
optimisation

Tolouei et al. [16] Effect of mass of vehicle on fuel
consumption

Statistical Cross-sectional data
analysis
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9.2 Benchmarking Techniques

Though there are several techniques available for benchmarking industrial pro-
cesses, statistical benchmarking has been mostly applied by many researchers to
benchmark the performance parameters due to its simplicity. Model-based bench-
marking is used to calculate minimum energy consumption based on the mathe-
matical models.

9.2.1 Statistical Benchmarking

In statistical benchmarking, the best performance of any process or industry is
estimated by comparing the performance parameters within the process using time
series data or cross-sectional data for similar processes or industries. Accurately
estimating the benchmarking target requires a large quantity of data. Statistical
benchmarking uses regression analysis for calculating best performance. This
chapter presents a few examples of benchmarking using this statistical approach.

Example 9.1 Boyd et al. [18] proposed an energy performance indicator (EPI) for
benchmarking industrial plant energy use. EPI is a statistical benchmarking tool,
which relates the level of energy use in a plant to the level of production along with
external factors like climate and material quality. The EPI approach uses linear
regression to estimate the lowest possible plant energy use based on these factors.
EPI is percentile ranking of energy efficiency of the plant and is a dimensionless
performance parameter. Boyd et al. used the automobile industry as an example to
illustrate how to estimate EPI. The EPI of an automobile plant was compared with
EPI of baseline plant for previous to the current year as well as with the efficient
plant. The EPI for baseline is calculated to be 40 and that of the current year is 53.
The EPI of the efficient plant was estimated at 75. Hence, the benchmarking target
for best performing plant was proposed to be 75.

Example 9.2 Phylipsen et al. [19] benchmarked energy efficiency of Dutch
industries by comparing their current level of energy efficiency with that of most
efficient plant of the countries and regions. They used an energy efficiency index
(EEI) as the performance indicator to benchmark the energy efficiency.

They defined the EEIa of an industrial sector (a) as:

EEIa ¼ 100
SECa

SECref;a

¼ 100
P

i Ei=
P

i Yi
ðPi YiSECref;iÞ=

P
i Yi

¼ 100
EaP

i YiSECref;i

ð9:3Þ
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where Ea and SECa are energy consumption and specific energy consumption for
sector a; SECref;a is the reference specific energy consumption of best-operating
plant in sector a; and Ei and Yi indicate the energy consumption and production for
product i. Chauhan et al. [20], Chung et al. [21], and Omid et al. [22] have all used
regression analysis for benchmarking energy consumption for industries. However,
only a few studies have carried out energy benchmarking in the mining sector based
on statistical methods. Cooke and Randal [23] discussed energy use benchmarking
for opencast coal mining. They established range of energy efficiency benchmarks
and targets based on studies undertaken at a number of coal mines in Hunter valley
[23]. They estimated a benchmark target of 19.6 MJ/m3 for opencast mines without
draglines and a target of 14 MJ/m3 for opencast mines with draglines. Reddy et al.
[24] studied Indian opencast coal mines using data envelope analysis.

Authors have used a statistical technique for benchmarking energy consumption
of haul trucks operating in Dipka opencast mine of M/s South Eastern Coalfields
Ltd, Bilaspur, India [8, 25]. We used total diesel consumption data of the haul
trucks operating in the mine. We have taken the minimum specific fuel con-
sumption (SFC) from past 3 years’ progressive data to benchmark diesel con-
sumption. However, this approach can not accurately assess the benchmark value as
the progressive SFC of previous years does not consider the present energy per-
formance of haul trucks. Hence, we formulated the statistical benchmarking method
using disaggregate diesel consumption of the mine equipment for the year of the
study.

Benchmarking based on actual field measurements can be done using disag-
gregate data of fuel consumption from individual equipment. This method requires
instrumentation to measure the required parameters during the trial period to cal-
culate the benchmarking index. Since, different capacities of dump trucks operate in
surface mines to transport material from shovels to crushers or dumping points, the
specific fuel consumption (SFC) is a good performance index for benchmarking.
The mathematical formulation [25] for benchmarking using a statistical bench-
marking approach based on disaggregate data for individual haul trucks operating in
a mine is given in Eqs. 9.4–9.8. This formulation is only useful for the haul trucks
operating in mines in which measurement of the payload is not possible. Few
manufacturers have real-time equipment monitoring software (e.g. Caterpillar’s
vital information management systems (VIMS) software) that are capable of
measuring the payload. The global positioning system (GPS)-based vehicle/fleet
management software was used to monitor the number of trips, payload, cycle time,
wait time to maximize the material handling rate of haul trucks.

The specific fuel consumption (SFC) of a single dump truck is defined as the
ratio of diesel consumed mfðtÞ during field trial period (t) to the material handled.
The material handled is determined as the product of shovel bucket capacity ðCbÞ,
actual numbers of buckets nbðtÞ filled in dump trucks during the trial period (t), and
fill factor ðCfÞ mfðtÞ and nbðtÞ are measured parameters whereas Cb is design
capacity and fill factor Cf ¼ 0:8ð Þ is assumed.
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SFC1 ¼ mfðtÞ
CbnbðtÞCf

ð9:4Þ

If ‘Qi’ is the material handling rate in cubic meters per year by different capacity
dump trucks (i ¼ 1; 2; 3. . .Þ, an analyst can obtain the benchmark SFC (SFCBM) of
multiple dump trucks using Eq. 9.5 for rainy and dry seasons. The minimum SFC is
considered as the benchmark for the same capacity dump trucks operating on the
same routes.

SFCBM ¼
Min

Pn

i¼1
SFCiQi

Q
ð9:5Þ

where,

Q ¼
Xn

i¼1

Qi ð9:6Þ

Average SFC of dump trucks for the rainy or dry season is estimated as:

SFCAvg ¼
Avg

Pn

i¼1
SFCiQi

Q
ð9:7Þ

Equations 9.4–9.7 are used for calculating benchmark SFC and average SFC for
rainy and dry seasons. Equation 9.8 estimates the practical minimum SFC for the
whole year. Tor and Tr are a number of months of a year for dry and rainy seasons,
respectively.

SFCpractical minimum ¼ SFCBM;orTor þ SFCBM;rTr
12

ð9:8Þ

The trial period assumptions and conditions include:

• The trial period for field measurement of each haul truck is 2 h.
• Diesel consumption is measured by tank fill method in diesel pump.
• Shovels should be engaged in loading operation only.
• Number of trips is counted or taken from trip report of GPS data.
• Annual material handling of haul trucks (Q) is taken from previous year data.

The above method is based on the number of buckets loaded by shovel into the
haul truck and the bucket capacity. If the sophisticated VIMS/GPS based vehicle/
fleet management software are installed in haul trucks, specific fuel consumption
for each haul truck shown in Eq. 9.4 is calculated as the ratio of fuel consumption to
actual payload, measured directly.
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9.2.2 Model-Based Benchmarking

Model-based benchmarking estimates the benchmarking target for a process based
on mathematical models that use thermodynamic relationships, vehicle dynamics,
and other theoretical relationships. Also, this approach correlates model variables to
the process requirements [6, 7].

Example 9.3 Sardeshpande et al. [6] proposed an energy benchmarking model for
glass furnaces using mass and energy balance including heat loss equations for
different zones and empirical equations based on operating practices. The model
was verified for field data of end fired glass furnace. The minimum energy con-
sumption of 3830 kJ/kg is estimated for a 100 TPD glass furnace. The potential of
energy saving of about 20–25% is possible by comparing the similar glass furnaces
of similar production scale. The model can be applied to estimate the target energy
performance for a new design as well as an operating furnace.

Sahoo et al. [7] developed a mathematical model for calculating specific fuel
consumption (SFC) of truck haulage systems for surface mines using vehicle
dynamics and engine and mine characteristics. Figure 9.2 shows the model input
parameters in the modelling framework of the energy benchmarking of haul trucks
in [2].
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Fig. 9.2 Schematic of energy benchmarking for dump trucks in a mine [2]

166 L. K. Sahoo et al.



Sahoo and co-workers modelled SFC of haul truck as:

SFC ¼ f ðVce;Vec; tload;UL;WL;WE; L; twait; h;mf ;idleÞ ð9:9Þ

From Fig. 9.2, the specific fuel consumption varies with speed of haul trucks,
distance and payload. The speed of empty haul trucks and loaded haul trucks are the
two decision variables for the optimization problem. The fuel consumption is
dependent on the speed of the truck and torque. The torque depends on the payload
of the truck. For a constant payload, speed of empty haul truck and speed of loaded
haul are only two variables which affect specific fuel consumption. Hence, these
two variables are taken as decision variables for optimization. The optimal speed of
operation for empty and loaded haul trucks are calculated by solving the opti-
mization problem using Excel solver.

9.2.2.1 Optimization of Specific Fuel Consumption

Haul trucks are allocated in each shift at the loading points (excavators) for loading
and transportation of ore/coal to crushers or stockpiles and overburden to waste
dumps. A generic surface mine transportation problem with M dumping points
(crushers, stockpiles and waste dumps), N excavators and K dump trucks are shown
in Fig. 9.3 [7]. The loaded dump trucks move from excavators to dumping points
and the empty dump trucks return back to excavators to complete the cycle. The
dump trucks consume fuel during loading, unloading, waiting and travel period.
The fuel consumption in dump trucks varies with many variables including dis-
tance, speed, payload, and material handling demand. The objective of the mod-
elling framework is to determine the operating strategy for the haul trucks in order
to minimize the specific fuel consumption. The modelling framework [7] is pre-
sented in Eqs. 9.10–9.47.

The gross mass of dump truck ðWGÞ is the sum of the weight of empty dump
truck ðWEÞ and the payload ðWLÞ. The payload is defined as the material carried by
a dump truck in a single trip.

The mass balance of a dump truck is given as:

WG ¼ WL þWE ð9:10Þ

The payload is restricted by the maximum capacity of the dump truck ðWL;maxÞ
as given in Eq. 9.11:

WL �WL;max ð9:11Þ

The power required by the empty dump truck moving from dumping point to
excavator ðPceÞ is the sum of power required at constant speed profile (drag, fric-
tional, and gradient resistance) and the power required due to acceleration [26] as
shown in Eq. 9.12. The power required by the loaded dump truck moving from
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excavator to the crusher ðPecÞ is obtained in a similar fashion and given in Eq. 9.13.
a is constant for drag resistance b; c are constants for rolling, friction and gradient
resistances.

Pce ¼ VceðaVr;ce2 þ bWEÞþ 0:5WEVce3

L
ð9:12Þ

Pec ¼ VecðaVr;ec2 þ cWGÞþ 0:5WGVec3

L
ð9:13Þ

Vr, the velocity of the wind relative to ground is given as:

Vr ¼ V � U cos b ð9:14Þ
In Eq. 9.14, U speed of wind and direction of wind is indicated by a positive

sign (direct headwind) or a negative sign (direct tailwind). The effect of crosswind
is neglected ðb ¼ 0Þ in both the cases of direct head and tailwind. The relative
velocity is equal to average speed of the dump truck for still air ðU ¼ 0Þ.

The power supplied to the dump truck is restricted by the maximum engine
power ðPmaxÞ:

Pce;ec �Pmax ð9:15Þ
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Fig. 9.3 Schematic of a transportation network of opencast mine [7]
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The vehicle speeds for the empty and loaded truck are restricted by their max-
imum speed (Vmax):

Vce;ec �Vmax ð9:16Þ

In Eqs. 9.12 and 9.13, constants a; b; c for negative gradient mine are given as:

a ¼ 1
2
CdqairAF ð9:17Þ

b ¼ g cos hðf þCrrÞþ g sin h ð9:18Þ

c ¼ g cos hðf þCrrÞ � g sin h ð9:19Þ

where, Cd is drag coefficient, Crr is the coefficient of rolling resistance, AF is frontal
area of haul truck, and h is mine gradient. The negative gradient mine implies that
the loaded dump truck is assisted by the gravity and hence negative sign is taken for
g sin h in Eq. 9.19 for gradient resistance. The positive sign is taken for g sin h in
case of empty dump truck as shown in Eq. 9.18.

The engine power of an internal combustion engine is a function of the angular
velocity of the engine [27] shown in Eq. 9.20.

PðwÞ ¼
X3

i¼1

Piwi ð9:20Þ

P1, P2;P3 are constants for direct injection diesel engine and are obtained from
engine characteristics curve supplied by the manufacturer.

The engine power available ðPavailÞ is given as Eqs. 9.21 and 9.22 by converting
angular velocity to linear velocity using Eq. 9.23.

Pavail;ce ¼ a1Vce þ a2Vce2 � a3Vce3 ð9:21Þ

Pavail;ec ¼ a1Vec þ a2Vec2 � a3Vec3 ð9:22Þ

a1; a2; a3 are constants. These are constants of direct injection diesel engine
defined in Eq. 9.20 and obtained after conversion from angular velocity to linear
velocity.

The speed of dump truck ðVceÞ and ðVecÞ are given as:

Vce;ec ¼ Rww
GR

ð9:23Þ

where Rw is wheel radius, w is angular velocity and GR is gear ratio.
The maximum speeds of dump truck Vmax;ce and Vmax;ec are obtained by equating

Eqs. 9.12 and 9.13 with Eqs. 9.21 and 9.22 at the condition of the maximum
power that engine can deliver.
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The brake specific fuel consumption of dump truck BF;ce and BF;ec are given as:

BF;ce ¼ b1V
2
ce � b2Vce þ b3 ð9:24Þ

BF;ec ¼ b1V
2
ec � b2Vec þ b3 ð9:25Þ

b1, b2, b3 are constants obtained from the engine characteristics.
The fuel consumption of the dump truck ðmfÞ moving between a dumping point

and an excavator and return journey are given as:

mf;ce ¼ PceBF;ce ð9:26Þ

mf;ec ¼ PecBF;ec ð9:27Þ

The travel times from ith dumping point to jth excavator and return journey are
calculated as:

tij ¼ Lij
Vce

i ¼ 1; 2; 3. . .M; j ¼ 1; 2; 3. . .Nð Þ ð9:28Þ

tji ¼ Lji
Vec

i ¼ 1; 2; 3. . .M; j ¼ 1; 2; 3. . .Nð Þ ð9:29Þ

The generalized equation for the fuel consumption per trip ðMf; ijÞ of each dump
truck moving between ith dumping point and jth excavator is given as Eq. 9.30.

Mf;ij ¼ mf;ijtij þmf;jitji þmf;idleðtload;UL þ twaitÞ ð9:30Þ

where

tload;UL ¼ tload þ tUL ð9:31Þ

In the present model, tload;UL is assumed to be constant.
For optimisation,

twait ¼ 0 ð9:32Þ

The travel time ðttravelÞ and cycle time of the dump truck ðtd;cycleÞ are given as
follows:

ttravel ¼ tce þ tec ð9:33Þ

td;cycle ¼ tload;UL þ ttravel ð9:34Þ
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The waiting time is the time the dump truck has to wait at the excavator before it
is loaded for its subsequent trip. The waiting time of the dump truck is given in
Eq. 9.36.

If; td;cycle\ndtload ð9:35Þ

twait ¼ ndtload � td;cycle ð9:36Þ

The cycle time of the dump truck given in Eq. 9.34 is modified as Eq. 9.37
considering waiting time:

td;cycle ¼ tload;UL þ ttravel þ twait ð9:37Þ

The number of trips ðxceÞ per hour is calculated using Eq. (9.38):

xce ¼ 60
td;cycle

ð9:38Þ

The theoretical output of a dump truck ðqdÞ per hour is calculated using
Eq. 9.39:

qd ¼ WLxce ð9:39Þ

The specific fuel consumption of a dump truck ðSFCdump truckÞ operating between
a dumping point and an excavator is defined as the ratio of the fuel consumed by
dump truck to the material handled in the same time period and is given in Eq. 9.40.

SFCdump truck ¼ xceMf;ce

qd
ð9:40Þ

The formulation of the optimisation is given as:
Minimize

SFCdump truck ¼

PM

i¼1

PN

j¼1
HXijMf;ij

PM

i¼1
Di

ð9:41Þ

Subject to the following constraints:
Material transported from all excavators is greater than the material handling

demand of each crusher ðDiÞ:

XN

j¼1

XijWLH�Di ði ¼ 1; 2; 3. . .MÞ ð9:42Þ
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If there is no stockpile, then material handled by dump trucks are directly fed to
the crusher hopper. In that case, material handled by the dump trucks is less than the
crusher capacity ðQc;iÞ:

XN

j¼1

XijWL �Qc;i ði ¼ 1; 2; 3. . .MÞ ð9:43Þ

Material handled by the dump trucks is less than the excavator capacity ðQe;jÞ:

XM

j¼1

XijWL �Qe;j ðj ¼ 1; 2; 3. . .NÞ ð9:44Þ

The total number of dump trucks transporting material from all excavators is
equal to the total number of dump trucks received at all dumping sites:

XN

j¼1

ndj ¼
XM

i¼1

ndi ð9:45Þ

where

ndj ¼ td; cycle; ij
tload

ði ¼ 1; 2; 3. . .M; j ¼ 1; 2; 3. . .NÞ ð9:46Þ

And, nd ¼ roundðnd; 0Þ
Similar dump trucks with same engine characteristics and capacity are assumed

to operate in each route for multiple dump trucks model.
Total number of trips made between ith dumping site and jth the excavator is

given as:

Xij ¼ ndjxij ð9:47Þ

All variables are positive,

nd, is an integer variable For mine transportation problems with M crushers or
dumping sites, N excavators and K dump trucks, the number of variables and
constraints depend on the value of M and N.

9.2.2.2 Solution Procedure

The model for multiple dump trucks operating between multiple crushers and
multiple excavators is solved by linear programming using the simplex method.
The fuel consumption for each route is minimized by finding the optimal speed
profile. The minimum fuel consumption per trip ðMf;ijÞ calculated for each route
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between ith dumping site and jth excavator is taken as input data for the LP problem
to minimize the specific fuel consumption of the transport network for given
material handling demand. That LP problem is solved in excel solver with an
objective function to minimize the specific fuel consumption given in Eq. 9.41
subject to constraints Eqs. 9.42–9.47 including Eqs. 9.10–9.40. This research work
uses analytical and statistical models to optimize the fuel consumption and theo-
retical material output of haul trucks. The modelling approach minimizes the
objective function (SFC) using optimization techniques though this estimate is
difficult for the industry to achieve as a benchmarking target. A case study of a large
surface coal mine in India is used to illustrate statistical benchmarking. The work
calculates practical minimum SFC based on actual field measurement of sample
trucks. Following this, the case study of a limestone mine is used to illustrate the
model-based approach.

9.3 Case Studies on Benchmarking of Haul Trucks

9.3.1 Statistical Benchmarking

A study conducted by Central Institute of Mining and Fuel Research (CIMFR),
India at one of the largest opencast mines of Coal India Ltd (CIL) in India is used as
the case study for statistical benchmarking. In this case study, CIMFR proposes a
benchmarking target for specific fuel consumption (SFC) by comparing annual
progressive SFC of the previous 3 years. This resulted in a benchmark SFC of
0.81 l/cu.m. for the mine and 0.47 l/cu.m. for haul trucks [8]. The specific energy
consumption is calculated to be 31 MJ/cu.m. for the coal mine and 17.98 MJ/cu.m.
for haul trucks, assuming a heating value of diesel of 46 MJ/kg and specific gravity
of diesel of 0.832. Diesel consumption and SFC analysis for the 3 years in question
are given in Table 9.2. The annual progressive SFC was considered for bench-
marking as the monthly SFC varies significantly due to seasonal effects on the
performance of haul trucks. The monthly SFC varies from a minimum value of
0.39 l/cu.m. in October 2014 to a maximum of 0.93 l/cu.m. in August 2012.

The authors also used disaggregated data of individual haul trucks of different
capacity (240t, 120t, 100t) and model (BEML/Caterpillar/Terex) used in the mine
for transporting overburden (OB) and coal for benchmarking. The installed capacity
of the mine is 25 Mt/y, whereas the present coal production is 41 Mt/y.

CIMFR used individual data for haul trucks with a composite production of 14.1
Mcu.m. in 2014–2015 to estimate a benchmarking target of specific fuel con-
sumption (SFC), at one of the largest opencast coal mines of Coal India Ltd
(CIL) in India, to be 0.45 l/cu.m. Only departmental coal and department over-
burden were used for calculating the composite production. The specific energy
consumption benchmarking of the haul truck is calculated to be 17.22 MJ/cu.m.
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The input data for calculating the benchmarking target of SFC for rainy and off
rainy seasons was taken from the Tables 9.3 and 9.4.

The authors estimated the best-operating SFC for off rainy, using Eq. 9.5 and
data in Table 9.3, to be 0.42 l/cu.m. Similarly, the authors estimated the
best-operating SFC for rainy season, using Eq. 9.5 and data in Table 9.4, to be
0.52 l/cu.m. The results are given in Table 9.5.

Now, using Eqs. 9.7 and 9.8, the practical minimum and average SFC is 0.45
and is 0.50 l/cu.m., respectively. The fuel saving potential (S) in a mine is calcu-
lated by comparing the practical minimum SFC with the average SFC and calcu-
lated using Eq. 9.48. The diesel saving potential in the mine is estimated as 10%
using disaggregated data.

S ¼ SFCAvg � SFCPractical minimum

SFCAvg
� 100 ð9:48Þ

The benchmark SFC obtained by the statistical benchmarking approach using
disaggregate data is 0.45 l/cu.m. and aggregate data is 0.47 l/cu.m. Though the
difference in the results obtained by the two approaches is negligible, statistical
benchmarking using disaggregated data is more pragmatic as results are based on
field measurement.

9.3.2 Model-Based Benchmarking

A case study of a limestone surface mine located in Rajasthan, India is used to
illustrate the model-based approach of benchmarking [7]. For a single dump truck

Table 9.2 Progressive SDC analysis of mine and haul trucks

Year Composite
OB (Mcu.
m./y)

Total diesel
consumption in
Mine (Ml/y)

Diesel consumption
in dump
trucks (Ml/y)

Progressive
mine
SFC (l/cu.m.)

Progressive haul
truck SFC (l/cu.
m.)

2012–13 10.4 11.2 7.27 1.072 0.69

2013–14 12.0 11.18 6.27 0.93 0.52

2014–15 14.1 11.50 6.60 a0.81 a0.47
aMinimum SFC

Table 9.3 Input data for estimating minimum SFC for off rainy season

Capacity of
dump truck

SFC (l/cu.
m.)

Distance (km) Effective
SFC (l/cum/km)

Q = Material handled
(2014–15) in (Mcu.m.)

240t 0.44 1.76 0.25 7.48

120t 0.44 0.65 0.67 2.44

100t 0.39 0.65 0.60 4.10

Total Q = 14.1
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of 65t capacity, operating between a crusher and an excavator 1.5 km apart, the
minimum SFC is 84.8 g/t. Three trucks are required to serve the loading point to
achieve optimal SFC for multiple dump trucks moving between a crusher and
excavator for a distance of 1.5 km by solving optimization model. Haul trucks of
two different capacities (52t, 65t) operate between three excavators and two
crushers to fulfill the material handling demand of 2600 t/h. The model estimates
the optimal SFC to be 89 g/t for multiple dump trucks by solving Eqs. 9.10–9.47.
The model estimates the optimal speeds to be 28 and 25 km/h for empty and loaded
dump trucks, respectively, and an optimal number of trucks to achieve minimum
fuel consumption to be three. SFC varies with payload, distance and operating
speed of the haul trucks.

The variation of SFC with payload is shown in Fig. 9.4. SFC decreases with
payload and minimum SFC is 84.8 g/t. The specific energy consumption calculated
for multiple dump trucks is 10.48 MJ/cu.m. (89 g/t). The lower value of specific
energy consumption is due to the mine topography. The limestone mine is a down
gradient mine and the material is transported by loaded truck from higher to lower
elevation. A potential fuel saving of 17% is estimated by comparing with monthly
SFC from 2008 to 2009 (a range of 106 g/t to 152 g/t) using the model-based
approach. For the same mine, the average SFC for haul trucks, calculated using the
statistical approach, is 120 g/t and is equivalent to 14.46 MJ/cu.m. The
model-based approach considers the engine and mine parameters as well as external
parameters to obtain minimum SFC and is applicable for haul trucks operating in
any mine topography. The statistical approach is mine specific and required more

Table 9.4 Input data for estimating minimum SFC for rainy season

Capacity of
dump trucks

SFC (l/cu.
m.)

Distance (km) Effective
SFC (l/cum/km)

Q = Material
handled (2014–15) in (Mcu.
m.)

240t 0.43 2.2 0.195 7.48

120t 0.73 2.9 0.25 2.44

100t 0.59 2.97 0.198 4.10

Total Q = 14.1

Table 9.5 Average and minimum SFC for rainy and off rainy season

Capacity of dump trucks Average
SFC (l/cu.m.)

Minimum
SFC (l/cu.m.)

Off rainy Rainy Off rainy Rainy

240t 0.44 0.45 0.44 0.43

120t 0.61 0.87 0.44 0.73

100t 0.43 0.71 0.39 0.59

Aggregate SFC (Using Eqs. 9.5 and 9.7) 0.46 0.59 0.42 0.52
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data for accuracy. The minimum SFC in the statistical approach is calculated based
on the average energy performance of a sample of haul trucks.

The authors also conducted a sensitivity analysis of the model for a 65t capacity
dump truck. The sensitivity index [7] is defined in Eq. 9.49 as the ratio of change in
SFC computed to the expected change in input base value.

Sensitivity Index =

ðSFC,Changefrombase input�SFC,base input)
SFC,base input

ðChange frombase input�Base input)
Base input

ð9:49Þ

A positive sensitivity index indicates that an increase in base value increases the
SFC and vice versa. A negative sensitivity index indicates that an increase in base
value decreases the SFC and vice versa. The sensitivity analysis of the SFC for a
65t capacity dump truck operating in down gradient and up gradient mines is
analyzed by Sahoo et al. [7]. An increase in the base value of the payload (65t) by
5% decreases SFC by 2.7% whereas the same decrease in base value of payload
increases SFC by 3.18% for down gradient mines. The SFC decreases by 2.83%
with an increase in base value of the payload by 5% for up gradient mine.

The SFC of the dump truck decreases with increasing payload so long as the
rated payload is not exceeded significantly and the minimum SFC of 84.8 g/t is
estimated at the maximum payload of 65t as shown in Fig. 9.4. The material
handling rate of a dump truck increases with operating speed. However, the SFC
also increases with speed and subsequently with handling rate. The SFC of the
dump truck decreases with gradient for a down gradient (negative gradient) mine
and vice versa for an up gradient (positive gradient) mine. The SFC of the haul
trucks also varies linearly with haulage distance.
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9.4 Discussions

Benchmarking haul truck operations in surface mines can help to set rational targets
for the energy consumption by haul trucks and result in more efficient mining
operations. Though the statistical approach based on aggregate data is more simple
and easy to apply for benchmarking, it may not give the appropriate benchmarking
target. For example, if we decide the benchmarking target will be the minimum
value of annual progressive specific fuel consumption (SFC) of haul trucks from
last three years and the minimum value occurs in the first of the three years, the SFC
value may change depending on the haul distance, gradient and number of
machines used during the period. This will not account for recent performance and
operating conditions of haul truck. Hence, the statistical benchmarking approach
based on disaggregate data may be better for setting the benchmarking target.
However, operating parameters of haul trucks such as payload, distance and speed
are not taken into account.

Model-based benchmarking for dump trucks developed by Sahoo et al. [7] is the
most appropriate method because it considers engine parameter, mine parameters as
well as external parameters to obtain the minimum SFC. It can be applied to haul
truck operations for any surface mine with variations in mine topography whereas
statistical benchmarking is applicable for a specific mine and is based on the
average performance. However, due to some assumptions considered in the model,
such as zero waiting time and idle engine characteristics, the model is limited in its
ability to predict the theoretical value of the benchmarking target. The model-based
approach can appropriately predict the minimum SFC than statistical approach.

Statistical benchmarking based on disaggregating data of haul trucks is useful for
single as well as multiple haul trucks operating in a mine as it evaluates the present
best-operating practice from actual field measurements. The benchmarking index is
calculated using simple mathematical equations. When benchmarking a number of
similar mines or processes, statistical benchmarking is better as it is simpler and
determines target by comparing the performance index. The model-based approach
is generic and can be applied to any surface mine regardless of the type of material
(coal, manganese, limestone, iron ore, zinc, etc.). The effect of different operating
relevant parameters like the speed of haul trucks, haul distance, gradient, and
payload can be analyzed using model-based benchmarking. In addition, it facilitates
decisions for optimal truck allocation to optimize the fuel consumption and reduce
the cost of extraction.

Based on the models and discussions, the authors offer the following recom-
mendations to optimize fuel consumption:

• Operate dump trucks at their optimal operating speed calculated using model.
• Allocate an optimal number of trucks at excavators/shovels.
• Maximize payload during loading ore in haul trucks.
• Install equipment monitoring software in haul trucks to monitor number of trips,

wait time, cycle time so as to maximize the material handling rate.

9 Benchmarking Energy Consumption of Truck Haulage 177



The benchmarking truck haulage for energy efficiency is a new and emerging
area of research in the mining sector. Only limited work has been done relating to
benchmarking fuel consumption for mine transportation using truck haulage. Sahoo
et al. [7] have given a direction for the future direction of benchmarking energy in
mining using a model-based approach.

Some possible future research directions include:

• Standardization of methodology of benchmarking using disaggregate data for
haul trucks for different topography, material and geo-climatic conditions

• Optimization of operational parameters like operating speed, payload, gradient,
etc.

• Better understanding of the effect of monsoon on specific fuel consumption of
haulage trucks (relevant for India)

• Selection of haul truck-shovel combination for optimization of fuel consumption
• Optimisation of fuel consumption in haul trucks considering uncertainty of

material handling demand, soil density, mine and environmental conditions
• An analysis of the 3-D mine topography to plan optimal mine progress and

minimum SFC
• Evaluation of the feasibility of low-carbon mining operations using electric

vehicles and renewable energy.

9.5 Conclusions

This chapter presented a review of benchmarking of energy consumption in haul
truck operations in surface mines. The chapter presented a methodology of
benchmarking specific fuel consumption using a statistical approach based on both
aggregate and disaggregate data of fuel consumption and material handling rate.
The statistical approach is illustrated with the case study of a large surface coal
mine in India and resulted in minimum SFC of 17.98 MJ/cu.m. using aggregate fuel
consumption of haul trucks and 17.22 MJ/cu.m using disaggregated fuel con-
sumption data. The statistical approach is useful for quick assessment of the min-
imum energy required per ton of throughput in haul trucks using the field data.

The chapter also presented a model-based approach based on the optimization of
specific fuel consumption using a mathematical model that accounts for operating
parameters. The application of the model resulted in SFC benchmark of 89 g/t
(10.48 MJ/cu.m.) for a limestone mine in India. The model-based approach is
recommended for benchmarking energy consumption in haul trucks as it is based
on a generic model that accounts for operating parameters. The benchmarking
methods discussed in this chapter can be applied to other heavy earth moving
machines like hydraulic excavators and dozers to establish the specific fuel con-
sumption norm. Hopefully, the contents of the chapter will encourage further
research work on benchmarking in truck haulage. This will also help practicing
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mine engineers (mining and mechanical), who want to implement benchmarking
techniques to save fuel and minimize the cost of extraction in mines.
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Chapter 10
Role of the Operator in Dragline Energy
Efficiency

Maryam Abdi-Oskouei and Kwame Awuah-Offei

Abstract Dragline operators, as controllers of one the most energy-intensive
equipments in surface coal mines, play a significant role in dragline energy effi-
ciency and thus mine profitability. The literature lacks work that explores moni-
toring system data and applies data-driven methods to gain a better understanding
of dragline operation and develop more effective training approaches. This chapter
provides a framework for assessing dragline energy efficiency performance using
monitoring data and using such work to improve operator training. The first step in
improving dragline performance is the assessment using data from dragline mon-
itoring systems to estimate an overall performance indicator. Next, the analyst
should apply a comprehensive algorithm to quantify the relationship between dif-
ferent operating parameters and the overall performance indicator. Finally, opera-
tors’ performance can be improved by using the results to optimize operator
training.

Keywords Energy efficiency � Operator’s skills � Data-driven analysis
Mining equipment performance � Dragline

10.1 Introduction

Coal plays an important role in electricity generation and steel production.
Coal-fired power plants generated about 40% of total electricity worldwide in 2012.
U.S. Energy Information Administration (EIA) predicts that by 2040, control
policies over power plant air pollution and greenhouse gas emission will reduce the
role of coal as a dominant fuel for electricity generation in many countries.
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However, in China and India, coal-fired power plants will continue to generate a
great portion (69% combined by 2040) of electricity [1].

More stringent regulation on the carbon footprint of coal’s full life cycle (from
cradle-to-grave) forces the mining sector to improve operational efficiency to
remain environmentally and economically viable. Based on the U.S. Department of
Energy (DOE) energy bandwidth study, there is a high potential for improving
energy efficiency in the mining sector [2]. Improving energy efficiency of the
mining sector will benefit it by decreasing energy cost, carbon footprint, and
environmental costs [3].

The dragline is one of the most energy-intensive equipments in surface coal
mines. With high production rate and low cost of operation, draglines are com-
monly used for removing large amounts of overburden to expose coal seams for
extraction. Draglines consume about 15–30% of total mine energy consumption.
Improving dragline energy efficiency has a significant impact on the mine energy
efficiency and profitability [4]. Dragline operation, not including the walking pro-
cess, is a cyclic process and consist of filling the empty bucket, hoisting the bucket,
swinging out or away to the dumping pile, dumping, returning to the digging spot,
and positioning the bucket to start the next cycle. Dragline operation performance is
influenced by operating conditions, equipment characteristics, mine design and
planning, and operator skills.

Studies have shown that operators have a significant effect on dragline energy
efficiency [5–8]. This represents a significant energy efficiency improvement
opportunity, given that most of the other factors (perhaps with the exception of
mine planning and design) are not as easy to control as operator effects.
Consequently, a focus on the role of operators in dragline energy efficiency is
warranted.

As pointed by Levesque et al. [9], higher emphasize on production rather than
energy conservation is one of the challenges in energy efficiency programs of the
mining sector. Lumley [10] shows that a switch in the strategies of mining com-
panies, from a cost-conscious to a volume-based (maximizing production) one, has
resulted in a decline in productivity in the mining industry since the mid-2000s. As
a result of these pressures, dragline operator performance assessment studies have
stressed production and failed to adequately incorporate energy consumption and
cost into the performance equation. There is a lack of peer-reviewed publications on
dragline energy efficiency research and development in the mining sector [9]. As a
result, the sector lacks consistency in terminology and method regarding dragline
energy efficiency.

This chapter addresses some of these limitations by presenting a summary of
previous studies to establish the current knowledge on dragline energy efficiency,
the role of operators, and improvement opportunities. It also provides a framework
for assessing dragline energy efficiency performance using monitoring data and
using such work to improve operator training. This work can be used as a guideline
to improve dragline performance and energy efficiency based on the dragline
monitoring setup and mine priorities and policy.
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10.2 Assessing, Identifying Key Factors, and Improving
Dragline Performance

As pointed out earlier, dragline performance is influenced by operating conditions,
equipment characteristics, mine design and planning, and operator skills. These four
categories encompass a variety of factors which individually or in combination
affect the productivity and energy efficiency of dragline operations.

Operating condition includes geology, material properties, groundwater level,
and weather conditions, which vary in different mines, and impact dragline per-
formance [11–13]. It is not possible to change these conditions in a particular mine.
These conditions can only be managed by optimizing the mine design to be most
compatible with the conditions. An appropriate bucket size, sufficient motor power,
and proper gear ratios are some of the equipment characteristics that can increase
dragline productivity and reduce energy consumption [14–17]. Mines frequently
purchase used draglines and, in some of those cases, the bucket size and drive
system may not be completely compatible with the operating condition. Modifying
drive system or bucket size can be costly, in practice.

Mine design and planning such as dragline operating task assignment, dragline
positioning, maintenance strategies, and blast performance have a significant impact
on dragline performance. An optimum mine design should assign tasks to the
dragline in proper sequence to maximize mine productivity and keep energy con-
sumption, maintenance cost, and idle time minimum. Assigning inappropriate tasks,
such as deep cuts, to draglines can increase cycle time and energy consumption, and
therefore make the operation inefficient [12, 18, 19]. Proper maintenance strategies
and scheduling will increase dragline availability and utilization, and hence
improve dragline performance [20, 21]. Blast performance determines materials
diggability, bucket fill factor, and consequently dragline performance [11, 22].

Operators’ practice, skills, and habits have been observed to be an important
factor affecting dragline performance. Nicholes et al. [23] study is one of the first
studies, to the best knowledge of the author, to observe variations in operators’
performance using statistical and signal analysis. They observed differences in
amplitude histograms, average cycle time, and mean power demand between three
operators [23]. Later, Lumley [24] observed a 35% difference in productivity
between the best and worst operator in a database containing 150 million cycles of
dragline operations from Australia, the U.S., South Africa, and Canada [24, 25].
Other studies have observed differences up to 86% in energy efficiency during the
digging phase and up to 15.7% in the complete operational cycle [6–8]. Among the
four categories of governing factors, mine design and planning and operator skills
and practice are the easiest and least costly to improve.

Operators’ habits during the dragline cycle can affect dragline performance and
efficiency. Energy consumption and production during the filling process can be
influenced by operators’ bucket filling practices. Operators can control the
engagement and disengagement position of the bucket during the filling process
(bucket positioning), fill factor, and time spent on positioning (spot time) and filling
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the bucket which can influence dragline energy consumption and production [5, 11,
18, 19]. As an example, Bogunovic and Kecojevic [11] investigated the impact of
different filling practices on dragline production and digging energy consumption.
They showed that, contrary to the standard operator practice, filling the bucket as
full as possible regardless of filling time and digging energy does not result in
highest production and energy efficiency. In the case study presented by Oskouei
and Awuah-Offei [5], dump height, which is controlled by the operator, and
stockpile design had a significant impact on dragline energy efficiency.

In this section, we address how to assess, identify key factors, and improve
dragline performance, with particular emphasis on the role of the operator. We refer
to dragline performance often to simplify the discussion. By this, however, we
mean the performance of the dragline when operated by particular operators. This
section answers three questions regarding the process of improving dragline
performance:

1. How to assess dragline performance?
2. How to identify factors that impact dragline performance?
3. How to improve dragline performance?

Figure 10.1 summarizes the procedure to improve the dragline performance. To
assess dragline performance, an analyst needs information on different dragline
operating variables measured by a dragline monitoring system (DMS). Next, the
analyst can use a well-defined performance indicator to assess and compare dragline
performance quantitatively using the measured data to identify the key factors
leading to disparities in performance. DMS datasets are excellent sources of
information and can be explored with different methods to identify the operating
factors that control dragline performance. Feeding operators with information
regarding their operation in real time are likely to improve dragline performance
and, consequently, mine profitability [14]. Besides, management can further
investigate such datasets to personalize and optimize operator training for better
results. Each section of this process (outlined by the three questions above) is
discussed in more detail in the following subsections.

10.2.1 Assessing Dragline Performance

The process of improving dragline performance starts with measuring relevant
operating parameters. Data collected by DMS is the cornerstone of dragline per-
formance analysis. Statistical analysis of DMS data is used to investigate dragline
efficiency and quantify the impact of governing factors such as operator practices
and mine design on dragline performance. Displaying operating parameters and
operator performance relative to other operators, in real time, and notifying the
operator in case of dragline overload improves dragline performance and reduces
unnecessary stresses on the dragline [14, 26].
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Before the 1980s, swing charts were mostly used to collect operating data
manually. Engineers used these charts and the amount of material moved to assess
dragline performance. Later, several different data loggers were developed with the
ability to record, store, and report parameters such as total operating time, pro-
ductive operating time, machine motion performance, average swing angle, vertical
hoist to dump, average and maximum drag force, average bucket load, average
maximum lowering, and payout speeds [27]. The Tritronics 9000 Monitor, first
developed in 1983, is one of the oldest and most popular monitoring systems. In
this system, an onboard computer and a radio telemetry were used to store, analyze,
and transfer the information to the mine office computer. This system was capable
of measuring production in each cycle and determining the bucket position in real
time [28, 29]. AccuWieghTM by Drives & Controls Services (DCS) and Virtual
Information Management System (VIMS) by Caterpillar® are other examples of
dragline monitoring systems [7, 8, 30]. Advances in computational power and
sensor technology have lowered the cost and improved the accuracy of DMS
measurements. Today, most draglines are equipped with DMS to measure various
metrics during the operation.

To identify best practices and compare the performance of different operators,
one needs to define a measure of performance (we call this the overall performance
indicator). It must incorporate proxies for the cost and benefit of dragline operation
to rank operators’ performance in a useful manner. DMS setup, energy price, mine
priorities, and policies are some of the constraints and considerations in defining an
overall performance indicator. Application of overall performance indicator is not
just limited to investigating the role of operators’ practice. It can also be used to

Define performance indicator

Measure operating variables

Identify parameters that cause
differences between operators’
performance
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Fig. 10.1 Procedure to
improve dragline performance
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evaluate and compare dragline operation performance in different mine plans,
designs, and maintenance strategies.

Productivity is a common overall performance indicator. Some of the reasons for
its popularity, especially when evaluating the impact of mine design and planning
on dragline performance, are that it is simple to measure, tangible, and easily related
to profit. Production, production rate, production efficiency, and productivity have
been used interchangeably in different studies all indicating a measure of production
(e.g., material moved) over a measure of time (e.g., cycle time). Rai et al. [12]
provided detailed definitions of different measures of production and their appli-
cation. In this work, production (function of bucket size, bucket fill factor, hours
available, swell percentage, average cycle time, rehandle percentage) is used to
compare different operating methods and conditions, production index (bank
measure of overburden volume moved per period per rated bucket volume) is used
in machine selection procedure, and production rate (bank measure of overburden
per period) is used for production forecasting and scheduling.

In addition to productivity and similar measures, various studies have investi-
gated the impact of different factors such as blast performance, cut type, and
dragline positioning on cycle time (a component of productivity) [12, 18, 31].
Mohammadi et al. [20] recommend overall equipment effectiveness (OEE) as a
comprehensive index to measure the performance of loading and hauling equipment
(including draglines). OEE is a function of equipment availability, utilization, and
production. Since it incorporates time loss (availability and utilization) along with
production, it can be used to compare different mine plans and schedules.

While maximizing production rate (increase material moved and decrease cycle
time) is critical in evaluating dragline performance, it does not capture the entire
picture. With increasing awareness of energy efficiency programs in the mining
sector and energy prices, overall performance indicators must include a measure of
energy consumption to represent the total cost of the operation. Operators with the
highest production rate may consume higher energy for the same amount of work
compared to other operators with lower production rate. An operator ranking sys-
tem based on production rate alone fails to comprehensively capture the production
efficiency.

Energy efficiency addresses this issue by incorporating both energy consumption
(cost or input) and production rate (benefit or output). It describes how well
draglines (or other equipment) converts energy input to useful work. Energy effi-
ciency is defined as the ratio of energy output (work done) to energy input. Due to
the limitation in DMS, it is not always possible to measure the exact energy input or
output. Different proxy parameters are employed instead of actual values in per-
formance evaluation of different equipments. In hauling and loading operations, the
amount material handled (production) and fuel or electricity consumption are used
as proxies for energy output and input, respectively [6]. Studies have used elec-
tricity consumption during the digging phase or total electricity consumption in a
given period (e.g., each cycle) as the proxy parameters for dragline input energy,
and total payloads during that period as a proxy parameter for energy output [5–7].
Depending on the proxy parameters, units of energy efficiency vary. Whatever
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indicator is used, it is important that it is a ratio of energy output to input or proxies
of these.

As discussed, different overall performance indicators have been used to fulfill
various objectives in different studies. The objective of the study is one of the
considerations in defining the overall performance indicator. For example, OEE
incorporates time losses (availability and utilization) along with the production and
thus can effectively be used to evaluate dragline performance with respect to
maintenance strategies. Also, when evaluating dragline performance with respect to
operators’ practice and skills, it is important to have a measure of energy in the
overall performance indicator due to significant variations in operators’ energy
consumption and efficiency. Including availability, in this case, may be irrelevant
since equipment availability depends on mine planning and maintenance strategies
and not operators’ skills (at least not a major factor). Mine management policy and
energy price can also influence the choice of the overall performance indicator. In
general, mining companies are moving toward adopting environmental manage-
ment systems and energy conservation practices due to strict environmental regu-
lation and higher energy prices [9, 32]. As a result, more mines are incorporating
measures of energy consumption in the overall performance indicator. However,
mines that do not follow energy conservation practices are less likely to consider
equipment energy consumption when evaluating the equipment performance and
ranking operators [24]. DMS capability and setup can impose constraints on the
choice of overall performance indicator and the proxies used to determine this
indicator. Improvements in DMS have enabled us to measure and record energy
consumption of draglines and incorporate these measurements into performance
analysis. Yet, the number of studies using the data on dragline energy consumption
to evaluate dragline performance is still limited [5, 6].

10.2.2 Identifying the Factors that Impact Dragline
Performance

Overall performance indicators can be used to rank and classify operators based on
their performance using statistical analysis [7]. However, identifying the best
operator does not provide us with any additional information regarding the specific
habits and skills that have led to the superior performance. Further analysis is
required to detect the factors that cause differences between operators’ performance
and result in superior performance. Many studies have used the term “Key
Performance Indicator (KPI)” to refer to these factors. Investigating the relationship
between operator skills and KPIs provides valuable information to build more
effective operator training programs and increase dragline energy efficiency.

Reviewing the literature, only a few studies have explored the relationship
between dragline operator skills and dragline performance [5, 11]. However, there
are a number of other studies that have looked at the impacts of other governing
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factors on KPIs and dragline performance. Table 10.1 provides a summary of
well-known KPIs identified in multiple studies (from the year 2000 to 2016) along
with the governing factors that influence them.

Most of these studies use a classic hypothesis-based approach to identify KPIs.
First, the authors develop a hypothesis, based on the available prior knowledge or
observation, that an operating parameter, which is controlled by governing factors,
has an influence on equipment performance (i.e., is a KPI). Then, they design
experiments and collect data to test the hypothesis. An example of this method is
the study by Bogunovic and Kecojevic [11]. They hypothesized that dragline
bucket fill factor (KPI), which is affected by operator skill and practices, has an
impact on dragline production rate and digging energy consumption (overall per-
formance indicators). They then designed experiments where operators performed
with different targeted fill factors and different descriptive filling practices. By
comparing measured production rates and digging energy consumption with the
bucket fill factors, they observed differences among tested filling practices and
identified the optimal practice.

Dragline operation is a complicated system to model. There are many factors
that affect dragline performance in each cycle. Due to the large scale of production
and energy consumption in each cycle, a slight variation in the operational con-
dition can result in significant changes in the performance. Data collected for a short
duration of the experiment might not capture the high variability of the operation.
Besides, the number of operating parameters that can be tested in each experiment
is limited. Therefore, it is not possible to explore many different conditions,

Table 10.1 Important KPIs identified in the reviewed literature after the year 2000

KPI Operating
condition

Equipment
characteristics

Mine
design
and
planning

Operator
practice
and
skills

Reference

Payload X X X Lumley [25], Vynne [14],
Kizil [33]

Cycle time X X Erdem and Duzgun [18], Rai
et al. [22], Mohammadi et al.
[31]

Dig time X X Rai et al. [12], Rai [21],
Lumley [25], Erdem and
Duzgun [18], Williams [4],
Bogunovic and Kecojevic
[11]

Bucket
filling
positioning

X Bogunovic and Kecojevic
[11], Oskouei and
Awuah-Offei [5],
Mohammadi et al. [19]

Fill factor X X X Bogunovic and Kecojevic
[11],
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simultaneously. This limits the range of possible applications of the
hypothesis-based approach.

Modern monitoring systems on loading and hauling equipment have provided us
with abundant high-quality data. Hence, data-driven approaches that analyze
acquired data to draw the same inferences as the hypothesis-based approaches are
viable alternatives. This approach addresses the high variability in the system by
taking advantage of the abundance of data in DMS datasets and high computational
power available in modern computers. It uses statistical analysis and data mining
tools to explore and quantify the relationship between operating parameters and
overall performance indicator and detects KPIs based on the output of this analysis.

An example of this method is the study by Oskouei and Awuah-Offei [5]. They
retrieved the data collected by a DMS for a 1-month period. After removing out-
liers, they selected operators with sufficient amount of data to study. Next, they
used correlation analysis to identify operating parameters that are correlated with
energy efficiency (overall performance indicator). Finally, they used regression
analysis to quantify the relationship between correlated parameters and the overall
performance indicator. Based on probabilistic results of the regression analysis,
they identified correlated parameters with a higher probability of being KPIs than
the desired threshold.

The limitation of the data-driven approach is that it requires large amounts of
high-quality data. To get valid inferences, it is critical to confirm that the amount of
data investigated is adequate. Small datasets fail to capture the high variability of
the problem. A related caution is that large datasets may result in losing valuable
details in the datasets [34]. Due to the nature of this problem, one should expect
significant amounts of outliers in the dataset. Engineers and researchers should use
appropriate methods to handle outliers.

An important advantage of the data-driven approach is that the results (quantified
relation between KPI and dragline performance) can be displayed to the operator in
near real time to improve the performance of the operation. In spite of the
advantages of this approach, the number of studies that used data-driven approaches
in mining equipment performance evaluations is very limited in the literature.

10.2.3 Improving Dragline Performance

The critical effect of operator practice on dragline performance and energy effi-
ciency has been demonstrated in the literature [5, 6, 11]. Various operator training
programs are available to improve operators’ performance. In a traditional operator
training method (sometimes called crew coaching), a leading operator (expert
operator) spends time watching and evaluating the less-experienced operator and
provides him/her with feedback to increase his/her performance, based on observed
suboptimal practices [35]. The feedback is intuitive, based on the operating
parameters that have impacts on dragline performance (KPIs). This method of
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training might be more psychologically acceptable by operators but may result in
production loss and dragline damage during the training [36].

Using training simulators to train new or experienced operators helps mines to
improve dragline performance. Training simulators build a near-reality condition
and give operators the chance to experience different operating conditions without
losing production or putting the dragline under stress. Dorey and Knights [37] show
a significant improvement in the performance of three out of the four subject
operators after training with dragline simulator. This performance improvement was
sustained for the month-long duration of the experiment in the case of two of these
operators.

Continuous monitoring and training during the actual operation are required to
maintain the performance improvement. Data-driven-based monitoring systems
provide operators with personalized information on their performance (KPIs) rel-
ative to other operators in real time through in-cabin displays. Ranking systems
based on comparison to a peer-generated benchmark are more acceptable by
dragline operators than a threshold set by mine management [37]. The advantage of
data-driven approaches for training is that the feedback is based on real data from
the operator and his/her peers. When this data is well communicated, it is a pow-
erful tool to convince the operator of his/her weaknesses and is likely to cause a
change in behaviors.

Rapid increase in computational power has enabled us to perform more
sophisticated analysis on the data collected by DMS in real time. Displaying the
results of this analysis in a user-friendly format to the operators during the operation
can help them to adjust their operating practices to match the maximum perfor-
mance. The detailed information regarding the technology and algorithms used in
modern monitoring systems are not published by the developers (proprietary
information). However, the information provided by these systems can be used to
further quantify the impact of different training systems on performance
improvement.

10.3 Recommendations for Future Research

A DMS collects and stores different sets of parameters in each cycle depending on
the system. Monitoring dragline operation for even a short period will result in a
large dataset that can be overwhelming. This data is a valuable source of infor-
mation to better understand the role of the operator in the complicated dragline
operation. Statistical and data mining methods can be used to explore DMS datasets
to derive meaningful information regarding dragline performance in real time,
identify less-efficient practices during operation, and develop the best strategies to
improve performance and energy efficiency of the operation. In the past, only a
small portion of the collected information contributed to useful results, because of
data overload and the absence of post-processing software [38, 39]. With increasing
concerns about the efficiency of the mining operation, more mines are utilizing
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advanced monitoring and training systems to extract the information on loading
equipment operation and improve the operators’ performance. Despite the invalu-
able outputs of data-driven analysis, not enough studies have employed these
methods in dragline studies (only one [5]). Data-driven methods such as cluster
analysis and regression analysis have been recently used to investigate the role of
operators’ practice on electric rope shovel energy efficiency [40, 41]. Similar
approaches can be used in the future to better understand dragline operation and
design a more effective operators ranking system. The positive impact of operator
training simulators on operators’ performance is undeniable. However, these
improvements may last for a short period [37]. Continuous or real-time training
system can be a solution to this problem. Evaluating operators’ performance in real
time and conveying the information through a user-friendly platform to operators
can help them to adjust their operating practices. To develop a real-time training
system, one needs a computationally efficient algorithm to convert the real-time
data to practical information. Further research should explore how to develop and
evaluate the performance and speed of such algorithms in different mines and
conditions training system. The result of such studies will lay the groundwork for
developing algorithms for automating dragline operation.

10.4 Summary

This chapter summarizes the current knowledge on the role of the operator in
dragline energy efficiency, highlights the gaps in the literature, and discusses the
possible future paths of research. It also provides a framework for assessing
dragline energy efficiency performance using monitoring data and using such work
to improve operator training. In general, studies targeting dragline energy effi-
ciency are very limited. Most papers focus on increasing dragline production by
maximizing payload and minimizing cycle time and maintenance time. Given the
high rate of dragline energy consumption and the urge to improve the energy
efficiency of the mining operation, mines have to shift their goal from just max-
imizing production rate to optimizing production rate and maximizing energy
efficiency.

The chapter provides an overview of how operators affect the energy efficiency
of dragline operations. The reviewed studies have been summarized in the form of a
framework for improving dragline performance. This framework can act as a guide
for mine managers and engineers interested in improving dragline performance.
The framework is a three-step process that includes assessing, identifying key
factors that affect, and improving dragline performance.

The first step in improving dragline performance is to assess dragline perfor-
mance based on data collected by dragline monitoring systems and a well-defined
overall performance indicator. We suggest that mines upgrade their monitoring
systems to record energy consumption during the operation and include a measure
of energy consumption in the overall performance indicator. The second step is to
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develop a comprehensive algorithm to explore and quantify the relation between
different operating parameters and dragline performance. To capture the high
variability and complexity in the dragline operating system, we suggest that mine
managers and engineers perform statistical and data mining analysis on the data
collected by the monitoring system. Finally, displaying the results (in a
user-friendly format) in real time to operators through in-cabin displays provide
operators with valuable information regarding their performance. Based on this
information, operators can adjust their performance to achieve better efficiency.

In spite of the large volume of operating data collected by monitoring systems,
the literature is lacking work that explores this data specifically to improve the
energy efficiency of dragline operations. Applying data-driven analysis on DMS
data can help to identify less well-known KPIs and better understand the role of
operators on dragline performance. The computationally efficient data-driven
algorithm can convert real-time operating measurements to information on opera-
tors’ operating practices and help operators to improve their performance through a
real-time training system. This can result in long-lasting improvement in operators’
performance, dragline energy efficiency, and thus mine profitability.
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Chapter 11
Energy-Efficient Comminution: Best
Practices and Future Research Needs

Bern Klein, Chengtie Wang and Stefan Nadolski

Abstract The mining energy value chain starts at the face and extends to smelting
and refining. System designs that conserve energy and apply energy-efficient
technologies can result in significant reductions in overall energy usage. A main
component of the energy value chain involves comminution, which accounts for
about 50% of all energy used by mines. This chapter summarizes innovations of the
state of the art with respect to energy-efficient comminution technologies and
process circuit designs. The chapter will also present practices to measure and
benchmark energy efficiency.

Keywords Comminution � Comminution energy value chain � Technology
Circuit design � Measuring energy efficiency

11.1 Introduction

Mining is an energy-intensive activity and is vulnerable to risks associated with
fluctuating energy costs as well as to government regulations aimed at reducing
greenhouse gas (GHG) emissions. Therefore, energy conservation and efficiency
are motivated by the need to both reduce operating costs and to meet the demands
of society to reduce the carbon footprint. Several international and national mining
associations, as well as utility companies, have developed initiatives aimed at
improving energy conservation and improving energy efficiency [1–5]. The Mining
Association of Canada initiated a program called Towards Sustainable Mining
(TSM) that produced a reference guide for energy and greenhouse gas emission
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management [6]. The program led to substantial advances related to energy use and
greenhouse gas emissions such that by 2014, 75% of Canadian mining operations
had management systems, 87% had implemented reporting systems and 60% had
established and met targets [7]. Additionally, the Coalition for Energy-Efficient
Comminution (CEEC) was established to promote knowledge transfer leading to
improved energy practices in comminution [5].

System designs that conserve energy and apply energy-efficient technologies can
result in significant reductions in overall energy usage. Improvements in energy
performance can be gauged by comparison to benchmarks for comminution energy.
This chapter summarizes innovations of the state of the art with respect to
energy-efficient comminution technologies and process circuit designs. Also, the
chapter discusses benchmarking of comminution energy. We use a review of the
pertinent literature to summarize the state of the art and to determine the best
practices to measure and benchmark energy efficiency. This chapter relies mainly
on the most recent (mainly work published since 2007) information about
energy-efficient technologies. The chapter ends with recommendations for further
research to further improve the energy efficiency of comminution.

11.2 Comminution Energy Value Chain

The mining energy value chain starts at the face and extends to smelting and
refining. The main component of this value chain is comminution, which accounts
for 53% of all energy used in the mining industry [5]. For large open-pit mines,
comminution has been reported to account for up to 70% of all electrical energy
consumed at a mine [2]. Therefore, any improvements to the energy performance of
comminution processes represent significant overall energy savings.

Figure 11.1 presents the scale of size reduction that takes place within the
comminution component of the energy value chain. While the main comminution
methods are blasting, crushing, and grinding, other important technologies that can
affect energy usage include continuous mining, ore sorting, rock weakening and
size classification technologies. Systems engineering approaches that integrate
mining and processing activities have led to concepts of Mine to Mill and
Geometallurgy that can be used to develop strategies to optimize the overall energy
use.

While the focus of this chapter is on comminution technologies, operational
improvements and circuit designs, there are associated technologies that should be
considered for improving the overall efficiency of the comminution energy value
chain.

For example, sorting systems can reduce the amount of material crushed and the
associated energy consumed. Figure 11.2 shows a sensor-based sorting system.
Energy savings are directly proportional to the mass of rejected material that does
not require crushing and grinding [9, 10]. One study on seven nickel operations in
Ontario, Canada showed substantial reductions in operating costs and overall
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energy savings of 20% [10]. Researchers have developed sorting systems for rocks
as well as bulk materials [9, 11].

Several technologies have been developed at the conceptual and pilot evaluation
stages that if commercialized stand to improve overall energy efficiency. Some
advances have been achieved in the area of rock/particle weakening. A significant
breakthrough has been made using microwaves that fragment or weakens rock [12].
A very recent study published details of the design, commissioning, and operation

Fine BreakageComminution at Face Coarse Breakage   

Mine to Mill
Lithology/ Mineralogy 
Alteration Geometallurgy

Particle Weakening

Sensing and Sorting

Size Classification

Fig. 11.1 Comminution component of energy value chain [8]
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Computer

Fig. 11.2 Sensor-based sorting system
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of a pilot-scale high-power microwave treatment process with a continuous
throughput capacity of up to 150 tph [13]. Similarly, researchers have developed
the Selfrag technology that uses a high voltage pulse to break or weaken rocks by
inducing electrical explosions causing shockwaves [14–16]. The weakening results
in lower grinding energy and breakage is reported to be preferential along grain
boundaries enhancing liberation for improved mineral separation.

In open-pit mines, improvements in mill performance have been achieved by
increasing the energy intensity of blast patterns, thereby reducing the size of feed to
the mill. A net improvement in energy efficiency results due to a reduction in
crushing and grinding requirements [17]. The approach has been primarily aimed at
increasing mill production rates, which are often in the order of 20% for the same
grinding input energy levels. Hydraulic fracturing is carried out to improve cave-
ability and reduce hang-ups by improving fragmentation [18]. While no specific
studies have assessed the impacts on downstream comminution, hydraulic frac-
turing induces fractures resulting in smaller fragments, which is similar to
increasing blast fragmentation, and therefore should reduce crushing and grinding
energy usage.

The implementation of geo-metallurgical programs to support design and mine
planning can also lead to improvements in operational performance as well as
significant energy savings. Studies conducted by Amelunxen et al. [19] and Bueno
et al. [20] applied to geometallurgy and Monte Carlo simulation to support trade-off
studies and design decisions for high pressure grinding rolls (HPGR) and
semi-autogenous comminution circuits. When considering ore variability, the effect
of specific energy requirements on operating costs supported such design decisions.

11.3 Comminution Technologies

The principal purpose of comminution is to increase the degree of liberation
between valuable and non-valuable constituents of the ore. The basic components
of the comminution taking place at mining operations are blasting, crushing and
grinding.

Conventional crushing and grinding technologies such as jaw crushers, gyratory
crushers, cone crushers, autogenous/semi-autogenous grinding mills (AG/SAG
mills), high pressure grinding rolls (HPGRs), rod mills, and ball mills are described
in the well-known mineral processing textbooks [21, 22]. Apart from improvements
in machine material and capacity, process control, modeling, and simulation, there
have not been many breakthroughs in these comminution technologies. Although
not new technologies, two energy-efficient technologies that represent best available
technologies, with respect to energy usage, are high pressure grinding rolls, and
high-speed stirred mills.
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11.3.1 Crushing Technologies

Professor Schönert [23] developed high pressure grinding technology following his
work which showed that improvements in energy efficiency could be achieved by
breaking particles in compressive beds. He applied the concept to the development
of the HPGR in which material is choke fed between two counter-rotating rollers,
one of which is fixed and the other is floating in connection with a hydraulic
cylinder (Fig. 11.3) [24].

In comparison to SAG mill circuits, the HPGR has resulted in electrical energy
savings that range from 20 to 30% over SAG mill circuits [25, 26]. Despite these
energy benefits, the uptake of the technology was slow. While the HPGR found
application in the cement industry and for iron ore mines, the first large-scale
installation in a base metal operation was not until 2007, almost 30 years later after
the technology was conceived in 1979. The slow uptake was attributed to issues
that had to be overcome in relation to roller wear rates and capital costs that are
higher than the more conventional SAG-based circuits.

To advance the HPGR technology, a piston press test method was developed
[27–29] to enable HPGR assessment for early stage projects, testing ore variability
and modeling HPGR circuits to support operational improvements. Compared to
conventional HPGR pilot testing, piston press tests only require a small amount of
sample and provide process data that is suitable for scoping level assessment.

Another technology that breaks particles under compression is the Loesche
Vertical Roller Mill. The VRM can achieve high reduction ratios, reducing particle
sizes to below 45 lm. A study conducted on Platreef ore compared the energy
requirements of the VRM to ball milling from size reduction from a P80 of 12 mm
to a P80 of 45 lm [30]. The VRM energy requirement was about 6 kW-h/t as
compared to 13 kW-h/t for the ball mill, representing an energy savings of about
55%.

Hydraulic 
cylinders

Roll Bearings

Fixed Roll
Moving Roll

Hydraulic 
cylinders

Roll Bearings

Fixed Roll
Moving Roll

Fig. 11.3 High pressure
grinding rolls [27]
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Conjugate Anvil Hammer Mill (CAHM) is a novel technology that breaks
particles under compression. Compression loading is applied to the particles;
however, the broken particles pass through a slotted opening preventing wasting
energy on bed compression. Based on DEM modeling, the CAHM shows signifi-
cant potential to be more energy-efficient than the HPGR [31, 32] (Fig. 11.4).

There are several emerging and novel crushing technologies that are aimed at
fine or superfine crushing that is more energy-efficient than grinding. These tech-
nologies can replace conventional grinding and are considered more
energy-efficient. These include the Loesche Vertical Roller Mill as well as the
Vibrocone, Horomill, HICOM mill and IMPTEC crusher [33–36]. IMPTEC have
developed a technology that extends the limits to “Superfine Crushing” generating
products with P80’s below 20 lm. The crushing is achieved in a rotating crushing
chamber with a gyrating mandrel [36]. Challenges related to these technologies
relate to maintenance and scale-up to production levels needed in large-scale
mining.

11.3.2 Grinding Technologies

The most widely used grinding technologies include SAG, rod, and ball mills.
Tower mills were introduced to the metal mining industry in the 1970s and the
industry applied them, mostly, to applications with target grinds below 20 lm.
High-speed stirred mills have been used for grinding clays, calcium carbonates and
other powders for some time. In the mid-1990s, they were introduced to fine and

Fig. 11.4 CAHM Mill—Hammer/Anvil Mesh [32]
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ultrafine grinding in metal mines. Mount Isa Mines worked with Netzsch to
scale-up a high-speed stirred mill as a means of liberating fine-grained polymetallic
ores [37]. Similarly, the Stirred Media Detritor (SMD) which was originally used
for kaolinite grinding started to be used for metal mining. Since the introduction of
these two high-speed stirred mills, others like the VXP and HIG mills have been
developed for metal mining [38, 39]. The technology represents a breakthrough due
to its capability to produce particle sizes finer than 10 lm with relatively low
energy input compared to tower mills or ball mills. For example, comparison of the
ISA Mill to the Vertimills for fine regrinding to 80% passing 18 lm, showed
energy savings of 50% [40]. For grinding below 10 lm, energy savings are even
greater. Research has also shown that selective comminution can be achieved using
the speed control on a high-speed stirred mill. Where valuable minerals are harder
than the gangue, energy utilization can be improved by operating at a shaft speed
that promotes liberation of valuable minerals and minimizes the grinding of gangue
[41–43].

11.4 Comminution Circuit Designs

It is well known that the energy efficiency of crushing technologies is better than
downstream grinding. There is, therefore, a strong motivation to design com-
minution processes that maximize the effort in the crushing circuit. In conventional
circuit design, secondary cone crusher product is fed to tertiary HPGRs, which
operate in closed-circuit with wet fine screens followed by ball mills.

Advances in cone crusher technology and the introduction of the Vertical Shaft
Impactor (VSI) crusher have led to the extension of the feed and product size ranges
of crushers to finer particle sizes. Research has shown that mines can save energy
by using quaternary crushing to feed stirred mills such as tower mills.

Figure 11.5 shows a fine crushing flowsheet with possible combinations of
tertiary and quaternary crushers including cone crushers for all stages, HPGRs for
tertiary and quaternary crushing and the VSI for quaternary crushing. The objective
of the circuit designs is to maximize energy utilization in the crushing circuit to
prepare fine feed for downstream processing.

A study to assess combining HPGR and stirred mill into a single flowsheet
without tumbling mills for several copper operations in British Columbia, Canada
showed a reduction in energy consumption of 15–36% compared to existing circuit
configuration [25, 26] (Fig. 11.6).
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11.5 Operational Improvements

The primary means for improving energy efficiency has been to make incremental
changes to the design and operation of mines using well-established and mature
technologies. There are numerous examples demonstrating the benefits of process
control and automation that represent best practices and can help to reduce energy
usage by about 25% [44].

Energ-focused operational improvements are realized through iterative tuning
and optimizing of the comminution circuit and individual comminution devices.
One of the keys to maximizing comminution energy efficiency is to optimize and
balance power used for breakage in all installed comminution equipment, to control
the transfer size within the comminution circuit. A recent study at the Detour Lake
Mine showed that choke feeding a gyratory crusher has a positive impact on overall
throughput, and reduces the specific energy consumption of downstream processes
[45]. Another common practice is to adjust the transfer size between SAG mill and
ball mill circuit by changing the screen opening size, which improves overall
throughput capacity and consequently the energy performance of the circuit.

For any comminution equipment, the specific energy consumption is defined as
the energy consumed per unit mass of throughput and determined by a range of
operational parameters such as ore properties, equipment parameters, and operating
conditions. There are optimum conditions of these operational parameters that lead
to efficient comminution operation. For example, In an HPGR operation, key
parameters are feed size and moisture content, pressing force, and the rotational
speed of the rollers. It is known that there is diminishing size reduction due to the
phenomenon of energy saturation, which suggests an optimum energy input for size
reduction in the HPGR. Similarly, in SAG milling, there is an optimum point for
rock/ball filling, mill speed, and product size to achieve optimum throughput and
specific energy consumption [46, 47]. However, operational strategies at many
mine sites are based on a simple philosophy—maximizing installed power (such as
running maximum HPGR force pressure or maximum SAG/Ball mill rotational
speed), which may not result in optimum grinding performance and certainly will
not result in improved energy efficiency.

Mill liners and rotational speed have a significant impact on the charge trajectory
in the mill and consequently affect the milling efficiency. Various studies demon-
strated the approaches for the optimization of liner profile and configuration for
operational performance improvement [47, 48]. Large mining corporations such as
Barrick Gold [49] and Newmont Mining [50] have also recognized the significance
of energy efficiency. They have conducted numerous evaluation studies in several
of their worldwide operations. Both reported that significant energy savings and
CO2 emission reductions were achieved by implementing best practices, and some
of their successes resulted directly from the improved liner and lifter design and
selection.

Advances in speed controls have enabled development of control systems that
result in more responsive and improved process operation and lower energy
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consumptions. Flexible speed control can support process optimization and elimi-
nate design risk for a process [51]. When ore specifications such as ore hardness
and particle size distribution vary, operational parameters can be continuously
adapted to the load to prevent high energy loss. In addition, variable speed drives
allow the tumbling mills to be slowed down during periods when upstream or
downstream constraints occur [52].

11.6 Energy Efficiency and Energy Benchmarking

Efforts by mining operations to reduce energy consumption requires benchmarks to
compare against. Natural Resources Canada [53, 54] and the US Department of
Energy [44] surveyed operations to benchmark energy consumption. According to
the DOE report, in 2007 the average overall energy consumption in metal mining
was almost 49.5 kW-h/t, 45.8 kW-h/t for coal and 9.7 kW-h/t for industrial min-
erals. The main energy consumers are material handling (17%), ventilation (10%)
for underground mines and grinding (40%) [44]. The report also states that applying
best practices and conducting research and development on energy-efficient tech-
nologies would result in a 54% savings of total energy consumed by the mining
industry. Furthermore, innovations that significantly reduce energy consumption in
any of these three main areas will have an impact on overall energy consumption.

Defining energy efficiency as the energy required for breakage divided by the
energy used by the mechanical system, the energy efficiency for comminution is
reported to range from 0.1 to 2% [55, 56]. Based on fundamentals of fracture
mechanics, Tromans [57] hypothesized that there is a maximum limiting energy
efficiency for comminution of between 5 and 10%.

To achieve best practice at an operating plant, there are three key areas of focus.

1. Implement an energy management system (e.g., ISO 50001) and enhance
training both at management and operation level [58]. The human factor is
always considered as one of the major contributors to success.

2. Optimize the comminution circuit. This is achieved through modeling and
process simulation to improve production rates and energy efficiency. Due to
rapid increases in computing capacity, it is now possible to conduct highly
sophisticated and realistic simulations of comminution processes using tech-
niques such as Discrete Element Modeling (DEM), Computational Fluid
Dynamics (CFD), and Finite Element Methods (FEM). Advanced process
control systems with high-tech instruments allow a plant to better tackle variable
ore types and process fluctuations, thus improving the plant performance and
reducing overall specific energy.

3. Measure and benchmark energy efficiency so that operational changes aimed at
improving energy efficiency can be assessed.
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The CEEC supports an Energy Curve Program that compiles comminution
energy usage information from mining operations [5, 59]. The energy curve tool
can be used to assess equipment performance by comparing to similar operations in
the database. A similar approach was developed by Doll [60].

While benchmarking to similar operations allows a broad assessment of energy
efficiency, the assessment is complicated by variations in ore types within a deposit.
Therefore, an operation may not be able to assess the effect of mine-specific
changes on energy efficiency. One approach is to compare operational energy usage
to energy usage as predicted by the Bond Work Index, which is recommended by
the Global Mining Standards and Guidelines [61]. The approach assumes 100%
efficiency for an operation with comminution energy consumption equal to the
Bond predicted energy consumption. Another approach is to use a single passing
screen size to identify the energy efficiency of comminution equipment [62], which
is referred to the size-specific energy (SSE) method. In this method, the specific
energy is plotted against the generation of new material finer than a marker size,
typically 75 lm.

One issue with the Bond method is that for some new energy-efficient tech-
nologies such as the high pressure grinding roll and high-speed stirred mills, the
method can indicate efficiencies exceeding 100%. Also, the size-specific energy
method is not effective to assess fine grinding process due to the limitation of
marker size. The Benchmark Energy Factor (BEF) is an alternative approach and is
defined as the ratio of operational energy usage to the minimum practical energy
required to carry out the comminution duty of the crushing and grinding circuit that
is being assessed [63–65].

BEF ¼ Measured energy used for comminution at themine ðkWh=tÞ
Minimumpractical comminution energy ðkWh=tÞ

Using single-particle compression testing, the energy-breakage relationship is
determined for a wide particle size range of approximately 2–65 mm. The mini-
mum practical energy is determined from the plant feed and product sizes, and the
hardness of the ore as determined by the test regimen. Quantifying improvements in
energy efficiency due to implementing operational changes can be difficult due to
the variation in feed size and ore hardness that takes place before and after plant
modifications have been made. The BEF method accounts for this variation in plant
feed properties and can be used as an effective tool for gauging the energy per-
formance of an operation.

11.7 Future Research Needs

There is significant opportunity to improve energy efficiency for comminution. To
develop new energy-efficient technology, we need improved understanding of
fracture mechanics applied to rocks. In mineral processing, mineral particles are
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broken by abrasion, attrition and massive fracture and fragmentation depend on the
applied shearing loads, off-center loading, slow compression or impact. There is a
volume of knowledge outside of the mineral industry describing breakage mech-
anisms as a function of parameters such as rates of loading and the role of
microstructures for brittle materials [66–68]. Such knowledge is fundamental to the
development of technologies that will use less energy and break particles along
grain boundaries rather than across them to enhance liberation.

Advances in the following areas will lead to improved comminution energy
efficiency:

• Standard and accurate testing procedures to support energy-efficient plant
design,

• Energy-efficient comminution machines,
• Selective comminution technologies that promote breakage along grain

boundaries to enhance liberation without needlessly fracturing particles across
grains,

• Enhanced instrumentation devices for advanced process control, and advanced
modeling and simulation tools for plant design and optimization,

• More efficient high capacity size classification technologies, particularly for size
range below which screening rates and efficiencies are too slow and above
which classifying hydrocyclones can be applied,

• Advance innovative particle weakening technologies such as microwave, elec-
tric pulse and hydrofracking that can be applied in-situ or during material
handling.

There is also a need for research to recover waste energy during comminution.
Comminution processes generate heat that may be recoverable for secondary usage
such lighting and heating buildings.

11.8 Summary

Based on the DOE Report [44], application of best available technologies will
reduce energy usage by 30% as compared to current practices. Based on potential
energy-saving technologies, the potential energy savings are about 60% and by
assessing the theoretical minimum, the energy savings can be up to 80%. In the
10 years since 2007, with the advancement and increased application of
energy-efficient technologies such as the HPGR, high-speed stirred mills and the
development of sensor-based sorting to reject rock ahead of comminution, savings
that sum up to 50% have been reported [10, 26, 40]. Research into the areas listed
above will allow even greater energy savings in the future.
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Chapter 12
Energy Efficiency of Electrowinning

Michael S. Moats

Abstract The winning of high purity metal from aqueous solutions through
electrodeposition is the final processing recovery step for many nonferrous metals.
Direct electrical current/voltage provides the necessary driving force to promote the
necessary reactions at an industrially relevant rate. Energy, especially electrical, is
often the highest cost for electrowinning operations. Therefore, energy efficiency is
a paramount concern for modern facilities. This chapter discusses electrical energy
consumption in aqueous electrowinning with a specific focus on cell voltage and
current efficiency. It also presents potential improvements.

Keywords Energy � Voltage � Current � Efficiency � Electrowinning

12.1 Introduction

Electrowinning is the primary method for producing high purity metal from
aqueous solutions. High purity copper, zinc, nickel, cobalt, manganese, gold, silver,
indium, and cadmium are all produced commercially by electrowinning. Other
metals, such as aluminum, rare earths, magnesium, and sodium are produced
electrolytically as well from molten salt electrolytes. This chapter discusses the
energy efficiency of electrowinning from aqueous solutions, as it is more likely to
be practiced by the mining industry.

Electrowinning can be defined as the “winning” of metal from an aqueous
solution using electrical current. That is, a solid metal product is produced by
applying a direct current between two electrodes. The two types of electrodes are
anodes and cathodes. Electrochemical oxidation occurs at the anodes; this is most
often the decomposition of water to create protons and oxygen gas. Reduction
occurs at the cathodes; the solid metal is produced here.
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Prior to electrowinning, the metal is placed into solution by leaching of ore or
concentrate. The leachate is then, often, processed to concentrate the target metal
ion and reduce deleterious impurities. It is important to recognize that elec-
trowinning is often the end of a series of chemical processing steps.

Figure 12.1 shows schematic box flow diagrams for the hydrometallurgical
production of zinc and copper using electrowinning. In zinc processing, sphalerite
containing ore is processed through flotation to produce a concentrate. The con-
centrate is either leached directly using elevated temperature and pressure in an
autoclave or roasted and then leached at atmospheric pressure. The leach solution is
treated to remove impurities by pH adjustment and cementation using zinc dust.
The purified electrolyte is then fed to a cellhouse, where zinc is electrodeposited.
The zinc cathode is recovered and melted to produce ingots of customer specific
alloys.

In the hydrometallurgical production of copper, oxide, or secondary sulfide ores
are heap leached [2]. Pretreatment of the ore prior to heap leaching may include
crushing and/or agglomeration. The decision to crush and/or agglomerate is based
on the economic evaluation to determine if increased extraction can justify the
added cost of the pretreatment. Heap leaching produces a pregnant leach solution
(PLS), which is processed by solvent extraction (SX). Solvent extraction uses a
highly selective reagent dispersed in an organic phase to extract copper from the
PLS, while leaving the vast majority of the impurities in the leach solution. The
copper is then stripped from the organic phase by mixing with electrolyte from the
electrowinning plant. Finally, copper is recovered as a cathode in the

Fig. 12.1 Schematic flow diagrams for hydrometallurgical processing of zinc and copper adopted
from Free and Moats [1]
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electrowinning tankhouse. Copper is not typically melted at the electrowinning
facility and cathodes are either sold or shipped to a rod plant.

12.2 Energy Consumption

In electrowinning, most of the energy consumed is related to the electrical energy
needed to drive the electrochemical reactions. For industrial copper and zinc
electrowinning, the median specific electrical energy consumptions are 2.0 and
3.0 kWh kg−1, respectively [3, 4]. This electrical energy consumption accounts for
80% of the total energy consumed in copper electrowinning [5] and 94% in zinc
electrowinning [6]. The remaining energy consumption is electrical energy to
harvest metal, pump solution and run ventilation or cooling fans and thermal energy
to heat electrolyte. Therefore, this chapter will focus on efficiency related to elec-
trical energy consumption for electrochemical reactions.

From basic physics of electricity, electrical energy (E) is simply the product of
power (P) and time (t), Eq. 12.1. Electrical power is the product of current (I) and
voltage (V), Eq. 12.2.

E ¼ P � t ð12:1Þ

P ¼ I � V ð12:2Þ

where the units most often used for industrial operations are kW-h for E, kW for P,
hours for t, kiloamperes for I, and volts for V.

The theoretical mass of metal deposited by an electrowinning facility is calcu-
lated by Faraday’s law (Eq. 12.3)

mtheoretical ¼ I � N � t � AW= n � Fð Þ ð12:3Þ

where mtheoretical is the theoretical mass of metal electrodeposited in kg, I is current
in kA, N is the number of cells in the facility, t is the deposition time in seconds,
AW is the atomic weight of the metal being deposited, n is the number of electrons
used to reduce the metal ion to a solid, and F is Faraday’s constant (96,485 C per
mole of electrons).

The actual mass of metal deposited is determined by weighing the product from
the facility. Using the actual mass and theoretical mass, every electrowinning
operation calculates and monitors current efficiency using Eq. 12.4.

CE %ð Þ ¼ mactual=mtheoretical � 100 ð12:4Þ

where CE(%) is current efficiency as a percentage and mactual is actual mass pro-
duced in kg.
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All facilities also track energy consumption per mass of product. This value is
measured and estimated by calculation. For an individual cell, the specific electrical
energy consumption can be calculated by combining Eqs. 12.1–12.4 to produce
Eq. 12.5.

EC ¼ 2680 � V � n= CE %ð Þ � AW½ � ð12:5Þ

where EC is the specific electrical energy consumption in kWh per kg and all other
variables are as previously defined. From Eq. 12.5, it is clear that specific energy
consumption for electrowinning is a function of cell voltage and current efficiency.

12.3 Cell Voltage

Electrowinning cells are operated in electrical series as shown schematically in
Fig. 12.2. Each cell is subjected to the same current as supplied by a rectifier. The
voltage of the system is the sum of the series of cells and resistances of the electrical
distribution system (e.g., bus bars). The voltage of the electrowinning system is
measured at the rectifier or calculated using Eq. 12.6.

Vsystem ¼
X

VIR of busbars þ
X

Vcell ð12:6Þ

Fig. 12.2 Schematic diagram for electrowinning facility showing electrical connections and
electrolyte flow. Each cell contains a multiple of anodes (dark) and cathodes (light). Each electrode
type is electrically in parallel. Cathodes are in connect with the negative busbar from the rectifier.
Anodes are connected to the positive busbar. Copper busbar are placed between cells to allow
electron flow from the anodes in one cell to the cathodes in the adjacent cell
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The voltage drop associated with the electrical distribution is a function of the
thickness of the copper bus bars and distance between the rectifier and elec-
trowinning circuit. This is usually between 3 and 5 V.

The voltage of an electrowinning cell is also the sum of a series of electrical
components which include the electrochemical reactions. Equation 12.7 is a
mathematical formula for the cell voltage.

Vcell ¼ Eanodic � Ecathodic þ ganodic þ gcathodic þ IRsolution þ IRother ð12:7Þ

where Vcell is the cell voltage, Eanodic is the thermodynamic potential of the anode
reaction, Ecathodic is the thermodynamic potential of the cathode reaction, ηanodic and
ηcathodic are the overpotentials that occur as current density is applied, IRsolution is the
voltage caused by current flow through the electrolyte and IRother is the voltage
caused by other resistances in the cell, such as current flow through metal electrodes
and the contact between the electrodes and electrical bus system. Table 12.1 dis-
plays typical values for each of these parameters and the total cell voltage in
commercial copper and zinc cells.

12.3.1 Thermodynamic Potentials

The thermodynamic potentials can be calculated using the Nernst equation
(Eq. 12.8):

E ¼ Eo þRT=nF ln Q ð12:8Þ

where E is the electrode potential versus the standard hydrogen electrode (SHE), Eo is
the standard reduction potential versus the standard hydrogen electrode, R is the gas
constant, T is temperature, n is the moles of electrons transferred, F is Faraday’s
constant, andQ is the reaction quotient. The reaction quotient is related to the activities
of the reactants and products. More details about calculating thermodynamic poten-
tials for electrochemical reactions can be found in numerous textbooks [8].

Table 12.1 Approximate cell voltage parameters for commercial copper [2] and zinc electrowin-
ning [7] in sulfate based electrolytes

Parameter Copper in sulfate electrolyte Zinc in sulfate electrolyte

Eanodic 1.23 1.23

Ecathodic 0.34 −0.77

anodic 0.50 0.6

cathodic 0.06 0.1

IRsolution 0.25 0.5

IRother 0.30 0.3

Vcell 2.0 3.5

12 Energy Efficiency of Electrowinning 217



For copper and zinc electrowinning in sulfate electrolytes, the main anodic
reaction is water decomposition that produces acid and oxygen gas (Eq. 12.9). The
main cathodic reactions are the depositions of the metal (Eqs. 12.10 and 12.11).

H2OðlÞ ¼ 2Hþ ðaqÞ þ 1=2O2ðgÞ þ 2 e� ð12:9Þ

Cu2þ ðaqÞ þ 2 e� ¼ CuðsÞ ð12:10Þ

Zn2þ ðaqÞ þ 2 e� ¼ ZnðsÞ ð12:11Þ

In commercial systems, these reactions are near equilibrium at their standard
reduction potentials as shown in Table 12.1.

12.3.2 Overpotential

The overpotential, η, is the energy needed to move a reaction away from equilib-
rium and achieve the necessary current density. Thus, the overpotential is the
potential applied to the equilibrium potential or E − Eeq.

Electrochemical reactions such as metal deposition and oxygen evolution occur
at the surface of an electrode. The current density (current divided by area) dictates
the energy required. The current density within a cell is calculated by dividing the
applied current by the total anode and/or cathode area in the cell. As anodes and
cathodes are often slightly different in size, anodic and cathodic current densities do
usually differ slightly. Anodes are usually slightly smaller than cathodes to reduce
the amount of metal deposited at the edges of the electrode which may interfere
with deposit harvesting.

The overpotential created by the applied current density is described by the
Butler–Volmer equation (Eq. 12.12). The equation can be derived from first prin-
ciples of the activated complex theory. Free provides a derivation in his
Hydrometallurgy textbook [8].

i ¼ io e
aOxnFðgÞ

RT � e
�aRednFðgÞ

RT

� �
ð12:12Þ

where i is the applied current density, io is the exchange current density of the
reaction on the electrode being used, η is the overpotential (E − Eeq), a is the
transfer coefficient which indicates how reversible the reaction is in the forward and
backward direction. The exchange current density indicates how reactive the sur-
face is for the reaction in question and is really the net exchange rate when the
reaction is at equilibrium.

At high values of overpotential (>50 mV), the Butler–Volmer equation can be
simplified into an empirical formula called the Tafel equation (Eq. 12.13).
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g ¼ aþ b log i ð12:13Þ

where a and b are constants with b being the so-called “Tafel” slope. By comparing
the Butler–Volmer and Tafel equations, the reader can see that

a ¼ 2:3RT=anF log io ð12:14Þ

b ¼ 2:3RT=anF ð12:15Þ

The largest voltage component for electrowinning other than the voltage needed
to overcome thermodynamics is that for anode overpotential. Traditional base metal
electrowinning uses lead alloy anodes in sulfate based electrolytes. When new lead
anodes are inserted in sulfuric acid-based electrolytes, they dissolve and quickly
become covered in precipitated lead sulfate. Upon energizing of the cell, the lead
sulfate oxidizes to lead oxide by the chemical reaction shown in Eq. 12.16.

PbSO4ðsÞ þ 2H2OðlÞ ¼ PbO2ðsÞ þ 4Hþ ðaqÞ þ SO4
2�ðaqÞ þ 2 e� ð12:16Þ

As the standard reduction potential for this reaction is 1.69 V versus SHE,
*460 mV is needed above the thermodynamic oxygen evolution potential to
stabilize PbO2 from PbSO4. This value is added to the overpotential needed to
decompose water on PbO2 resulting in a large anode overpotential for lead alloy
anodes.

12.3.2.1 Anode Overpotential

To reduce anode potential and corrosion of the lead alloy plate, additives are added
to the lead or the electrolyte. In zinc electrowinning, the anodes contain 0.5–1.0 wt
% silver. Silver acts as a catalyst for oxygen evolution and reduces the anode
overpotential [9].

The use of silver in anodes is expensive. To overcome this cost, copper elec-
trowinning uses cobalt in the electrolyte to catalyze oxygen evolution and lower the
anode potential [10]. The anode overpotential decreases with increasing cobalt
concentration. Recently, Abbey, and Moats [11] proposed an empirical equation
(Eq. 12.17) for the anode potential for oxygen evolution as a function of cobalt
concentration for a rolled Pb–Ca–Sn anode in 170 g L−1 H2SO4, 0.6 g L−1 Mn,
0.6 g L−1 Fe at 50 °C. Research is ongoing to further refine this equation and add
other parameters and interactions.

Anode Potential V vs: SHEð Þ ¼ 1:928� 0:135 Co½ �0:32 ð12:17Þ

where [Co] is cobalt concentration in g L−1 over the range of 0.0–0.6 g L−1.
While additives can reduce the anode overpotential of lead anodes, there is still a

fundamental problem with Pb anodes, because they need lead oxide on their surface
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to allow for current flow (lead sulfate is non-conductive). This has resulted in a
multiple decade search to find a replacement for lead anodes. This search has
resulted in the developed of alternative anodes, such as MMO anodes or coated
titanium anodes.

Moats [12] reviewed the economics and challenges of replacing lead anodes
with coated titanium anodes. The electrocatalytic coating typically consists of IrO2

and Ta2O5. This use of iridium and titanium makes MMO anodes more expensive
than lead alloy anodes. Thus, the main challenge in using these anodes is justifying
the additional anode cost relative to the operational savings when compared to lead
alloy anodes.

Recently three copper electrowinning tankhouses operated by Freeport
McMoRan (Chino, New Mexico, USA; Bagdad, Arizona, USA and El Alba,
Antofagasta, Chile) have converted from lead anodes to MMO anodes [13].
The MMO anodes are reported to reduce the cell voltage by 15%, produce a current
efficiency improvement of 1–2% and eliminate the need for cobalt in the electrolyte.
It thus appears that further improvement in anode technology and/or increases in
electrical energy costs could result in replacement of lead alloy anodes with MMO
anodes. This topic will be discussed in greater detail later in the chapter.

12.3.2.2 Cathode Overpotential

Fundamental electrochemistry dictates that flowing current in a preferred direction
(i.e., electrodepositing metal) will cause overpotential. Thus, the cathode overpo-
tential is directly related to the current density used in the electrowinning cell.
Using data from Brown et al. [14], the author developed a formula for cathode
overpotential for copper electrodeposition in a laboratory cell at current densities up
to 200 A m−2 from a solution of 0.65 M Cu and 2 M H2SO4 at 60 °C (Eq. 12.18).

gcathodic ¼ 0:473þ 0:070 log ið Þ ð12:18Þ

where ηcathodic is cathodic overpotential in volts and i is cathode current density in
A m−2.

While this formula shows the expected relationship between cathode overpo-
tential and the logarithm of current density, it does not completely describe what is
occurring in a commercial cell.

In industrial electrowinning, organic additives are added to foster the growth of
smooth dense metal electrodeposits and to operate cells at higher current efficiency.
In zinc electrowinning, cellhouses use gelatin and/or licorice [3, 6]. In copper
electrowinning, guar, polysaccharides, and/or polyacrylamides are utilized [4].
These smoothing agents or deposit modifiers can increase the overpotential [15–
17], though some polysaccharides cause minimal increases in cathode overpotential
[18]. While the increase in cathode overpotential increases the cell voltage slightly,
the ability to produce smooth deposits with higher current efficiency overcomes this
deficiency.
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12.3.3 Solution Resistance

Solution resistance occurs because ions must transport the charge between elec-
trodes in an electrowinning cell. The voltage is simply related to Ohm’s law
(Eq. 12.19).

V ¼ IRsoln ð12:19Þ

where I is the applied current and Rsoln is the resistance of the solution or elec-
trolyte. The resistance of the electrolyte is a function of the distance between the
anodes and cathodes, the electrolyte conductivity and the area of the electrode
(Eq. 12.20).

Rsoln ¼ d= kAð Þ ð12:20Þ

where d is the distance between electrodes, k is the specific conductance and A is
the electrode area.

The specific resistances (1/k) of copper and zinc electrolytes have been reported
in the literature. For copper sulfate electrolytes, an empirical formula derived by
[19] is given in Eq. 12.21. For zinc sulfate electrolytes, a formula was derived by
Guerra and Bestetti [20] is provided in Eq. 12.22.

1=k ¼ 2:87þ 10�3 � ð9:0 � Cu½ � þ 10:9 � Ni½ �
þ 1:1 � As½ � þ 11:6 � Fe½ � � 5:8 � H2SO4½ � � 11:6 � TÞ ð12:21Þ

where concentrations of ions [ ] are in g L−1 and temperature is in °C and 1/k is in
ohm cm.

1=k ¼ 1=½�10:79 Zn2þ
� �� 53:90 H2SO4½ � � 1:814 Zn2þ

� �2�6:380 H2SO4½ �2

�1:027 Zn2þ
� �

H2SO4½ � þ 16:73 Zn2þ
� �2

H2SO4½ � þ 0:0585 Zn2þ
� �

T

þ 12:46 Zn2þ
� �

H2SO4½ �2�6:762 Zn2þ
� �2

H2SO4½ �2 þ 0:3345 H2SO4½ �T
� 0:1341 Zn2þ½ � H2SO4½ �T

ð12:22Þ

where T is temperature (K) and concentrations in Eq. 12.22 are in M.

12.3.4 Other Resistances

Other voltage drops caused by resistance are associated with the passage of current
through the electrode body into the header bar and then into the bus system. Boon
et al. [21] calculated the resistance between various styles of intercell contact bars
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and different types of electrodes assuming clean contacts. The reported resistances
were between 15 and 42 lX depending on the material and mass of the electrode.
For a copper electrowinning cell, each electrode will generally carry 500–600 A
indicating a contact voltage drop of 7–25 mV for a clean contact on both the anode
and cathode. Modern jumbo electrodes used in zinc electrowinning will carry
1200–1900 A and produce a slightly larger voltage drop at the contacts.

With that said, voltage drop at the contact between the bus bar and electrode is
often larger than these values as salt formation occurs. This requires routine
cleaning of the bus system to mitigate the voltage drop which causes increased
power consumption and current maldistribution within the cell.

To mitigate current maldistribution, some facilities are using “equipotential” bars
[22]. This results in a double contact on each electrode which creates a better
opportunity for current to flow evenly to all electrodes.

Another source of resistance is the contact between the electrode plate and the
electrode header bar. Wiechmann et al. [23] discussed the voltage drop associated
with different electrode designs used in copper electrowinning. Using finite element
analysis, they calculated voltage drops of 16 mV for an anode and 31–43 mV for
different styles of stainless steel cathodes. They concluded that a stainless steel
sheathed solid copper core header bar welded to a stainless steel plate offered the
best performance for the cathode.

12.3.5 Analysis of Cell Voltage

In terms of electrical energy efficiency, electrowinning operations are limited in
their abilities to affect the cell voltage on a day to day basis. Operations can
diligently clean bus bars to reduce the voltage drop between the header bar and bus.
Major reductions in cell voltage, however, will only occur if the anode reaction is
changed (decrease Eanode) or the facility can achieve a reduction in anodic over-
potential (ηanodic). Minor reductions in cell voltage might be achieved by mini-
mizing electrode spacing (decrease IRsoln) or optimizing the electrolyte conductivity
(decrease IRsoln).

12.4 Current Efficiency

Besides cell voltage, current efficiency is the other major variable affecting the
specific energy consumption of an electrowinning cell. Current efficiency describes
how much of the current is used to produce metal. Well-run zinc cellhouses report
current efficiencies of 90–92% [3, 6]. Highly efficiency copper tankhouses report
92–94% [4]. The major causes for the 6–10% inefficiencies are side reactions and
short circuiting.
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12.4.1 Side Reactions

The predominant side reaction in electrowinning depends on the reduction potential
of the metal being recovered. For zinc, the reduction potential of the metal is less
than hydrogen (e.g., Eo

Zn IIð Þ=Zn\Eo
H þð Þ=H2

). This results in hydrogen evolution being

a major source of current inefficiency in zinc. Since copper has a relatively noble
reduction potential as compared to hydrogen (e.g., Eo

Cu IIð Þ=Cu [Eo
H þð Þ=H2

), the loss

of current to hydrogen gas evolution is very small unless the concentration of
copper in the cell becomes very low. In copper electrowinning, the main side
reaction is ferric reduction to ferrous (e.g. Eo

Cu IIð Þ=Cu\Eo
Fe IIIð Þ=FeðIIÞ). Iron is present

in the copper electrolyte due to incomplete solution purification prior to
electrowinning.

12.4.1.1 Hydrogen Evolution in Zinc

Reduction of hydrogen ion to hydrogen gas is much more thermodynamically
favorable as compared to reduction of zinc ion to zinc metal. Thus, to produce zinc
at a high current efficiency, hydrogen gas evolution needs to be kinetically inhib-
ited. Fortuitously, the rate of hydrogen evolution on zinc is low (e.g., the exchange
current density for hydrogen evolution on zinc is low). Additionally, the use of
aluminum mother blanks also suppresses hydrogen evolution.

Other practical methods of reducing hydrogen evolution, thus increasing current
efficiency, are to (1) use extremely pure electrolyte with (2) a high concentration of
zinc ions at (3) an appropriate sulfuric acid concentration, and (4) optimal tem-
perature. Most cellhouses deposit zinc from a solution of 50–75 g L−1 Zn [3].
A higher zinc concentration favors zinc electrodeposition by shifting the cathode
equilibrium potential in the positive direction based on the Nernst equation. Since
current efficiency and cell voltage are both affected in the same manner by
increasing zinc concentration (both increase), increasing sulfuric acid concentration
[both decrease] and increasing temperature (both decrease), zinc operations strive to
find optimal conditions which serve to minimize energy consumption.

Hydrogen evolution is kinetically hindered in zinc electrowinning. Therefore,
impurities that electrodeposit and become preferred sites for hydrogen evolution are
problematic. Table 12.2 lists the effects of common electrolyte impurities on current
efficiency in single variable experiments. The impact of impurities on current
efficiency, however, is complex. There are synergies between impurities and
between impurities and gelatin [24, 25]. A detailed review of impurities and their
effects on current efficiency and cathode morphology should be the topic of future
study.

Current efficiency is maximized by stringent electrolyte purification and/or by
the optimal addition of gelatin. Gelatin is added to inhibit the diffusion of impurities
to the zinc surface, specifically antimony [26]. However, if too much gelatin is
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added then zinc deposition is hindered and this promotes hydrogen evolution due to
a shift in electrode potential. Gelatin also changes the crystal structure of the zinc
deposit, which further affects current efficiency.

As indicated by Parada and Asselin [27], improving current efficiency by opti-
mization while useful for zinc operations “will not result in a major breakthrough in
energy savings.”

12.4.1.2 Ferric Reduction in Copper

In copper electrowinning, the reduction of ferric ion is more thermodynamically
favorable than copper deposition and is not kinetically hindered. Therefore, ferric
reduction will occur at its limiting current density. The limiting current density is
controlled by diffusion of ferric ion across the Nernst boundary layer. Operating
factors that will affect the rate of ferric reduction are ferric concentration, solution
viscosity, cell hydrodynamics (stirring, flow, etc.) and temperature.

The effect of ferric ion on copper electrowinning current efficiency has been
known for some time [28–30]. The qualitative results of operating parameters on
current efficiency caused by ferric reduction are summarized in Table 12.3 [31].

Khouraibchia and Moats [32] used surface response methodology to develop an
empirical model (Eq. 12.23) that could predict current efficiency for copper elec-
trowinning where solution agitation is minimal. The model uses as inputs: ferric
concentration, copper concentration and current density. The model was con-
structed at 40 °C and is most accurate for the ranges of 1.27–5.0 g Fe3+ L−1, 30–
50 g Cu L−1, and 300–400 A m−2.

Table 12.2 Impurity effects
on current efficiency from
Parada and Asselin [27]

Impurity Ault and Frazier [25] Mackinnon et al. [24]

Ge NA Decrease

Sb Decrease Decrease

Te NA Decrease

Se NA Decrease

Sn NA Decrease

Bi NA Decrease

Ga NA Decrease

As(III) NA No Effect

As(V) NA Decrease

Tl NA Increase

In NA Increase

Cu Decrease Increase

Cd NA Increase

Pb Increase Increase

Ni Decrease Decrease

Co Decrease NA
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CE %ð Þ ¼ 88:19�4:91� Fe IIIð Þ gL�1
� �þ 0:52� Cu IIð Þ g L�1

� �þ 1:81� 10�3 � C:D: A=m2
� �

�6:83� 10�3 � Cu IIð Þ2 g L�1� �þ 0:028� Fe IIIð Þ gL�1� �� Cu IIð Þ g L�1� �

þ 4:015� 10�3 � Fe IIIð Þ g L�1� �� C:D: A=m2� �

ð12:23Þ

The great utility of this formula is that it uses data that most tankhouses generate
on a regular basis. It can be used to determine a best case scenario current efficiency
quickly. While the model seems to be effective over the ranges listed, it has been
found to under-predict current efficiencies at current densities less than 300 A m−2.

While iron reduces current efficiency, it has a positive benefit in solvent
extraction/electrowinning operations. Some iron is needed to control the formation
of permanganate in electrowinning cells, which can adversely affect solvent
extraction [33].

Optimizing current efficiency by controlling the effect of ferric reduction will
help industrial operations, but as with the case of hydrogen evolution in zinc, it will
not result in a major breakthrough in energy consumption.

12.4.2 Short Circuits

Short circuits result from direct contact between an anode and a cathode within a
cell. There are many possible causes for short circuits. Joy et al. [34] listed the main
reasons for short circuits at a starter-sheet copper electrowinning facility as: “…
bent sheets, bowed sheets, slippers (e.g., electrodes that have fallen into the cell),
top roping, bottom roping, ear nodulation, body nodulation, bad anode, insulators,
double contact, and no contact.” In copper facilities that use stainless steel blanks,
common reasons for short circuits include electrode misalignment, bent electrodes,
not removing copper nodules from previous harvests, broken edge stripping and
body nodulation. In zinc electrowinning, common reasons for short circuits include

Table 12.3 Qualitative effect of electrowinning parameters on current efficiency related to ferric
reduction

Parameter Effect on current efficiency

Ferric Iron Significant decrease with increasing concentration

Copper Increase with increasing concentration

Acid Increase slightly with increasing concentration

Manganese No effect

Chloride No effect

Cobalt No effect

Current density Increase with increasing current density

Temperature Decrease with increasing temperature
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electrode misalignment, bent electrodes, and anode scale (manganese and lead
oxide film) touching the zinc cathode.

Practically all tankhouses monitor for short circuits on at least a daily basis.
Robinson et al. [4] indicated that a majority of copper tankhouses surveyed used
infrared detectors to monitor for shorts; while others use Gauss detectors or physical
inspection. This monitoring is a potential source of data. Most well-run operations
collect this data and use it to track the frequency of short circuiting.

Short circuiting is minimized by using straight electrodes, spacing the electrodes
evenly, regular anode cleaning to remove loose scale, and producing smooth metal
electrodeposits. Smooth metal deposits are produced by adding organic polarizing/
smoothing agents, keeping the solution metal concentration and temperature in
normal operating ranges, operating at typical current densities for the metal in
question and maintaining a consistent flow of electrolyte.

Eliminating short circuits is, of course, necessary to achieve operational excel-
lence for modern electrowinning facilities. A poorly run facility can lose 10–15%
current efficiency due to short circuiting if attention is not given to details. Even so,
controlling short circuits will only improve the energy consumption of elec-
trowinning so much.

12.5 Future Opportunities

This review has examined the underlying fundamentals related to energy con-
sumption of aqueous electrowinning for copper and zinc. The two parameters that
affect energy consumption are cell voltage and current efficiency. Operations which
are not operating optimally may use the information provided to track a course to
improve their energy efficiency by 5–15%. Well-run operations have limited
opportunity to further reduce their energy efficiency without a major change in
electrowinning technology.

The biggest opportunity for a reduction in energy efficiency is by changing the
anode reaction to one with a lower potential (Eanodic), changing the cathode reaction
to reduce the number of electrons needed or changing anode materials to reduce
anode overpotential (ηanodic). These will be discussed in further detail below.

12.5.1 Alternative Anode Reactions

The use of an alternative anode reaction instead of water oxidation has received
some attention in the past. In zinc electrowinning, the oxidation of organic specie
and hydrogen oxidation have been examined. Parada and Asselin [27] conducted a
review of the literature on these topics. For methanol and formic acid oxidation, the
poisoning of platinum catalysts by CO adsorption is a major hurdle to overcome.
However, research focused on organic fuel cell catalyst development may lead to a
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breakthrough [35, 36]. For hydrogen oxidation, the development of an economic
gas diffusion electrode is required. Some effort is continuing in this area based on
recent patents and patent applications [37, 38].

In copper electrowinning, researchers have explored ferrous oxidation [39, 40],
oxidation of sulfurous acid [41, 42], and the oxidation of sulfur dioxide [43, 44] as
possible routes to reduce the energy consumption of the process. The most
advanced demonstrations of these reactions were performed using ferrous oxidation
[45–49].

Ferrous oxidation can reduce the cell voltage for copper electrowinning by 46%
at an iron concentration of 30 g L−1 [49]. Ferrous oxidation also eliminates the
generation of acid mist caused by oxygen bubbles bursting at the air/electrolyte
interface. Stainless steel anodes can be used instead of lead-alloy anodes which
eliminates the production of hazardous by-products caused by lead anode corrosion.
Finally, the removal of lead anodes eliminates the need for cobalt addition to the
electrolyte.

To promote ferrous oxidation, high concentrations (20–50 g L−1) of iron are
needed in the electrolyte [5]. As previously stated, ferric reduction is preferred over
copper reduction, so the presence of significant quantities of ferric ion in the
electrolyte would be very detrimental to energy consumption. To avoid ferric
reduction at the cathode, ferrous oxidation is coupled with the reduction of ferric by
sulfur dioxide. The use of sulfur dioxide adds complexity to the process flowsheet
[49]. Marsden [5] estimated even with the extra process steps, conversion of copper
electrowinning from anodic decomposition of water to ferrous oxidation would
reduce the energy consumption from 1746 to 1011 kJ kg−1, respectively. The
implementation of ferrous oxidation in copper electrowinning has not yet occurred
on a large commercial scale.

12.5.2 Alternative Cathode Reaction

Copper ions have two stable oxidation states in aqueous solutions, Cu+ and Cu2+.
Since the amount of copper produced per ampere depends on the number of
electrons required per mole of metal, changing from cupric to cuprous ion could
reduce needed amperes by 50%. Hence, the energy consumed could be cut in half.
Since zinc is only stable as Zn2+, no reduction in energy consumption is possible by
changing oxidation states.

Researchers and companies have examined the coupling of chloride leaching of
chalcopyrite with electrowinning directly from the chloride solution fairly exten-
sively [50, 51]. In fact, a facility operated using the CLEAR process produced
30,000 tonnes of copper powder in 1981 using copper chloride electrometallurgy
[52]. However, today the electrodeposition of copper from chloride solutions is
limited to by-product recovery at a few nickel refineries [53]. Some of the reasons
for the low popularity of chloride electrometallurgy for copper are low product
quality, materials costs, and production of a powder.
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The electrowinning of copper from cuprous chloride solutions is also chal-
lenging because copper powder or dendrites are produced at the cathode due to the
high exchange current density of copper electrodeposition from a cuprous chloride
solution. Smooth, dense copper electrodeposit can be produced if applied current
density, electrolyte agitation, and smoothing agent are controlled [51].

The combination of chloride leaching of low grade chalcopyrite ores with
energy-efficient copper electrowinning seems to be a topic that should be
reexamined.

12.5.3 Alternative Anodes

Besides alternative reactions, the largest source of energy inefficiency in base metal
electrowinning is the overpotential of oxygen evolution from the decomposition of
water on lead alloy anodes. There have been many attempts over the past 40+ years
to exchange lead alloys with more energy-efficient materials. The most common
material examined is ceramic coated titanium. These anodes are called dimen-
sionally stable anodes (DSA), mixed metal oxide (MMO) anodes, and coated
titanium anodes (CTA). In this chapter, they will simply be referred to as MMO
anodes.

MMO anodes use grade 1 or grade 2 commercial pure titanium as a substrate. To
this substrate, a coating of mixed metal oxides is applied. The coating composition
for oxygen evolution application is typically IrO2-Ta2O5 [12], but researchers have
evaluated numerous other compositions. Besides coating composition, manufac-
turing parameters can have an effect on coating performance [54, 55].

Some copper electrowinning facilities have converted from lead alloy anodes to
MMO anodes [56]. The benefits of MMO anodes are lower energy consumption
(10–15%), elimination of cobalt addition to the electrolyte and elimination of
lead-bearing hazardous by-products. The disadvantages of MMO anodes in copper
are materials cost and damage caused by short circuiting [12]. Research should be
focused on minimizing the lifetime cost of the coating and suppressing undesired
side reactions along with mitigation of short circuits [57]. Morimitsu’s group has
been very active in this area and his work should be reviewed prior to embarking on
investigations [58–60].

In zinc electrowinning, the presence of 2–5 g L−1 Mn in commercial electrolyte
can be problematic for MMO anodes. Manganese oxide can electrodeposit on the
coating surface [61], which can reduce the anode’s life and/or raise its overpo-
tential. Innovation to suppress the formation of manganese oxidation has occurred
[54], but more work is likely warranted.
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12.6 Summary

In summary, metal electrowinning as practiced by the mining industry is a mature
process. At the operations level, being energy efficient is related to maximizing
current efficiency and optimizing electrolysis parameters. At the process level,
significant energy savings can only be achieved by changing one of the underlying
electrochemical reactions or reducing the anode overpotential. Significant changes
will not likely occur in electrowinning without a major technological breakthrough
or a drastic escalation in energy prices.
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Chapter 13
Plant Automation for Energy-Efficient
Mineral Processing

Jocelyn Bouchard, Daniel Sbarbaro and André Desbiens

Abstract Mineral processing is one of themost energy-intensive stages of the overall
mining beneficiation chain, with an increasing share of the industry footprint. This
chapter examines how automation represents a practical means to significantly
improve energy efficiency in mineral processing operations. It introduces the fun-
damentals of automation, hierarchical framework of automation systems, and how the
multiple functions can be integrated into an energy management information system.
The discussion also explains the rationale of process control and real-time opti-
mization approaches that facilitates lower specific energy requirements from lower
variability of key process variables, and determining more appropriate operating
points. Case studies are presented to illustrate the current state of the art.

keywords Process control � Process plant automation � Mineral processing
Specific energy

13.1 Introduction

The mineral processing sector holds a significant and growing share of the energy
balance of the mining industry. Tromans [1] reported striking data from the U.S.
Department of Energy showing that 39% of the energy footprint of mining
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operations originated from beneficiation and processing operations in 2004. More
recently, the Coalition for Energy Efficient Comminution estimated that ore frag-
mentation accounts for 53% of the energy consumed on a typical mine site [2].

Expectations are that these figures are on the rise, and Norgate and Haque [3]
argued that globally depleting ore grades will impact the energy consumed for
mining and processing, because of the additional amount of material required to be
treated in these stages, and the finer grinding product needed to liberate valuable
minerals. On the other hand, the effect on downstream metal extraction and refining
facilities will be minimal since concentrates are typically produced at given con-
centrations irrespective of the initial ore grades. The growing share of the balance
going to mineral separation, thus, requires special attention to improve the overall
mining industry energy utilization.

Analyzing data from the U.S. Department of Energy [4], Norgate and Haque [3]
emphasized that the metal mining industry in the United States could potentially cut
back about 61% of its energy consumption. Implementing best practices would
enable an initial 21% reduction, and investments in research and development
initiatives for energy efficiency would represent the remaining 40%. Automation,
process control and real-time optimization are among the avenues showing
tremendous potential for tapping into these opportunities, sometimes with minimum
capital expenditure since most of the required instrumentation, control and com-
munication equipment, software and servers are often already in place. It explains
why the reduction of energy consumption is regarded as the main benefit of
grinding circuit control by 50% of the grinding experts polled by Wei and Craig [5].

Initiatives for reducing the energy footprint of mineral processing plants largely
target comminution stages. Essentially four different approaches have been pro-
posed to tackle this issue:

• exploiting comminution mechanisms exhibiting lower specific energy con-
sumption, either with the so-called “mine-to-mill” approach (i.e., consistent and
fine blasting product) [6, 7], or taking advantage of compression-based pro-
cessing equipment (crushers, high-pressure grinding rolls, and anvil-hammer
mills) [8–10];

• reducing the amount of material processed or reprocessed in grinding equipment
using ore sorting [11], coarse particle processing [12], flash separators [13], or
improved particle classification [14];

• recovering waste energy [15–17];
• reducing specific energy consumption by operating at higher throughput (closer

to design capacity) [18], and using process control capabilities [19].

This chapter expands this last item beyond comminution and examines how
automation is essential to maximize the overall energy efficiency of mineral pro-
cessing plants. Automation, process control, and real-time optimization allow
engineers, not only to determine the proper operating point, but also provide a
means to reach and maintain it over time, regardless of fluctuating input materials
attributes, and process disturbances. The next section describes the various
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components of a complete automation system, and their interrelation. It also dis-
cusses the implementation of an energy management information system. The
benefits of automation on the energy footprint of mineral processing plants are
discussed in Sect. 13.3, while Sect. 13.4 presents case studies.

13.2 Process Automation

Automation systems provide timely information and take prompt actions to ensure a
safe and profitable operation in spite of the external and internal disturbances affecting
the process. In addition, modern automation systems can analyze historical data,
perform process analysis and real-time process optimization considering economics
as well safety aspects, and integrate information from different sources and systems.

13.2.1 Hierarchy of Automation Functions

In order to address the complexity of accomplishing these objectives, their func-
tions are divided to tackle specific objectives and organized in a hierarchy with five
levels as depicted in Fig. 13.1.

The first level considers data acquisition and processing functions. These
functions process the data obtained from sensors and send suitable commands to
actuators. Typical processing operations are signal filtering, signal sampling, and
data conversion from raw values to engineering units. This information can then be
used for further process analysis. These functions are required to be executed within
seconds in order to deal with the time variations of process variables.

The second level carries out regulatory and safety control functions using a
combination of discrete and continuous control functions, which aim at stabilizing
the process, while respecting safe margins for the operations, equipment and
workforce. Safety control actions are required to be executed within less than a
second, while regulatory control operations are periodically executed within periods
depending on the process dynamics. In addition, in modern automation systems,
operators are located in a room away from the process. Consequently, the inter-
action between the automation system and the operator plays an important role in
ensuring effective operation. A Human–Machine Interface (HMI) must present
relevant information timely regarding both normal and abnormal process states, and
transmit operator commands to actuators through specialized keyboards or pointing
devices such as a mouse, trackballs, or touch screens.

The first two levels consider these basic functions, which are essential to any
automation system for process monitoring and control. However, the optimal
operation of a mineral processing plant requires acting simultaneously over dif-
ferent control variables and taking into account operational constraints. Thus, the
third level with advanced control functions is required to keep process operations
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near optimum conditions expressed by a proper objective criterion. These control
functions calculate the setpoints of the controllers in order to optimize an objective
criterion defined over a time horizon of several minutes, typically.

In the fourth level, process analysis and steady-state optimization functions
consider data collected during several hours or days in order to establish the best
operational scenario. Process analysis functions provide modeling and analysis
capabilities to characterize operations and inlet flows that can be applied for the
whole process, starting with the raw materials through all the multiple stages, and
down to the end-products. Steady-state optimization functions seek to improve the
operational performance by taking actions according to a given performance index.
These improvements can be applied to a single piece of equipment, a unit operation
or a plant section. In general, steady-state optimization is always associated with
process analysis functions, since it requires information concerning relevant con-
straints and variables affecting the operational performance.

The fifth level considers a time horizon of weeks or months to integrate cor-
porate data, such as commercial and financial information, with operational data to
improve the overall performance of the mineral processing value chain. The main
functions carried out at this level are for Planning and Scheduling. The Planning
functions set production goals to meet supply and logistic constraints, and address

Fig. 13.1 Functions hierarchical organization
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time-varying capacity and manpower utilization decisions [20]. Scheduling sup-
ports technical and business decisions by providing a unified view of the process by
managing information and data [21]. The integration of planning and scheduling
with other functions is addressed by the ANSI/ISA-95 (IEC 62264) standard. This
standard consists of models and terminology to ease the exchange of information
between business (sales, finance, and logistics) and operations (production, main-
tenance, and quality) departments. The HMI associated with the upper levels are
oriented to establish a collaborative working environment and, therefore, has a
different orientation compared with the process operation HMI.

Last, but not least, are the Communication functions, which are necessary to
establish the communication across functions and levels. In many situations, control
actions need to be supplemented with data located in other systems and this requires
communication between different control or information systems.

Mineral processing plants are integrated operations involving multiple processes
and, therefore, all automation levels are required to operate in a safe and profitable
way. This means that optimizing the overall energy efficiency requires considering
not only the type of ore being treated, but also the mine, concentrator, tailing, and
port operations. Clearly defining the functional specifications of the automation
system is a prerequisite to achieve the possible benefits offered by implementing
these advanced functions [22].

13.2.2 Automation Systems

Automation functions are implemented in hardware and software systems. The
organization of these systems follows a similar hierarchical structure. Field devices
(sensors and actuators) are in the first level, as seen in Fig. 13.2.

The first level communicates with the second one by using field communication
networks. In the second layer, there are specific microprocessor-based computer
systems running control algorithms on top of special-purpose operating systems. In
the mineral processing industry, distributed control systems (DCS), and pro-
grammable logic controllers (PLCs) are typically used to run regulatory control and
interlocks strategies. At this level, there are also human–machine interfaces
(HMI) in order to provide the operators the means to monitor and control the
process. Supervisory control and data acquisition (SCADA) software provides tools
to continuously monitor the process variables, manage alarms, and supervise the
operation of control strategies. These systems also provide short-term process
variables logs. This historical data is very useful to review trends and assess how
the process and the control system evolve with time.

The fourth level has dedicated systems aiming to optimize the overall operation
of the plant. Higher level optimization software can coordinate the operating
conditions of control loops to meet the optimization objectives. For example, in a
mineral processing plant, the objectives could be to minimize electrical energy
consumption or maintain a certain production rate or quality.
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The systems at the second level also send data collected from the plant to a
dedicated industrial data historian. The data historian is connected to a plant
information system for data analysis, performance monitoring, reporting and inte-
gration with maintenance and metallurgical laboratory and accounting systems. In
order to analyze and respond to real-time events, the HMI at this level enables the
visualization of the current status of the plant and the enterprise in multiple media
[23].

Energy management information systems (EMIS) [24, 25] are part of the fourth
level and perform some specific energy management functions at a strategic level to
increase the energy efficiency. The EMIS provide relevant information that makes
energy performance visible to various levels of an organization, enabling them to
plan, make decisions, and take effective action to manage energy [26]. The final
implementation of the operational control of energy saving strategies must be carried
out in real time by the lower level control loops in the control system’s infrastructure.

The fifth level links the plant to the outside world. The systems at this level
perform enterprise-level management function using Enterprise Resource Planning
(ERP) systems. The objectives in the fourth level are decided based on the analysis
performed at this level.

Fig. 13.2 Automation system
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13.3 Energy Efficiency Improvements

This section explains how control developments can translate into improvements in
energy efficiency. In order to establish this relationship, Friedmann [27] proposed
an integrated approach that requires an engineer to establish the baseline case, study
the impact of energy efficiency strategies on the process, analyze the constraints,
and implement the actions to obtain the final reduction of energy consumption.

To estimate the impact of a control improvement on energy efficiency, the
following relevant information is usually required:

• Knowledge of the current energy efficiency key performance indicators (KPIs).
The International Energy Agency refers to “measures of energy efficiency
performance” (MEEPs) instead of KPIs [28]. There are several KPIs repre-
senting how energy is efficiently or inefficiently used in, for example, a par-
ticular process, company, or country.
Several MEEPs have been applied to industrial energy use including:

1. thermal energy efficiency of equipment: energy value available for produc-
tion or operation divided by input energy value,

2. energy consumption intensity: energy value divided by certain physical
value (e.g., processed mass),

3. energy value: absolute amount of energy consumption, and
4. diffusion rates of energy-efficient facilities/types of equipment.

• An estimate of improved control performance. Control performance improve-
ments can be measured by the reduction of variability expressed as a percentage
of original variability. For instance, in grinding circuits it is very important to
control the resulting particle size distribution as the flotation process is very
sensitive to this variable.

• Knowledge of applicable constraints. Most process operations are limited by
constraints. These may be physical, regulatory, economical, or related to safety.
Constraints can be hard or soft. A soft constraint can be violated but a hard
constraint cannot. The violation of a soft constraint implies some penalty is
accepted instead. The solution to a constrained steady-state optimization prob-
lem almost always lies on the boundary of the feasible region; i.e., on one or
more constraints. Reduced variability allows operations closer to a limiting
constraint and, therefore, near to the optimum of the deterministic optimization
problem without occasionally violating the constraint. For instance, Fig. 13.3
shows the time evolution of the P80 (sieve dimension greater than 80% of ore
particles, weight basis) of mill circuit product in micrometers and its upper soft
constraint. It is very important for downstream processes that this variable is
smaller than this limiting value. Without proper control, the mean value has to
be set far away from the limit since the variations are large. With effective
control, however, it is possible to move the mean value closer to the limit.
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• A process model representing the relationship between control variables and
MEEPs. Improved control of key process variables can increase energy effi-
ciency because the regulation has been improved and/or new reference values
for the controlled variables have been calculated in order to improve energy
efficiency. In both cases, a process model is required to estimate the final
improvements.

Improved control performances increase energy efficiency because one or both
of the following conditions are met [29]:

1. In many situations, energy efficiency improvements are limited by operational
constraints. In this case, the reduced variation permits moving the mean value of
the key variable associated with energy efficiency closer to an operating target.
Estimating the shift in the average operating reference depends on the particular
application and the specific criteria with respect to a given operational scenario.
There are several criteria for establishing the shift of the mean value such as:
“best operator”, same percent limit violation, same percent limit violation of the
5% limit, and limit violation x% of time [29]. Figure 13.4 shows the shift of the
mean value so that the improved control will violate the limit the same per-
centage of time as the current operation does.
In addition, new mean values can also be obtained by solving steady-state
optimization problems considering technical as well as economic objectives of
the process. These objectives are defined in quantitative terms. The improved
process performance is then the result of moving the reference values to the
steady-state optimal values.

2. If the relationship between energy efficiency and the key operational variable is
highly nonlinear, then a reduction of the variation of the key variable will by
itself change the mean value of the performance variable and, thus, energy
efficiency. This is possible if the key variable is related to the process perfor-
mance by a nonlinear function and the process is operating in the region of the

Fig. 13.3 Variability
reduction
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nonlinearity. Then improved regulation will change the mean value of the
performance parameter, even though the mean value of the key variable is
unchanged [30]. Figure 13.5 shows the relationship between the specific energy
consumption in terms of the P80. Since this relationship is highly nonlinear, a
reduction in the P80 variations will lead to a decrease in the specific energy
consumption.
In grinding circuits, both the conditions produce a decrease in the specific
energy consumption.
Solving steady-state optimization problems considering technical as well eco-
nomic objectives of the process allow the calculation of new reference values.
These objectives are defined in quantitative terms. The improved process per-
formance is then the result of moving the reference values to the steady-state
optimal values.

13.4 Case Studies

This section presents some selected investigations about energy consumption in the
mineral processing industry. The first case studies only concentrate on a single unit
even if, ideally, plant-wise assessment should be conducted. For instance, grinding
mill circuits are the most cost-intensive unit operations in the mineral processing
industry, but their economic and energy performance should not be evaluated
locally since their product attributes highly influence downstream processes [31,
32]. In this regard, the minimum energy footprint in a plant is usually not found
after locally minimizing the consumption of every individual stage [33]. This is
clearly demonstrated by the last example of this section. Nonetheless, single unit/
circuit studies are included because (1) it is easier to tackle smaller scale industrial

Fig. 13.4 Shifting the
average operating variable
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problems and show benefits, and (2) plant-wide control can only be contemplated
using a tiered methodology in which controlling simple components precedes
optimizing the overall system.

Some applications presented here use open-loop optimization strategies (i.e., the
solution is calculated a priori, off-line, without any feedback). This notwithstanding,
they reveal the potential of real-time optimization.

13.4.1 Energy Optimization of Crushing Processes

Open-loop energy management of a parallel High-Pressure Grinding Rolls (HPGR)
machine is detailed by Numbi and Xia [34]. The simulated circuit has two parallel
HRC™800 HPGR machines processing copper ore. The manipulated variables are
the rolls rotational speed, rolls operating pressure, and feed rate. The first step of the
optimization procedure is to develop models for the power consumption, total
energy cost, throughput, and maximum product particle size. The manipulated
variables are calculated by minimizing a cost function over a horizon subject to
various constraints. The objective function is the total energy cost considering the
time-of-use electricity tariff. The constraints are:

Fig. 13.5 Specific energy
consumption as a function of
P80
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• HPGR feed bin-level limits,
• HPGR operational variables (rolls speed, pressure and gap, product rate

throughput, fresh feed rate) limits,
• the fresh feed rate should be equal to throughput rate to avoid obstruction,
• a production target, i.e., the total amount of ore crushed for a given period,
• a maximum particle size of the product.

In the simulations, the horizon is 24 h and the production target is 3500 tons.
Three scenarios were evaluated:

1. Both HPGRs having identical overall drive efficiency and with a fixed rolls
operating pressure. There is potential to reduce specific energy cost by about
41.93% without any energy consumption reduction.

2. Two parallel HPGRs having different overall drive efficiency. With a fixed rolls
operating pressure, minimizing the loading level of the less-efficient HPGR
machine, and maximizing the loading level of the more-efficient one enables
potential energy and energy cost savings of 1.87 and 43.17%, respectively.

3. Both HPGRs have identical overall drive efficiency, but variable rolls operating
pressure. For any decrement of 0.2 N/mm2 in rolls operating pressure, the
potential energy saving is 4.5% without significant change in product quality.

Similar energy optimization simulations for jaw crushers and crushing processes
based on a vertical shaft impactor are presented by Numbi et al. [35], and Numbi
and Xia [36].

13.4.2 Control of Industrial Grinding Circuits

Example 1 Nunez et al. [19] demonstrate that better control can lead to an energy
consumption reduction while improving the throughput and product quality, even if
the energy is not specifically considered in the control design. One line of the
grinding circuit at the Strathcona Mill (Glencore, formerly Xstrata Nickel) is
composed of a 900 HP rod-mill in series with a 1750 HP ball-mill operating in
closed circuit with a pump-box and hydrocyclone cluster. The main characteristics
of the original control strategy consist of the following:

• PI (proportional-integral) control of the rod-mill feed rate, with the operator
selecting the setpoint according to operating conditions (hard or soft ore, coarse
or fine ore);

• PI control of the pump box level, the manipulated variable being the water
addition flowrate setpoint; and

• no control of the cyclone overflow density.

The new features of the control design are as follows:
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• PI control of the pump box level using the rod mill feed setpoint as the
manipulated variable, thus automatically adjusting the throughput according to
the circuit capacity to handle the different types of ore;

• PI control of the cyclone overflow density using the pump-box water addition
flowrate setpoint as the manipulated variable, the density setpoint being adjusted
by the operator.

Data were collected from January 2007 to May 2008 with the original strategy
running and from June 2008 to September 2008 with the new approach. The
following results were achieved:

• the circuit throughput was increased by 7.7% without degrading the nickel or
copper recovery;

• the cyclone overflow density standard deviation was reduced from 2.0 to 0.8%;
• as a positive side effect, the specific energy efficiency (kWh/t) of the rod-mill

and the ball-mill were, respectively, decreased by 7.1 and 7.5%.

For Strathcona mill engineers, the reduction of variability in the cyclone over-
flow density was of paramount importance as the density exhibits a very high
correlation with overflow particle size (% −150 mesh). However, for purposes of
this chapter, it is important to realize that the power draw for rod and ball-mills is
mainly determined by steel grinding media charge, and does not vary much with
throughput. Processing a higher ore feed rate for roughly the same power draw,
therefore, results in lower specific energy.

Example 2 The second grinding control illustration [33, 37] also supports that an
energy efficiency gain can be a positive indirect consequence of reducing variability
in the process using proper control design. The Peruvian Toquepala Mine copper
ore grinding circuit is composed of a rod-mill followed by three identical ball-mills
in parallel. Each ball mill runs in closed circuit with a pump-box and hydrocyclone
cluster. The main elements of the original control strategy are as follows:

• PI control of the ore rod-mill feed rate, the set point being determined by the
operator;

• PI control of the water addition to the rod-mill ensuring the mill is operated at
80% solids;

• the rod-mill discharge is distributed to three parallel ball-mills using a three-way
splitter, the distribution ratios being adjusted by the operator using two sepa-
rating gates; and

• PI control of the slurry level in each pump box, the speed of the discharge pump
being the manipulated variable.

Improper operation of the splitter led to an uneven distribution of the rod-mill
discharge among the three ball -mills, the one receiving more feed experiencing
overloads resulting in a coarser hydrocyclone overflow, which in turn disrupted the
flotation circuit operation. Another common issue was increasing rod-mill hold-up
resulting from increasing ore hardness. Late detection of this kind of event would
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require a drastic reduction of the rod-mill feed rate, and even a grind out (i.e.,
stopping the feed for several minutes) in some instances.

The most important changes in the new design were the following:

• ratio control of the rod-mill water addition, for fast reaction to ore feed rate
fluctuations;

• PI control of the slurry distribution to the ball-mills, the position of the two gates
being manipulated to maintain the same slurry level in all three pump boxes; and

• PI control of the average slurry level in the three pump boxes, the manipulated
variable being the rod-mill feed setpoint, thus allowing the system to cope with
ore hardness fluctuations.

The outcomes of the new control system were the following:

• improved stability of the circuit operation, particularly for the three ball-mills;
• higher circuit throughput, from 245.7 to 253.6 t/h, and a slightly finer product;
• a significant reduction in energy consumption, from 1,607,750 to

1,528,797 kWh/month, mainly explained by reduced pumping requirements
resulting from a lower circulating load; and

• a reduction of specific energy consumption from 9.20 to 8.42 kWh/t.

13.4.3 Real-Time Optimization of a Grinding Circuit

The final grinding control example [38] is the simulated real-time optimization of a
semi-autogenous mill operating in closed circuit with a pump box and a hydro-
cyclone. The hierarchical control structure corresponds to Fig. 13.1. Although not
explicitly mentioned in the paper, the regulatory control layer should consist of
basic PI and ratio loops for the flow rates. A 4 � 4 linear model predictive con-
troller with a 10 s sampling time stands for the advanced control layer. The con-
trolled variables are the

• product particle size,
• mill hold-up (i.e., the charge as a fraction of the total volume),
• slurry level in the pump box, and
• power drawn by the mill motor.

The manipulated variables are the percentage of critical mill speed and following
flow rates (setpoints):

• slurry feed to the hydrocyclone,
• ore feed to the circuit, and
• water to the mill.

The setpoints of the four controlled variables could be calculated using the above
real-time optimization layer with a sampling time of 30 min (for reasons explained
in the paper, only the mill power setpoint is changed by the real-time optimization).
The cost function is the difference over a 7-day horizon between the electricity
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consumption cost, taking into account time-of-use tariff, and the turnover of the
milling circuit product. The minimization is subject to various constraints such as
the respect of the 4 � 4 model steady-state relationships and a required average
throughput over the 7-day period.

The main results of the simulation study for a 2 MW mill were the following:

• controlled and manipulated variables comfortably remain within their
constraints;

• the variability of the product particle size is low: standard deviation of 0.0031%
for mean of 82.03% < 75 lm;

• when running at approximately 93% of achievable capacity, the mill power load
shifting generates a cost saving of $9.90 per kg of unrefined platinum;

• when running at maximum capacity, mill power load shifting is not necessarily
economically advantageous because the additional product may represent more
money than what is saved in electricity costs.

13.4.4 Energy and Profitability in Flotation Processes

Flotation and centrifugal separation only accounts for 4% of the total energy
consumption in mining and mineral processing [4], and thus the leverage for
potential energy saving is very low. Even if energy efficiency and energy cost have
the largest influence on the overall operating cost of the flotation process [39], the
example described by Lelinski et al. [40] illustrates that it may not be profitable to
minimize energy consumption in flotation. The energy cost over the 20-year
lifespan of a single SuperCell™ was US$ 3.7 million for a specific power of
0.74 kW/m3, and US$4.2 million and for a specific power of 0.84 kW/m3.
However, the additional specific power, and US$0.5 million energy cost, allowed
generating a gain in recovery (2.6% for Cu and 3.1% for MoS2), which would
represent an additional US$160 million in total revenue.

This case study clearly illustrates that minimizing the energy consumption of a
single processing stage may lead to poorer profitability.

13.4.5 Energy Efficiency of Concentration and Smelting

Through laboratory test work, mineralogical analyses, and modeling, Evans et al.
[41] investigated the most energy-efficient circuit design and operating strategy for
mineral concentration and smelting (copper–nickel sulfide). Instead of examining
concentration and smelting independently, as it is usually the case, the overall
energy consumption across the metal production chain was assessed. The overall
energy consumption was estimated with and without a second grinding stage (re-
grinding) while keeping constant the primary grinding energy. The results, sum-
marized in Table 13.1, revealed that injecting more energy in the concentrator
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results, in some instances, in a reduction of the energy consumption for the inte-
grated mill-smelter complex. Therefore, it is recommended that engineers design
real-time energy optimization from a plant-wide point of view.

13.5 Conclusions

The mining industry faces tremendous challenges for improving its track record for
energy management and carbon emissions. Analysis of the overall mineral/metal
beneficiation chain reveals that mineral processing is one of the most
energy-intensive stages, exhibiting an increasing share of the industry footprint.
Among the various routes currently being examined to tackle this issue, automation
stands out as a practical solution to achieve significant progresses within a relatively
short-term timeframe.

The multiple functions of an automation system, namely process analysis,
control, real-time optimization and management, all play a role in smart energy
management of mineral processing operations. It is interesting to observe that
reducing the variability of key variables using appropriate—often simple—process
control strategies can lead to significant energy efficiency improvements resulting
from improved process performance, better use of the circuit’s capacity, higher
throughput or reduced circulating loads. In some instances, this will be possible
while maintaining or increasing throughput and quality even if the energy con-
sumption is not explicitly considered in the design.

Moving to a higher level of the function hierarchical organization, real-time
optimization is a powerful approach to explicitly manage energy consumption,
throughput, and product quality, while handling operational constraints. It is more
complex, but offers more capabilities than regulatory control. For instance, a
real-time optimizer can decrease the footprint of not only individual units but also
the overall circuit, and stir operating points to more favorable states minimizing the
value of the economic criteria. It must be emphasized that the real-time optimization
layer does not allow one to dampen the effect of fluctuating ore characteristics

Table 13.1 Energy consumption, with and without regrinding

Without
regrinding

With
regrinding

Energy input to primary grinding (kWh) 1387 1387

Energy input to regrinding (kWh) 0 42

Energy input to Ni smelting (kWh) 3629 3123

Energy input to Cu smelting (kWh) 556 542

Total energy input (kWh) 5572 5094

Total energy consumed per ton of ore in feed (kWh/t) 55.7 50.9

Total energy consumed per ton of metal produced
(kWh/t)

3910 3461
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(hardness, composition, mineral associations, and size distribution) per se, so it
cannot replace the control layer altogether. The ability to control key process
variables is a necessary first step.

Future work needs to focus on developing more process control and real-time
optimization industrial applications for individual units, sub-circuits and overall
plants. As more case studies are developed, it will be possible to establish energy
reduction benchmarks, define best practices and standards. Results could eventually
influence design practices as higher energy efficiency could translate into leaner
production units for both brown and green field projects.

Lastly, characterizing the effect of automation on other sustainability indicators
should also be considered as maximizing energy efficiency could, for instance,
influence the water consumption [41].
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Chapter 14
Energy Management Systems in Copper
Smelting: The Atlantic Copper Case Study

José Maria Tejera, Guillerno Rios, Tasio Martínez
and Miguel Palacios

Abstract Copper smelters play an important role in the extractive metallurgy of
copper, with 80% of mining output processed in primary smelters to produce
copper cathodes, while the remaining 20% is refined at hydrometallurgical plants at
the mines. Energy represents more than one-third of operating costs for copper
smelting and refining, so good energy management is of vital importance to
guarantee energy sustainability in an increasingly competitive economic setting, not
to mention the ever-increasing demands for environmental protection. In 2009,
Atlantic Copper launched a new energy management strategy for its copper smelter
and refinery with the implementation of an Energy Management System, and it
became the world’s first copper smelter to receive the ISO 50001 (Int Organ Stand
16, 2011 [1]) certificate. This system can accurately monitor consumption, and
shapes production planning in accordance with energy criteria in order to achieve
continuous improvement in all company processes, based on the following:

• Integration of energy efficiency in the organization’s scorecard.
• Assimilation of energy criteria in daily work decisions.
• Implementation of projects that can reduce specific energy consumption.
• Investment in projects that recover and utilize residual heat from the metallur-

gical processes.

This policy carried out between 2009 and 2014 enabled Atlantic Copper to
become one of the copper smelters with the lowest specific energy consumption
worldwide, achieving reductions of over 20% of the energy consumption, together
with cuts in direct greenhouse gas emissions of more than 30%.
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14.1 Introduction

Metal refining is an energy-intensive process. Consequently, many stakeholders
have highlighted the need to improve the energy efficiency of this process. This
chapter presents an industrial case study of a copper refinery’s energy efficiency
improvement program.

Atlantic Copper’s business activity is based in the city of Huelva, in Spain,
which is a member of the European Union. Its main shareholder is Freeport
McMoRan, a world leader in metal mining with important operations across four
continents, and one of the world’s major producers of copper, gold, and
molybdenum.

Atlantic Copper’s smelter and refinery smelts more than one million tons of
copper concentrate a year from the Freeport group as well as from other mining
operators. Its main product is a high-grade copper cathode and it produces about
300,000 tons of that a year.

Briefly, the process consists of the following:

• The Smelter, equipped with a Flash Furnace licensed from Outokumpu (cur-
rently Outotec), four Peirce-Smith converters, three anode furnaces, and two
casting wheels.

• Copper electrorefinery, using ISA permanent cathode technology.
• Three double absorption sulphuric acid production plants, designed by Lurgi

(currently Outotec).
• A power plant, with an 11.5 MW nominal power steam turbine that produces

around 20% of the electrical energy consumed at the Complex, that uses the
residual heat from Flash Furnace off-gases and provides the steam power
required by the other production plants.

All the technologies applied at the Huelva Metallurgical Complex (HMC) are
state of the art. This enables Atlantic Copper to produce copper at a competitive
price and, at the same time, match the highest quality standards and conduct its
business activity in a manner compatible with respect for and conservation of the
environment.

14.2 Energy Management: The First Step Is to Raise
Expectations

The production of cathodes from copper concentrate is an energy-intensive process,
which is a common feature of all copper smelters and the metallurgical industry, in
general. Data from 2009 showed that energy costs at Atlantic Copper accounted for
30% of the total operating costs of smelting and refining at the HMC.

Like other similar installations, the HMC is an industrial plant that has been in
operation for many years. The plant has been in operation for more than 40 years,
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since the commissioning of the Flash Furnace process. For years, operations of this
type have monitored and optimized their energy performance based on mature cost
calculation systems, fairly detailed reports on energy cost distribution per process
unit or cost center, and projects to improve efficiency based on better technologies.

For this reason, it seems reasonable to think that the potential for reducing
energy costs at a mature (in other words, totally optimized) metallurgical plant
would be less than the average achievable in the industry in general. The first step
must be to establish an attainable energy performance reference level, and use this
figure to set the parameters for potential improvement by comparing it with the real
level of energy consumption at the installations. To do this, we use three different
approaches:

• Benchmarking;
• Reviewing theoretical studies; and
• Reviewing and updating the global assessment of the HMC’s material and

energy balances.

14.2.1 Benchmarking

According to the Wood McKenzie (formerly Brook Hunt) confidential report in
2007, based on figures for the year before, the Atlantic Copper smelter was already
among the world’s top five smelters in terms of energy efficiency. Although
comparisons are not easy to make, and homogeneous data are required to stan-
dardize differences in terms of scope, technologies, process diagrams, etc., the
logical conclusion from this report is that the potential for improvement in energy
efficiency by benchmarking is slight (Fig. 14.1).

Fig. 14.1 Comparison of specific energy performance at various copper smelters around the
world [6]
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14.2.2 Reviewing of Theoretical Studies

In theory, each copper smelter has an attainable specific energy consumption
baseline value that depends fundamentally on the technology used. Calculating this
value requires assessing not only the material and energy balances of the processes
but also taking into account numerous other aspects of the everyday operation of an
installation, such as the efficiency of the equipment and machinery in use, the
requirements of general services, like compressed air supply, cooling water, etc.
This methodology for calculating a specific energy consumption value is complex.
Atlantic Copper carried out an analysis of its energy performance comparing it to
the results from a study made by Mackey et al. [2] which are shown in Table 14.1.
The main conclusions were the following:

• With the process technologies of the 1970s, consumption baselines were sig-
nificantly higher than those derived from technologies used this century. The
Atlantic Copper plant was designed in the 1970s.

• In other words, we would expect to find better consumption ratios at those
smelters designed and put into operation more recently.

• Atlantic Copper’s energy performance in 2009 represented a significant
improvement over the attainable baseline reference levels calculated for its
technology (Outokumpu Flash).

In conclusion, we did not see much potential for improvement in Atlantic
Copper’s energy performance by applying this theoretical baseline.

Table 14.1 Theoretical
baseline. Annual theoretical
energy consumption in GWh
for various technologies [2]

Designed in the 1970s [2]

Reverberatory 1514

Outokumpu flash 883
Mitsubishi 1083

Noranda 795

Atlantic Copper
(Real normalized energy performance)

744

Designed between 2000 and now [2]

Flash-flash 531

Isasmelt 680

Mitsubishi 590

Noranda-Teniente 654

Outokumpu Flash Furnace and Atlantic Copper are bold for
comparison purposes as Atlantic Copper is operating a
Outokumpu Flash Furnace
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14.2.3 Global Assessment of Material and Energy Balances
at HMC

So, the only remaining alternative for us to avoid giving up on significantly
improving energy performance at our Complex was to undertake our own
exhaustive internal assessment of the HMC’s material and energy balances, and
establish a baseline attainable either by implementing changes in technology or in
management processes. With this in mind, we carried out the following actions:

• Calculating and reporting energy consumption in terms of homogenous energy
units. Cost and consumption analyses have normally been done by counting the
number of physical units consumed, for example in kg of fuel oil, Nm3 of
natural gas, etc. This has the advantage of being able to measure, close-up, the
operational variables in use (electrical power required, scheduled fuel costs,
etc.), and provides a clear cost comparison between the various energy sources.
However, this system does not allow us to compare, in energy terms, the
quantities of energy consumed from each different source nor provide data on
the cost per unit of each type of energy consumed. This is a first step toward
detecting the opportunities for reducing costs in terms of energy price variations,
or toward establishing priorities regarding what to analyze based on the quan-
tities of energy used. Table 14.2 is a summary of the results from this type of
energy performance analysis that was applied to normalized energy consump-
tion figures at Atlantic Copper from 2009 onwards. The figures in grey represent
the typical information provided by the cost and consumption control systems.
The figures in black show the additional data derived from this new energy
analysis on costs and consumption. Note that Oxygen is counted as a power

Table 14.2 Global energy consumption

Consumption Unit Price (c€/unit) Cost
(MM€/a)

Consumption (GWh/a) Price k€/GWh
(% of 2009
average cost)

Total Energy 32.7 744 44 (100%)

Electricity 311,285,552 kWh 5.3 16.4 311 53 (120%)

Natural gas 262,894,244 te 2.7 7.2 305 23 (53%)

Steam 202,352 t 2000 4.0 149 27 (62%)

Oxygen 153,478,541 Nm3 5.9 9.1 84 108 (246%)

Fuel Oil 6,632,265 Kg 37.3 2.5 77 32 (73%)

Coke 2,028,693 Kg 16.3 0.33 18 19 (43%)

Diesel Oil 701,577 l 60.4 0.42 8 54 (123%)

Others 169,653 Kg 13.4 0.02 1 26 (58%)

Total energy consumed 40.0 954

Energy recovered

Steam −202,352 t 2000.0 −4.0 −149 27 (62%)

Electricity −60,052,239 kWh 5.4 −3.3 −60 55 (123%)

Total energy recovered −7.3 −209
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supply because it is considered an over-the-fence supply. Hence, a calculation of
the energy required for its production at external installations is included.

Unifying these data meant selecting a common energy measurement unit. We
chose GWh for two reasons: (i) in Spain, our two main power supplies, natural gas,
and electricity, are priced in kWh; and (ii) it is also a sufficiently broad measure for
extracting accurate and easy-to-interpret figures, ranging from 0 to 1000, in terms of
the HMC’s annual consumption levels.

• The second action undertaken was to apply this new energy performance
analysis to the various subprocesses in operation at the HMC, which would
enable us to compare the amounts of energy involved in each subprocess and
determine how much each energy supply contributed to the energy cost of the
subprocess.

• In the third action, we added to our overall assessment, other factors such as the
energy recovered from the individual process and the energy contributed by the
raw materials. This required updating the energy and material balance of the
whole plant. At long-established plants like ours, this type of information is not
usually compiled, or if so, it is dispersed over various categories and documents;
or the data might never have been updated since the plant has undergone so
many expansions and modifications over the years. The data was not updated
because each individual impact was not sufficiently significant to warrant a
revaluation of the entire balance at the Complex. We should strive to keep the
global energy and material balance updated at all times.

14.2.4 A Global Perspective

The results of the previous analysis shed new light on our energy costs and con-
sumption. We now have a global perspective of energy consumption, a detailed
breakdown according to each subprocess, and one which considers all the energy
flows that occur at the HMC. Thus, each subprocess can now be evaluated by the
organization in terms of its energy relevance. We can assess real energy flows,
assess the amount of energy dissipated, and design maps that detail the origin and
destination of the energy supplied to the process, among others. In addition, we can
quickly and easily link the energy balance to other environmental issues such as the
water consumption needed for cooling and, in particular, we can investigate the real
possibilities of making significant reductions in energy consumption and boosting
energy recovery in the process.

Figures 14.2 and 14.3 show the total global energy distribution, detailed by
subprocess. It should be noted that the “energy size” of the various subprocesses
when we only consider external energy supplies (energy purchases) is very different
from the result that takes account of all real existing sources, including those
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generated by the processes themselves. It is also significant that the total energy
involved in the processes is almost triple the value of the energy purchased.

We can conclude then that, although, Atlantic Copper has an energy perfor-
mance superior to the majority of copper smelters worldwide, and above the the-
oretically calculated baseline for its technology, there is significant potential for
reducing consumption. This is the essential outcome of the “energy review”

Fig. 14.2 Purchased energy versus total energy balance

Fig. 14.3 Purchased energy versus energy balance by process
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required by the ISO 50001 standard on Energy Management Systems, or the
“energy audit” required by the European Union’s Energy Efficiency Directive, and
which is a current requirement for all major companies located in the EU.

14.3 Implementation

In 2010, Atlantic Copper took the decision to develop and implement a formal
energy management system, thus becoming the first copper smelter in the world to
gain the ISO 50001 certificate. There were two main objectives:

• Increase business competitiveness by reducing energy costs. This is very
important in a globalized market in which those smelters located in developed
economies have to compete on cost with those located in emerging markets.

• Make progress on Social Responsibility issues such as the responsible use of
natural resources and the reduction of greenhouse gas emissions, in particular,
the CO2 associated with energy consumption.

As these objectives and associated methodology fit well with the ISO 50001
standard on Energy Management Systems, we decided to follow its guidelines for
implementing the system. Moreover, we decided to pursue full certification for our
energy management system. As a pioneer in this field, Atlantic Copper had to
develop and take decisions on numerous details not directly covered by the stan-
dard, which can be broadly interpreted and can, therefore, be applied to a wide
variety of organizations. In fact, our system was implemented before the ISO
regulation was published, which is why our system was first certified at the start of
2011 taking the European EN-16001 standard as reference, in anticipation of the
publication of the ISO standard. In 2012, the Atlantic Copper system was certified
under ISO 50001. At the time, there were still no implementation guides published,
and only a few specialist consultants with experience in energy management in the
metallurgical industry. Fortunately, this has changed and now there is a lot of
high-quality assistance available [3], which simplifies the job of setting up an
energy management system, reduces the effort required and increases the possibility
of success.

14.3.1 The Working Group or “The Energy Team”

In order to effectively implement the energy management system, there needs to be
clear and decisive support from top management. It is also necessary to build a team
capable of leading the change process. For successful implementation, this team
must have the following features:

258 J. M. Tejera et al.



• Credibility in the organization, since this group is going to drive the changes
forward.

• Maintain a global vision to ensure that the energy efficiency strategy is in line
with the company strategy, and that individual actions are mutually compatible
and coherent in terms of the strategy. Also, at a metallurgical complex such as
ours, with several closely connected subprocesses and shared common service
networks, it is clear that the global optimum is not equal to the sum of all local
optimums. Hence, the key is to maintain an overall perspective and analyze the
implications for the whole plant of all proposed modifications.

• Maintain a multidisciplinary approach. Energy management is not set apart from
the management of other aspects of the business. In fact, its mission is to get the
managers of the various units of the business to collaborate to improve energy
performance. So, the “energy team” must have participants with experience not
only in management systems but also in operations, maintenance, planning,
process engineering, mechanical and electrical engineering, automation, energy
procurement, project management, etc. The team must also have, what is known
as, “energy knowledge”.

14.3.2 Integration in the Organization

The successful integration of energy management in the organization is one of the
key aspects of implementation. Hence, the strategy for implementation must adapt
to the characteristics of the organization. Two factors must be taken into
consideration:

• Integration in the hierarchy. At Atlantic Copper, the management of energy
comes under the remit of the department for the Management of Planning and
Control of Processes. We consider this to be the best option given the con-
sumption characteristics of the HMC, where the factor that most influences
consumption is the management of the processes. Monitoring consumption,
developing, and tracking of energy indicators, or meetings to review the results,
all form part of the existing systems and routines of process control. This
simplifies management and eases the integration of energy management into the
organization’s daily work routine.

• Formal integration of the management system. Atlantic Copper has a lot of
experience in Quality, Environmental and Safety Management Systems, so it
makes no sense to design from scratch a whole new set of instructions and
procedures required by an Energy Management System. We opted to “share” the
already existing instructions of other systems, modifying them where necessary
to conform to energy management requirements. In total, only six new docu-
ments specific to energy management were drawn up.
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Simplicity is important, even more so when considering that, in the end, energy
performance is the result of all the management actions in the organization. It is not
enough to write up energy management requirements in documents that are then
unrelated to or inconsistent with other documents that specify management
requirements for other aspects of the business, such as quality or environment.

14.3.3 Measuring Energy Consumption

We do not need to discuss at length the obvious need for measurements in order to
extract data. Both the ISO standards, Energy Management Systems implementation
guides, and all the experts in this field, insist on this action. But some points are
worth considering:

• It is not just a question of measuring energy consumption accurately, periodi-
cally, and in detail. We must also measure all those variables that can affect
energy performance, which might include numerous operational parameters in
production and raw material quality.

• Although the metallurgical industry typically requires a wide range of instru-
mentation, integrated within powerful real-time control systems for its opera-
tional needs, proper energy management sometimes requires additional
measurement tools. Fortunately not many are needed, so investment is usually
low. By carrying out or updating the material and energy balances mentioned
previously, the additional instrumentation necessary for confirming these bal-
ances with real data will become evident, and these new measuring tools can
provide further information to enable detection of deviations and to confirm
increases in energy losses or reductions in equipment efficiency.

• All these field measurements must be processed and transformed into useful
information by creating a system of indicators. When selecting a monitoring
system from among the many that have been developed over the years, we must
remember that the metallurgical industry energy performance is usually defined
using specific consumption ratios that include at least one energy consumption
metric and one nonenergy variable. The tracking system must be capable of
integrating nonenergy measurements and carrying out the often complex cal-
culations in order to estimate the required indicators. At Atlantic Copper, this
work is done in-house using the organization’s IT infrastructure to monitor the
processes. Back in 2009, there was no alternative as there were no sufficiently
developed energy-tracking systems on the market to deal with the complexities
involved in energy management at a copper smelter.
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14.3.4 Defining the Action Plan

Defining an action plan normally consists of deciding what we are going to change.
In the case of implementing an energy management system, it is more important to
decide what to investigate before defining the changes to be made. This is vital
when considering that the first steps are always taken with limited resources. As a
result, two additional tools were added to the global energy vision detailed
previously.

The first one was an overall energy flowsheet. Given that improving efficiency
actually consists of searching for and reducing dissipated energy, that is, energy
losses, the flowsheet must show precisely that. Figure 14.4 presents an example of a
flowsheet with figures estimated for this current case study.

There are three types of losses that happen at a metallurgical plant:

• Transformation: this is due to the efficiency of the machinery that transforms the
energy supplies into the type of energy required in the process. For example, a
boiler transforms the natural gas heat content as an energy increase of a water
stream.

• Distribution: this is due to the efficiency of the plant´s utilities distribution
networks. For example, losses in the electricity distribution network arising
from voltage drops—heat losses—in transformers, cables, and connections.

• Process: the energy losses in the performance of process equipment. This is the
core business and is due essentially to the technology used. For example, heat
losses in an anode furnace.

Fig. 14.4 HMC energy flow map
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Of the three types, the process losses are the most pronounced at Atlantic
Copper. In fact, they amount to double the energy purchased.

The second one was a classification of the tools and technologies on the market
designed to improve energy efficiency. This involved investigating the function-
alities of each one with the aim of selecting those which could improve aspects of
energy management that were most in need of attention in our organization and
discarding the rest with the minimum use of resources. It is important to sort the
best from the array of proposed energy solutions on the market. However, we must
be aware that assessments can become burdensome if too many resources are
required to do them. Figure 14.5 shows some examples of these tools.

Based on this analysis we formulated an action plan, a strategy, whose main
points were:

1. To integrate energy in the organizational scorecard. Determine an achievable
global optimum that takes into account all the organization’s KPIs (Key Process
Indicators).

2. To stabilize production rate: avoid overconsumption and increase production
each year, thus ensuring a double improvement in specific energy consumption
per unit of raw material processed, which is our global efficiency indicator.

2:1. Utilization. Dynamic management of bottlenecks.
2:2. Availability. Optimization of the maintenance shutdown cycles.

3. To reduce demand in the process.

3:1. Operational. Select the most economical operational mode.
3:2. Technological. Instigate technological changes.

4. To increase energy recovery in the process. At our Plant, the most complex issue
is to select the most appropriate uses for recovered energy and find the tech-
nology capable of recovering energy from metallurgical gases.

4:1. To raise the amount of energy recovered.

Fig. 14.5 Prioritizing the
tools for the development of
an energy management
system
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4:2. To increase efficiency in the conversion of the residual energy in usable
energy.

5. Other improvements in efficiency via automation, replacement of inefficient
machinery, etc.

14.4 Results

In the five years we spent developing this strategy, we completed more than 30
projects involving management changes and investments. The global payback
period was about 2 years, making it a highly profitable activity, partly because it
coincided at the time with the highest prices for energy supplies in recent history.

14.4.1 Global Result

The total specific energy consumption per unit of raw material processed, which is
the main indicator of global efficiency, fell by 21% in the 5 years from 2009 to
2014, and by 35% over 10 years, as can be seen in Fig. 14.6. Consumption for
2015 was slightly higher due to a major scheduled maintenance shutdown. In 2016
so far, energy consumption is at its lowest level ever recorded. These results
compare favorably with those reported as best experiences in the Superior Energy

Fig. 14.6 Evolution of global specific energy consumption
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Performance program in the United States.1 It is important to note that this indicator
documents the overall evolution of the energy performance, which includes not
only the modifications that improve energy efficiency but also the negative effects
on energy consumption arising from the installation of new auxiliary plants,
improvements in or extensions to installations to reduce the environmental impact,
increases in the capacity of certain areas, etc., all of which mean significant
increases in energy consumption.

These results are mirrored by those for direct CO2 emissions. The reduction in
CO2 gas emissions between 2009 and 2014 was 32% as depicted in Fig. 14.7.

14.4.2 Examples of Some Results

14.4.2.1 Redesigning the Anode Furnaces

Atlantic Copper has two copper anode furnaces, each with a capacity of 400 t, and
another one in reserve that operates at half that capacity. Each furnace has a natural
gas burner whose function is:

Fig. 14.7 Direct CO2 emissions into the atmosphere

1Superior Energy Performance: Platinum Certified Facilities available at http://energy.gov/eere/
amo/certified-facilities.
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• To heat the furnace after being repaired.
• To keep the furnace hot.
• To keep the copper hot inside the furnace.
• To condition the interior of the furnace to a particular atmosphere, either oxidant

or reductive, depending on the requirements of the stage of the process.

This investment project consisted of a series of modifications to the design of the
furnaces and their auxiliary installations in order to reduce the quantity of natural
gas consumed. The modifications were to minimize energy losses by:

• Installing new natural gas burners, incorporating Dilute Oxygen Combustion
(DOC) technology by using pure oxygen as the oxidizing agent. This technol-
ogy has been developed over decades through research into oxi-combustible
combustion applied specifically to reheating copper [4, 5].

• Installing new furnace mouths with automatic pneumatically driven lids,
replacing the manual closing system. This enables the furnace to remain airtight
for longer and so reduces losses due to the presence of air. Figure 14.8 shows
the old and new lids.

• Installing porous plugs and redesigning the furnace’s refractory material, which
led to an increase in the efficiency of the natural gas used as reactive agent and a
reduction in furnace walls’ heat losses. This reduced the quantity of natural gas
needed to maintain the temperature of the molten bath.

The modifications to the refining furnaces were made during the general HMC
shutdown in 2013 with an investment of 2.5 million Euros. This project has
improved energy performance by more than 60 GWh/year, thanks to savings in
natural gas consumption, and a reduction in direct CO2 emissions of 11,000 tons
per year as summarized in Fig. 14.9.

14.4.2.2 Reduction in Fuel Oil Consumption

Fuel oil is used in the Flash Furnace settler and provides the energy necessary for
maintaining the furnace’s energy balance. In this case, there were no modifications,

Fig. 14.8 Refining furnaces (a) old manhole covers (b) new manhole covers
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design changes or big investments, merely an example of saving by improving
operations. The strategy was to tweak the operation of the furnace to improve its
energy balance by selecting the point at which it functioned most economically,
without affecting capacity, or the integrity and efficiency of the operation.

Fuel consumption has fallen by 45%, meaning a drop of 40 GWh/year, as shown
in Fig. 14.10, and a reduction in direct CO2 emissions of 11,000 tons per year.

14.4.2.3 Efficiency in the Power Plant

The area that we have worked on most is in improving the efficiency of converting
the residual energy, recovered in the process, into useful energy. This work took
place in the power plant. The installations there consist of the following:

Fig. 14.9 Natural gas consumption in the refining furnace burners

Fig. 14.10 Fuel oil consumption in the flash furnace
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• Boilers for the recovery of heat from the metallurgical gas, which produces
steam.

• External natural gas-fired superheating boiler, which raises the temperature of
the steam at the steam turbine inlet to design specifications.

• Steam-to-condensation turbine with intermediate extraction. From 11.5 MW of
nominal power, it produces 40–70 GWh of electricity each year, which repre-
sents 20% of the electricity consumed in all fusion, refining, and auxiliary
service operations. The steam extracted is used for services in the plant, in
particular for conditioning the electrolyte in the copper refinery.

• Steam-generating auxiliary boiler to supply steam to the plants when there is no
steam available from the residual heat.

This type of steam cycles based on residual heat from the industrial processes
cannot yield high intrinsic efficiencies since they operate at low pressure and
temperatures compared to the cycles of the conventional fuel-based power gener-
ation plants. Also, the turbines are of basic design, with no multiple extraction of
steam or intermediate reheating taking place. The advantage is that part of the fuel
is substituted by residual heat, thus improving its specific fuel consumption or
apparent efficiency (electricity production/fuel consumption).

In order to improve efficiency at these facilities, we developed seven projects
that led to a reduction of 73% in specific consumption (Fig. 14.11) without
reducing electricity production. These projects were, in chronological order:

• Reduction of the minimum technical fuel consumption in the auxiliary boiler.
• Installation of a steam-driven mass heating system inside the Auxiliary Boiler,

which guarantees that the machinery can start up securely in less than 30 min.
This reaction time is sufficient for the processes that require steam in case of
failure in the supply of steam generated in the recovery boilers. This enables the
operations to function normally with the auxiliary boiler out of service
(shutdown).

Fig. 14.11 Specific fuel consumption at the power plant
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• Reduction of the live steam temperature from 500 °C (original steam turbine
design temperature) to 400 °C. This enables us to reduce the natural gas used in
the superheating boiler but at the cost of losing electricity production.

• Modification of the Flash Furnace Heat Recovery Boiler to produce superheated
steam directly from residual heat. This means we can reduce fuel demand in the
superheating boiler.

• Renovating the superheating boiler’s fuel system to adapt it to the new fuel
demands, which are now far lower than foreseen in the original design. This
allows us to improve fuel efficiency in the superheating boiler.

• Installation of a heat recovery boiler in Acid Plant #3 which generates super-
heated steam directly from the residual heat coming from sulphuric acid pro-
duction. This increases the residual heat used as well as electricity production.

• Other projects based on the selection of the most economical operational mode
by using existing degrees of freedom to tune the energy balance of the various
process units involved in the steam cycle (in the main, concentrate dryers, Flash
Furnace, Acid Plant #3, power plant).

All these projects were consistent with the common objective, and followed a
long-term strategy. These actions illustrate the concept of continuous improvement,
which is the basis of all management systems, including those that manage energy.
The result of all these projects is to maintain electricity production levels by sub-
stantially reducing fuel consumption and substituting it for residual heat from the
metallurgical process. Thus, we simultaneously reduce costs, consumption and
emissions of CO2.

14.5 Conclusions

Good energy management is a process, not a single project or a series of projects.
The opportunities for improvement are not always the result of investment in
machinery or in developing more efficient processes. Improvements brought about
by changes in management are usually the most profitable since they require little or
no investment, and they can make a significant impact in reducing consumption.

The opportunities for improvement must be assessed globally by analyzing not
only the effects caused in energy performance, but the implications for operations,
maintenance and the environment. We cannot rule out the fact that these “collateral
benefits” complement energy saving to such an extent that it encourages invest-
ment, and not just for the sake of cutting energy consumption. And the contrary is
also true; in the sense that not all energy improvements that are, in principle,
economically profitable are always viable when considering all the effects they
would have on the organization.
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To sum up, the key actions taken were:

• To change from managing supplies to managing energy.
• To change from looking at the installations to looking at the processes.
• To change from analyzing electricity bills to planning production with an energy

consumption perspective.

And definitively, to change from “investing to make savings” to “operating to
make savings”.

ISO certification of our management system has helped us to:

• Explore all areas of energy management where savings could be made;
• Ensure continuity and monitoring of actions and results; and
• Grab the attention of managers and raise awareness of workers who, as always,

are the key players.
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Chapter 15
Solar Energy Applications in Mining:
A Case Study

José Pablo Paredes Sánchez

Abstract In these times when sustainability is so crucial, clean energy resources
have become increasingly important in the mining sector. Typically, about 30% of
operational costs can be attributed to energy in mining activities. A mining com-
pany able to successfully embrace an integrated program that uses available
renewable energy resources is often more successful. Renewable Energy Integration
(REI) involves production, as well as managing the environmental and regulatory
conditions. Renewable energy technologies are most attractive to mining projects in
remote regions with little or no access to established electric grids. Inadequate
energy supply has shifted the dynamic of solar energy development, as firms
increasingly turn to renewable energies as one component of a basket of energy
options used to maintain stable power at mining operations. The broad objective of
the chapter is to foster a deeper understanding of solar technology and its inte-
gration in mines that enable them to address energy and sustainability issues more
proactively and tactically. This chapter outlines recent developments in solar energy
in the mining industry. It also discusses case studies where this framework has been
applied and highlights the key emerging themes, such as energy management and
environmental considerations, with benefits, weaknesses and future challenges.

Keywords Solar energy � Optimization � Mining � Energy management
Renewable energy integration

15.1 Introduction

The world of energy production is in a transition period, shifting from conventional
to renewable energy sources. Moreover, the production of materials, especially raw
minerals, is a major contributor to global energy use and corresponding greenhouse
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gas (GHG) emissions [1, 2]. The global community committed to ambitious climate
change mitigation efforts at the Paris UN Climate Change Conference held in 2015,
which will only be achievable with a focused roll-out of sustainable energy gen-
eration and other sustainability initiatives in the world. In this context, a related
priority is the need to reduce dependence on traditional energy sources through
improvements in renewable energy use. Additionally, investments in this field
contribute to the security of energy supply, while acting as a source of innovation,
and are cost competitive, especially if energy prices remain high. Solar energy is
going to be a key part of this new era, as it has become a cost effective and clean
alternative to traditional energy sources. The technology permits us to collect
thermal energy from the sun and use it for heating and cooling applications or
power generation. The installed capacity of solar power has quickly reached a
significant level in the world.

The mining sector is one of the biggest overall energy consumers. It is
expanding into new and often remote locations in response to increasing demand
from growing emerging markets. Mining operations require enormous amounts of
energy to extract and process raw material, depending on the type of mineral
resources and exploitation conditions, and even more on the amount of processing
or beneficiation. For example, the production of cement and steel have been the
focus of much attention in regards to GHG emissions, due to their significant
contribution to industrial emissions [3, 4]. Energy is one of the most important cost
factors for mining companies. The sector has traditionally relied on conventional
fossil-based fuel sources to meet its energy demand. In the specific case of minerals,
it is expected that ore grades will continue to decline and that, as a consequence,
mining operations will require higher energy inputs and, therefore, higher costs, and
GHG emissions [5, 6]. Energy management in mines has to respond to environ-
mental sustainability and economic development goals as well.

Several case studies have already documented the importance of solar energy as
a resource to be applied in industrial activities [7–9]. Solar energy is a decentralised
energy source, which is an excellent means to deliver power to peripheral and
remote consumers. In particular, it may be a key auxiliary energy source in remote
areas, where solar energy use can be an essential source of energy. However, even
some mines that are not so remote have adopted solar generation when the eco-
nomics have been favourable [10].

Mining companies can improve their operating cost and environmental footprint
by including solar power into their energy supply. However, mining companies still
have to fully realize the potential to reduce their cost. This situation means that the
mines that operate solar energy will have competitive advantages and outperform
mines fully relying on traditional energy sources. There are already, in the literature,
studies on renewable energy in the mining sector [11, 12]. This issue has been
discussed in relation to specific countries [13, 14] as well as the influence of future
global scenarios on mining practices [15]. Mining operations have studied solar in
mining operations [16, 17]; but there is yet to be a top–down global study. The aim
of this chapter is to fill this gap and analyse the industry baseline for solar energy
operation and identify technological routes for a deeper understanding of solar
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integration in mines. The chapter defines current knowledge on the topic and the
directions for the future research. This study will be a very useful tool for policy
makers, researchers and energy users interested in promoting and developing
renewable energy technology.

15.2 Methodology

This chapter focuses on solar energy use by the mining sector. It reviews the
literature on solar energy applications in mines. Recent energy management ini-
tiatives are often discussed in technical reports and not in peer-review journal
publications. However, the review is comprehensive and includes the latest litera-
ture in terms of reports, books, theses or dissertations, journal papers, conference
proceedings, technical information, and a wide range of documents. The informa-
tion presented for solar energy in the mining sector was collected using the
available information from various sources.

The overview of the emerging solar energy technologies covered in this chapter
is presented using a standard structure. First, the chapter briefly describes the
technology. Next, by using key case studies, it shows the benefits, barriers, and
challenges of solar energy. Finally, it discusses the relationship between energy and
environmental management.

15.3 Solar Resources and Technology

The extraction and processing of mineral resources consume approximately 20% of
the energy that the mining industry consumes and approximately 10% of world
energy consumption [18]. Recent studies have examined the potential of renewable
energy and concluded that we could use renewable energy to power all global needs
in terms of the overall balance [19, 20]. Mining activities cannot exist without
sufficient and secure supplies of both water and energy; without these, production is
interrupted and costs increase [21]. We typically use renewable energy sources in
the minerals industry, when economically feasible, to lower fossil fuel consump-
tion, which in turn reduces GHG emissions [11]. Hence, solar energy used in the
mining industry is part of the energy transition process toward a low-carbon
economy.

From an energy management perspective, it is important that energy con-
sumption in the mining industry is reduced efficiently. Hence, the main driver for
changing to solar energy will be costs. From the solar industry perspective mining
operations are a good fit, because:

• High energy consumption carries potential for large-scale solar power plants.
Solar power can add value to mines for grid-connected and off-grid mines.
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• Mining companies often have to deal with high energy costs due to remote
locations. Moreover, mining companies in developing countries have to deal
with unreliable electricity infrastructure, which makes it receptive for new
solutions.

• Solar energy in the mining sector has potential to contribute to sustain-
able development efforts.

The energy industry can capture solar radiation and turn it into useful forms of
energy, such as heat and electricity in a location. With the mining operations
venturing into more complex areas, solar energy technologies are most attractive to
mining projects in areas with little or no access to established electric grids.
However, the technical feasibility and economical operation of the solar tech-
nologies at a specific location depends on the available solar resource.
Measurements of solar energy are typically expressed as total radiation on a hori-
zontal surface, or as total radiation on a surface tracking the sun. In terms of
resource, the theoretical potential is the yearly radiation (kWh/year) to the Earth
surface which is considered as an index that can be compared with other resources
of fossil fuels [22]. The amount of sunlight falling on specific locations at different
times of the year can be measured. Site-specific time series solar resource infor-
mation, along with associated weather data, always has been essential to the suc-
cessful design, deployment and utilization of solar energy systems.

There are many different ways to harvest the energy from the sun to provide
energy. However, the technical feasibility and economical operation each method of
harvesting the sun’s energy, at a specific location, depends on the available solar
resource. Some of these energy-converting systems are photovoltaic (PV) cells, the
solar heating system (SHS), and concentrated solar power (CSP).

The use of photovoltaic effect is a method of generating electrical power by
converting solar radiation into direct current (DC) electricity using semiconductors
that exhibit this PV property (e.g., monocrystalline silicon or polycrystalline sili-
con). PV power generation operates solar panels composed of a number of solar
cells. The solar cells are connected together in chains to form larger units known as
modules and panels to boost the power output [23]. The solar industry can build PV
systems to meet almost any electric power need, small or large, with components
that take the DC electricity that cells produce and convert it to the
alternating-current (AC) electricity. Solar heating systems harness solar energy to
generate thermal energy and electricity. We can operate them for many applica-
tions, from water heating to air conditioning or even drying [24].

CSP systems use mirrors or lenses to concentrate a large area of sunlight, or solar
thermal energy, onto a small area. CSP technology utilizes collected radiation from
the sun to heat water in various ways (for instance, through reflection onto a central
focal point or through individual solar panels). Electrical power is produced when
the concentrated sunlight turns into heat, which drives a heat engine (usually by
steam turbine) connected to an electrical power generator. CSP systems, also
known as solar thermal power plants (STPPs), are flexible in the sense that we can
use them with other renewable and conventional systems such as fired boilers,
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wind, and PV systems (hybridization) to extend plant life to a low-emission energy
future [25]. Hybrid power plants combine at least two different energy types. In
mining, the combination of diesel generator and solar power is rather common.

PV systems are the most common solar technology and have the most capacity
for producing electricity, which is a key energy need in mining. However, PV cells
are unable to efficiently store energy (as electricity is much more difficult to store
than heat), meaning they are only effective when the sun is shining. Generally, we
must install PV and SHS close to the load and, therefore, they require reliable solar
data for the point of installation. CSP systems are capable of providing base load
power to areas that have high direct solar insolation at costs similar to fossil fuel
power generation. Moreover, power can be transported from insolation rich areas to
remote areas. For example, power transportation is possible with only 11.5% losses
for up to 3000 km [26]. A combination of PV and CSP technologies is the con-
centrator PV (CPV), which is a PV technology that generates electricity from
sunlight by using lenses and curved mirrors to focus sunlight onto efficient solar
cells.

15.4 Case Studies

Mining has a complicated relationship with renewable energy. Traditionally, the
two might be viewed as rivals in the energy sector. Mining machinery consumes
significant amounts of energy to perform extraction and mineral processing.
Electricity and liquid fuels are the main resources used, both of which are based
mainly on the use of fossil fuels. Fuels are consumed directly or indirectly as final
energy depending on logistics conditions and energy supply. Solar for the mining
operations is, at the moment, still a relatively small niche. This means that we
should make significant efforts in order to increase the share of solar and clean
energy sources of the entire energy supply structure. This section provides a brief
insight into the nature of these issues by case studies in the context of the mining
industry. The review indicates the additional benefits of solar energy supply sys-
tems for mining.

15.4.1 Power Energy

The common aim of mine management must be to ensure mine operations are
environmentally sustainable, while diversifying energy sources to increase energy
supply security. In grid-connected scenarios, mining companies often negotiate
long-term power purchase agreements for renewable energy in regions with high
electricity prices or unstable supply from the grid (e.g. South Africa). There are
often good economic reasons for mining companies to source solar energy for their
mining operations. Some mining companies have also invested in energy
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infrastructure and generated a part of the energy themselves. In some cases, remote
mine sites are not grid-connected and generate their own energy using, typically,
with large diesel generators. In no grid-connected scenarios, the remote locations of
many mines lead to high transportation costs for the diesel fuel and losses during
transportation. This situation considerably increases the total costs. There are
already large-scale projects for grid-connected solar plants. Normally, solar power
is less expensive than electricity from diesel in these locations. Any decrease in
diesel consumption while maintaining production results in a reduction in fuel
transportation and storage requirements because of diesel supply to the mine must
be hauled and stored on site [27].

Cronimet Mining AG was the first mining company to adopt the hybrid solar
application in the MW-class, integrating PV into one of their chrome mines in
South Africa. The 1-MW solar plant with intelligent hybrid system is located in
Thabazimbi in a chrome ore mine and produces up to 1.8 GWh of energy per year.
The available diesel generators increase their performance automatically when the
weather conditions are rather unfavourable and compensate for the brief deficits.
The cost is frequently above $300/MWh. Given that the prices of PV plants have
decreased considerably in recent years, solar energy is an attractive alternative. The
mining sector expects to lower the consumption of mineral oil, used for the oper-
ation of the remaining diesel generators lowers, by half and remarkably cut the CO2

emission. Furthermore, the cost advantage of solar solutions always depends, to
some extent, on oil prices. Even with low oil prices, solar energy is often up to 50%
less expensive than diesel-generated electricity. Usually, the existing power plant
with diesel generators remains and a solar PV power plant is added [28].

The construction of a solar plant increases the total investment and capital costs
in mining projects. Guaranteeing debt financing for the initial investment of energy
infrastructure is a relevant economic factor. As in other renewable energy appli-
cations, switching from operating expenditure to capital expenditure can be a
challenge without external financing capital. However, the investment increase can
be mitigated by saving power supply during the operation years. After the pay-off
period of the solar plant the mining project reaches additional cost savings. A high
total cost of the power supply scenario is a driving force because mines have a finite
life span and, therefore, represent a far-from-guaranteed long-term revenue stream.
The case study of solar energy in copper mines shows additional benefits.

Solar projects are planned to supply electricity to Chilean copper mines [10] and
the utilization of solar thermal energy in copper heap leaching processes has been
investigated to increase solution temperatures, which leads to improved metal
recovery [29, 30]. Mining group Minera El Tesoro (MET) installed the first solar
thermal plant in South America. It installed a 10-MW plant at a copper mine in the
Atacama Desert (Chile). The solar field has 1280 parabolic trough collector mod-
ules. The plant incorporates thermal energy storage that allows the delivery of heat
for many hours after the sun goes down. The plant replaced more than 55% of the
diesel fuel used in the mine heating process for electro-extraction of copper. The
plant supplies heat in an efficient and sustainable manner. The solar plant delivers
heat around the clock by using thermal energy storage, which it is ideal for the
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mining industry. The application of solar energy reduces CO2 emissions by about
10,000 tonnes per year [31]. MET has built a CPV pilot plant in Sierra Gorda
(Chile), installing four solar systems to provide renewable energy for a remote
copper mining operation. The four CX-S420 systems installed for MET use CPV
technology and two-axis tracking systems to generate a total installed capacity of
64 kWp [32]. The CPV systems feature very robust technology, particularly well
suited for arid environments and do not need any water for cooling, making them
perfectly suited for installation in desert regions.

15.4.2 Thermal Energy

The thermal energy usage from fossil fuels in the production of steel and non-
metallic minerals contributes to 70% of energy consumption and 66% of emissions
and is thus of high importance [11]. Thermal solar energy case studies in mines are
a recent phenomenon. Goldcorp’s Musselwhite Mine in northern Ontario (Canada)
is a 4000-tonne-per day underground gold producer. It installed a solar air heater in
the mechanical shop building and uses sunlight as fuel to preheat building venti-
lation air. As the air passes through the perforated metal solar collector the sun heats
it, thus requiring less fossil fuel to heat the building; lowering fossil fuel usage,
heating bills, and GHG emissions. The system is projected to offset 590 MWh of
propane consumption, equaling $52,000 annual savings, and save over 120 tonnes
of CO2 emissions per year. This type of system may not be financially viable at
every site. Mine managers and engineers should conduct an assessment prior to
implementation to assess the available solar resource and the economics [33, 34].

15.5 Discussion of Key Considerations

The case studies presented in the previous section highlight the industry’s chal-
lenges, related to meeting its energy needs, as it ventures into more remote loca-
tions. Based on the current knowledge on the topic, we need to consider three major
groups in assessing the feasibility of solar energy: (1) mining operations, (2) energy
management, and (3) environmental considerations.

15.5.1 Mining Operations

Mining companies focus on mineral resources and the sun is an additional resource
to exploit. The changing landscape around carbon emissions and renewable energy
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creates a new challenge. In response, the mining sector has to deploy innovative
renewable energy strategies and make substantial industry-wide direct investments
into energy infrastructure. Third party developers can fund, build and operate solar
energy systems as captive plants, with the mine committing to purchase the gen-
erated electricity at a fixed price over a certain time period. Mining operators expect
full reliability and availability of their power systems, with very low tolerance for
outages or shortfalls. Most mines operate at a 70–90% annual load factor relative to
their peak load, but peak loads can occur at any time of day in any season. Due to
the inherent variability of irradiation, PVs can only address a small fraction of
energy needs in mines. However, CSP is as reliable and available as conventional
technologies and capable of meeting a mining operations energy needs.

Incorporating solar power generation has many challenges. Improper positioning
of the solar collectors, concentrators or panels relative to the sun can reduce the
effectiveness of energy production. The sun only occupies half a degree of space in
the sky, making it difficult to absorb all of its energy unless the solar system is
perfectly positioned to face the sun directly. Moreover, the movement of the sun
further reduces efficiency. The fact that power generation is limited to daytime
hours is a huge obstacle that often makes solar power an infeasible option for many
mining operations. This is especially troublesome in remote locations and unin-
terrupted 24-h mining production [35].

The development of mining projects is subject to the availability of resources
and the capability to extract them. Most operations are unable to kick-start because
of lack of capital to procure equipment and to fund operating costs. The economic
viability is limited by the costs of the mining operations associated with trans-
portation and infrastructure. As older ore bodies are being depleted, mining com-
panies are increasingly looking to develop deposits in remote areas. The nature of
these operations has marked the sector as a high risk one. In many cases in mining,
electricity supply from the grid is either unreliable or nonexistent. The more remote
the mine, the more likely off-grid power solutions are required because the nearest
electricity grid for mining applications may be a long distance away. Mining
operations are frequently vertically integrated and hold their own generation,
transmission and distribution assets, as well as maintaining control of their own
supply and demand in energy management practice [36]. Moreover, in most
instances, electricity supply needs to be supplemented with on-site generation,
typically large-scale diesel generation. In this sense, the use of solar diesel hybrids
to supplying off-grid energy to mines via self-generation models faces several
challenges. The technical requirements to develop solar energy in mining envi-
ronments, particularly hybrid systems, are more complex than the common rooftop
solar systems connected to the grid [37]. In future, the availability of technical
expertise will be essential to scale up the deployment of distributed solar energy
systems in the mining sector.
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15.5.2 Energy Management and Renewable Energy
Integration

A critical determinant of the growth in solar energy in mining will be the active
support of national governments. Aside from direct financial incentives such as tax
breaks and subsidies, establishing a policy framework, which allows mining
companies to either sell energy independently or feed electricity back into the
electricity grid, will increase capacity and help diversify the domestic energy
supply. To address the barriers of the solar energy development in the mining
sector, government policies such as feed-in tariffs or net-metering might be useful to
overcome up-front capital costs. Building political will on green energy in mining
could be particularly challenging, but any government support has the potential to
see substantial dividends in increased electrical capacity.

The mining sector still faces numerous challenges that hamper its progress and
growth such as scarce infrastructure in remote areas comprising poor roads, water
systems, communication infrastructure and electricity. Solar power plants, with the
right combination of renewable energy can operate with minimum reliance on fuels
like natural gas or diesel. Natural gas supply can be very expensive, given the cost
of building pipelines in remote areas. Diesel supply can have a heavy price since it
is typically trucked to a remote mine over long distances. Solar energy can sig-
nificantly reduce these costs and reduce energy supply risk.

15.5.3 Environmental Considerations

Life cycle assessment evaluates the energy consumed and emissions generated to
provide electric energy in order to define the environmental performance of solar
energy systems. Such analysis helps to answer two questions: (1) how much energy
is needed to manufacture a solar generation system? and (2) how long is the system
required to operate so as to recover the primary energy requirements? [38]. For
most renewable energy technologies, including solar photovoltaic modules, the
largest proportion of cumulative energy demand is the energy required for
manufacturing.

Throughout the life cycle of solar energy, energy systems interact with the
environment in a number of ways. The impacts are caused during their construction,
operation and decommissioning [39, 40].

The production and consumption of energy places a wide range of pressures on
the environment. Using solar energy produces no pollution or GHG emissions, but
does have some indirect impacts on the environment. CSP may require water for
regular cleaning of the concentrators and receivers and for cooling the
turbine-generator. Using water from underground wells may affect the ecosystem.
In addition, large solar thermal power plants can harm desert ecosystems if not
properly managed. Birds can be killed if they fly into a concentrated beam of
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sunlight, such as that created by CSP systems. There are some toxic materials and
chemicals that are used in the production of PV cells. Small amounts of these waste
materials are produced. Some SHS utilizes potentially hazardous fluids (to transfer
heat) that require proper handling and disposal.

Solar energy creates employment thereby contributing to economic develop-
ment. Furthermore, it is an important input in mining. There is a need to diversify
the energy mix in industry because of tightening environmental legislation and
low-carbon business environment in order to meet the security of supply consid-
ering the risk of the growing energy demand.

15.6 Future Challenges and Research

The mining sector is facing growing requests from governments, customers and
other key stakeholders to operate in a sustainable manner. Transformation of the
sector’s energy mix is driven by energy security concerns and resource-efficient
[41]. The rising costs of traditional energy sources will certainly drive the transition
to alternative energy sources. Additionally, given the long time horizon for
“bridging” fuels such as nuclear or shale gas, it is uncertain whether these tech-
nologies will be attractive in the long run. This means that significant efforts should
be made in order to increase the share of renewable and clean energy sources of the
entire energy supply structure. Solar energy presents an excellent opportunity and
holds great potential for mining companies that find themselves in isolated and
energy-scarce regions. The future is all about potential: for mining companies to
make steep power cost savings, for utilities to improve viability and for the pop-
ulation to benefit from faster expansion of the electricity grid. Growth of the solar
sector, the development solar energy efficient technologies and the falling price of
solar and storage solutions will be a main driver for further installation. The key
research challenge for the future is the development of solar systems under eco-
nomic conditions that are secure, reliable and efficient with due regard to the
environment.

15.7 Conclusions

Solar energy used in mines is not only good as an action to mitigate climate change
impacts, but may also meet the expectations and needs of people who live in the
mining areas. With the mining industry venturing into more complex locations, new
mining projects need to deliver both strong sustainability benefits while meeting the
necessary technical requirements. The global mining industry has begun to embrace
solar energy as a means of improving overall company performance, because solar
energy helps companies to do business in a more sustainable and profitable way. As
energy is one of the main cost drivers for mining companies, they can benefit from

282 J. P. Paredes Sánchez



solar technology through considerable cost savings. It is obvious that economics
remain a key driver in the decision to include solar energy projects in mine
development plans. Moreover, there are already projects for grid-connected solar
systems. Growth of the solar sector and the falling price of solar solutions will be a
main driver for further installation. Solar energy could gain ground in countries
with supportive legislative and fiscal framework. Solar energy programs in the
mining sector should be initiated in order to improve the environmental awareness
of all relevant stakeholders, so that they can grasp the advantages and disadvan-
tages. Nevertheless, solar energy presents an excellent opportunity for mining
companies in their energy management and business development. Technology
transfer should also be supported so that advanced technologies can be transferred
from the energy industry. Technological development and R&D on solar energy
behaviour and transformation will be a key element in the future development of
solar for mining applications. There will only be real solar sustainability by using
sustainable installations.
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Chapter 16
Energy-Efficient Mine Ventilation
Practices

Nuray Demirel

Abstract Energy efficiency in mine ventilation, which is responsible for a sub-
stantial amount of total energy consumption, is of paramount concern in under-
ground mining. Achieving energy-efficient mine ventilation practices is not only
important for reducing total operating and energy costs but is also potentially the
most effective means of reducing greenhouse gas emissions and environmental and
occupational health and safety. This chapter presents a comprehensive review of the
literature on energy-efficient mine ventilation practices and approaches to provide
the current knowledge and research frontiers on energy efficiency in mine venti-
lation. Successful case studies, which resulted in efficiency increases, are also
included to illustrate already existing energy efficiency alternatives and
energy-saving opportunities. This review is expected to provide mining profes-
sionals a tool for improving current operations and achieving best practices.

Keywords Mine ventilation � Energy efficiency �Mine fans � Power consumption
Ventilation optimization

16.1 Introduction

Energy efficiency can be defined as decreasing energy consumption without sac-
rificing an ultimate product and/or service. Increasing scarcity of energy resources
and escalating global environmental problems necessitate adapting energy-efficient
practices especially in energy-intensive industries such as underground mining,
since energy efficiency is potentially the most effective means to reduce energy
costs and greenhouse gas emissions.

In underground mining, mine ventilation is responsible for a substantial portion
of total energy consumption. Costs incurred because of ventilation may range from
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20 to 40% of the total energy costs and energy consumption in ventilation may
reach 50% of the total energy consumption [1]. Papar et al. [2] estimated annual
energy consumption for underground mine ventilation systems in the U.S. to be
approximately 43.2 TJ. This amount is equal to about 3.5% of total energy used for
lighting by the residential sector and the commercial sector in the United States in
2015 [3]. Du Plessis [4] claimed that every one percent saving on the ventilation
and refrigeration energy costs amounts to US$80,000 per annum (at US
¢ 1.39 � 10−6 per J corresponding to US$0.05 per kWh). Considering this level
of energy consumption, increasing efficiency of energy use associated with mine
ventilation has become an emerging issue.

Achieving energy-efficient mine ventilation practices is not only important for
reducing total operating and energy costs but also potentially the most effective
means of reducing greenhouse gas emissions for underground mines. This is
especially important given that recent policy initiatives dictated by several gov-
ernments force industry to pay carbon taxes and other penalty costs for carbon
emissions [5]. Unfortunately, experience has indicated that majority of existing
ventilation systems have efficiencies of 65% or lower [1]. Increasing energy effi-
ciency and adopting energy-efficient mine ventilation systems require systematic
planning, optimized designs and their careful implementation to ensure maximized
energy efficiency, minimized loss, and confirmed health and safety requirements.

There have been research-based case studies and industry practices for
improving energy efficiency in mine ventilation. It is important to understand the
current knowledge in order to achieve the best practices and propose pathways for
future action. The goal of this chapter is to present a review of the literature on
energy-efficient mine ventilation and propose future research directions. The
chapter is organized into five main sections including this introductory section.
Other sections include a discussion of the main elements of mine ventilation, mine
ventilation efficiency improvement areas, some of the ventilation efficiency
improvement strategies, and recommendations for future research and develop-
ments. This review is expected to serve as an essential tool for mining professionals
who desire to improve their operations and achieve best practices with respect to
energy-efficient mine ventilation.

16.2 Mine Ventilation Fundamentals

Mine ventilation, as part of total air conditioning, can be defined as creating an
artificial atmosphere in underground mines to sustain workers’ health and safety
and to keep mining operations running continuously. The objective of mine ven-
tilation is to provide airflows in adequate quantity and quality to dilute contami-
nants to acceptable levels in all parts of the mine where personnel are required to
work or travel [6]. The significance of a carefully designed ventilation system is not
limited to meeting regulatory and organizational health and safety requirements for
workplaces. It is also required for operating diesel engines and blasting.
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Mine ventilation air or fresh air is sent to the mine using mechanical ventilation
fans. The magnitude and direction of air are controlled by regulators and fans
through mine airways. The energy input to the fan should be high enough to
overcome the mine resistances and to create sufficient pressure so that the mine air
can reach the desired underground working areas. The basic fundamental formula to
find the required pressure to be supplied by the fan is given by the square law as in
Eq. 16.1 [7].

P ¼ RQ2 ð16:1Þ

In Eq. 16.1, P (Pa) is the required pressure difference to be supplied by the fan,
R (gaul) is the mine resistance, and Q (m3/sec) is the required amount of fresh air.
Mine resistance is a function of friction (K), length of the airway (L), and size and
shape of the airway as given by Eq. 16.2, in which C is the perimeter of the airway
and A is the cross-sectional area of the airway. Mine resistance in SI unit is
expressed as gaul [7].

R ¼ KCL
A2 ð16:2Þ

Air power, which is the required power to create the desired pressure difference
for a particular amount of air, is given by Eq. 16.3 [7].

Air power ðkW) ¼ P� Q
1000

ð16:3Þ

The fan input power, which is higher than the air power, is what should be
supplied to the system in order to compensate for any losses in the system. The ratio
of air power to fan input power is called as fan efficiency (Eq. 16.4) [7].

Fan efficiency ð%Þ ¼ Air power
Input power

ð16:4Þ

From above-mentioned principles, mine ventilation efficiency is related to mine
design, fan and quantity-related factors. Design parameters such as, length of the
airway, size of the shaft, and size of the airway are dictated usually by mine design
features which are not quite flexible once operations begin. However, the planning
and design of mine airways are critically important as they influence the pressure
drop between inlet and exit, which further affect required air power and efficiency.
Efficiency is directly proportional with pressure loss.

The air power is shown to be proportional to both the head loss and the air
quantity. However, head loss in turn is proportional to the square of quantity (Q2),
resulting in the power being proportional to the cube of the air quantity.

This relationship between power and air quantity shows that quantity is the most
important factor that influences air power. Therefore, in an effort toward improving
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the ventilation efficiency, air quantity should be cautiously considered during
design and implementation of mine ventilation.

It is also important to recognize influence of fan laws, which dictate the rela-
tionship between fan power and ventilation parameters such as, flow rate, fan speed,
and fan pressure, in studies targeting higher ventilation efficiency. Some of the
relevant fan laws are [2]:

(i) Air flow rate is directly proportional to fan speed.
(ii) Fan pressure varies with the square of the fan speed.
(iii) Fan power is proportional to the cube of the fan speed.

A great emphasis should be placed on fundamental ventilation design principles,
and fan laws to accomplish ventilation efficiency improvements. For example,
Papar et al. [2] claimed that 10% reduction in fan speed will result in a 27%
reduction in fan brake horsepower requirements.

16.3 Mine Ventilation Efficiency Improvement Areas

Mine ventilation is a complex optimization problem with various constraints and
controllable and uncontrollable variables. Therefore, an optimized ventilation sys-
tem requires careful planning and design. It is not that easy to alter designs once the
implementation begins. For instance, once the shaft size is determined and driven
based on the defined diameter, it will remain as it is. Therefore, increasing venti-
lation efficiency starts with the design and planning.

Knowing the fact that none of the designs can produce the best solution unless it
is implemented properly, installing and operating main and auxiliary ventilation
units and maintaining them with utmost care are of paramount concern for venti-
lation engineers. Therefore, in any attempt to improve ventilation efficiency,
emphasis placed on the whole system starting from the design stage to the final
output.

Various strategies have been proposed by researchers to improve mine venti-
lation efficiency. These improvement areas and techniques are grouped into two
main groups: (i) efficiency improvement techniques related to modeling and design
of ventilation system; and (ii) efficiency improvement techniques related to
implementation of the designed ventilation system.

Importance of ventilation modeling and utilizing computer simulations to opti-
mize ventilation systems are emphasized by the following advantages: [8]:

• Economic sizing of main airways using ventilation modeling: Engineers can
simulate different airways of various sizes to estimate the associated ventilation
economics and determine the optimum size of airways which yield the loweset
overall cost.
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• Application of on-demand-based ventilation and on-demand-based heating and
cooling control: Ventilation models provide a fully dynamic simulation platform
where airflow can continuously be changed and balanced based on the projected
equipment moves, mining progress and air conditioning requirements. Mines
can achieve optimized airflow splitting resulting in an minimized reduction in
wasted air.

• Intelligent active ventilation system control: This system uses live modeling and
online monitoring to allow for real-time evaluation of the underground envi-
ronment and can be used to provide ventilation flow control to minimize fan
power costs.

• The application of main fan energy management, with reduced air flows during
selected peak and off peak periods, resulting in substantial reduction in peak
power demand: Optimization models such as genetic algorithms can be utilized
to determine the most effective combination of the fan operational duties,
periods and and locations to minimize the operational fan power costs.

Moreover, a number of areas in improvement of energy efficiency of ventilation
systems have been addressed. These are:

• Retrofit of main fan installations
• The use of variable pitch axial fans that can be adjusted down during periods of

low activity
• The use of variable speed drives to provide speed control, reduce mechanical

stress on the fan and motor and reduce energy consumption
• The upgrading or replacement of an impeller with a design impeller to suit the

actual ventilation requirements, resulting in increased fan efficiencies
• The use of composite materials (lighter than steel, with higher resistance to

fatigue) limiting fan impeller and blade failure.

16.4 Some Ventilation Efficiency Improvement Strategies

16.4.1 Mine Ventilation Overall System Optimization

In mine ventilation, mine air is supplied by ventilation hardware system which is
mainly composed of power supply, motor, coupling, fan, flow control devices,
ducts, and passageways [2]. Usually, fans are considered as the most important
component of the system to improve the efficiency, however, as suggested by Papar
[2], overall system approach should be adopted and mines should seek overall
efficiency [2]. It has been reported that the power consumption of ventilation fans
may account for up to 25% of total power consumption in a coal mine, but the
average efficiency is only 57% [9].

It is also important to recognize that dampers, vanes, elbows, and other direc-
tional changes in the ducting systems have significant impact on fan performance
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and the energy efficiency of the mine ventilation system [2]. Du Plessis also claimed
that reducing the operating costs significantly requires overall system optimization
in addition to appropriately designed, energy-efficient equipment single ventilation
and cooling components [10].

Focusing on individual efficiencies may lead to incorrect conclusions about the
system efficiency. Similarly, life cycle of the system should be assessed rather than
focusing on the short-term needs and solutions associated with them. Typical
ventilation hardware system is presented in Fig. 16.1 [2].

Figure 16.1 shows that although the individual component efficiencies for the
motor, belt drive, and fan are relatively high, the overall system efficiency is just
27% due to the fact that the pressure losses associated with the outlet damper
control contribute significantly to the overall system performance [2]. This example
clearly validates that using a systems approach instead of a component-based
approach is critically important in considering potential efficiency improvement
alternatives [2].

Papar and colleauges [2] conducted a case study in a gold mine requiring
141,000 cfm of air with the two existing axial-flow fans. However, they were not
providing enough supply air into the mine because of the following reasons:

• The two fans had been mounted only inches apart from each other directly on
the shaft bulkhead. No provision had been made to install outlet cones on the
fans which would have allowed the proper development of flow and pressure
before the air was dumped swirling into the mine shaft.

• The fans did not have inlet cones. This omission increases inlet losses and
results in a poor flow profile into the fans.

• The fans were installed inside a heater house. Due to the configuration of the
heater and the entry into the house, the air had to make a 90 turn just before the
fan inlets.

• System performance tests indicated that the mine resistance was approximately
20% higher than design.

• A gap in the shaft collar was allowing approximately 4000 cfm to escape at the
bulkhead.

Based on the field study, it was established that the two existing fans are able to
meet the requirement of 141,000 cfm provided that a proper aerodynamically
designed duct system was installed. This was completed and once the new inlet
cones were installed, it was found that the reconfigured system met the 141,000 cfm
airflow requirements. The cost of the new ductwork, inlet cones and relocation
work was approximately $60,000. The streamlined arrangement resulted in an

Fig. 16.1 Ventilation hardware system components [2]
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avoided horsepower increase of over 300 hp. The savings on this avoided energy
use are approximately $112,000/year [2].

Minimizing various losses involved in fan system can improve efficiency, which
in turn facilitate savings in energy consumption. Fan efficiency is greatly dependent
on the profile of the blade [11]. Panigrahi and Mishra [11] conducted
Computational Fluid Dynamics (CFD) simulations of drag and lift coefficients of
six different airfoils using the ANSYS Fluent software to help with the selection of
an energy-efficient blade profile for mine ventilation fans.

Another method of efficiency control is variable pitch angle in motion fans. The
blades on axial-flow fans will adjust to meet the changing system requirements
while in motion which assists in achieving higher efficiencies [2]. The fan manu-
facturers may be able to modify the fan by deblading and removing fan blades [12].
Power intake could be minimized by selecting angle of blades and rotation velocity
of the fan at the pre-set minimum depression levels [13].

De Souza [4] presented case studies conducted to reduce power consumption, to
lower operating cost, and to increase ventilation efficiency. In one of the case
studies, two surface exhaust fans operating in parallel were inspected and surveyed.
The fans have a diameter of 2.1 m and hub diameter of 0.8 m and they had 261 kW
motors operating at 1170 rpm. De Souza [4] claimed that although fan assemblage
was well designed with acceptable resistance pressure losses, the fans were fitted
with very inefficient cones which were 1.5 m long and 2.4 m in outlet diameter.
The cone losses were estimated at 0.161 kPa, the fan velocity pressure including
losses was 0.41 kPa and the total pressure was estimated at 1.9 kPa with operating
power per fan was calculated to be 230 kW.

The existing system was modified by replacing existing exhaust cones with more
efficient cones of 4.3 m long and 3.05 m in diameter. With this new configuration
the cone losses were reduced to 0.149 kPa. The new fan velocity pressure including
losses and the total fan pressure were estimated as 0.25 and 1.74 kPa, respectively.
The operating power per fan was reduced to 211 kW. Therefore, the total operating
power savings are 38 kW and the annual savings in operating cost is $37,330 based
on a power cost of $0.112 per kWh [1].

In the same underground mine, another modification on fan operation yielded a
decrease of 22% in annual operating cost. The previously utilized booster fans of
1.67 m in diameter and 0.66 m hub diameter had 112 kW motors installed oper-
ating at 1200 rpm. The blade settings were 20°. The fan was a higher pressure fan,
however, because of the low system resistance they were deemed to be operating
inefficiently [1]. In order to improve the efficiency without incurring any additional
investment cost, the fans were operated in half-blade and with a blade setting of
22°. In doing so, the fans supplied the same required flow but with an increased
efficiency of 59.5% and decreased annual operating cost of $117,470 which used to
be $150,000. These two case studies showed that modifying fan configuration may
result in significant improvement in the ventilation efficiency.

In a deep underground mine in South Africa, energy savings of 10,400 MWh per
annum were achieved, resulting in an energy cost saving of US$2 million per
annum, by changing the inlet guide vane setting of the main surface fans. It would
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be possible for the mine to save an additional 3300 MWh and effect a further energy
cost saving of US$0.5 million per annum by stopping an underground booster fan.
The main penalty attached to these changes is that the underground airflow would
be reduced by nominally 7% [10].

16.4.2 Auxiliary Ventilation

In order to increase the efficiency of mine ventilation, auxiliary ventilation, and
auxiliary equipment stations could be utilized where necessary. There are various
devices and auxiliary ventilation arrangements to ventilate dead-end openings such
as check curtains, line brattice, jet fans, injectors, diffusers, scrubbers, booster fans,
spray fans and vent tubing [7]. The well-designed auxiliary ventilation system not
only provided supplemental flow to assist main ventilation system but also increase
the effectiveness of dust and gas control. A case study conducted in a long wall
mine revealed that effective utilization of auxiliary facilities could save significant
amount of air [14]. In the study conducted by Kazakov et al. [13], transferring a part
of the main fan load onto additional draft sources located nearby difficult-to-air sites
that partially reuse the site return air allowed energy saving in ventilation [13].

In an attempt to improve mine ventilation efficiency, it needs to be ensured that
installation, inspection, and maintenance of auxiliary ventilation system and its
components are done properly and any cause of inefficiency in the system should be
investigated. A case study conducted in an underground hard rock mine showed
that improving an improper auxiliary ventilation system with improperly hung fans,
leaky duct-to-fan connections, and damaged ducts, the ventilation efficiency yielded
a reduction in cost by 51% [1].

16.4.3 Ventilation on Demand

Since air is a costly commodity in mines, ventilation on demand [15] principles,
although it still is not commonly implemented [4], should be applied. Ventilation
on demand can be described as supplying sufficient amount of air where necessary
and when necessary rather than keeping constant airflow quantities at all times.
Keith et al. [16] described ventilation on demand as supplying airflow to only
working areas of the mine while minimizing airflow to remaining areas. It is applied
to metal/nonmetal mines and not coal mines. While applying ventilation on demand
principles, all the risks should be assessed in advance and no health and
safety-related issue could be jeopardized.

One of the other strategies for energy saving is redistribution of air flows by
backward control devices given their optimized location and selected values to fit
the minimum main fan depression sufficient to ensure the required air flow [13].
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System energy efficiency is achieved by operating mines at optimum airflow
quantities and cooling capacity, and by cyclical and on-demand operation [10]. De
Souza claimed that application of ventilation on demand may result in reduced
energy usage by 20–40%. The results of some of the field studies have shown that a
fully automated ventilation on demand system can have an electric power savings
of up to 50% over the conventional mine ventilation systems [16].

16.4.4 Leakage Control

Another important issue that needs to be addressed for efficient mine ventilation is
leakage; that is, unintended losses of mine air from intake to the return. Quantity of
air, even if it may not increase, could be maintained by preventing leakage. In coal
mines, leakage may reach up to 80% of the total volume of air circulated. Leakage
may occur through stoppings, overcasts, and doors and also through crushed pillars
and improperly packed gob. The leakage should be estimated precisely to determine
the required air quantity at the fan inlet and should be kept minimal as it is the most
common cause of inefficient distribution of air in mines.

In order to project the route of leakage, Zang and colleagues [17] used coal and
rock permeability and pressure gradient between nodes of a ventilation network and
developed pressure gradient matrix for a hypothetical ventilation system [17].

NIOSH [18] claimed that leakage could be best minimized by reducing the
number of ventilation structures. This can be accomplished by lengthening the
distance between crosscuts to minimize the number of stoppings per unit of
development [19].

In a case study conducted in an underground hard rock mine, where push system
with primary surface fresh air fans installed, 42% leakage amount was reduced to
9.9% by sealing off and shotcreting all bulk headed raise connections and installing
appropriate doors. The reduction in leakage by 30.1% resulted in 64.4% savings in
an annual fan operating cost of $370,160 [1]. Figure 16.2 shows the fan operation
characteristics before and after leakage control. A 10% reduction in leakage may
yield 30% reduction in the overall operating cost [1].

16.4.5 Load Clipping

Du Plessis [10] discussed energy-saving methods and strategies and as one of the
options the authors suggested load clipping (energy use is reduced for certain parts
of the day). If it is applicable for the mine schedules, the implementation of the
ventilation and cooling system might be done during the time of the day when there
are no personnel in the production zones. However, since the conventional
approach to mine ventilation is to ventilate and cool the entire mine all of the time,
this approach may not be suitable for every mine. In South Africa where power
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tariff structures vary throughout the day and week, in most of the deeper under-
ground mines, load clipping is implemented using inlet guide vane control to reduce
the load during periods of peak power demand [10].

Mines utilize ice as an energy-saving strategy to reduce the amount of water
circulated and to save on pumping energy. Ice is produced as either hard ice or ice
slurry. Both are difficult to transport to where it is used and needed. This problem
has largely been solved with the development and use of pipe conveyer belts [20].
In some South African mines, significant power savings are attainable using pre-
viously produced ice blocks at refrigeration plants during the low electrical demand
periods and at a lower price and melting these ice during high electrical demand
periods [16]. Impact of hard ice use for refrigeration and cooling was investigated
by Mackay et al. [21] and concluded that it is a more attractive approach at lesser
depths.

16.4.6 Underground Shop Air

If the quality of shop air is good enough to be reused in the mine, then routing of
the underground shop air can be utilized to increase the mine airflow quantity [18].
In order to reuse the shop air in underground mines, the content of the shop air
should be analyzed and contaminants should be determined. Mine ventilation
engineers need to ensure that the risks are managed and all regulatory and orga-
nizational requirements are met prior to employing shop air. A case study con-
ducted by NIOSH [14] revealed that use of mine shop air has a potential to improve

Fig. 16.2 Fan operation before and after leakage control [1]
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the efficiency of mine ventilation by increasing the mine airflow. In this study, mine
production areas of an underground room and pillar mine in which mine level
airflows were 236 m3/s and shop airflows were 24 m3/s were provided with addi-
tional 19 m3/s air saved out of 24 m3/s and total mine airflow and subsequently
efficiency is increased.

16.5 Recommendations for Future Work

Future research initiatives and case studies toward improving ventilation efficiency
are critically important for two reasons. One is that increasing energy and electricity
cost is one of the largest cost component in underground mining and any
energy-saving option increases the economic success of mining projects. Further, it
contributes to sustainability of the mineral industry even when commodity prices
are low. Second, and more important, the benefit of such studies is to decrease the
environmental burden of energy-intensive mining operations as the pressure to
lower CO2 and other greenhouse gas emissions is increasing. In addition to these
benefits, efficient ventilation systems result in reduced maintenance costs and
downtime, increased reliability and productivity, and improved work conditions [2].
Therefore, mine ventilation engineers should seek for energy-saving alternatives
and more efficient ventilation systems.

Existing mine ventilation systems should be assessed and any inefficiency
caused by improper design and implementation should be removed from the sys-
tem. Optimum ventilation systems should be designed using computerized simu-
lations and implemented with the view of overall system efficiency and life cycle
costing principles. For the last decade, CFD analysis has been in use for large and
complex ventilation systems in three dimensions. While it is important to recognize
the benefits of using computational tools, the representativeness of models, the
limits of programs, and accuracy of the results should be well analyzed through
proper assessments, which requires experience and expertise.

Moreover, the general belief that “supplying more than adequate air does not
harm” [2] should change. Ventilation on demand principles should be adopted
where applicable and safe. Continuous monitoring of concentrations and locations
of contaminants, harmful gases and particulates, is essential. Methane drainage
systems might be utilized to remove the explosive methane gas in advance of
operations and even converting it to an energy should be implemented where
technically and economically feasible. Methane drainage also decreases the essence
of ventilation requirements while increasing the potential energy sources.

In the future, the industry is expected to use more powerful information tech-
nologies as Wi-Fi, Bluetooth, tablet, smart phone and smart watch applications that
allow engineers to communicate in real time to monitor air quantity and quality,
exact location of contamination, etc. Virtual reality can also be utilized to simulate
certain ventilation problems or recreate mine ventilation related accidents to man-
age the risks if available.
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16.6 Summary

Energy efficiency in mine ventilation, which is responsible for a substantial amount
of total energy consumption, is of paramount concern in underground mining.
Achieving energy-efficient mine ventilation practices are not only important for
reducing total operating and energy costs but also potentially the most effective
means of reducing greenhouse gas emissions.

Significant energy savings are attainable by adopting integrated ventilation
efficiency strategies. Ventilation engineers should be motivated, in the design and
implementation of ventilation and cooling systems, to ensure efficient and opti-
mized systems.

This chapter presents an overview the current ventilation efficiency improvement
studies and successful case studies to help mining professionals toward improving
the current operations and achieving best practices.

References

1. De Souza E (2015) Cost saving strategies in mine ventilation. In: Abstracts of the Canadian
Institute of Mining, Metallurgy and Petroleum (CIM) 2015 Convention, Montreal, 10–12
May 2015

2. Papar R, Szady A, Huffer WD, Martin V, McKane A (1999) Increasing energy efficiency of
mine ventilation systems. Lawrence Berkeley National Laboratory, University of California,
Tech. Rep. Available via http://citeseerx.ist.psu.edu/viewdoc/download?doi=10.1.1.608.
6290&rep=rep1&type=pdf. Accessed 12 July 2016

3. US Energy Information Administration (2016) https://www.eia.gov/tools/faqs/faq.cfm?id=
99&t=3. Accessed 28 July 2016

4. Du Plessis JJL, Marx WM, Nell C (2007) Main fan power control. In: Proceedings of the
mine ventilation society of South Africa conference, Johannesburg, South Africa

5. Awuah-Offei K (2016) Energy efficiency in mining: a review with emphasis on the role of
operators in loading and hauling operations. J Cleaner Productions 117:89–97

6. McPearson MJ (2009) Subsurface ventilation engineering. Mine Ventilation Services Inc,
Fresno, California

7. Hartman HL, Mutmansky JM, Ramani RV, Wang YJ (1997) Mine ventilation and air
conditioning. Wiley, USA

8. De Souza E (2015) Improving energy efficiency of mine fan assemblages. Appl Therm Eng
90:1092–1097

9. Man LI, Wang X (2009) Performance evaluation methods and instrumentation for mine
ventilation fans. Min Sci Tech 19:819–823

10. Du Plessis JJL, Marx WM, Nell C (2014) Efficient use of energy in the ventilation and
cooling of mines. J South Inst Min Metall 114:1033–1037

11. Panigrahi DC, Mishra DP (2014) CFD Simulations for the selection of an appropriate blade
profile for improving energy efficiency in axial flow mine ventilation fans. J Sustain Min 13
(1):15–21

12. Loring D (2007) Development of a tool to predict performance of debladed mine fans at
Henderson Mine. SME Annual Meeting, Denver, CO

13. Kazakov BP, Shalimov AV, Kiryakow AS (2013) Energy-saving mine ventilation. J Min Sci
49(3):475–481. doi:10.1134/S1062739149030155

298 N. Demirel

http://citeseerx.ist.psu.edu/viewdoc/download?doi=10.1.1.608.6290&rep=rep1&type=pdf
http://citeseerx.ist.psu.edu/viewdoc/download?doi=10.1.1.608.6290&rep=rep1&type=pdf
https://www.eia.gov/tools/faqs/faq.cfm?id=99&t=3
https://www.eia.gov/tools/faqs/faq.cfm?id=99&t=3
http://dx.doi.org/10.1134/S1062739149030155


14. NIOSH (2014) Methods to improve mine ventilation system efficiency. Available via http://
www.cdc.gov/niosh/mining/userfiles/works/pdfs/mtimv.pdf. Accessed 10 July 2016

15. Bartsch E, Laine M, Andersen M (2010) The Application and implementation of optimized
mine ventilation on demand (OMVOD) at the Xstrata Nickel Rim South Mine, Sudbury. In:
Proceedings of 13th United States North American mine ventilation symposium

16. Keith W, Brian P, Daniel SJ (2015) The practice of mine ventilation engineering. Int J Min
Sci Tech 25:165–169

17. Zhang J, Wang H, Wu F, Chang X (2008) Analysis of mine’s air leakage based on pressure
gradient matrix between nodes. J Coal Sci Eng 14(3):443–446

18. NIOSH (2014) Methods to improve efficiency of mine ventilation systems. Available via
https://www.cdc.gov/niosh/mining/UserFiles/works/pdfs/mtieom.pdf. Accessed 10 July 2016

19. Grau R, Krog R (2008) Using mine planning and other techniques to improve ventilation in
large opening mines. SME Annual Meeting, Salt Lake City, UT

20. Schutte A J (2014) An integrated energy efficiency strategy for deep mine ventilation and
refrigeration. Dissertation the North-West University

21. Mackay L, Bluhm S, Walter K, De Wet J (2014) Refrigeration and ventilation systems for
ultra-deep platinum mining in the Bushveld ignous complex. In: Proceedings of the 10th
international mine ventilation congress, Sun City, South Africa, 2–8 August 2014

16 Energy-Efficient Mine Ventilation Practices 299

http://www.cdc.gov/niosh/mining/userfiles/works/pdfs/mtimv.pdf
http://www.cdc.gov/niosh/mining/userfiles/works/pdfs/mtimv.pdf
https://www.cdc.gov/niosh/mining/UserFiles/works/pdfs/mtieom.pdf


Chapter 17
Technology Selection and Sizing
of On-Board Energy Recovery Systems
to Reduce Fuel Consumption
of Diesel-Electric Mine Haul Trucks

Petrus J. Terblanche, Michael P. Kearney,
Clay S. Hearn and Peter F. Knights

Abstract Installing an energy recovery system (ERS) on a mining haul truck has
the potential to save a significant amount of fuel by recovering energy while
descending into the pit and reinjecting this energy to reduce fuel usage for accel-
eration and ascent out of the pit. This chapter presents an initial investigation into
the technical and economic feasibility of such an ERS for diesel-electric drive mine
haul trucks. A simulation model incorporating the haul route, the truck and drive
system characteristics, and the ERS is employed to evaluate the changes to fuel
used and impact on payload for an ERS of a specific technology and size on a given
pit depth, from which cost savings and fuel savings per tonne of material moved are
inferred. Lithium-ion batteries and electrolytic double-layer capacitors were found
to be generally infeasible due to, respectively, poor charging rate and cycle life, and
low energy density. Both lithium-ion capacitors and electromechanical flywheels
promise fuel efficiency improvements of greater than 10% for a large range of pit
depths. Electromechanical flywheels are judged the most cost-effective option, with
an expected payback period of less than 1.2 years.
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Abbreviations and Acronyms

AC Alternating current
DC Direct current
DEMHT Diesel-electric mine haul truck
DOD Depth of discharge
EDLC Electrolytic double-layer capacitor
EM-FW Electromechanical flywheel
ERS Energy recovery system
EVM Empty vehicle mass
Li-S Lithium sulphur
LiFePO4 Lithium iron phosphate
LIC Lithium-ion capacitor
NaNiCl2 Sodium nickel chloride
NCA and LiNiCoAlO2 Lithium nickel cobalt aluminium oxide
SE Specific energy
SP Specific power

17.1 Introduction

Diesel-electric drive mine haul trucks (DEMHT) used in surface mining have an
empty vehicle mass (EVM) of between 85 t [1] and 250 t [2, 3]. These trucks
(powered by engines of up to 3000 kW [4]) haul loads of between 108 t [1] and
363 t [4] of broken ore, coal or overburden out from surface mining pits. Mining
pits vary significantly in depth, with a few attaining depths greater than 430 m and
the deepest currently at 1200 m deep [5]. For trucks operating at an open pit mine,
each cycle involves descending into the pit, being loaded by a mining shovel,
ascending and off-loading. A truck may execute as many as 60 cycles each day
depending on the haul distance (which depends on the depth of the pit, the height of
the waste dumps, distance of crushers or stockpiles from the exit of the in-pit ramp,
etc.) with the larger trucks consuming more than 1.5 ML of fuel each year. When a
250 t EVM truck descends into a pit 100 m deep (typical of open-cut coal opera-
tions), it loses approximately 245 MJ [68 kWh] of potential energy in 2 min. The
amount of energy lost is equivalent to the energy needed to power a typical
four-person household in a first world country for three days. While some of this
energy is used to overcome rolling resistance most is dispelled as heat via a resistor
bank. The ability of an energy recovery system (ERS) to capture as much of this
lost energy as possible and reinject it on acceleration and pit ascent appears to hold
significant potential to improve the fuel efficiency of haul operations and reduce
harmful emissions. This chapter presents an initial investigation into the technical
and economic feasibility of a DEMHT ERS using state of the art energy storage
technologies. It is a significant extension of work done by Esfahanian [6] including
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investigation of an appropriate selection of energy recovery technologies and using
a simulation model with appropriate modelling of the dynamics and performance of
each technology if used in an on-board ERS.

There has been one attempt by General Electric from 2002 to 2007 to develop a
mine haul truck ERS for a Komatsu DEMHT using sodium nickel chloride batteries
(NaNiCl2) as the energy storage technology [7–10]. There has been no known
commercial outcome to date, and the overall outcomes were not reported, except
that the batteries did not perform up to expectations [10]. The absence of a com-
mercially available mine haul truck ERS suggests that there are fundamental lim-
itations with respect to the application of the NaNiCl2 batteries or other chemical
batteries for the application.

The unloaded-descent followed by loaded-ascent nature of the DEMHT working
cycle make the energy flows over the cycle similar to that of loading equipment such
as excavators and cranes, where ERSs have been installed to achieve significant fuel
savings. These ERSs operate by recovering and storing energy when the load is
decelerating or lowering, and reinjecting the stored energy to assist with accelerating
and raising the load. Caterpillar’s 6120B H FS shovel makes use of electrolytic
double-layer capacitors (EDLC) [11] to reduce fuel cost by 25% [12]. Ricardo’s
hybrid excavator uses a hydraulic drive flywheel storage system to reduce fuel con-
sumption by 10–30% [13], while an electromechanical flywheel (EM-FW) storage
system, used in a mobile gantry crane, potentially reduces fuel consumption by 20%
[14]. Komatsu Mining Corp. claims the flywheel-based storage system, integrated
into the drive system, improves the fuel consumption of their newly developed 18HD
wheel loader by 20% [15]. These existing applications suggest that significant fuel
savings can result from installing an ERS, and that non-chemical-battery energy
storage technologies may be the more appropriate technology for this application.

This chapter presents and follows a framework for identifying and evaluating an
energy storage technology that could be beneficially used for the recovery and reuse
of recoverable potential or kinetic energy on-board DEMHT. The required steps can
be summarised as: (i) Identify a set of operating parameters for a representative
DEMHT and haul route, (ii) Use these parameters to characterise the requirements
for an ERS in terms of energy, power and cycle requirements, (iii) Evaluate the
technical feasibility of different energy storage technologies using the developed
requirements and the impact on payload, (iv) Use simulation to verify the approach
taken and (v) Identify the most promising solution(s) and provide an initial
assessment of economic viability.

The structure of the chapter is as follows: Sect. 17.2 outlines the problem, its
implications and technical requirements; Sect. 17.3 considers candidate storage
technologies with a particular focus on EM-FW energy storage; Sect. 17.4
describes the working of the simulation model and inputs; Sect. 17.4.3 presents the
results obtained from the simulation model incorporating the use of different ERS
technologies in a mine a hundred metres deep and the fuel savings potential of the
various ERS in mines of different depths. The section also highlights the impli-
cations of having an under- and oversized ERS based on EM-FW installed and
presents results of an initial investigation of cost implications and service life.
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Section 17.5 provides a summary of the different technologies’ potential to satisfy
DEMHT requirements and improve fuel efficiency. Section 17.6 contains con-
cluding remarks.

17.2 Problem Characteristics and Requirements

An ERS, consisting of an energy storage device and some appropriate power
conditioning and control equipment, can be directly integrated into the existing
DEMHT electrical system. The existing electric drive system (solid lines in
Fig. 17.1) has a similar structure to a series-topology hybrid electric vehicle [17,
18], though it lacks the energy storage and has a resistor grid (rated at up to
4750 kW [2]) to dissipate power generated while braking. The dashed lines in
Fig. 17.1 shows how the proposed ERS could be installed across the DC link, in
parallel to the rectifier, and the braking resistor grid including the braking chopper.
Here, it will be able to both extract power from the DC link and inject power into
the DC link.
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Fig. 17.1 Typical AC DEMHT drive arrangement (based on concept reflected by Siemens [16]).
Solid lines show typical configuration, dashed lines show envisaged ERS interface
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The key technical requirements for the ERS are the required charge/discharge
rate, the required energy storage capacity and the cycle life. Satisfying these
demands may not be sufficient to guarantee the success of the ERS. It is also
important to consider how the ERS will impact mining operations preferably with
no impact on productivity and acceptable performance in the often harsh mining
environment.

17.2.1 Fundamentals of Calculating Energy Flow Rates
and Quantities for Mine Haul Trucks

To determine energy flows and power requirements, we use a single dimension
vehicle dynamics method (Fig. 17.2), as discussed by Guzzella and Sciarretta [19].
The truck’s longitudinal motion is described by Eq. 17.1,

mv
d
dt
vvðtÞ ¼ FtðtÞ � FrðtÞþFgðtÞþFaðtÞþFbðtÞ

� �
; ð17:1Þ

where mv is the mass of the vehicle and load, vv(t) is the vehicle velocity as a
function of time (t), Fr(t) is the rolling resistance, Fg(t) is the force caused by the
grade and Fa(t) is the aerodynamic resistance. Fb(t), the braking force and, Ft(t) the
traction force do not act simultaneously. For the diesel-electric drive system, Ft(t),
is provided by the in-wheel electric motors powered by an on-board diesel gen-
erator. The power produced by the diesel generator is reduced by energy conversion
losses (in the AC-generator, rectifiers and vector drive inverters), transmission
losses (in electrical cables) and friction losses in the power train (such as in-wheel
motors and planetary gearing), occurring between the generator and the wheels.
This reduces the maximum traction force available at the wheels to accelerate or
drive the truck up ramp while fully loaded. At lower speeds, the traction force is
limited by system parameters. The traction force is expressed as a function of truck
speed and engine power as described by Eq. 17.2 and shown in Fig. 17.3.

Ft

Fg

Fa

Fr

νν

θ Fb

Fig. 17.2 Positive force
directions with truck on uphill
grade
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Ft vvðtÞð Þ ¼ min Ft;max
� �

;
gcom � PengðtÞ

vvðtÞ
� �� �

ð17:2Þ

Efficiency between the engine and DC link and between DC link and wheels,
respectively, denoted ηgen and ηdrv, are not fixed in practice and vary depending on
the operating point. In this work, it is assumed to be constant with ηgen and ηdrv,
respectively, assumed to be 95 and 85% from parameters given in Mazumdar et al.
[20]. The combined drive system efficiency (ηcom) is the product of ηgen and ηdrv
and thus equals 80.75%.

For a DEMHT, the rolling resistance is typically expressed as a percentage of the
weight (normal force) of the truck and a value of 2% assumed [21–24]. For a given
loading condition, the term Fr(t) becomes independent of time. Thus,

Fr ¼ 0:02mvg cos h; ð17:3Þ

where ‘g’ is the gravitational constant, assumed to be 9.81 m/s2 and h is the ramp
angle.

The force acting on a truck resulting from driving on a ramp is given by

Fg ¼ mvg sin h: ð17:4Þ

A ramp angle of 10% is often targeted on mine sites [21–24]. Using the small
angle approximations (sin h � h and cos h � 1) for this ramp angle (descending
into the pit), Eqs. 17.3 and 17.4 are, respectively, simplified to
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Fr ¼ 0:02mvg; and ð17:5Þ

Fg ¼ 0:10mvg: ð17:6Þ

Equations 17.1, 17.5 and 17.6 form the basis of calculations in the following
sections that aim to establish the basic requirements for a DEMHT ERS. For all
these calculations, except where otherwise specified or clear from the context,
typical rolling resistance force is assumed to be 2% of the truck weight and ramp
angle is assumed to be 10% (h = 5.71°). The aerodynamic drag Fa(t) was found to
be relatively insignificant due to low operational speeds. At 30 km/h it is
approximately 5% of the value of the rolling resistance. To avoid the complication
of a nonlinear speed-dependent variable that has very little effect, Fa(t) is neglected
in the discussion in the remainder of Sect. 17.2 and in Sect. 17.3. It is appropriately
incorporated in the simulation model discussed in Sect. 17.4 and the Results of
Sect. 17.4.3 and is determined using Eq. 17.7 with variables Cd, q and A,
respectively, assumed to be 0.9, 1.2 kg/m3 and 70 m2;

Fa ¼ 0:5CdqAðvvðtÞÞ2: ð17:7Þ

17.2.2 Recovering Potential Energy from Descent

The available potential energy that can be recovered to the DC link is given by

Epot;rec ¼ gdrv

Zs

0

max FgðxÞ � FrðxÞ; 0
� 	

dx; ð17:8Þ

where x is the distance along the descent, s is the total descent distance. The
recovery efficiency that captures mechanical and electrical losses between the
wheels and the DC link and is assumed to be the same as the drive system efficiency
(ηdrv) which was assumed to be 85%. For this characterisation, it is assumed that the
truck mass, ramp gradient and rolling resistance are consistent across the descent,
which results in a simplification of Eq. 17.8 to

Epot;rec ¼ gdrvðFg � FrÞ s: ð17:9Þ

Equation 17.9 assumes that the ramp angle is sufficiently steep that Fg > Fr.
Note that Eqs. 17.8 and 17.9 are independent of descent speed.

Figure 17.4 shows the amount of energy recoverable to the DC link per metre of
vertical descent from an empty haul truck of 250 t EVM, as influenced by different
combinations of rolling resistance and gradient of the pit access ramp. Higher
rolling resistance substantially reduces recoverable energy while greater ramp
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angles favour recoverable energy. On a ramp of 10% gradient and a rolling resis-
tance of 2% (accentuated on the 2% curve in Fig. 17.4), energy expected to be
returned to the DC link is calculated as 1667 kJ/m vertical descent [463 Wh/m].
This equates to a recovery of 68% of the theoretical potential energy of 2452 kJ/m
[681 Wh/m].

17.2.3 Required Energy Absorption Rate (kW)

DEMHTs primarily use their dynamic brake systems to slow down or restrain the
truck on-ramp descents. It does this by operating the wheel motors as generators
and the generated power is dissipated as heat using fan-cooled resistor banks. To
maximise energy recovery, the ERS must be able to sink the recovered energy at the
produced rate. Any excess power would be lost as heat through the resistor banks.
Assuming a constant down-ramp speed, Eq. 17.1 can be appropriately rewritten and
Prec (the rate at which energy is recovered to the DC link through the dynamic brake
system), can be determined as
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Prec ¼ gdrvFbvv ¼ gdrv Fg � Fr
� �

vv: ð17:10Þ

Equation 17.10 shows that Prec increases with the steepness of the gradient
(through Fg), and is a linear function of the descent speed. For a descent with 10%
gradient, 2% rolling resistance and a typical permissible downhill speed of 30 km/h
the required energy absorption rate of the ERS, which equals Prec, is 1390 kW.

17.2.4 Recovering Kinetic Energy

The ERS would also be able to recover kinetic energy when the truck uses the
dynamic braking system to slow the truck down. The rate at which energy returns to
the DC link will depend on the efficiency of the system, the deceleration rate, the
current vehicle mass and the speed of the truck at any instant, and is given by

PrecðtÞ ¼ gdrvFbðtÞvvðtÞ ð17:11Þ

To maximise energy storage, the recovery rate needs to be limited to the ERS
recovery power. The maximum useable brake force Fb(t) then becomes Fb,rec(t),
which, at lower speeds, is still limited by drive system parameters (evident from the
brake rim-pull curves in Caterpillar [2] and Liebherr [4]) but at higher speeds
should be limited by the maximum energy absorption rate, Prec, of the ERS. The
useable brake force as influenced by truck speed is thus given by

Fb;recðtÞ ¼ max Fb;min
� �

;
Prec

gdrv � vvðtÞ
� �� �

: ð17:12Þ

Figure 17.3 shows how Fb,rec changes as a function of speed for
Prec = 1390 kW. However, the dynamic braking power for a 250 t EVM truck
could be as high as 4750 kW [2], and any braking power higher than the maximum
recovery power will cause energy to be dumped into the resistor banks. Assuming
the driving style and braking rate is adapted such that no energy is diverted to the
resistor banks, the amount of energy that can be recovered can be determined using

Ekin;rec ¼ gdrv

ZT

0

Fb;recðtÞvvðtÞdt: ð17:13Þ

Table 17.1 compares the amount of recoverable kinetic energy that can be
returned to the DC link by stopping a loaded truck of 570 t mass from an initial
speed of 45 km/h for different ERS recovery power ratings. Doubling the power
rating from that calculated for the ramp decent in Sect. 17.2.3 only results in a small
increase in captured kinetic energy, suggesting that the ERS should be sized for
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potential energy not kinetic energy recovery. The energy captured is equivalent to
the amount of energy recoverable from descent into a 14.7 m and a 17.6 m deep pit,
respectively, meaning that, particularly for shallow pits, the capture of kinetic
energy is significant.

17.2.5 Required Cycle Life

Depending on assumptions about truck cycle time, pit depth and truck utilisation, a
DEMHT could perform several thousand (Lang [25] uses six thousand)
descend-load-ascend-dump cycles per annum. For an ERS with storage capacity
matched to a specific mine depth, each of the cycles would involve the full charge
of the ERS on descent, and the full discharge of the ERS on ascent. The storage
device will therefore be required to perform an equal number of charge–discharge
cycles per annum. This does not include additional charge–discharge micro-cycles,
which would occur several times during each haul cycle due to slowing the truck
down using regenerative braking. The storage device in the ERS system should,
therefore, be capable of a high number of cycles or it should be inexpensive and
easy to replace.

17.2.6 Implications of Mining Operations on ERS Sizing
and Selection

DEMHTs are designed to remove as large as possible payloads from mining pits as
quickly and efficiently as possible [26], and any increase in mass of the empty truck
(such as the addition of an ERS) will result in a corresponding reduction of the
payload. The mass of the storage system is primarily determined either by the
energy release rate of the application and the specific power (W/kg) of the chosen
technology or, the required energy storage capacity of the application and the
specific energy (J/kg or Wh/kg) of the chosen technology. A technology leading to
an excessively heavy storage system, due to its low specific power or specific
energy, can potentially negate the fuel savings potential. Since the ERS repeatedly
captures and reuses energy, it should also reduce the amount of fuel that needs to be
carried, providing a small reduction in the additional mass. Although the necessity

Table 17.1 Values for kinetic energy recovery to the DC link

Prec (kW) Ekin [MJ (kWh)] Ekin,rec [MJ (kWh)] Ekin,rec/Ekin (%) Equivalent descent (m)

1390 44.5 (12.4) 24.5 (6.81) 55.0 14.7

2780 44.5 (12.4) 29.5 (8.19) 66.2 17.7

Values reflect slowing the loaded truck from a speed of 45 km/h on level ground. Equivalent
descent is based on 1667 kJ/m [463 Wh/m] (see Sect. 17.2.2)
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for the resistor bank may be significantly reduced, its removal to provide a further
mass reduction is not envisaged as it would provide the back-up braking capacity if
the ERS should fail or reach full storage capacity during operation. The sizing of an
ERS is further complicated by continual changes to the haul cycle over the truck’s
operational life. These changes lead to the effective depth of the haul route taken by
the truck varying significantly over its life. A mismatch between haul route and
ERS does not provide the highest level of energy recovery, and thus fuel savings, if
the ERS is too small, or unnecessarily impacts payload, hence productivity, if the
ERS is oversized. Ideally, the storage capacity of the ERS would be able to be
modified to match the recoverable energy for the present haul route. The ability to
easily and affordably decrease or increase the ERS storage capacity to better match
current requirements, using a modular design, for instance, could be highly
beneficial.

17.3 Candidate Energy Storage Technologies and Their
Potential for Beneficial Use in Mine Trucks

The predominant energy storage technology used in hybrid electric and all-electric
mobile applications are chemical batteries [27–29]. However, alternatives such as
super or ultra-capacitors [11, 30, 31], and electromechanical flywheels [32, 33] are
gaining favour in certain applications. This section of the chapter focuses on
determining the most suitable ERS technology that can provide the required
recovery power, Prec of 1390 kW determined and storage capacity requirement Erec

of 166.7 MJ [46.3 kWh] (as determined for a 100 m descent) determined in
Sect. 17.2.2, while offering an appropriate cycle life. The key metric in determining
the most suitable technology (given satisfaction of the cycle life requirements) is the
mass of the ERS, as each kilogram of ERS corresponds to a kilogram reduction in
maximum payload. In Table 17.2, we compare a selection of chemical batteries,
EDLC’s and Li-ion capacitors (LIC’s) for the 100 m pit case study. In Tables 17.3
and 17.4, we provide information on the characteristics and expected sizes of
EM-FWs.

The effective mass of an ERS is higher than what would be expected from the
cell-based specific energy or specific power of the storage device typically stated in
the literature. This is primarily due to the omission of the mass of essential ancillary
equipment such as casing and power convertors. For example, the ‘DryLyte’ battery
has a cell specific energy (SEcell) of 220 Wh/kg [34]; however, the effective specific
energy, once installed in a module (SEmodule) is 130 Wh/kg [35]. For the Maxwell
BCAP3000 P270 ultra-capacitors SEcell is 6 Wh/kg [36] but SEmodule is 2.3 Wh/kg
[36]. Equations 17.14 and 17.15 estimate two useful ratios based on this infor-
mation. Where needed, due to a lack of published data, these ratios are used to
provide estimates of the specific energy (indicated in Row 5 of Table 17.2) and
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specific power (indicated in Row 9 of Table 17.2) of some chemical battery
(Bat) and ultra-capacitor (Cap) modules based on available cell-based specifications

SEratioðBatÞ ¼
SEmoduleðBatÞ
SEcellðBatÞ

¼ 0:591 ð17:14Þ

SEratioðCapÞ ¼
SEmoduleðCapÞ
SEcellðCapÞ

¼ 0:383: ð17:15Þ

17.3.1 Chemical Batteries, EDLCs and LICs

Table 17.2 shows the characteristics of a selection of energy storage technologies
and their implications in terms of mass required for use in a mine haul truck ERS.
Values included in Table 17.2 reflect a combination of specific energy and specific
power for each technology applicable during charging. Charge power capacity of
storage devices is generally lower than the discharge power capacity [30, 41, 42]. In
practice small changes in cell chemistry or structure, charge and discharge rates,
temperatures and depth of discharge (DOD) have a distinct impact on the practically
achievable values of efficiency, specific energy, specific power, energy density,
power density and cycle life [37, 50, 51]. However, this preliminary study uses
indicative values and does not consider these variations.

When the required minimum mass of the energy storage system is based on the
required energy storage capacity, chemical batteries appear to provide a solution
that is surprisingly light as indicated in Table 17.2 Row 7. Such a light battery
system will not, however, be able to absorb energy at the rate required without
overheating and giving a very short service life. Salasoo [8] points out that in the
context of chemical batteries, it is the charge rate that determines the storage system
capacity for mine haul trucks. When the required mass is calculated as determined
by the required energy absorption rate of 1390 kW, the chemical battery-based
solutions become excessively heavy at 15,795 kg or more (Table 17.2 Row 11).
For LiFePO4 technology (which provides a good combination of cycle life and
charge rate for chemical batteries) the solution is likely to weigh about 18,100 kg.
While this mass will have a significant impact on the payload, being oversized by a
factor of about 30, it will inherently provide a large storage capacity which, at
1667 kJ/m [463 Wh/m], should in theory be sufficient for any depth of mine down
to 3000 m deep. The depth of charge–discharge will inevitably be affected by the
depth of mine but even considering depths to 420 m will imply a DOD of 14% and
to 100 m a mere 3.3%. These values will naturally vary slightly as a result of
recovering kinetic energy in addition to potential energy and variation of truck
EVM due to changes in the ERS mass. Using an approximation of the results from
Wang et al. [37] and the cycle life of 3000 at 100% DOD (See Table 17.2 Rows 13
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and 14) these equate to approximately 21,400 and 90,000 charge–discharge cycles
at DOD of 14 and 3.3%, respectively.

Considering the low DOD values, the implications on battery service life will be
reconsidered once the cycle duration and number of cycles as influenced by the
depth of mine is determined as part of the simulation in Sect. 17.4. For EDLC and
for LIC solutions, where the energy storage capacity is the limiting factor, solutions
for a 100 m deep descent is expected to weigh 20,131 and 9978 kg, respectively.
Considering all the technologies presented in Table 17.2 and their expected impact
on payload, LIC’s seem to be the more likely to provide a beneficial ERS also
offering cycle life significantly better than all but the EDLCs.

17.3.2 Electromechanical Flywheels (EM-FWs)

EM-FWs store energy as the kinetic energy of a rotating flywheel.
A motor-generator speeds up and slows down the rotating flywheel to store and
extract energy [52, 53]. The motor-generator is connected to the DC link through a
bidirectional inverter. Flywheels are capable of exceptionally high cycle life [52] (at
least an order of magnitude greater than that of the best chemical batteries) and can
be designed for high power delivery and recovery rates. However, their specific
energy values do not compare favourably with high-quality chemical batteries, as
they are limited by the maximum allowable rotor speeds. Specific energy values of
between 10 and 30 Wh/kg are given in [47] and can be calculated from information
in Werst [54]. Unfortunately, it is not clear whether the mass of needed auxiliary
equipment is reflected in the quoted mass values. Compared to other energy storage
technologies, flywheels tend to lose stored energy more quickly. However,
high-performance flywheels have spin down times between 34 and 93 h [55]. These
times are dependent on the quality of the vacuum and the bearings used, with
magnetic bearings performing better than roller bearings. Flywheels using roller
bearings have an energy loss rate of approximately 21% per hour [33]. With the
cycle times of the haul trucks being in tens of minutes, the self-discharge loss of
high-performance flywheels is expected to be small over the duration of a cycle but
it may not be negligible when the design uses roller bearings.

Flywheel energy return efficiency values have been quoted as 85% in Beacon
Power [56], which includes two power conversion processes on each of the storage
and return stages [57]. On DEMHT, one of these power conversions will be
avoided from the DC link to the flywheel storage so we expect a higher return
efficiency.

There is a perception of danger associated with flywheels aggravated by news
reports of flywheel-related failures [58, 59]. What appears to be less well known is
that a significant number of flywheel storage applications have been safely in use
for many years [60]. To minimises risk and ensure responsible and safe develop-
ment of the technology, a number of approaches discussed in some detail in Hansen
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and O’Kain [60] including “absolute containment” should be considered, as is done
by research organisations such as Ricardo [61].

Flywheels are attractive for applications where a long service life with frequent
charge–discharge cycles at high power are some of the key drivers of the design
solution. A mine haul truck is such an application.

In contrast to chemical batteries and ultra-capacitors, the ratio between specific
power and specific energy for EM-FW can be varied during the design stage
(Table 17.3 Row 10). Specifically, varying the mass moment of inertia or maxi-
mum rotational speed of the rotating mass enables manipulation of the storage
capacity, while changing the design of the motor-generator and power conditioning
hardware changes the charge and discharge power rating. For an ERS on a mine
haul truck, the required charge/discharge rates do not change with pit depth,
essentially fixing the motor-generator and inverter mass. However, the required
storage to recover all available potential energy increases proportionately with
depth. Hence, the ideal ratio between specific energy and specific power increases
as the depth of the mine increases. To size a minimum mass flywheel for given
depth, it is necessary to find an appropriate match of the specific energy and specific
power of the flywheel ERS. We evaluated existing designs from the University of
Texas at Austin’s Center for Electromechanics (UTA CEM) summarised in Werst

Table 17.3 A selection of flywheel designs and the parameters of a concept design for use in a
100 m deep mine

a. b. c. d. e. f.

1. Units Existing designs Conceptual
design

2. Example of use or test application NASA
[62]

ALPS
[32,
63]

ATB
[64,
65]

100 m mine

3. Example of prominent or sole
research organisation or
manufacturer

University of Texas at
Austen Center for
Electromechanics

–

4. Design mass kg 113.4
[54]

8618
[54]

204
[54]

4574

5. Peak power kW 5 [54] 2000
[54]

150
[54]

–

6. Rated power (50% of peak) kW 2.5* 1000* 75* 1390

7. Energy storage capacity kWh 3.6
[54]

133
[54]

1.9
[54]

46.3

8. Specific energy (system) Wh/kg 31.7* 15.4* 9.31* 10.12

9. Specific power (system—charging
or discharging)

W/kg 22.1* 116.0* 367.6* 303.9

10. E-rate (charge rate/E-storage
capacity)

h−1 0.69* 7.52* 78.9* 30.0*

11. Service life Cycles – – – 100,000+

Information marked with * are best estimates based on accessible information
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[54] to suggest some trends which could be used to provide approximate minimum
mass values. The flywheels are the NASA—[62], ALPS—[32, 63] and ATB—[64,
65] flywheel designs. Table 17.3 shows the specific energy and specific power
calculated from information in Werst [54]. Assuming that the torque characteristic
of the motor-generator is relatively constant across the operating range, the
torque-limited power would vary between 50 and 100%. As a result, the rated
power reflected in Table 17.3 was assumed to be only 50% of the peak power
values. In the Ragone plot in Fig. 17.5 the specific energy and specific power
characteristics of the three UTA CEM flywheel designs are plotted with those of
other energy storage technologies.

On the Ragone plot two trends can be observed for the three flywheel designs
reflected in Table 17.3. The specific energy decreases marginally as the specific
power increases, and the three flywheels almost sit on a straight line on the log
versus log scale plot which implies approximating an exponential
relationship. Fitting a curve to these data points gives specific energy EWh/kg of a
flywheel-based energy storage system as a function of its specific power PW/kg. This
function is given by

EWh=kg ¼ 122:369P�0:43595569
W=kg : ð17:16Þ

In this chapter, it is assumed that the power rating for charge and discharge for a
particular flywheel design is the same. The validity of this assumption is supported
by information from Beacon Power [57]. Using Eq. 17.16, it is possible to deter-
mine an approximate mass of the lightest flywheel-based ERS capable of providing
the energy storage power and energy storage capacity requirements as it varies for

Table 17.4 Flywheel ERS characteristics as determined by pit depth for a 250 t EVM truck. Bold
value reflects expected mass for 100 m deep pit

Prec = 1390
(kW)

Required
energy
storage
(kWh)

Mass of
FW
storage
(kg)

Specific
power
(SP) (W/kg)

Specific
energy
(SE) (Wh/kg)

E-rate
(SP/SE)
(h−1)

Height
of
descent
(m)

10 4.63 920 1510.6 5.03 300.0

20 9.26 1491 932.2 6.21 150.0

30 13.89 1978 702.9 7.02 100.0

40 18.52 2416 575.3 7.66 75.0

50 23.15 2823 492.5 8.20 60.0

100 46.30 4574 303.9 10.12 30.0

200 92.60 7412 187.5 12.49 15.0

300 138.90 9830 141.4 14.13 10.0

400 185.20 12,010 115.7 15.42 7.5

500 231.50 14,029 99.1 16.50 6.0

1000 463.00 22,734 61.1 20.37 3.0

1200 555.60 25,812 53.9 21.53 2.5
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different depths of mine. Values appropriate for the generic 250 t EVM truck are
reflected in Table 17.4. In Fig. 17.5 the position of a flywheel-based ERS design
providing the 46.3 kWh as needed for a 100 m pit is indicated as ‘100 m FW’ and
its mass is given as 4574 kg in Table 17.4. We used the other data points in
Table 17.4 to generate the dashed line denoted ‘EM-FW’ in Fig. 17.5. The line
suggests the range of flywheel designs that would satisfy the spectrum of surface
mine depths currently mined across the world.

At 4574 kg the EM-FW-based ERS is substantially lighter than that based on
LiFePO4, EDLC and LIC technologies for a 100 m pit application. It is expected
that, with appropriate design or through a service life extension involving appro-
priate replacement of low-cost elements such as bearings, it would be possible to
match the required cycle life.

1

10

100

10 100 1000
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ec

ifi
c 
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gy
 [W

h/
kg

]

Specific Power [W/kg]

NASA FW NCA module
ALPS FW LiFePO4 module
100 m FW Li-ion Cap cell
ATTB FW Li-ion Cap module
EM-FW EDLC module

Fig. 17.5 Specific energy and specific power of a selection of energy storage technologies when
charging. EM-FW (produced plotting the data from Table 17.4) reflects the mass dependent
characteristics of a series of flywheel designs each designed to provide the best combination of
specific power and specific energy for different depths of mine. High specific power and lower
specific energy (to the lower right of the curve) is required for shallow mines while the lower
specific power and higher specific energy is required for deeper mines
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17.4 Simulation Study of Mine Haul Truck with ERS
Fitted to Assess Fuel Savings Benefit

17.4.1 Modelling, Simulation and Input Parameters

Simulation provides a cost-effective and flexible way to evaluate the effect of an
ERS on truck fuel consumption. We, therefore, developed an appropriate simulation
programme using the Python programming language. The simulation programme
allows one to input and vary truck characteristics, storage device characteristics,
haul route information and related parameters. It is based on the approach presented
in Chap. 2 of Guzzella and Sciarretta [19] and uses Euler integration with
Eqs. 17.1, 17.2, 17.5, 17.6, 17.7 and 17.12 to model the linear motion of the truck.
A small step size, dt, of only 0.01 s is used in the simulation to improve accuracy.
The model also determines energy flows in the truck using Eqs. 17.17 and 17.18
with variables as defined in Sect. 17.2,

DEpot;rec ¼ gdrvFb;recðtÞvvðtÞdt ð17:17Þ

DEkin;rec ¼ gdrvFb;recðtÞ vvðtÞdt ð17:18Þ

While executing a haul cycle, a truck can be in one of six primary operational
states or modes. The states are: (a) being stationary with the engine running (such as
at the loading device or dump); (b) accelerating to attain target speed on level
ground; (c) maintaining a constant speed on level ground; (d) decelerating on level
ground; (e) maintaining a constant target speed while descending the ramp; or
(f) ascending the ramp under full power. For a real truck operating on a real haul
cycle, these states can change often and quickly. For the simulation, it is assumed
that each of these states lasts for some time.

In addition to providing propulsion power, the engine also powers a number of
auxiliary systems. In this research, the power draw for auxiliary services is denoted
PAux and it is assumed to demand a constant power draw at the flywheel of the
engine of 146 kW while the engine is running. In the simulation programme, it is
assumed that the maximum traction force, determined using Eq. 17.2, is used when
accelerating or ascending the ramp, with Peng = 2390 kW at the engine’s flywheel.
Some of the energy produced is lost due to generator (ηgen) and drive system (ηdrv)
inefficiencies (as per Eq. 17.2), in overcoming rolling resistance (Eq. 17.5) and air
resistance (Eq. 17.7). The remainder of the energy is stored in the vehicle by virtue
of its mass, either as kinetic energy through increased speed of the truck
(ΔEkin = 0.5 mv(v2

2 − v1
2)) or as potential energy due to an increase in elevation

(h) of the truck (ΔEpot = mvg(h2 − h1)), or a combination of both.
When the truck is decelerating or descending into the pit, an opportunity arises

to recover some of the energy stored in the truck by using the dynamic brake system
to apply a braking force to decelerate or restrain the vehicle. The amount of energy
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returned to the DC link is reduced by drive system (ηdrv) inefficiencies, overcoming
rolling resistance (as defined by Eq. 17.5) and some air resistance (Eq. 17.7).

The rate at which an ERS can store energy from the DC link is the product of the
particular technology’s specific power (as reflected in Table 17.2 Row 9 for
LiFePO4, EDLC and LIC-based ERSs) and the system mass. However, for an
EM-FW-based ERS, the specific power is assumed to be 1390 kW/ERS mass (for a
mass of 4574 kg the specific power would thus be 303.9 W/kg). When energy is
returned from the in-wheel generators to the DC link at a rate that exceeds the ERS
charging rate, the excess energy would be diverted to the resistor grid and would be
lost. In the simulation it is assumed that the maximum braking force, determined
using Eq. 17.12 and Prec = 1390 kW, is used when decelerating or descending the
ramp.

The storage capacity of the ERS is determined by its mass and specific energy.
The specific energy is reflected in Table 17.2 Row 5 for LiFePO4, EDLC and
LIC-based ERS and determined from Eq. 17.16 for EM-FW. Once the ERS has
been recharged to capacity all excess energy will be diverted to the resistor grid and
lost. Due to a lack of access to reliable efficiency information, appropriate for
different technologies over a range of power levels, we assumed a fixed storage
efficiency of 90% for charging and for discharging giving a return cycle efficiency
(DC link-storage-DC link) of 81% for all the technologies investigated.

The recovered energy can be used in several ways including productivity
improvement [15], fuel consumption reduction [14] and emissions reduction [66].
In the research for this chapter, stored energy was used to reduce overall fuel
consumption and was, therefore, only used in lieu of required engine power. The
simulation model is thus set-up to use stored energy (when available) in lieu of
engine power as soon as an opportunity arises. In practice, this approach would
minimise the size of storage required and minimise losses of energy while in
storage. As the truck travelling along the haul route is simulated, the code deter-
mines at each instant whether an increase or decrease in speed is required based on
the truck speed and the sector target speed (see Table 17.5). If a speed increase is
required, the amount of energy required for the next time step is calculated; if it is
more than what can be provided by the engine, it is capped within the engine’s
capacity. If energy is available from storage it is used to replace an amount of
engine power. The code does this in such a way that the power at the wheels is the
same whether provided by engine power alone or partially provided from storage.
The storage energy release rate is limited to the lower value of either the max ERS
discharge rate (based on the technology used and mass) or 410 kW. If an ERS is
capable of capturing all recoverable energy during the ramp descent, we found that
an energy release rate of about 410 kW maximises reuse of stored energy, assisting
acceleration of the loaded truck as well as providing an even release of energy along
the ramp ascent.

The simulation model also determines and keeps a record of the amount of fuel
consumed continuously powering auxiliary services and propelling the truck as
needed. The fuel consumption is calculated by determining the product of the
amount of power delivered by the engine (Peng(t) + PAux) at the flywheel and the
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duration (dt), using an assumed brake specific fuel consumption (BSFC) of 210 g/
kWh. The use of recovered energy reduces the required Peng, thereby reducing the
amount of fuel consumed.

Table 17.5 shows the haul route definition used in the simulation. It starts with
the truck waiting to unload and unloading outside the pit, the truck driving towards
the entry ramp whilst adhering to different speed limits, driving down the ramp
(assumed to have a 10% grade) while limited to 30 km/h (8.333 m/s), driving to
and being loaded at the loading point, and returning in a loaded condition. The haul
cycle includes 1471 m of flat haul and manoeuvring in addition to the on-ramp
distance, which is calculated from the pit depth and ramp grade.

17.4.2 Using the Simulation Model

To generate results, the code is used to repeatedly simulate the truck operation
along the haul cycle defined in Table 17.5 for a given pit depth. In the first cycle,
the parameters of the basic truck are used with no ERS. This establishes a baseline
for comparing fuel consumption when an ERS is added. In subsequent cycles, the
ERS mass increases incrementally by 250 kg and repeats simulation of the haul
cycle until the maximum ERS mass (typically 5 or 10% of the truck EVM) is
reached. The ERS mass is added to the EVM of the truck, and consequently reduces
payload by the same amount. For each cycle, the model determines the fuel con-
sumption and records the payload to enable calculation of the fuel savings per tonne

Table 17.5 Haul route definition

Sector
number

Sector length
(m)

Grade
(%)

Speed limit
(m/s)

Truck mass
(kg)

Time delay
(s)

0 25 0 0.625 250,000 40 Unladen

1 125 0 4.167 250,000 0

2 175 0 12.500 250,000 0

3 50 0 8.333 250,000 0

4 Calculated −10 8.333 250,000 0

5 250 0 12.500 250,000 0

6 100 0 4.167 250,000 0

7 20 0 2.000 250,000 0

8 1 0 4.167 570,000 120 Fully
loaded9 100 0 4.167 570,000 0

10 250 0 8.333 570,000 0

11 Calculated 10 8.333 570,000 0

12 50 0 8.333 570,000 0

13 175 0 12.500 570,000 0

14 125 0 4.167 570,000 0

15 25 0 0.48 570,000 0
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mined. The same procedure is used for each of the technologies reflected in
Fig. 17.8 and for each of the range of depths in Fig. 17.9.

17.4.3 Results

17.4.3.1 Energy Recovered and Fuel Savings Expected in a 100 m
Deep Mine

Figure 17.6 shows results obtained from the simulation model, reflecting the use of
a 4500 kg flywheel-based energy storage system. This mass is very close to the
mass required for a flywheel system that captures all energy from a 100 m deep pit.
This implies that potential energy can be captured at the rate at which it becomes
available with nothing lost to the resistor grid. Examination of the ‘Ramp Descent’
stage in Fig. 17.6 shows that the recovery of potential energy (as evident from the
steep rise in the ‘Energy in store’) makes a much more significant contribution to
the amount of recovered energy than recovering kinetic energy. The ratio between
potential and kinetic energy will naturally depend on the depth of the mine.

The graphs reflected in Fig. 17.7 are the results of gradually increasing the mass
of the energy storage system while adjusting its specific energy and specific power
characteristics using Eq. 17.16. Based on the assumed mass, the flywheel param-
eters are recalculated to capture the energy at the rate of 1390 kW and store the

Fig. 17.6 Speed and power trajectories of DEMHT on haul route with 4500 kg flywheel-based
ERS and resulting energy in storage as it varies over the haul cycle

17 Technology Selection and Sizing of On-Board Energy Recovery … 321



maximum amount of energy possible. Mass is increased up to a maximum of
12,500 kg which is 5% of the empty vehicle mass and slightly more than needed for
a 420 m deep descent, as indicated in Table 17.4. In Fig. 17.7 the ‘Energy stored’
and ‘Fuel used’ curves flatten out beyond approximately 4500 kg because the
additional storage capacity provides no additional benefit as all the energy available
from the 100 m deep descent can already be captured by the system. Although the
amount of fuel used remains essentially constant after this point, the additional mass
becomes a hindrance as it reduces payload and hence increases the fuel used per
tonne hauled. This is clearly visible in Figs. 17.8 and 17.9 in the steep decline in
curves after the peak point.

Fig. 17.7 Total amount of energy stored to flywheel-based ERS and fuel used to complete 100 m
deep haul cycle as influenced by mass (hence capacity) of ERS

Fig. 17.8 Expected fuel
savings per tonne hauled as it
varies with ERS mass for
indicated technologies in a
100 m deep mine
‘EM-FW’—
electromechanical flywheel;
‘LIC’—lithium-ion capacitor;
‘EDLC’—electrolytic
double-layer capacitor;
‘LiFePO4’—lithium iron
phosphate battery

322 P. J. Terblanche et al.



Figure 17.8 compares the fuel savings benefit of the different ERS technologies
as it changes with mass on-board the DEMHT in a 100 m deep mine. With suffi-
cient mass all the technologies are able to provide a noteworthy fuel savings benefit.
However, the EM-FW shows the most promising results achieving much greater
improvement in fuel consumption per tonne hauled at a significantly lower ERS
mass. The LIC-based ERS also achieves good results but uses a system with more
than twice the mass to get comparable results.

17.4.3.2 Fuel Savings Expected Over a Range of Mine Depths
and Fuel Saving Benefit of Oversizing Versus Under-Sizing
ERS

The collection of graphs in Fig. 17.9 shows the fuel savings benefit expected for
each of the ERS technologies for a range of mine depths as determined by the ERS
mass. The ‘0[m]’ route implies the recovery of kinetic energy only. As the depth of

Fig. 17.9 Expected fuel savings per tonne hauled for a selection of mine depths and mass for
indicated ERS technologies
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the mine increases and potential energy recovery becomes the predominant
recoverable energy source, a larger and heavier ERS tends to provide greater benefit
for that depth of mine by capturing more of the recoverable energy leading to
greater fuel efficiency up to the peak point. The peak point at the top of each curve
indicates the point where the storage capacity matches the amount of energy
recoverable for the specific depth of descent using the ERS technology under
consideration. The best peak point for each technology is closely related to the point
where the E-rate (see Table 17.2 Row 8) of the technology and the power to energy
ratio of the particular depth is the more closely matched. For EDLC technology the
matched depth would be between 15 and 45 m and for LIC it would be between 45
and 105 m. The EM-FW’s ability to be ‘designed to requirement’ enables improved
performance at a greater number of depths.

The graphs in Fig. 17.9 tend to have a steeper approach towards the peak points
with a gentler departure. This suggests that a proportionately undersized ERS
performs worse in terms of fuel savings than a proportionately oversized ERS. The
45 and 420 m curves for ‘EM-FW’ clearly shows the benefit of an oversized ERS in
terms of its ability to provide improved fuel efficiency. The best mass of a
flywheel-based ERS sized for the 420 m depth of descent is approximately
11,750 kg and it is expected to provide 12.4% fuel saving per tonne hauled when
used for a mine at this depth. If this ERS is used in a 45 m deep mine, the fuel
saving per tonne hauled is still expected to be close to 9.8%. In contrast, the mass of
an ERS sized to the requirements of a 45 m depth of descent is about 2750 kg and
is expected to provide a fuel saving per tonne hauled of 12.6% when used with a
45 m deep descent. If used in a 420 m deep mine, however, the fuel saving per
tonne hauled is less than 1.6%. In spite of the excess mass, the larger ERS still
performs well even in shallow operations by providing a significant fuel con-
sumption reduction. Admittedly, the larger ERS will inevitably be more expensive
to acquire and to maintain and harder to accommodate on-board. Due to its impact
on productivity, it is not expected to be viewed favourably by mining companies.

17.4.3.3 Cost Implications and Service Life Expectations

In this section, the cost of procuring and installing an ERS is compared to the
reduction in the cost of fuel over the lesser of the truck or ERS’s service life, for a
100 m deep mine. This analysis is not comprehensive, as other factors such as
capital costs, maintenance, labour and effects on productivity, would need to be
considered before adopting the technology. However, it provides a preliminary
estimate of the benefit of installing an ERS.

Finding reliable cost data for the various technologies is challenging and cannot
be done with great accuracy without full appreciation of the system design and
costing requirements. Ricardo [67] provides some guiding values for lithium-ion
batteries, EDLC and EM-FW while the cost per kWh for LIC is quoted in [34]. In
Table 17.6, we use the various costs in combination with the minimum installed
energy storage capacity that will satisfy the more demanding of the power and the
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storage capacity requirement (refer Table 17.2 Row 12), to provide a cost estimate
for each ERS type.

Although the cost per kWh of lithium-ion batteries is significantly lower than
that of the other technologies, the initial cost of the installation, expected to be
approximately US$417,000, is significantly greater than that of the EM-FW and
LIC technologies and almost the same as the EDLC technology. While the other
technologies are expected to last as long as the truck, batteries may need to be
replaced after a few years of service. The service life is closely linked to the DOD
and would, therefore, be very dependent on the pit depth. In Table 17.7, the cycle
time as well as the DOD (both obtained from the simulation model) is shown
against different depths. Assuming 6000 h of operation per year the cycle time can
be used to calculate the number of haul cycles per year. Using an approximation of
the results from Wang et al. [37] and the cycle life of 3000 at 100% DOD for
LiFePO4 from Table 17.2 Row 13 and 14, the corresponding service life can be
calculated. Table 17.7 clearly shows that the service life in all but the shallowest of
mines (less than 45 m deep) would be less than half of the truck’s 10 year life. If
used in a 100 m deep mine, it will be about 3.5 years suggesting that it would need
to be replaced twice during the life of the DEMHT.

Table 17.8 provides an indication of the potential of different technologies to
provide payback if used in a 100 m deep mine. The simulation model was used to
provide an estimate of the fuel cost to move a given amount of material using the
following assumed values: 6000 operating hours per year, fuel cost is US$0.623/l
(US$2.358 per US gallon), and fuel density is 0.840 kg/l. Cycle time is determined
to be 908 s giving 23,784 cycles per year. Because the payload is reduced by the
ERS but the number of cycles fixed, using a payback period in terms of years would
skew the comparison with some of the technologies getting advantage from moving
a smaller amount of material. To avoid this, the model was used to determine the
fuel cost of moving 7,610,880 tonnes (the amount of material moved by an
unmodified truck in one year) of material using each of the technologies. From
Table 17.8, it is clear that the service life of lithium-ion batteries is similar to its
expected payback period therefore holding very little if any potential for use
on-board DEMHT. Due to the high initial cost and weaker performance in a 100 m
deep mine the EDLC also does not perform as well as the LIC and EM-FW. (To
enable comparison, the impact on productivity of the different technologies is also
shown in Table 17.8.)

Engine wear and the amount of fuel consumed are closely related [70] (p. 155).
If an improvement in fuel consumption better than 12% can additionally achieve a
proportional reduction in engine hours and proportionate increase in engine time
between overalls (TBO), the presence of an ERS is expected to leverage economic
benefit that is greater than just the fuel savings.
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17.5 Review of Technologies’ Potential to Satisfy
DEMHT ERS Requirements and Improve Fuel
Efficiency

Comparing the mass of an EM-FW-based ERS suitable for a 100 m deep mine with
the mass of ERS’s based on other technologies, the flywheel is expected to provide
a solution which is substantially lighter than any of the other solutions and at a
lower cost (see Table 17.6). When considering the use of EM-FW over a range of
mine depths a single size ERS design is not expected to be optimal and a number of
designs would be necessary. A range of designs optimised with due consideration
of the mine development plan is expected to provide the best solution. Considering
the high cycle rates reflected in Table 17.7 care would be required in the design to
ensure a suitable cycle life. The major downsides of the flywheel for the DEMHT
application are the difficult operational environment (shock, vibration, dirt), and the

Table 17.6 ERS cost estimates for 100 m deep mine

Technology Cost [(kWh)−1] Assumed
cost
[(kWh)−1]

Energy storage required to
satisfy power requirement
(kWh)

System
cost

Li-ion
batteries

US$200–US$360 [67]
US$300 [68]

US$300 1390 US
$417,000

EDLC US$9000 [67] US$9000
[67]

46.3 US
$416,700

LIC US$5000 [34] US$5000
[34]

46.3 US
$231,500

EM-FW US$4000 [67]
US$3872a [69]

US$4000
[67]

46.3 US
$185,200

System cost is the product of ‘Assumed cost’ and required installed energy storage capacity
aThis value is calculated using only equipment cost reflected in [69]

Table 17.7 Influence of mine depth on cycle time and implications for service life for li-ion
battery-based ERS

Depth of mine
(m)

Cycle time
(s)

Number of haul cycles per
year

DOD
(%)

Service life
(years)

0 444 48,697 0.64 9.63

15 511 42,309 1.06 6.72

45 651 33,185 1.97 4.58

105 932 23,185 3.75 3.45

210 1423 15,181 6.92 2.86

420 2405 8980 13.2 2.53
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likely need for a gimbal in installation. With these issues resolved it shows great
potential to improve fuel efficiency in the mine haul process.

LIC provides a good combination of specific energy and specific power
potentially satisfying a useable range of mine depths. Although heavier and
somewhat more expensive than the EM-FW-based design, the LIC solution may, in
practice, have a number of other advantages over that of flywheel designs. Some of
the benefits expected include the ability to segregate the storage system and dis-
tribute modules to suitable locations on-board the truck easing integration.
A modular design based on LIC may also provide a comparatively simpler way of
increasing storage capacity as the depth of a mine increases, with the growth of the
storage system being an extension of an existing design, rather than a new design as
is expected for EM-FW. LIC’s avoid the need for a bulky gimbal and the element of
risk associated with flywheels. Although LIC’s are still expensive compared to
lithium-ion batteries ($5000/kWh [34] vs. $300/kWh [68] in 2015), it may be that
their cost could reduce to the same extent as has happened for lithium-ion type
batteries, the cost of which has reduced from over $1000/kWh in 2007 to around
$300/kWh in 2015 [68]. It may become even more cost-effective in coming years.
A significant number of capacitors will be necessary to provide the required storage
capacity and would require appropriate control to ensure even distribution of
temperature and charge amongst cells. This is expected to be a challenging aspect of
design. LIC’s may also not be as tolerant to temperature extremes sometimes
encountered at mine sites.

A beneficial attribute of the battery-based system is that an installation that is
sufficient for a 100 m deep mine would also be sufficient for mines that are much
deeper, requiring no change to the installed system due to the power capacity being
the tight design requirement. However, despite this beneficial attribute, the results
of Sect. 17.4.3.3 show that lithium-ion batteries are not expected to provide eco-
nomically beneficial use in the ERS of DEMHT.

The EDLC is expected to perform reasonably well in shallow mines with best
performance around 45 m deep. However, as a result of its low specific energy,
deeper mines are shown to demand a dramatic increase in mass to accommodate the
additional energy.

17.6 Conclusions

This investigation demonstrates that there is significant potential for an energy
recovery system (ERS) to reduce fuel consumption per tonne hauled for
diesel-electric mine haul trucks (DEMHTs). However, this benefit is dependent on
the technology used in the ERS and the depth of the mine. For typical mine and
truck characteristics, up to 68% of the potential energy lost during the decent can be
recovered to be reinjected, reducing fuel consumption per tonne hauled by as much
as 10–12% for a mine of an appropriate depth.
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Designing an ERS for DEMHTs presents a challenge to all modern energy
storage technologies because it requires high power, large storage capacity and high
cycle life while limiting impact on payload. Chemical batteries do not have a
sufficient specific power or cycle life and prove to be too expensive for this
application. Electrolytic double-layer capacitors (EDLCs) show some potential for
shallower applications but the expected installation cost and the mass required, due
to low specific energy of EDLC, make it an unattractive proposition. In contrast, the
design of an electromechanical flywheel (EM-FW)-based ERS using available
technology offers the potential to be sized for a given depth of mine. Although it
does not offer a high specific energy, flywheel-based storage technology allows the
ERS to be customised to the power and storage requirement of the application
during design. This technology, therefore, promises a lighter, more balanced stor-
age solution that can be designed to provide a cycle life to match the design life of
DEMHTs. Based on available cost information, it also promises a comparatively
short estimated payback period of 1.2 years. Although adding mass on-board mine
haul trucks is contrary to the impetus put on reducing empty vehicle mass (EVM),
the results presented in this chapter show that even if the flywheel-based ERS is
relatively oversized, implying a greater than needed impact on the EVM of the
truck, it could still provide an improvement in fuel consumption per tonne hauled
greater than 10%. Although it is recognised that there are significant technical
challenges associated with the use of flywheels on-board mobile applications, these
have been dealt with in a number of existing designs [13–15, 57, 60], which
includes a recently developed underground mining loader.

Lithium-ion capacitors (LICs) are not as flexible in optimising the power and
energy storage capacity to the specific demands of the application as flywheel
designs potentially are. However, LICs can facilitate a modular design and allow
segregated installation while avoiding some of the negative aspects of EM-FW.
They also have the potential to provide a more desirable solution, especially, for
mining applications around 45–105 m.

Further work is required to more accurately determine the costs and benefits of
an ERS on DEMHT over its operating life within mining operations, which typi-
cally requires the truck to operate over a range of depths. Specifically, the technical
feasibility of modular ERSs, of which the capacity can be changed with the depth of
the mine, and the effect of a fixed-size ERS over multiple depths need to be
investigated. The installation of the ERS will also influence other factors that affect
the operational cost and/or productivity of the DEMHT, such as the return on
capital, the cost per tonne of maintenance, labour, engine wear and tyre wear. The
negative impact of the ERS on productivity may be compensated for, or produc-
tivity may even be improved if using stored energy to increase the power and hence
speed on the ramp ascent rather than only aiming to increase fuel efficiency.
Investigating the trade-off between using the ERS for increasing power and for
increasing fuel efficiency is another important future research avenue.
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