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Preface

This text includes extended and revised versions of selected papers from the 5th
International Conference on Operations Research and Enterprise Systems (ICORES
2016), held in Rome, Italy during February 23–25, 2016. The conference was orga-
nized by the Institute for Systems and Technologies of Information, Control and
Communication (INSTICC) and held in cooperation with the Association Française pur
la Programmation par Contraintes (AFPC), the Gesellschaft für Operations Research
e.V. (GOR) and the Operational Research Society in England (The OR Society). The
technical so-sponsor for ICORES is the Portuguese Association of Operational
Research (Apdio).

The purpose of the International Conference on Operations Research and Enterprise
Systems (ICORES) is to bring together researchers, engineers, and practitioners
interested in both theory and applications in the field of operations research. Two
simultaneous tracks were held. One track was dedicated to domain-independent
methodologies and technologies and another on practical work developed in specific
application areas.

ICORES 2016 received 75 paper submissions from 31 countries, across six conti-
nents. For each submission, a double-blind review was performed by the Program
Committee, whose members are highly qualified researchers in ICORES topic areas. In
all, 37 papers were subsequently selected for oral presentation (19 full papers and 18
short papers) and 19 for poster presentation. The full-paper acceptance ratio was about
25%, and the total oral acceptance ratio (including full papers and short papers) was
49%. These competitive acceptance ratios show our intention of preserving a
high-quality forum, which we expect to develop further next year.

ICORES 2016 also included three plenary keynote lectures from internationally
distinguished researchers: Sue Merchant, (Blue Link Consulting, UK), Alexandre
Dolgui, (École des Mines de Nantes, France), and Karla Hoffman, (George Mason
University, USA). We express our appreciation for their invaluable contributions and
for taking the time to synthesize and prepare their insightful lectures.

We especially thank the authors whose research and development efforts are
recorded herein. Finally, we express our gratitude to the entire INSTICC team whose
collaboration was fundamental to the success of this productive and memorable
conference.

February 2016 Begoña Vitoriano
Greg H. Parlier
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An Investigation on Compound
Neighborhoods for VRPTW

Binhui Chen1(B), Rong Qu1, Ruibin Bai2, and Hisao Ishibuchi3

1 University of Nottingham, Nottingham, UK
{bxc,rxq}@cs.nott.ac.uk

2 University of Nottingham Ningbo, Ningbo, China
ruibin.bai@nottingham.edu.cn

3 Osaka Prefecture University, Osaka, Japan
hisaoi@cs.osakafu-u.ac.jp

Abstract. The Vehicle Routing Problem with Time Windows
(VRPTW) consists of constructing least cost routes from a depot to a set
of geographically scattered service points and back to the depot, satisfy-
ing service time intervals and capacity constraints. A Variable Neighbour-
hood Search algorithm which can simultaneously optimize both objec-
tives of VRPTW (to minimize the number of vehicles and the total travel
distance) is proposed in this paper. The three compound neighbour-
hood operators are developed with regards to problem characteristics
of VRPTW. Compound neighbourhoods combine a number of indepen-
dent neighbourhood operators to explore a larger scale of neighbourhood
search space. Performance of these operators has been investigated and
is evaluated on benchmark problems.

Keywords: Variable Neighbourhood Search · Vehicle Routing Problem
with Time Windows · Compound neighbourhood · Metaheuristics

1 Introduction

The Vehicle Routing Problem (VRP) [1] is an important transport scheduling
problem which can be used to model various real-life problems, such as postal
deliveries, school bus routing, recycling routing and so on.

1.1 Problem Description and Related Work

The Vehicle Routing Problem with Time Windows (VPRTW) is a classical vari-
ant of VRP, which can be defined as follows. Let G = (V,E) be a directed
graph where V = {vi, i = 0, . . . , n} denotes a depot (v0) and n customers
(vi, i = 1, . . . , n). A non-negative service demand qi and service time si are
associated with vi, while q0 = 0 and s0 = 0. E is a set of edges with non-negative
weights dij (which often represents distance) between vi and vj (vi, vj ∈ V ).

All customer demands are served by a fleet of K vehicles. To customer vi,
the service start time bi must be in a time window [ei, fi], where ei and fi
c© Springer International Publishing AG 2017
B. Vitoriano and G.H. Parlier (Eds.): ICORES 2016, CCIS 695, pp. 3–19, 2017.
DOI: 10.1007/978-3-319-53982-9 1



4 B. Chen et al.

are the earliest and latest time to serve qi. If a vehicle arrives at vi at time
ai < ei, a waiting time wi = max{0, ei − ai} is required. Consequently, the
service start time bi = max{ei, ai}. Each vehicle of a capacity Q travels on
a route connecting a subset of customers starting from v0 and ending within
schedule horizon [e0, f0]. The decision variable Xk

ij = 1 if the edge from vi to vj
is assigned in route k (k ∈ K); Otherwise Xk

ij = 0. The objective functions can
be defined as follows [2]:

Minimize K (1)

Minimize
∑

k∈K

∑

vi∈V

∑

vj∈V

Xk
ij · dij (2)

Subject to:
∑

k∈K

∑

vj∈V

Xk
ij = 1 ∀ vi ∈ V \{v0} (3)

∑

k∈K

∑

vi∈V

Xk
ij = 1 ∀ vj ∈ V \{v0} (4)

∑

k∈K

∑

vi∈V

∑

vj∈V \{v0}
Xk

ij = n (5)

∑

vj∈V

Xk
0j = 1 ∀k ∈ K (6)

∑

vi∈V

Xk
ij −

∑

vi∈V

Xk
ji = 0 ∀ k ∈ K, vj ∈ V \{v0} (7)

∑

vi∈V

Xk
i0 = 1 ∀ k ∈ K (8)

ei ≤ bi ≤ fi ∀ vi ∈ V (9)
∑

vi∈V

∑

vj∈V

Xk
ij · qi ≤ Q ∀k ∈ K (10)

Xk
ij ∈ {0, 1} ∀vi, vj ∈ V, k ∈ K (11)

Objective (1) aims to minimize the requested number of vehicles. Objective
(2) minimizes the total travel distance of the fleet. Constraints (3)–(5) limit every
customer to be served exactly once and all customers are visited. Constraints
(6)–(8) define the route by vehicle k. Constraints (9) and (10) guarantee the
feasibility with respect to the time constraints on service demands and capacity
constraints (Q) on vehicles, respectively. Constraint (11) defines the domain of
the decision variable Xk

ij .
Most researchers consider minimizing the number of vehicles as the primary

objective [3], while others study it as a multi-objective problem [4]. In the for-
mer case, a two-phase approach is often used, to minimize the vehicle number
firstly and then minimize the distance with a fixed route number in the second
phase. Population-based methods are usually used for solving the multi-objective
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VRPTW. Other objectives in VRPTW include the minimization of the total
waiting time and so on, which are less studied [5,6].

Due to the problem size and NP-hard property of VRPTW, standard math-
ematical methods often perform poorly within a reasonable amount of time [1].
Metaheuristics and hybrid algorithms have attracted more attention in VRPTW.
They could be grouped into population-based metaheuristics and local search
metaheuristics. Population-based methods work on a set of candidate solutions
which requires a high computation cost. This is a main drawback for them to
achieve high performance in VRP. More details could be found in [7].

Many local search approaches have been applied to VRPTW, such as Tabu
Search [8], Simulated Annealing [9] and Variable Neighbourhood Search (VNS)
[10]. This paper focuses on VNS methods. Its first application is on TSP with
and without backhaul [11].

VNS shifts among different neighbourhood structures which define different
search spaces. Different variants of VNS have been studied in the literature.
In the Basic VNS, a Local Search finds local optimal solutions using different
neighbourhood structures, and Shaking is used to perturb the search to enhance
diversification. Variable Neighbourhood Descent (VND) algorithm changes the
neighbourhoods in a deterministic way [12]. Reduced VNS [13] selects neigh-
bourhood moves randomly from a neighbourhood set. General VNS [14] is an
extension of Basic VNS, whose the local search is a VND as well.

VNS and its extensions have been studied extensively in various VRP prob-
lems. Literature [3] proposes a four-phase approach based on VND for VRPTW,
while literature [15] develops a VNS for Multi-Depot Vehicle Routing Problem
with Time Windows where routes start and end at different depots. A VNS
algorithm for the Open Vehicle Routing Problem without time constraint is pre-
sented in [16]. The study in [17] concentrates on the Periodic Vehicle Routing
Problem, where the schedule horizon is very large without time constraint. An
extensive review on VNS can be found in [10].

1.2 Widely Used Neighbourhood Operators in VRP

Neighbourhood operators define the search spaces of different features, thus sig-
nificantly affect the success of local search. Neighbourhood moves in VRP can
be classified into two categories: Inter-Route exchange and Intra-Route exchange
(some authors use the term interchange instead of exchange), which exchange
nodes or edges among routes or within one route, respectively.

Literature [18] introduces the λ-optimality mechanism, which is widely
applied in routing problems. It removes λ edges from one route, and reconnects
it in a feasible way. 2-opt and 3-opt are two typical operators of this mecha-
nism, both may reverse the order of nodes. Or-opt [19] is a specific subset of
3-opt operators, and it includes only those moves which do not reverse customer
links. The study in [20] introduces the λ-interchange mechanism which exchanges
two groups of nodes from different routes. The number of nodes in each group
should not be more than λ, while the nodes are not necessarily consecutive.
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In CROSS-exchange [21], two strings of consecutive nodes from two routes are
exchanged, preserving the order of customers in each string.

The above VNS approaches use independent moves in each single neighbour-
hood operator. The approach in [22] combines independent moves such as 2-opts,
swaps and insertions in a very large scale neighbourhood search. This method
is applied to TSP and VRP with side constraints of capacity and distance. The
independent moves in this method are different on the operation position while
their operator settings are the same. The study shows that this kind of com-
pounded neighbourhoods are competitive for solving VRP. This kind of com-
pounding method with sequential addition and deletion of edges is also used
by Ejection Chain approach [23]. In the next section, we propose and study
compound neighbourhoods in a different compounding way for VRPTW.

2 Variable Neighbourhood Search with Compound
Neighbourhoods

We propose three compound neighbourhood operators within the General VNS
(VNS-C) in this research. In our approach, compared to existing neighbourhood
operators, the independent operators not only operate on different positions
within the routes, but also have different lengths of exchange segments. A deter-
ministic constraint is imposed to the lengths of the exchange segments, which
are selected with a random selection scheme. By using this way of compounding
operation upon both intra-route and inter-route neighbourhood solutions, two
compound neighbourhoods are produced. In addition, a third neighbourhood
operator which compounds segment insertion operators with the same length
limit is also developed to reduce vehicle number. By adopting these operators,
VNS-C optimizes both objectives simultaneously in each iteration by shifting
among broader search regions.

2.1 Compound Operators and Neighbourhoods

Because of the time window constraint in VRPTW, the reverse operation in
the standard λ-opt and λ-interchange operators tends to bring infeasibility, thus
Or-opt and CROSS-exchange are adopted in the Compound Operators in VNS-C.

Based on the Or-opt exchange operator, we devise an improved Or-opt intra-
route operator Or-opt-i, where i is the length limit of two randomly selected
exchange links. In an Or-opt-i exchange, the length of one exchange link is fixed
to i to avoid redundant exchanges while the length of the other exchange link
is randomly set to up to i. This exchange link length setting cooperates with
random operation position selection, composing the compounding manner of
the proposed compound neighbourhoods. For example, Or-opt-3 is a compound
neighbourhood which assembles three independent neighbourhood moves (where
one exchange link length is fixed to 3, while the other one’s length could be 1, 2
or 3). An illustrative example is presented in Fig. 1 (a), where directions of both
operated links are kept.
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Fig. 1. Examples of neighbourhoods in VNS-C. (a). Link (1,2,3) exchanged with link
(5,6) by the intra-route Or-opt-i compound operator (i=3). (b). Link (2,3,4) exchanged
with link (5,6) by the inter-route compound operator CROSS-i (i=3). (c). Link (4,5)
is removed by LinkMove-i from its original route and inserted to a random position in
the target route, which brings a route reduction.

A CROSS-i compound operator is also proposed in VNS-C. It includes all
independent CROSS-exchanges to exchange a link of length i with another link
of length up to i between routes. For instance, the compound neighbourhood
of CROSS-3 assembles three independent neighbourhood moves where length of
one exchange link is fixed to 3 and the other one is randomly set to up to 3
(denoted as 3-1, 3-2 and 3-3 independent exchanges, respectively). In one move
of CROSS-3, the best solution among all the three independent neighbourhoods
is selected. While, in a standard independent neighbourhood search, the best
solution based on only one of the 3-1, 3-2 or 3-3 exchanges will be selected. An
example of CROSS-3 is presented in Fig. 1 (b), where the selected improvement
solution is produced by a 3-2 exchange.

In the proposed VNS-C, an operator named LinkMove-i is developed to
reduce both the vehicle number and total travel distance simultaneously (i is the
max length of operated links), rather than in two separate phases. In LinkMove-
i, a customer link of length α (α ≤ i) from route h is removed and reinserted
into route t (h �= t). When α is equal to the length of route h, route h would
be removed thus leads to a solution with one less route. Fig. 1 (c) presents an
example of LinkMove-i.

The proposed compound neighbourhoods explore larger search areas than
standard independent neighbourhoods. Following the rule of invoking small
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Table 1. Set of neighbourhood operators in Shaking. z is a random variable for selecting
an operator. L is the length of associated routes.

z Operator Min length Max length(ml)

0 ∼ 3 ExchangeInRoute-ml 1 Min(z + 1 , L)

4 ∼ 8 Move-ml 1 Min(z mod 3 , L)

9 ∼ 12 Cross-ml 1 Min(z mod 8 , L)

neighbourhood moves first, the upper bound i of link length in compound oper-
ators is set to increase from 1 to 5 in VNS-C based on preliminary experiment
results. The order to select the intra-route neighbourhood or inter-route neigh-
bourhood first is shown to be an influence factor in VNS-C in our experimental
results. This is studied in Sect. 3.3.

2.2 Shaking(S)

Shaking(S) is a phase of random perturbation in VNS-C, which randomly gener-
ates a neighbourhood solution S′ of the current solution S using the three simple
operators in Table 1, aiming to escape from local optima. ExchangeInRoute-ml
and Cross-ml exchanges two segments within one route and between two ran-
domly selected routes, respectively. Move-ml inserts a randomly selected route
segment from a route to another route. In all three operators, the maximum
length of the segment is ml. Different from the above-mentioned compound oper-
ators, operators in Shaking are more flexible, without the requirement that at
least one segment’s length must be ml.

The first feasible move will be accepted in Shaking(S). To encourage farther
moves, the segment of length ml is selected with a higher probability. If no
feasible moves are found after a pre-specified number of evaluations, the original
input solution S would be returned. We investigate this process in Sect. 3.2.

2.3 Local Search

In the local search of VNS-C (see Algorithm 1), NSmax evaluations are under-
taken in each run of neighbourhoods. Literature [10] recommends that, when the
initial solution is constructed by a heuristic, the Best-Improvement acceptance
criterion should be used in VNS. The initial solution in VNS-C is constructed
using the Nearest Neighbourhood heuristic from [6], and the best neighbourhood
solutions are chosen. To avoid being stuck to local optima, Record-to-Record
Travel algorithm [24] is adopted as the acceptance criteria, where Quality() is
defined by the total travel distance, and DEVIATION is set to 15. Here a solu-
tion with the lower Quality() value is better. The search stops at a time limit
of Timemax or when all three compound neighbourhoods are estimated but no
improvement is found. In Algorithm 1, Nr(S′, i) represents the rth neighbour-
hood operator applied to the incumbent solution S′ with operated link length
limit of i.
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2.4 The VNS-C Framework

The pseudo-code of VNS-C is presented in Algorithm 2, where the iteration time
is set to Cmax. In Step 1, an initial solution is constructed using a heuristic,
which inserts the “closest” available customer into the incumbent partial route.
Here the distance between two customers is defined by their Geographic distance
dij , Temporal distance Tij and the degree of Emergency vij which are used in
[6], shown in (12) as below:

Dis = δ1 · dij + δ2 · Tij + δ3 · vij s.t. δ1 + δ2 + δ3 = 1 (12)

The three coefficients δ1, δ2 and δ3 define the importance of each component
in the distance definition. We set them as δ1 = 0.4, δ2 = 0.4 and δ3 = 0.2
(empirically calculated by [6]).

3 Experiments

3.1 Problem Dataset and Parameter Setting

The proposed VNS-C was evaluated on the Solomon benchmark [6], which con-
sists of six datasets (C1, C2, R1, R2, RC1, RC2), each has eight to 12 instances
of 100 customers with their own service demands. In C1 and C2, customers are
located in a number of clusters, while the objectives of (1) and (2) are positively
related [4]. Customers of R1 and R2 are randomly distributed geographically,
while RC1 and RC2 are a mix of them. The scheduling horizons in C1, R1 and
RC1 are short, and their vehicle capacities are low (200). C2, R2 and RC2 have
higher vehicle capacities (700, 1000 and 1000, respectively), leading to fewer
required vehicles to satisfy all demands. Diverse time window widths are distrib-
uted with various densities.

Tuning is conducted on only one parameter at a time, while fixing all the
others on a small number of instances. Preliminary experiments show that most
feasible solutions in Shaking are found in around 200 evaluations, thus 300 eval-
uations are conducted. For each incumbent solution in the local search, 400
neighbourhoods are evaluated, i.e. NSmax = 400. Timemax is set to 1,000,000
evaluations while the max iteration time Cmax of VNS-C is 300. All results are
produced in 30 runs to conduct statistical analysis.

3.2 Compound Neighbourhoods and Shaking

Table 2 presents the average results from VNS-C, VNS with independent oper-
ators (standard Or-opt and CROSS exchange) and VNS-C without Shaking on
six randomly chosen instances. NV denotes the number of vehicles, TD repre-
sents the total travel distance, and Times is the total number of evaluations. S.D
is the standard deviation. It is shown that VNS-C produces significantly better
and more stable results compared to the other variants. Shaking also improves
VNS-C in terms of both quality and stability, thus is an essential and necessary
component in VNS-C.



10 B. Chen et al.

Algorithm 1. Local Search(S′, S).

Step 1: Input solution S′ and S.
Step 2: Set r ← 1, i ← 1, time ← 0.

while (r < 4 And time < Timemax) do
Step 2.1: Neighbourhood Search

S′′ ← Best Improvement of Nr(S
′, i).

time ← time + NSmax.
Step 2.2: Move or Not

if Quality(S′′) < Quality(S) then
S ← S′′, S′ ← S′′, i ← 0, r ← 1.

else if Quality(S′′) − Quality(S) <
DEV IATION then

S′ ← S′′, i ← 0, r ← 1.
end if

Step 2.3: Shift Neighbourhood Structure
i ← i + 1.
if i = 6 then r ← r + 1, i ← 1.

end while
Step 3: Output the best found solution S.

Algorithm 2. The VNS-C framework.

Step 1: Generate an initial feasible solutionS by theNearestNeighbourhoodheuristic.

Step 2:
Set C ← 1.
while C < Cmax do

Step 2.1: S′ ← Shaking(S).
Step 2.2: S ← Local Search(S′, S).
Step 2.3:

if S is improved then
C ← 1.

else
C ← C + 1.

end if
end while

Step 3: Output S.

To verify whether the result of VNS-C is significantly different from the other
three algorithms’, T-test is executed between results of VNS-C and the other
three algorithms. Here the confidence level is set as 95%. Table 3 presents the
test result, where Y represents two populations are significantly different, and
N the opposite. Notably, as the solutions have two dimensions of NV and TD,
as long as the p-value (two-tail) is smaller than 5% in one dimension, the two
populations would be considered as significantly different. It can be seen that
VNS-C produces significantly better solutions than the other three algorithms on
complicated instances (R and RC). For the two C instances, there is no significant
difference between VNS-C and the other three algorithms. Results against those
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Table 2. Comparison of VNS-C and VNS of Independent Operator with and without
Shaking. Best results are in bold.

Instance C101 C201 R101 R201 RC101 RC201

VNS-C & Best NV 10 3 19 4 15 4

Shaking TD 828.94 591.56 1643.34 1190.52 1624.97 1310.44

Average NV 10 3 19.9 4.83 15.6 4.93

TD 828.94 591.56 1647.9 1246.91 1652.38 1365.76

Times 67,247,717 97,011,547 188,429,463 176,349,146 113,982,405 137,842,632

S.D on NV 0 0 0.31 0.38 0.63 0.25

S.D on TD 0 0 5.59 45.12 12.88 41.57

Independent Best NV 10 3 19 4 16 4

Operators & TD 828.94 591.56 1700.42 1339.84 1753.49 1482.86

Shaking Average NV 10 3 20.13 4.73 16.3 4.97

TD 828.94 591.56 1791.73 1538.66 1878.68 1569.51

Times 9,808,756 9,800,000 159,166,298 128,370,863 79,996,218 146,881,580

S.D on NV 0 0 0.68 0.45 0.47 0.18

S.D on TD 4.38 0 89.32 212.51 101.68 59.89

VNS-C Best NV 10 3 19 4 15 4

TD 828.94 591.56 1644.55 1294.36 1644.18 1340.79

without Average NV 10 3 20.43 4.73 16.43 4.93

Shaking TD 828.94 591.56 1823.72 1511.68 1856.99 1489.35

Times 10,026,352 97,010,797 77,128,988 124,141,441 104,983,387 113,826,219

S.D on NV 0 0 0.63 0.45 0.68 0.25

S.D on TD 0 0 178.68 394.21 213.67 270.99

Independent Best NV 10 3 19 4 15 4

Operators TD 828.94 591.56 1649.23 1226.43 1624.97 1332.74

without Average NV 10 3 20.33 4.6 16.17 4.97

Shaking TD 828.94 591.56 1828.49 1671.69 1859.35 1443.03

Times 10,198,465 97,066,537 24,214,377 101,344,273 60,738,070 128,573,526

S.D on NV 0 0 0.76 0.5 0.91 0.18

S.D on TD 0 0 173.87 401.52 211.84 199.56

Table 3. T-test between VNS-C and the other three algorithms.

Compared Algorithms C101 C201 R101 R201 RC101 RC201

Independent P-value(NV) 1 1 0.094698 0.355754 1.49E-06 0.561629

Neighbourhoods P-value(TD) 0.321464 1 1.1E-09 2.3E-08 1.33E-05 6.62E-21

with Shaking Different N N Y Y Y Y

Compound P-value(NV) 1 1 0.000138 0.355754 0.004581 1

Neighbourhoods P-value(TD) 1 1 8.66E-06 0.000976 9.92E-06 0.019461

without Shaking Different N N Y Y Y Y

Independent P-value(NV) 1 1 0.006101 0.046114 5.73E-07 0.561629

Neighbourhoods P-value(TD) 1 1 3.78E-06 2.74E-06 4.91E-13 0.04599

without Shaking Different N N Y Y Y Y

in the literature (see Table 5) indicate that all these four algorithms obtained
the best solution for these two instances, thus no significant difference has been
found.
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Table 4. Results of VNS-C with four different operator orders. Best results are in bold.

Instance C101 C201 R101 R201 RC101 RC201

MCI Best NV 10 3 19 4 15 4

TD 828.94 591.56 1643.34 1190.52 1624.97 1310.44

Average NV 10 3 19.9 4.83 15.6 4.93

TD 828.94 591.56 1647.9 1246.91 1652.38 1365.76

Times 67,247,717 97,011,54 188,429,463 176,349,146 113,982,405 137,842,632

CMI Best NV 10 3 20 5 15 5

TD 828.94 591.56 1642.88 1189.82 1623.58 1317.97

Average NV 10 3 20.3 5 15.87 5

TD 828.94 591.56 1650.42 1214.66 1654.65 1367.59

Times 69,224,764 97,011,573 181,014,272 166,688,866 184,803,844 158,724,815

ICM Best NV 10 3 20 4 15 5

TD 828.94 591.56 1642.88 1237.76 1715.49 1354.72

Average NV 10 3 20.17 4.9 16.4 5

TD 828.94 591.56 1648.9 1306.7 1762.34 1425.46

Times 51,225,270 97,015,461 223,733,841 307,952,033 692,934,814 516,816,576

IMC Best NV 10 3 19 4 16 5

TD 828.94 591.56 1643.18 1234.09 1672.33 1376.17

Average NV 10 3 19.9 4.7 16.27 5

TD 828.94 591.56 1647.52 1334.32 1765 1464.56

Times 67,357,647 97,015,347 199,078,925 311,452,951 735,044,303 492,990,103

3.3 Neighbourhoods Order

Table 4 compares different orders of neighbourhoods employed in VNS-C (M, C
and I represent LinkMove-i, CROSS-i and Or-opt-i, respectively). It can be seen
that, the Inter-Route move first group (MCI and CMI) achieves better results
than the Intra-Route move first ones (ICM and IMC). In the former case, MCI
performs better than CMI. It seems that optimizing the route number first, and
then assigning customers to a route and optimizing the customer order in each
route can bring better results. On R101 and R201, MCI obtains better NV while
CMI has better TD. As objective (1) is usually considered as primary, the order
of MCI will be used in VNS-C.

3.4 Experiment Results and Analysis

Table 5 presents the results on all the 56 Benchmark Solomons instances. It
illustrates that VNS-C is effective in improving both objectives simultaneously.
In problems whose objectives are positively correlated, VNS-C can produce the
current best known solutions in a reasonable time. In other instances, some
better solutions with less TD are found comparing to the best known solutions
with the same NV in the literature.

It is also shown that VNS-C is effective in minimizing TD by the results
on the complicated datasets (R2, RC2) which use fewer vehicles to satisfy 100
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demands. Thus these instances require a powerful neighbourhood operator to
reduce NV. Figure 2 shows that the disparity between our best found solution
(NV = 3 and TD = 766.91) and the best known solution with a lower NV (NV =
2 and TD = 825.52) on R204 is large, which indicates that the distance between
them is large in the search space. It is difficult for VNS-C to find a lower NV
in this case, as the link length limit in LinkMove-i (5) is too small compared to
the route length (33).

Fig. 2. Two best found solutions with 2 and 3 vehicles on R204.

To investigate the performance of LinkMove-i on reducing NV, six differ-
ent upper bound values of i (Max i) are set to this operator. Figures 3 and 4
demonstrate the performance of the LinkMove-i operator with diverse Max i
on minimizing NV. In Fig. 3 it can be seen that, higher Max i can produce a
lower average NV on four complicated instances (R101, R201, RC101 and R201)
while the best found NV is unchanged. Too small Max i would insert only short
routes to other routes, and the capability of reducing NV would become weaker
consequently. This hypothesis is consistent to the observation on RC201 in Fig. 4
that, when Max i is small (1, 2 and 3) the best found NV (5) is greater than
the one (4) found with larger Max i values (5, 7 and 9). In addition, exper-
iment results also show that some of the lowest TD can be found with small
Max i, while their average NVs are the largest. e.g. the lowest TDs are found
on R101, RC101 and RC201 with Max i = 1, as well as on R201 with Max i =
2. This observation indicates the conflicting relation of both objectives on these
instances.

Or-opt-i and CROSS-i reduce TD by intra-route moves and inter-route moves
respectively. In theory, the neighbourhoods of CROSS-i cover the neighbour-
hoods of Or-opt-i in search space, while more move steps are required. To clarify
whether Or-opt-i is redundant in our algorithm and which operator makes more
contribution on reducing TD, we respectively remove one of these two operators
from VNS-C and evaluate the two algorithm variants. The experiment results are
presented in Table 6, which gives the gaps between the new variants’ results and
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Table 5. VNS-C on Benchmark Solomon’s instances. Best found solutions in the
literature are shown in bold.

Instance Best Known VNS-C

NV TD Ref. Best Average

NV TD NV TD

C101 10 828.94 [25] 10 828.94 10 828.94

C102 10 828.94 [25] 10 828.94 10 876.79

C103 10 828.06 [25] 10 828.94 10 832.65

C104 10 824.78 [25] 10 825.65 10 831.79

C105 10 828.94 [25] 10 828.94 10 852.33

C106 10 828.94 [25] 10 828.94 10.07 836.25

C107 10 828.94 [25] 10 828.94 10 853.9

C108 10 828.94 [25] 10 828.94 10 840.48

C109 10 828.94 [25] 10 828.94 10 823.94

C201 3 591.56 [25] 3 591.56 3 591.56

C202 3 591.56 [25] 3 591.56 3.53 613.94

C203 3 591.17 [25] 3 591.17 3.07 599.16

C204 3 590.6 [25] 3 590.6 3.23 609.81

C205 3 588.88 [25] 3 588.88 3 588.88

C206 3 588.49 [25] 3 588.49 3 588.49

C207 3 588.29 [25] 3 588.29 3 588.29

C208 3 588.32 [25] 3 588.32 3 588.32

R101 19 1650.80 [25] 19 1652.47 19.9 1647.90

20 1642.87 [26] 20 1643.34

R102 17 1486.12 [25] 18 1476.06 18.9 1493.30

R103 13 1292.67 [25] 14 1219.89 14.17 1230.92

R104 9 1007.31 [25] 11.1 1009.9

10 974.24 [27] 10 1007.27

11 971.5 [28] 11 994.85

R105 14 1377.11 [25] 14 1381.88 15.07 1377.24

15 1346.12 [29] 15 1360.78

R106 12 1252.03 [25] 13.57 1264.04

13 1234.6 [30] 13 1243.72

R107 10 1104.66 [25] 11.73 1097.07

11 1051.84 [29] 11 1077.24

R108 9 960.88 [25] 10.23 974.46

10 932.1 [31] 10 956.22

R109 11 1194.73 [25] 12.93 1181.99

12 1013.2 [32] 12 1168.18

13 1151.84 [26] 13 1157.61
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Table 5. (Continued)

Instance Best Known VNS-C

NV TD Ref. Best Average

NV TD NV TD

R110 10 1118.84 [25] 12.1 1106.02

11 1112.21 [31]

12 1068 [30] 12 1081.88

R111 10 1096.72 [25] 11 1087.5 11.9 1080.1

12 1048.7 [30] 12 1062.58

R112 9 982.14 [25] 10.9 979.52

10 953.63 [33] 10 958.7

R201 4 1252.37 [25] 4 1282.75 4.83 1246.91

5 1206.42 [27] 5 1190.52

R202 3 1191.7 [25] 4 1146.34

4 1091.21 [27] 4 1098.06

R203 3 939.503 [25] 3 968.67 3.5 969.05

4 935.04 [27] 4 905.72

R204 2 825.52 [25] 3 809.88

3 789.72 [27] 3 766.91

R205 3 994.42 [25] 3 1059.91 3.83 1029.55

5 954.16 [26] 4 964.02

R206 3 906.142 [25] 3 931.762 3 994.92

R207 2 890.61 [25] 3 896.72

3 814.78 [33] 3 855.37

R208 2 726.82 [25] 3 708.9 3 740.94

4 698.88 [34]

R209 3 909.16 [25] 3 983.75 3.93 920.18

5 860.11 [26] 4 871.63

R210 3 939.37 [25] 3 978.11 3.63 992.18

4 935.01

R211 2 885.71 [25] 3 828.81

4 761.1 [31] 3 794.04

RC101 14 1696.94 [25] 15.6 1652.38

15 1619.8 [34] 15 1624.97

RC102 12 1554.75 [25] 13.97 1497.056

13 1470.26 [27] 13 1497.43

14 1466.84 [26] 14 1467.25

RC103 11 1261.67 [25] 11 1265.86 11.8 1284.24
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Table 5. (Continued)

Instance Best Known VNS-C

NV TD Ref. Best Average

NV TD NV TD

RC104 10 1135.48 [25] 10 1136.49 10.7 1171.61

RC105 13 1629.44 [25] 15.6 1570.33

14 1589.91 [27] 14 1642.81

15 1513.7 [26] 15 1524.14

RC106 11 1424.73 [25] 12 1396.59 13.07 1408.7

13 1371.69 [27] 13 1376.99

RC107 11 1230.48 [25] 11 1254.68 11.93 1258.32

12 1212.83 [26] 12 1233.58

RC108 10 1139.82 [25] 11 1149.38

11 1117.53 [26] 11 1131.23

RC201 4 1406.94 [25] 4 1457.87 4.93 1365.76

6 1134.91 [27] 5 1310.44

RC202 3 1365.64 [25] 4 1278.96

4 1181.99 [31] 4 1219.49

RC203 3 1049.62 [25] 4 1020.716

4 1026.61 [27] 4 957.1

RC204 3 798.46 [25] 3 829.13 3 867.85

RC205 4 1297.65 [25] 5 1273.03

5 1295.46 [27] 5 1233.46

RC206 3 1146.32 [25] 4 1152.29

4 1139.55 [27] 4 1107.4

RC207 3 1061.14 [25] 4 1084.44

4 1079.07 [33] 4 1032.78

RC208 3 828.14 [25] 3 830.06 3 922.47

Fig. 3. Comparison on average NV with different Max i values of LinkMove-i.
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Fig. 4. Comparison on the best found NV with different Max i values of LinkMove-i.

Table 6. Gaps of two algorithm variants with the VNS-C.

Instances C101 C201 R101 R201 RC101 RC201

Gaps without Average TD 0.00% 0.00% 0.46% 6.23% 3.62% 3.36%

CROSS-i Best TD 0.00% 0.00% 0.02% 0.52% 2.00% 2.35%

Gaps without Average TD 0.00% 0.00% 0.02% 2.07% 1.14% 0.63%

Or-opt-i BestTD 0.00% 0.00% 0.00% 1.53% 0.79% 0.00%

the original VNS-C’s results on TD. It can be found that, both algorithm vari-
ants’ performance decreases in varying degrees on sample instances. Therefore,
both operators are essential to VNS-C and no one is redundant. In addition, it
can also be found that CROSS-i plays a greater role than Or-opt-i on optimizing
the TD objective, since the generated solutions will show more obvious setbacks
(larger gap) when CROSS-i is removed.

4 Conclusions

Local search methods have not been widely used in addressing problems with
multiple objectives due to their lack of efficiency in addressing multiple objec-
tives simultaneously. To simultaneously optimize both objectives in VRPTW, a
variable neighbourhood search (VNS) algorithm with compound neighbourhood
operators (VNS-C) is developed in this paper. In the proposed algorithm, a new
way of compounding the independent operators concerning both operation posi-
tion and exchange link length is adopted in three compound neighbourhood oper-
ators. Two proposed compound neighbourhood operators are developed based
on the Or-opt and CROSS exchange operators by considering specific features in
VRPTW. Another neighbourhood operator LinkMove-i, which can reduce the
number of vehicles simultaneously, is also proposed.

Comparing with the best known solutions in the current literature, experiment
results on benchmark datasets show that VNS-C can produce promising results for
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VRPTW. Especially, on the instances where customers are clustered or route
lengths are long, VNS-C generates higher quality solutions. The long-route
instances, i.e. with wide scheduling horizon or large vehicle capacity, can be effi-
ciently addressed with VNS-C. Besides, VNS-C shows stronger performance in
minimizing the total travel distance compared to reducing the number of vehicles.
Two-phase methods showed to be effective in obtaining a lower number of required
vehicles. Hybrid approaches, which invoke two-phase algorithms and other effec-
tive operators based on VNS, remain a promising direction in our future work.
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Abstract. Modularity plays an important role in managing complex systems by
dividing them into a set of modules that are interdependent within and inde-
pendent across the modules. In response to the changing market trend of having
large varieties within small production processes, modular design has assumed
significant roles in the product development process. The product to be designed
is represented in the form of a Design Structure Matrix (DSM). The DSM
contains a list of all product components and the corresponding dependency
patterns among these components. The main objective of this paper is to support
design of products under modularity through clustering products into a set of
modules or clusters. In this research, Cuckoo Search optimization algorithm is
used to find the optimal number of clusters and the optimal assignment of
components to clusters. The objective is minimizing the total coordination cost.
Results obtained show an improved performance compared to published studies.

Keywords: Design structure matrix � Cuckoo search � Modularity � Modular
design � Clustering � Optimization

1 Introduction

System design involves clustering various components in a product such that the
resulting modules are effective for the company. An ideal architecture is one that parti-
tions the product into practical and useful modules. Some successfully designed modules
can be easily updated on regular time cycles, some can be made in multiple levels to offer
wide market variety, some can be easily removed as they stay, and some can be easily
swapped to gain added functionality. The importance of effective product modularity is
multiplied when identical modules are used in various different products [1].

Modularization in product design can help speed up the new product development
process [2]. The product is represented in the form of a Design Structure Matrix
(DSM) that contains a list of all product components and the corresponding information
exchange and dependency patterns.

DSM, working as a product representation tool, provides a clear visualization of
product design. The transformation of Component-DSM into proposed functional
blocks of components is called clustering. For small problems’ components, a Com-
ponent- DSM may be sorted manually. For larger problems, this is not practical, and at
some point, computer algorithms are absolutely necessary [3].
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The aim of this paper is to develop a cuckoo search (CS) optimization algorithm to
find: (1) the optimal number of clusters in a DSM; and (2) the optimal assignment of
components to each cluster. The objective function is to minimize the total coordina-
tion cost. In this context, the DSM will work as a system analysis tool that provides a
compact and clear representation of a complex system. It captures the
interactions/interdependencies/interfaces between system elements. It also works as a
project management tool which renders a project representation that allows for feed-
back and cyclic activity dependencies [4].

The rest of the paper is structured as follows. Section 2 provides a brief intro-
duction on DSM. Section 3 reviews the literature and introduces the previous work this
research builds on. Section 4 provides the problem definition. Section 5 presents the
proposed algorithm. Section 6 presents and discusses the results obtained and, finally,
Sect. 7 provides conclusion and ideas for future research.

2 Design Structure Matrix

The design structure matrix (DSM) is becoming a popular representation and analysis
tool for system modeling, A DSM displays the relationships between components of a
system or product in a compact visualization. Such a system can be, for example,
product architecture or an engineering design process or a project.

The basic DSM is a simple square matrix, of size n, where n is the number of system
elements. An example of a DSM is shown in Fig. 1. Element names are placed on the
left hand side of the matrix as row headings and across the top row as column headings
in the same order. If an element i depends on element j, then the matrix element i j (rowi,

columnj) contains “1” or “x” otherwise the cell contains “0” or empty cell [5].
Once the DSM for a product is constructed, it can be analyzed for identifying

modules, a process referred to as clustering. The goal of DSM clustering is to find a
clustering arrangement where modules minimally interact with each other, while
components within a module maximally interact with each other. As an example,

Fig. 1. Design structure matrix.
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consider the DSM shown in Fig. 1(a). One can see from Fig. 1(b) that the DSM is
rearranged by permuting rows and columns to contain most of the interactions within
two separate modules: {A, F, E} and {D, B, C, G}. However, three interactions are left
out of any modules.

3 Related Work

The idea of maximizing interactions within modules and minimizing interactions
between modules within a DSM was proposed by [6]. A stochastic clustering algorithm
using this principle operating on a DSM was first introduced in [7], with subsequent
improvements presented by [8]. The proposed algorithm can find clustering solutions to
architecture and organization interaction problems modeled using DSM method.
Gutierrez (1998) developed a mathematical model to minimize the coordination cost,
and hence, find the optimal solution for a given number of clusters. A Simulated
annealing algorithm was performed by [9] to find clustered DSM with cost mini-
mization as an objective.

Yassine et al. (2007) used the design structure matrix (DSM) to visualize the
product architecture, and to develop the basic building blocks required for the identi-
fication of product modules. The clustering method was based on the minimum
description length (MDL) principle and a simple genetic algorithm (GA) [10].

Borjesson (2009) proposed a method for promoting better output from the clus-
tering algorithm used in the conceptual module generation phase by adding conver-
gence properties, a collective reference to data identified as option properties,
geometrical information, flow heuristics, and module driver compatibility [11].

Van Beek et al. (2010) developed a modularization scheme based on the functional
model of a system. The k-means clustering was adopted for DSM based modularization
by defining a proper entity representation, a relation measure and an objective function
[12]. A novel clustering method utilizing Neural Network algorithms and Design
Structure Matrices (DSMs) was introduced by (Pandremenos and Chryssolouris 2012).
The algorithm aimed to cluster components in DSM with predetermined number of
clusters and clustering efficiency as an objective function [13].

Borjesson and Hölttä (2012) used IGTA (Idicula-Gutierrez-Thebeau Algorithm) for
clustering Component-DSM as the basis for their work. They provided some
improvement named IGTA-plus. IGTA-plus represented a significant improvement in
the speed and quality of the solution obtained [3].

Borjesson and Sellgren (2013) presented an efficient and effective Genetic clus-
tering algorithm, with the Minimum Description Length measure. To significantly
reduce the time required for the algorithm to find good clusters, a knowledge aware
heuristic element is included in the GA process. The efficiency and effectiveness of the
algorithm is verified with four case studies [14].

Yang et al. (2014) provided a systematic clustering method for organizational
DSM. The proposed clustering algorithm was able to evaluate the clustering structure
based on the interaction strength [15].

Jung and Simpson (2014) introduced simple new metrics that can be used as
modularity indices bounded between 0 and 1, and also utilized as the objective
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functions to obtain the optimal DSM. The optimum DSM was the one with the
maximized interactions within modules and the minimized interactions between
modules [16].

Kim et al. (2015) provided a new approach for product design by integrating
assembly and disassembly sequence structure planning [17].

The literature on DSM design shows that there are a few techniques available to
cluster DSM for modularity. The main difference among these techniques is the
clustering objective. Cost minimization is one of the first clustering objectives, where
each DSM element is placed in an individual cluster, then, components are coordinated
across modules. The objective is to minimize the cost of being inside and outside a
cluster. A clustered DSM can be compared to a targeted DSM topology using another
objective function called Minimal Description Length (MDL). MDL finds mismatching
elements between the two topologies. The objective of clustering is to minimize MDL.
The number of clusters is determined a priori based on the DSM structure. Clustering
Efficiency (CE) index is another clustering objective that evaluates a weighed count of
zero elements inside clusters and non-zero elements outside clusters with a predefined
number of clusters.

4 Problem Definition

The problem presented in this work considers two decision variables: (1) the number of
clusters to be formed and (2) the optimal assignment of elements to each cluster. The
objective function is to minimize the total coordination cost. The total coordination cost
of the DSM to be clustered is based on IntraClusterCost and ExtraClusterCost as shown
in Eqs. 1 and 2,

IntraClusterCost ¼
X

i;k2Clusterj DSMik þDSMkið Þ � Clustersize jð Þpowcc; ð1Þ

ExtrClusterCost ¼
X

i;k62clusterj
DSMik þDSMkið Þ � DSMSizepowcc;

j ¼ 1. . . ncluster
ð2Þ

where DSMik is the coupling between elements i and k, DSMSize is the number of
elements (rows) in the matrix, powcc is the exponent used to penalize the size of
clusters, and ncluster is the total number of clusters. clustersize is the number of
elements in cluster j [18].

Total coordination Cost ¼ ExtraClusterCostþ IntraClusterCost

Subject to the constraint that each element is assigned only to one cluster, in other
words, overlap between clusters is not allowed. Prohibiting overlap, or multi-cluster
elements, is important for the following reasons: when allowing elements to be
assigned in multiple clusters, the importance and usefulness of the clustering algorithm
will be diminished or eliminated. If elements exist in more than one cluster, this forces
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interactions between these clusters on multi levels. It is advantageous that elements
placed in the same cluster are very similar [13].

Modularity affects both the profit and the sustainability of the product. A modular
product contains modules that can be removed and replaced. The manufacturer can
develop new modules instead of entirely new products. Therefore, customers buying
upgraded modules only dispose of a portion of the product, thus reducing the total
amount of waste. Hence, a customer upgrading a module does not have an entirely new
product.

5 Proposed Algorithm

5.1 Cuckoo Search Algorithm and Pseudo Code

Yang and Deb (2009) proposed a new Meta heuristic algorithm called cuckoo search
(CS). They tried to simulate the behavior of cuckoos to examine the solution space for
optimization. The algorithm was inspired by the obligate interspecific brood parasitism
of some cuckoo species that lay their eggs in the nests of host birds of other species.
The aim is to escape the parental investment in raising their offspring. This strategy is
also useful to minimize the risk of egg loss to other species, as the cuckoos can
distribute their eggs amongst a number of different nests [19].

Of course, sometimes it happens that the host birds discover the alien eggs in their
nests. In such case, the host bird takes different responsive actions varying from
throwing such eggs away, to simply leaving the nest and building a new one elsewhere.
On the other hand, the brood parasites have their own sophisticated characteristics to
ensure that the host birds will care for the nestlings of their parasites. Examples of these
characteristics are shorter egg incubation periods, rapid nestling growth, and egg
coloration or pattern mimicking their hosts [20].

One major advantage of CS is its efficiency. The efficiency of the CS had
been proven using many testing functions, for example, Michaelwicz function,
Rosenbrock’s function, etc. When comparing results with existing GA and PSO’s,
cuckoo search performed better [21]. Another major advantage of CS when compared
to other metaheuristic algorithms, is its simplicity since it requires only two parameters.
This feature reduces the effort of adjustment and fine tuning of parameter settings.

In cuckoo search, each egg can be regarded as a solution. In the initial process, each
solution is generated randomly. When generating the ith solution in t + 1 generation,
denoted by Xtþ 1

i a levy flight is performed as shown in Eq. 3,

Xtþ 1
i ¼ Xt

i þ a� LevyðkÞ ð3Þ

Where a > 0 is a real number denoting the step size, which is related to the sizes of
the problem of interest, and the � product denotes entry-wise multiplications. A Levy
flight is a random walk where the step-lengths are distributed according to a
heavy-tailed probability distribution as shown in Eq. 4. The random walk via Lévy
flight is more efficient in exploring the search space as its step length is much longer in
the long run.
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Levy� u ¼ t � k; 1\ k � 3ð Þ ð4Þ

The CS algorithm is based on three idealized rules [22].

(1) Each cuckoo lays one egg at a time and dumps it in a randomly chosen nest.
(2) The best nests with high quality eggs (solutions) will be carried over to the next

generations.
(3) The number of available host nests is fixed, and a host can discover an alien egg

with a probability pa 2 0; 1½ �. In this case, the host bird can either throw the egg
away or abandon the nest to build a completely new nest in a new location.

For simplicity, the third assumption can be approximated by a fraction pa of the n
nests being replaced by new nests (with new random solutions at new locations). For a
maximization problem, the quality or fitness of a solution could be proportional to the
objective function. However, other more sophisticated expressions for the fitness
function can also be defined.

Based on these three rules, the basic steps of the CS algorithm are summarized in
the pseudo code in Fig. 2.

5.2 Solution Representation

The CS algorithm is used to solve the problem defined in Sect. 4. Solution represen-
tation of the problem is a vector of size equals to the number of elements in the DSM.
Each cell in the vector takes an integer value between 1 and the number of elements, as

Objective function f(x), x = (x1, ..., xd)T; 

Initial  population of n host nests xi (i = 1, 2, ..., n); 

while (t <MaxGeneration) or (stop criterion); 

Get a cuckoo (i) randomly using Levy flights; 

Evaluate its quality/fitness Fi; 

Choose a nest among n (j) randomly; 

if (Fi > Fj),  

Replace j with the new solution; 

end 

Abandon a fraction (pa) of worse nests 

and build new ones at new locations via Levy flights; 

Keep the best solutions (or nests with quality solutions); 

Rank the solutions and find the current best; 

end while 

Postprocess results and visualisation; 

Fig. 2. Pseudocodeof CS [23].
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show in Fig. 3. The vector in Fig. 3 with size 7 represents a solution, where the DSM
Contains 7 elements. Elements 1 and 7 belong to cluster 1, elements 2, 3, 4 belong to
cluster 2, and elements 5, 6 belong to cluster 3. This solution representation forces the
element to be a member of only one cluster.

Assume that we start with the maximum possible number of clusters, which equals
to the number of elements in the DSM. The next step is to try to find the optimal
number of clusters after deleting empty clusters. Such representation of the problem
will not allow multi-clustering, which means each element will be assigned to only one
cluster.

The problem is solved using Cuckoo search algorithm (CS). CS solves continuous
types of variables. Since the problem in hand is categorized as a discrete variable
problem, the solutions should be converted from continuous to discrete. This is done by
the discretization of the continuous space by transforming the values into a limited
number of possible states. There are several discretization methods available in the
literature, for example:random key technique is used to transform from continues space
to discrete integer space. In order to decode the position, the nodes are visited in
ascending order for each dimension [24]. Another discretization methods is the smallest
position value (SPV) method. The technique maps the positions of the solution vector
by placing the index of the lowest valued component as the first item on a permutated
solution. The second lowest value component is the second item, and so on [25]. The
nearest integer method is another technique, to transform continuous variables to
integer variables. In the nearest integer method, a real value is converted to the nearest
integer (NI) by rounding or truncating up or down [26].

Considering the above mentioned methods, SPV, and random key methods, are not
suitable for the problem presented in this work. This is because integer value(s) need to
be repeated, while these methods result in unique values. Therefore, the suitable
method for the problem in hand is the nearest integer method since it allows the
repetition of values by truncating to the higher or lower value.

To cluster a DSM into modules using CS, we start with a set of nests; each nest is a
vector of length that equals to the number of elements in the DSM. This vector contains
random numbers following uniform distribution in the range from lower and upper
limits. These random numbers are converted to integer values using the nearest integer
method. Each one of these integer numbers represent a solution that could be sent for
the evaluation function. The evaluation function returns the total coordination cost.

5.3 Solution Evaluation

The total coordination cost of the DSM to be clustered is based on IntraClusterCost and
ExtraClusterCost as explained in Sect. 4. Regarding intracluster cost, if interaction
DSMik belongs to cluster j, then calculate intra cluster cost. On the other hand, if

 3  13 1  2  2  2

Fig. 3. Solution representation vector.
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interaction DSMik does not belong to cluster j, calculate the extra cluster cost. The first
step in calculating the total coordination cost is to start with the total number of
interactions in the DSM multiplied by the size of the DSM raised to the power powcc.
This is the highest value of total coordination. This value will be minimized in sub-
sequent steps of the algorithm after forming clusters. After completion of the evaluation
step, select the best solution and go to the next best solution using Levy flight, carrying
the best nests with high quality eggs (solutions) over to the next generations. Continue
till the stopping condition is reached.

6 Experimental Results and Analysis

In this section we examine the CS algorithm on a number of instances. The CS
algorithm has two parameters namely, the (pa) value. The (pa) value represents the
probability of discovering an alien egg, which corresponds to getting rid of solution
and the number of nests corresponds to the population of solutions. There are no
general recommendations in the literature on the range(s) of values for these two
parameters. Therefore, we examine the solution quality of the test instances over a
range of possible values for the two parameters. We chose the different values of (pa) in
the range [0.1, 0.9], with an increment of 0.1. We also examine the solution quality
with different number of nests, namely, 25, 50, 75, and 100. We noticed that the change
in the number of nests did not have a significant impact on the objective function value
in all tested cases. The maximum number of iterations is 3000 and it is used as the
stopping condition. The algorithm is coded using Matlab, and is run on a computer
withIntel(R) Core(TM) i3 CPU, 2.27 GHz PC. We use three test instances, 2 are
categorized as small size instances with 7 and 9 elements each, available in [9, 10],
respectively. The third instance is larger in size and consists of 61 elements, and is
available in [9].

The first small size instance has a DSM that contains 7 elements as shown in Fig. 4.
The DSM starts initially with a total coordination cost of 68. This cost is based on
assigning each element in it is own cluster. No clusters are formed yet.

After applying the CS clustering algorithm, the clustered DSM is as shown in
Fig. 5. The Total coordination cost is reduced to 48. This problem was solved in [9]
and a total coordination cost of 53 was obtained. Hence, the proposed CS is able to
obtain better results. The minimum number of clusters using the proposed CS algo-
rithm is 2. Figure 6 shows the total cost as it changes with every iteration. The best
solution is obtained in iteration number 575. The CPU run time ranges from 0.07 s to
0.66 s for 100 to 3000 iterations, respectively.

It is noticed that, in the clustered DSM two clusters are formed and the majority of
the interactions are included in clusters. This indicates that similar elements are
grouped in the same cluster. In this case, IntraClusterCost is larger than the
ExtraClusterCost which improves the objective function value. Only 3 interactions are
placed outside clusters (number of 1’s).

Figure 7 shows the objective function values corresponding to different (pa) values.
It is noticed from Fig. 7 that the objective function value remains 48 till the value of
(pa) reaches 0.5. When the value of (pa) exceeds 0.5, the objective function value
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Fig. 4. Original DSM.

Fig. 5. Clustered DSM.
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Fig. 6. Cost history for CS algorithm-best solution.
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deteriorates. This is due to the fact that high values of (pa) tend to get rid of solutions
without trying to improve them locally. Therefore, the value of (pa) in the range [0.1,
0.5] for this test instance, achieves the required balance between exploration and
exploitation.

We examined the developed algorithm on another problem presented in [10].
The DSM of the problem has 9 elements as shown in Fig. 8.

Figure 9 shows the clustered DSM after using CS algorithm. The total coordination
cost after clustering with CS is 41.8. The corresponding number of clusters is 4. The
resulting DSM clustered using our proposed CS algorithm is the same as the one
obtained in [10]. Figure 10 shows the total cost as it changes with every iteration. The
best solution is obtained in iteration number 880. The CPU run time ranges from 1.07 s
to 13.52 s for 100 to 3000 iterations, respectively.

We notice from Fig. 9 that, in the clustered DSM four clusters are formed, cluster 1
with the most similar 3 elements, cluster 2 with the most similar 4 elements, cluster 3
with 1 element and cluster 4 with 1 element. All interactions are included in clusters. In
this case, there are no extra costs because no 1’s are outside clusters.
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Fig. 7. The relation between Pa and total cost.

A B C D E F G H I

A 1 0 0 0 1 0 1 0 0

B 0 1 1 0 0 1 0 1 0

C 0 1 1 0 0 1 0 1 0

D 0 0 0 1 0 0 0 0 0

E 1 0 0 0 1 0 1 0 0

F 0 1 1 0 0 1 0 1 0

G 1 0 0 0 1 0 1 0 0

H 0 1 1 0 0 1 0 1 0

I 0 0 0 0 0 0 0 0 1

Fig. 8. Original DSM.
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Figure 11 shows the objective function values corresponding to different (pa) val-
ues. It is noticed from Fig. 11 that the objective function value remains 41.8 till the
value of (pa) reaches 0.6. When the value of (pa) exceeds 0.6, the objective function
value deteriorates. The impact of the value of (pa) on solution quality is similar to that
in the first test instance.

To further evaluate the proposed CS algorithm we apply it on a large size problem,
available in [9]. The DSM contains 61 elements and represents an elevator example.
The total coordination cost obtained using the CS algorithm is 4133.25, with a total
number of 17 clusters. The total coordination cost obtained in [9] is 4433. Accordingly,
our proposed CS algorithm is able to obtain superior results when compared to the
results obtained by [9]. Cluster assignments of the elevator example using the CS
algorithm are shown in Table 1. The best solution is obtained in iteration number 921.
The CPU run time is 450.7 s after 3000 iterations. Figure 12 shows the total cost as it
changes with every iteration.

Table 1 shows that 17 clusters are formed, each cluster contains the most similar
elements which minimizes the total coordination cost. Figure 13 shows the impact of

Fig. 9. Clustered DSM.
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changing the values of (pa) on the objective function value. Similar to the previous test
instances, it is noticed that the solution deteriorates as the value of (pa) exceeds a
certain value. For this test instance the (pa) value after which the solution starts to
deteriorate is 0.4.
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Fig. 11. The relation between Pa and total cost.

Table 1. Results obtained using CS algorithm for the elevator example.

Cluster
number

Elements that cluster contains

1 1, 3, 5, 11, 15, 17, 18, 20, 22, 28, 34, 35, 37, 39, 40, 41, 43, 47, 48, 50, 59,
60, 61

2 2, 8, 12, 16, 19, 21, 26, 27, 32, 33, 44, 46, 49, 54
3 4
4 6, 9, 13
5 7
6 10, 14, 25, 55
7 20
8 22, 53
9 23, 31
10 24
11 30
12 36
13 51
14 52
15 56
16 57
17 58
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7 Conclusion and Future Work

The importance of modular product design has been recognized due to many reasons,
for example, its ability to achieve economies of scale, providing high degree of flex-
ibility during production, and reducing lead times. Clustering of a design structure
matrix (DSM) is one of the methods that are widely used to design a product under
modularity. In this work, we aimed at designing modular products through represen-
tation and clustering of their DSM. The clustering process required solving for 2
decision variables: the number of clusters and the elements assigned to each cluster.
The objective function was minimizing the total coordination cost, under the constraint
that each element was to be assigned to one cluster, without allowing clusters’ over-
lap. Heuristics and metaheuristic techniques are typically used to cluster DSMs for
modularity. Cuckoo search (CS) is a metaheuristic algorithm that has proven efficiency
in terms of solution quality, speed, and simplicity, when compared to other meta-
heuristics algorithms available in the literature. In this work, we adopted CS algorithm
to perform DSM clustering. To test its performance, we applied CS on a number of
instances available in the literature. The proposed CS algorithm was able to obtain
better or similar results for all the test instances. Future work includes restricting the
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number of elements belonging to each cluster, considering inventory and supply chain
decisions in the modular design process, and including the number of clusters in the
objective function.
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Abstract. Situations where individuals interact for a long time in dif-
ferent periods of time are usually modelled with simultaneous games
repeated for each period of interaction. Therefore, decisions are made
at the same time. Even models that are sequential assume the knowl-
edge of the order in which players make their decisions. In this work a
basic model for games with finite strategies sets is presented where the
order of turns is not known beforehand, but is represented by a ran-
dom variable. Other models are derived from the first one, allowing the
study of more general cases, by changing the assumptions on different
components of the game. A variation for bayesian games is presented as
well. For all these models a series of results is obtained which guarantees
the existence of Nash equilibria. A theoretical example and a possible
application for drafting athletes are shown as well.

Keywords: Sequential games · Stochastic games · Existence of Nash
equilibria · Turn selection process · Bayesian games · Finite strategy sets

1 Introduction

Game theory is focused on studying situations in which several subjects make
decisions that affect all of them, usually in the form of a utility reward. Essen-
tially, any interaction that can be roughly described as the one above can be
studied as a game.

In the classical theory (see [6,7,13]), the situations that can be analysed are
deterministic in their rules, which means that a particular structure in which
individuals will interact is established well before the players actually interact,
and such structure has no random elements once the players are making deci-
sions. That, in itself, provides a frame to study the game mathematically, and
therefore it is possible to come up with the decisions that have to be taken in
order to maximise the utility of each player, subject to the fact that each player
can only make his own decisions and cannot rely on other players.

Another important characteristic to take into account to study a situa-
tion is the time frame it is set on. When decisions are made in discrete time,
games can be divided in two sets: if players make their decisions at the same
c© Springer International Publishing AG 2017
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time, or at different times, but they are never aware of the selections made by
the other players, it is a simultaneous game; if there is a certain order to make
decisions imposed before the game starts, such that players in the future may
know the choices previously made by others in order to adapt their behaviour,
then it is a sequential game.

The first approach to introduce random elements was made in sequential
games, where a player called Nature makes its decision before any other player
made theirs. Because of the structure of sequential games, one could decide
whether players would be aware of the behaviour of the Nature player, which
allows to study situations with random externalities.

Nevertheless, once the game is afoot, there are no more random elements.
This led to the study of stochastic games, which allowed the possibility of random
events occurring between decisions taken in each period of time, as in [9]. To do
this, the theory is focused on the study of simultaneous games that are repeated
in each period of time, but which may move to different stages depending on a
distribution that observes the action taken by each player and the current stage
of the game. Since it is a sequence of simultaneous games, in each iteration every
player gets a utility, and at the end, the utility of each player is calculated as
the discounted sum of all the utilities.

In recent years, this approach has been expanded, for example, by studying
games where for every time period there is a generation of players, who engage in
a noncooperative game, but for every player in each game, there is a descendant
that plays in the next iteration, creating a sort of family throughout time, which
has to play cooperatively while dealing with their contemporaries, as can be
seen in [2,3,11,14]. Another line of study has been the modelling of altruism as
a means of obtaining utility in a different way, by taking into account that the
decision also influences the future, or understanding altruism as something that
benefits the future generations that play the game. This approach is studied
in [10,12]. Other advances deal with the change of stages, and its effect on
some of the characteristics of the game, for example, by restricting the options
available to each player through the use of penal codes, that is, by making players
themselves punish each other according to the deviations incurred by some of
them, which is developed in [8]. All of these models are analysed within the
context of repeated simultaneous games, and they compute the utilities as a
discounted sum of winning obtained in each repetition of the game.

The work presented here is an effort to advance the study of certain situations
in a frame of work that is sequential, where players take decisions in order, but
where the order in which such decisions are made is not given from the beginning,
but rather decided at each period of the game. The decision of whose turn it is
made by a selection process, which, as perceived by each player, is random, so
players can assign a probability distribution to model it. Each individual only
receives a utility at the end of the game, which depends on the decisions made
by all of the players. Once this model has been established, the existence of an
adequate equilibrium will be proven, and the result will be extended to cover
other models. The first one allows modifications for each player regarding the way
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in which the selection process is modelled, perhaps as they learn new information
through the course of the game. The second one conditions the selection process
to the decisions made by all players at all the previous turns. Meanwhile, in the
third model the strategy sets are conditioned on the decisions made in previous
turns. As far as we know, the models and the corresponding results presented
here are a new approach to the theory of sequential games.

The structure of this work is as follows: Sect. 2 defines the models in the fam-
ily of sequential games with turn selection process. The models in Subsects. 2.2
and 2.3 consider a fixed number of decisions made by each player during the
game. In Subsect. 2.4 the base model is described and refined to obtain the mod-
els described in Subsects. 2.5–2.7. In Subsect. 2.8 a bayesian model is considered.

In Sect. 3, using the model of Subsect. 2.3 as a base, the results that guarantee
the existence of Nash equilibria are proved. Those propositions and their proofs
can be easily modified to be adapted for the other models presented in Sect. 2.
These results have been adapted and improved from those presented in [4].

In Sect. 4 we present two examples of games that can be studied with these
ideas. Subsection 4.1 presents a very simple game played between two players,
whereas in Subsect. 4.2 we present a possible application in the context of a draft
of athletes for sports leagues.

2 Sequential Games and Turn Selection Process

2.1 Notation and Terminology

Several concepts used in this article are standard in game theory and can be
consulted in a wide selection of books, such as [7,13]. Subscripts in elements
denote the player attributed to the element in question, superscripts denote
the period of time considered, and subscripts in brackets are used for indexing
sequences.

The main components of this model are:

– A set of players N = {1, 2, . . . , N}, with N ∈ IN fixed.
– For each player j, Sj is a finite set of pure strategies, which contains all the

possible decisions that can be made throughout the game. The set of all pure
strategies in the game is denoted by S = ∪N

j=1Sj .
– A fixed T ∈ IN called the horizon of the game, which is the number of turns

to be played.
– A utility function uj : Σ → IR for each player j, where Σ is the cartesian

product of S with itself T times.
– A probability density pj : N → [0, 1] of the distribution that models the turn

selection process according to each player j.

Furthermore, Mj will be defined as the set of mixed strategies for every
player j obtained from the set of pure strategies Sj .

The first thing to observe in any of the following models is that, since no
player has the knowledge of the turns at which they’ll be making decisions,
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a strategy plan for each of them must consider an action for every turn. Given
that all players can see the decisions taken in previous periods, the plan of each
player at turn � should be conditioned by a scenario s� = (s�−1, . . . , s1), which
is made of all the decisions taken up to period �−1. This way each player j has a
plan of conditioned strategies, denoted by sj that gives a strategy to follow
for each period � and for each possible scenario he encounters at period �. The
set of plans of conditioned strategies is denoted by Pj if only pure strategies are
considered. If mixed strategies are allowed, then the sets are denoted by Qj for
each player j.

Finally, taking all the plans for each player, it is possible to build a vector
of size N , with the jth component being a plan of strategies for player j. These
vectors are the profiles of conditioned strategies of the game. The set of
profiles made only of pure strategies plans is denoted by P, whereas the set of
profiles that allow mixed strategies plans is denoted by Q.

In order to find a solution to the models, it is necessary to evaluate the
quality of each profile for each player j, while allowing randomization for the turn
selection process. Therefore, an expectation operator Ej is defined for each player
j and each profile x ∈ Q by building the product measure of the probability
distribution of the turn selection process and the plan of mixed strategies that
is being evaluated.

2.2 One Turn per Player

In this model exactly one decision will be allowed per player, but taking into
consideration that the period of time in which said decision is to be made is
not known beforehand. For example, we could picture a written price auction,
that is an auction where players approach exactly once a bidding sheet, to write
their only offer for the item. The player that bids the largest amount wins the
auctioned item.

To evaluate a certain profile x = (x1, . . . , xn) ∈ Q, we define the expected
utility of player j in x as

Ej(x) =
∑

(n1,...,nN )∈P(N )

∑

s1∈Sn1

· · ·
∑

sN ∈SnN

uj(sN , . . . , s1)

× xnN (sN | sN−1, . . . , s1)pj(nN ) · · · xn1(s1)pj(n1),

(1)

where P(N ) is the set of permutations of N .
Based on this, a Nash equilibrium can be defined as a profile of strategies

x∗ ∈ Q such that, for every player j ∈ N ,

Ej(x∗) ≥ Ej(x∗
−j , xj) (2)

for all xj ∈ Qj , where x−j is the partial profile that considers the plans of
strategies of all players except j. This way, a profile (y−j , zj) means the plans
of strategies of y are considered for every player but j, for whom the plan of
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strategies zj is used. The definition of Nash equilibrium given by (2) will be
used for all the models that follow, where, respectively, the expected utility
function presented in each section is used.

2.3 Fixed Number of Turns per Player

The previous model will be generalized by allowing each player to make more
than one decision. The number of decisions made, however, is fixed beforehand
for each player, but as before, the periods in which these decisions are made are
not known a priori. This can be exemplified by a written price auction with mj

bids allowed to player j, that is, player j can approach the bidding sheet at most
mj times to write mj offers. The winner of the item is the player that bids the
highest price.

If the number of decisions made throughout the game for each player is the
corresponding component of the vector m = (m1, . . . ,mN ), then the expected
utility for player j when the profile x = (x1, . . . , xN ) ∈ Q is followed can be
defined as

Ej(x) =
∑

(n1,...,nT )∈Pm(N )

∑

s1∈Sn1

· · ·
∑

sT ∈SnT

uj(sT , . . . , s1)

× xnT (sT | sT−1, . . . , s1)pj(nT ) · · · xn1(s1)pj(n1),

(3)

where Pm(N ) is the set of permutations of N with mk repetitions of k, and
T =

∑
j∈N mj .

2.4 Unknown Number of Turns per Player: Base Model

Now we shift our attention to the main model. Instead of having information of
how many decisions each player will be making in the game, that information is
hidden, and all players are allowed to potentially make as many decisions as the
turn selection process permits them during the T periods of time of the game.
We could see this as a written price auction, where after T bids have been placed,
the item is given to the player with the highest bid. In the previous model it
doesn’t mean necessarily the last player that bid, since after that, lower offers
may have been placed. Another example is a game of chess in T moves, where
the selection of the player that will make the following move is made by the flip
of a coin before each move is made. Imagine that if the flip is heads, then white
moves, and if the flip is tails, then black moves. This allows for successive moves
to be made by the same colour.

In this case, the expected utility function for player j, when x ∈ Q is the
profile considered, is given by

Ej(x) =
∑

n1∈N

∑

s1∈Sn1

· · ·
∑

nT ∈N

∑

sT ∈SnT

uj(sT , . . . , s1)

× xnT (sT | sT−1, . . . , s1)pj(nT ) · · · xn1(s1)pj(n1).

(4)
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2.5 Updated Models of the Turn Selection Process in Each Period

In the base model of Subsect. 2.3, each player was thought to be making his
predictions of the behaviour of the turn selection process from the beginning of
the game, and not changing thereafter. However, this a priori distribution may
not be accurate throughout the game, or the player may learn new information
of its behaviour by observing how players are selected at each turn. Therefore,
a player has to be allowed to have different distributions for each period.

Instead of having a fixed probability density pj , each player has a vector
(p1j , p

2
j , . . . , p

T
j ) of probability densities for each period. The expected utility for

player j when confronted with profile x will be defined as

Ej(x) =
∑

n1∈N

∑

s1∈Sn1

· · ·
∑

nT ∈N

∑

sT ∈SnT

uj(sT , . . . , s1)

× xnT (sT | sT−1, . . . , s1)pT
j (nT ) · · · xn1(s1)p1j (n

1).

(5)

2.6 Conditioned Turn Selections on Previous Decisions

In the base model, only the mixed strategies are dependent on the decisions
made in the previous turns. To approach the usual modelling of games by stages
every element should be allowed to change according to the decisions made
previously. Though originally it was expected to be conditioned as a Markov-like
structure, that is, the structure would depend only on the immediate previous
decision made in the game, it is possible to generalize it, conditioning the turn
selection process on every single decision taken so far. This also accounts for
the case in which the process is conditioned only on its own behaviour, that is,
on the selections made, not on the decisions taken by each player. Here it is
possible to have the chess game in T turns, but where to reduce the likelihood
of the appearance of large sequences of moves made by the same colour, the
“coin” could change its probabilities, so the choosing of a player also reduces his
probability of being chosen in the next period.

In this case the expected utility of player j to evaluate a profile x ∈ Q is
given by

Ej(x) =
∑

n1∈N

∑

s1∈Sn1

· · ·
∑

nT ∈N

∑

sT ∈SnT

uj(sT , . . . , s1)

× xnT (sT | sT−1, . . . , s1)pj(nT | sT−1, . . . , s1) · · · xn1(s1)pj(n1).

(6)

2.7 Strategy Sets Changing According to Period

To approach the modelling per stages from a different perspective, the sets of
strategies will be able to change according to the period of time in which the
decision is made. This can also be modified to take into account the fact that
strategy sets may change according to the previously made decisions.
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For this model, the expected utility of player j for the profile x ∈ Q is defined as

Ej(x) =
∑

n1∈N

∑

s1∈S1
n1

· · ·
∑

nT ∈N

∑

sT ∈ST

nT

uj(sT , . . . , s1)

× xnT (sT | sT−1, . . . , s1)pj(nT ) · · · xn1(s1)pj(n1)

(7)

or, accordingly, the strategy sets are conditioned by the previously made deci-
sions, that is:

Ej(x) =
∑

n1∈N

∑

s1∈Sn1

· · ·
∑

nT ∈N

∑

sT ∈SnT (sT−1,...,s1)

uj(sT , . . . , s1)

× xnT (sT | sT−1, . . . , s1)pj(nT ) · · · xn1(s1)pj(n1).

(8)

2.8 A Bayesian Model

In this model, there is a set of types Θj for each player j. From these, Nature
chooses a type θj ∈ Θj . After each player knows his own type, each one has a
distribution a priori bj(· | θj) : Θ−j → [0, 1] for the types of the other players,
for each θj ∈ Θj . The only condition imposed on bj is that its probabilities are
updated by Bayes’ rule. That is, for any players j, k ∈ N if θj = a and θk = c,
then

bj(θk = c | θj = a) =
bj([θj = a] ∩ [θk = c])

bj(θj = a)
. (9)

Moreover, the utility function is affected by the type of each player, so now
utility functions of the form uj(· | θj) : Σ → IR are used, and this in turn affects
the strategies, since each type of player may follow different strategies.

Now it is possible to define the expected utility for player j when facing the
profile of strategies x ∈ Q as

Ej(x) =
∑

θ−j∈Θ−j

∑

n1∈N

∑

s1∈Sn1

· · ·
∑

nT ∈N

∑

sT ∈SnT

uj(sT (θnT ), . . . , s1(θn1) | θj)

× bj(θ−j | θj)xnT (sT (θnT ) | sT−1(θnT−1), . . . , s1(θn1))pj(nT )

× · · · xn1(s1(θn1))pj(n1).

(10)

3 Existence of Nash Equilibria

In this section a series of results is shown that ensures the existence of Nash
equilibria in the base model of Subsect. 2.3. These results can also be adapted
for each of the other models proposed to prove the existence of equilibria in them
as well.

To do this, it is necessary to prove sufficient conditions of Kakutani’s fixed-
point theorem (see [1,5,15]) for the best response correspondence associated
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with the expected utility function defined for each model. The proofs are similar
in all models, in some cases it is only necessary to rewrite the elements in the
expected utility function, which doesn’t affect the proofs themselves.

Theorem 1. The expected utility function is a continuous function in each
player’s plan of conditioned strategies.

Proof. For a given profile of conditioned strategies x = (x1, . . . , xn), the jth
player’s expected utility function can be written as follows:

Ej(x) =
∑

s1∈Sj

· · ·
∑

sT ∈Sj

uj(sT , . . . , s1)

× xj(sT | sT−1, . . . , s1)pj(j) · · · xj(s1)pj(j)

+

(
∑

n1∈N\{j}

∑

s1∈Sn1

∑

s2∈Sj

· · ·
∑

sT ∈Sj

uj(sT , · · · , s2, s1)

× xj(sT | sT−1, · · · , s2, s1)pj(j) · · · xj(s2 | s1)pj(j)xn1(s1)pj(n1)

+ · · · +
∑

s1∈Sj

· · ·
∑

sT−1∈Sj

∑

nT ∈N\{j}

∑

sT ∈SnT

uj(sT , sT−1, · · · , s1)

× xnT (sT | sT−1, . . . , s1)pj(nT )xj(sT−1 | sT−2, . . . , s1)

× pj(j) · · · xj(s1)pj(j)

)
+ · · ·

+
∑

n1∈N\{j}

∑

s1∈Sn1

· · ·
∑

nT ∈N\{j}

∑

sT ∈SnT

uj(sT , · · · , s1)

× xnT (sT | sT−1, . . . , s1)pj(nT ) · · · xn1(s1)pj(n1),

(11)

where the first term is the sum of functions in T variables dependent of the
jth player, all of which are multiplying each other, then the next bunch (noted
by the parentheses) are all the sums of functions in T − 1 variables dependent
on the jth player, and so on, with the last term being a constant function for
j. Therefore the expected utility function is a continuous function in the jth
player’s plan of conditioned strategies. ��
Theorem 2. The set Q is a non-empty, compact and convex subset of IRq for
a suitable q.

Proof. For a fixed scenario s� = (s�−1, . . . , s1), the mixed conditioned strategy
of player j for scenario s� lies in a (a�

j − 1)-simplex, where a�
j is the number of

strategies available to player j at period � for scenario s�. For each player j, the
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set of plans of mixed conditioned strategies Qj is the cartesian product of the
simplices for all the possible scenarios, and the set of profiles Q is the cartesian
product of the sets of plans Qj . As the cartesian product of simplices, Q is a
non-empty, compact and convex subset of IRq for some q. ��

Define for each player j, the best response correspondence BRj for the partial
profile x−j as

BRj(x−j) = {x′
j ∈ Qj | Ej(x−j , x

′
j) ≥ Ej(x−j , yj) for all yj ∈ Qj}. (12)

Theorem 3. The best response correspondence BR : Q → Q, given by

BR(x) = (BR1(x−1), BR2(x−2), . . . , BRN (x−N ), (13)

is a non-empty correspondence with a closed graph.

Proof. Since the expected utility function is a continuous function defined on a
compact set, for each player j and each x ∈ Q it must achieve its maximum at
some point x̂j ∈ Qj . Therefore, BRj is non-empty for every player and every
x ∈ Q, which implies that BR is a non-empty correspondence for every x ∈ Q.

Now, consider a sequence of strategy profiles (x[h])∞
h=1, and the associated

sequence of best responses (x′
[h])

∞
h=1, that is, x′

[h] ∈ BR(x[h]) for each h. Let both
sequences be convergent, with x∗ = limh→∞ x[h] and x′∗ = limh→∞ x′

[h]. Fixing
player j, there is x′

[h]j
∈ BRj(x[h]−j

), which means that

Ej(x[h]−j
, x′

[h]j
) ≥ Ej(x[h]−j

, yj) (14)

for any yj ∈ Qj . As the expected utility function is continuous in each player’s
plan of strategies, it is possible to take limits on both sides while preserving the
inequality, which means that

lim
h→∞

Ej(x[h]−j
, x′

[h]j
) ≥ lim

h→∞
(x[h]−j

, yj), (15)

and interchanging the order of limits and sums,

Ej(x∗
−j , x

′∗
j ) ≥ Ej(x∗

−j , yj) (16)

for all yj ∈ Qj . This implies that x′∗
j ∈ BR(x∗

−j) for each player j, and therefore,
x′∗ ∈ BR(x∗). ��

Finally, the convexity of the best response correspondence will require a few
more arguments. Given a plan of mixed strategies xj , yj is defined as a similar
plan of strategies for the scenario s� = (s�−1, . . . , s1) if yj is a plan in which
all mixed strategies are the same as in xj , except for the one conditioned by s�,
which is replaced in yj by a pure conditioned strategy s�

j such that xj(s�
j | s�) > 0.

That is, a strategy s�
j is chosen with positive probability in xj when facing the

scenario s�. The set of similar plans to xj for the scenario s� is denoted by
Wj(xj | s�).
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Lemma 1. Let x ∈ Q be such that for player j, xj ∈ BRj(x−j). Then for any
scenario s� = (s�−1, . . . , s1) and any two plans yj , zj ∈ Wj(xj | s�)

Ej(x−j , yj) = Ej(x−j , zj). (17)

Proof. Fix scenario s� = (s�−1, . . . , s1), with s1 ∈ Sn1 , . . . , s
�−1 ∈ Sn�−1 for play-

ers n1, . . . , n�−1 selected in the first � − 1 turns. Assume that Ej(x−j , yj) >
Ej(x−j , zj) for some yj , zj ∈ Wj(xj | s�). Observe that Ej(x−j , yj) can be split
as

Ej(x−j , yj) =
∑

s�∈Sj

∑

n�+1∈N

∑

s�+1∈S
n�+1

· · ·
∑

nT ∈N

∑

sT ∈SnT

uj(sT , . . . , s�, s�)

× xnT (sT | sT−1 · · · , s�, s�−1, · · · , s1)pj(nT ) · · ·

× xn�+1(s�+1 | s�, s�−1, . . . , s1)pj(n�+1)yj(s� | s�−1, · · · , s1)

× pj(j)xn�−1(s�−1 | s�−2, . . . , s1)pj(n�−1) · · · xn1(s1)pj(n1)

+
∑

n1∈N

∑

s1∈Sn1

· · ·
∑

nT ∈N

∑

sT ∈SnT

uj(sT , . . . , s1)

× xnT (sT | sT−1, . . . , s1)pj(nT ) · · · xn1(s1)pj(n1)

(18)

where in the second set of sums either (n1, . . . , n�−1, n�) 	= (n1, . . . , n�−1, j)
and/or (s1, . . . , s�−1) 	= (s1, . . . , s�−1). An analogous expression is found for
Ej(x−j , zj). It is observed that yj and zj are only employed in the first part
of (18), so it follows that

∑

s�∈Sj

∑

n�+1∈N

∑

s�+1∈S
n�+1

· · ·
∑

nT ∈N

∑

sT ∈SnT

uj(sT , . . . , s�, s�−1, · · · s1)

× xnT (sT | sT−1 · · · , s�, s�−1, · · · , s1)pj(nT ) · · ·

× xn�+1(s�+1 | s�, s�−1, . . . , s1)pj(n�+1)yj(s� | s�−1, · · · , s1)pj(j)

× xn�−1(s�−1 | s�−2, . . . , s1)pj(n�−1) · · · xn1(s1)pj(n1)

>
∑

s�∈Sj

∑

n�+1∈N

∑

s�+1∈S
n�+1

· · ·
∑

nT ∈N

∑

sT ∈SnT

uj(sT , . . . , s�, s�−1, · · · s1)

× xnT (sT | sT−1 · · · , s�, s�−1, · · · , s1)pj(nT ) · · ·

× xn�+1(s�+1 | s�, s�−1, . . . , s1)pj(n�+1)zj(s� | s�−1, · · · , s1)pj(j)

× xn�−1(s�−1 | s�−2, . . . , s1)pj(n�−1) · · · xn1(s1)pj(n1).

(19)
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This implies that, if s�
j and t�j are strategies such that yj(s�

j | s�) = 1, and
zj(t�j | s�) = 1, then it is possible to replace the probability of choosing s�

j in xj

on scenario s� with xj(s�
j | s�)+xj(t�j | s�) and the probability of choosing t�j in xj

on scenario s� with 0. This way, a better response to x−j is obtained, compared
with xj . But this is a contradiction to the fact that xj was a best response to
x−j . Therefore, Ej(x−j , yj) = Ej(x−j , zj) for all yj , zj ∈ Wj(xj | s�). ��
Lemma 2. Let x ∈ Q be such that for player j, xj ∈ BRj(x−j). Then for any
scenario s� = (s�−1, . . . , s1) and any plan yj ∈ Wj(xj | s�)

Ej(x) = Ej(x−j , yj). (20)

Proof. As in the previous lemma, Ej(x) can be written in two parts

Ej(x) =
∑

s�∈Sj

∑

n�+1∈N

∑

s�+1∈S
n�+1

· · ·
∑

nT ∈N

∑

sT ∈SnT

uj(sT , . . . , s�, s�)

× xnT (sT | sT−1 · · · , s�, s�−1, · · · , s1)pj(nT ) · · ·

× xn�+1(s�+1 | s�, s�−1, . . . , s1)pj(n�+1)xj(s� | s�−1, · · · , s1)

× pj(j)xn�−1(s�−1 | s�−2, . . . , s1)pj(n�−1) · · · xn1(s1)pj(n1)

+
∑

n1∈N

∑

s1∈Sn1

· · ·
∑

nT ∈N

∑

sT ∈SnT

uj(sT , . . . , s1)

× xnT (sT | sT−1, . . . , s1)pj(nT ) · · · xn1(s1)pj(n1)

(21)

where in the second set of sums either (n1, . . . , n�−1, n�) 	= (n1, . . . , n�−1, j)
and/or (s1, . . . , s�−1) 	= (s1, . . . , s�−1) holds. The first part of the previous expres-
sion can be written as

∑

zj∈Wj(xj |s�)

∑

s�∈Sj

∑

n�+1∈N

∑

s�+1∈S
n�+1

· · ·
∑

nT ∈N

∑

sT ∈SnT

uj(sT , . . . , s�, s�)

× xnT (sT | sT−1 · · · , s�, s�−1, · · · , s1)pj(nT ) · · ·

× xn�+1(s�+1 | s�, s�−1, . . . , s1)pj(n�+1)xj(s� | s�−1, · · · , s1)zj(s� | s)

× pj(j)xn�−1(s�−1 | s�−2, . . . , s1)pj(n�−1) · · · xn1(s1)pj(n1)

(22)

that is, as the weighted sum of the first part of the expressions of the form (18)
for every zj ∈ Wj(xj | s�), with weights xj(sj | s�) where sj is chosen as the
strategy in scenario s� so that zj(sj | s�) = 1 for each zj . Weighing the whole
expression (18) with each zj accordingly, the expected utility of profile x can
be written as the weighted sum of the expected utilities of all similar plans in
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Wj(xj | s�). In Lemma 1, it is shown that all expected utilities are equal for all
similar plans, which means that each expected utility can be replaced with the
expected utility for a particular similar plan yj . Since the weights are chosen so
that their sum is 1, the equality stated above follows. ��

From the previous result an easy corollary follows, which is obtained by
applying the previous result to each pure strategy in the mixed plan yj .

Corollary 1. Let x ∈ Q be such that for player j, xj ∈ BRj(x−j). For any
scenario s� = (s�−1, . . . , s1), if the plan of mixed conditioned strategies yj on
scenario s� is such that Wj(yj | s�) ⊆ Wj(xj | s�), then

Ej(x) = Ej(x−j , yj). (23)

This, in turn, provides the next result by applying Corollary 1 twice to the
mixed plans yj and zj .

Corollary 2. Let x ∈ Q be such that for player j, xj ∈ BRj(x−j). For any
scenario s� = (s�−1, . . . , s1), if the plans of mixed conditioned strategies yj and
zj on scenario s� are such that Wj(yj | s�) ⊆ Wj(xj | s�) and Wj(zj | s�) ⊆
Wj(xj | s�), then

Ej(x−j , yj) = Ej(x−j , zj). (24)

It is possible to generalize the previous results in the following theorem.

Theorem 4. Let x ∈ Q be such that for player j, xj ∈ BRj(x−j). Then, for
any scenario s� = (s�−1, . . . , s1) and any two plans of strategies yj , zj such that
Wj(yj | s�) ⊆ Wj(xj | s�) and Wj(zj | s� ⊆ Wj(xj | s�)

Ej(x−j , yj) = Ej(x−j , zj). (25)

Also, by noting that if xj , x
′
j are best responses to x−j , then Ej(x−j , xj) =

Ej(x−j , x
′
j), and therefore the plan x′′

j = (xj + x′
j)/2 is a best response to x−j ,

and the next result follows.

Theorem 5. Let x−j be a partial profile of plans of strategies. If yj , zj are
plans of strategies such that for scenario s� = (s�−1, . . . , s1) there exist xj , x

′
j ∈

BRj(x−j) that meet the condition Wj(yj | s�) ⊆ Wj(xj | s�) and Wj(zj | s�) ⊆
Wj(x′

j | s�), then it holds that

Ej(x−j , yj) = Ej(x−j , zj). (26)

With the previous results, the last condition needed for the best response
correspondence can be easily proved.

Theorem 6. The best response correspondence BR is convex.

Proof. As it has been observed above, given xj , x
′
j are best responses to a partial

profile x−j , it holds that any convex combination of xj and x′
j is a best response,

since Ej(x−j , xj) = Ej(x−j , x
′
j), then for x′′

j = λxj + (1 − λ)x′
j , with λ ∈ [0, 1],

it follows that Ej(x−j , x
′′
j ) = Ej(x−j , xj). ��
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The previous discussion shows that the best response correspondence meets
the conditions of Kakutani’s fixed-point theorem, which guarantees the existence
of at least one fixed point for BR. It can easily be seen that a fixed point for
BR corresponds to a Nash equilibria in the model, and vice versa. This way, the
central theorem of the work is obtained.

Theorem 7. Every sequential game with finite horizon and turn selection
process with finite strategies sets has at least one Nash equilibrium.

4 Examples

4.1 Adding Ones and Zeros

Two players decide to engage in the following game: each turn a coin is flipped
to select one of the two players, say, if the coin shows heads, then player 1 is
selected, and if the coin shows tails, then player 2 is selected. Once this has
happened, the selected player can choose whether he should add one or zero
to the counter of the game. These steps are repeated for T turns. The counter
starts at zero, and shows the amount of money that one player receives from the
other, depending on the parity: if the counter is odd, then 1 receives the amount
from 2; if the counter is even, then 2 receives the amount from 1.

The game proposed above will be studied for the cases where T = 2, 3. First,
it is noticed that in both cases, the player who decides the winner is the one
that is selected in the last turn, since he can change the parity of the counter
with his decision. The decisions of the players selected before only influence the
amount of money in play.

In the case where T = 2, if the strategies sets for each player are S1 = S2 =
{0, 1}, then

x1(0 | 0) = 0 x1(1 | 0) = 1
x1(0 | 1) = 1 x1(1 | 1) = 0
x2(0 | 0) = 1 x2(1 | 0) = 0
x2(0 | 1) = 0 x2(1 | 1) = 1

(27)

which can be summarized as

x1(s2 | s1) =
1
2

+
(−1)s1+s2+1

2

x2(s2 | s1) =
1
2

+
(−1)s1+s2

2
.

(28)

The utility functions for the players are

u1(s2, s1) = (−1)s1+s2+1(s1 + s2) (29)

and
u2(s2, s1) = (−1)s1+s2

(s1 + s2). (30)



48 R. Becerril-Borja and R. Montes-de-Oca

After some manipulations, the expected utility for player 1 is

E1(x) = p2 − 2pqx1(1) + pq − 2q2x2(1), (31)

where p and q = 1 − p are the probabilities of the coin showing heads and tails,
respectively. For player 2, it can be easily seen that E2(x) = E1(x), since the
winnings of one player are the losses of the other player. To maximise their
respective expected utility, player 1 follows the strategy x1(1) = 0, and player 2
follows the strategy x2(1) = 1. That is, if player 1 is selected in the first turn, he
chooses to keep the counter in zero, whereas if player 2 is selected, he chooses to
increase the counter to one.

Now, if the horizon of the game is T = 3 the following strategies for the last
turn of the game are obtained, given by

x1(s3 | s2, s1) =
1
2

+
(−1)s1+s2+s3+1

2
(32)

and

x2(s3 | s2, s1) =
1
2

+
(−1)s1+s2+s3

2
. (33)

There are also the corresponding utility functions

u1(s3, s2, s1) = (−1)s1+s2+s3+1(s1 + s2 + s3) (34)

and
u2(s3, s2, s1) = (−1)s1+s2+s3

(s1 + s2 + s3) = −u1(s3, s2, s1). (35)

The expected utility function for player 1 is given by

E1(x) = (1 − x1(1))p2 + (1 − x2(1))pq
− 2(x1(1 | 0)pq + x2(1 | 0)q2)((1 − x1(1))p + (1 − x2(1))q)
+ ((1 + 2x1(1 | 1))p2 + (1 + 2x2(1 | 1))pq)(x1(1)p + x2(1)q)
− 2x1(1)pq − 2x2(1)q2,

(36)

where the terms concerning x1(1 | 0) are non-positive, so to maximise (36) it
is possible to take x1(1 | 0) = 0. Since E2(x) = −E1(x), the terms concerning
x2(1 | 0) are non-negative in E2(x), so x2(1 | 0) = 1 can be taken to maximise
the expected utility. Now (36) becomes

E1(x) = (1 − x1(1))p2 + (1 − x2(1))pq
− 2q2((1 − x1(1))p + (1 − x2(1))q)
+ ((1 + 2x1(1 | 1))p2 + (1 + 2x2(1 | 1))pq)(x1(1)p + x2(1)q)
− 2x1(1)pq − 2x2(1)q2,

(37)

and reasoning as above, it is possible to take x1(1 | 1) = 1, x2(1 | 1) = 0, making
the expected utility of player 1

E1(x) = (1 − x1(1))p2 + (1 − x2(1))pq
− 2q2((1 − x1(1))p + (1 − x2(1))q)
+ (3p2 + pq)(x1(1)p + x2(1)q) − 2x1(1)pq − 2x2(1)q2,

(38)
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which after many calculations, can be written as

E1(x) = p − 2q2 + (2px1(1) + 2qx2(1))(p − q). (39)

Therefore x1(1) and x2(1) can be chosen according to the relation between p
and q:

1. If p < q, then x1(1) = 0 and x2(1) = 1.
2. If p > q, then x1(1) = 1 and x2(1) = 0.
3. If p = q, then x1(1) and x2(1) can be any values in [0, 1].

In this example, it is possible to see the importance of the order in which
players are being selected, and the effect of the distribution chosen by each player
to represent the turn selection process on the strategies that he should follow.

4.2 An Application of the Models: Picking Teammates

In the following example an application of some of the models analysed in the pre-
vious sections is shown. To be precise, the example is a combination of the models
in Subsects. 2.4 and 2.6, since the probabilities of the turn selection process and
the strategy sets for each period change according to the decisions made before.

In a certain sports league, every year the two teams that are involved have
to choose between certain college athletes to become part of their team. This
year they have to pick between athlete A and athlete B. Both teams know that
choosing A is equivalent to 1 unit of utility, whereas choosing B is equivalent
to 2 units of utility. The final utility obtained after the picks have been made is
equal to the sum of the utilities given by the athletes chosen for the team.

However, instead of the usual picking process where the lowest ranked team
picks first and then the others follow in inverse order of ranking, the sports
league has devised the following system: in each of the two picking periods, each
team has a positive probability of being selected to make the next choice. Since
team 1 was the best ranked team, it has a probability of being selected in the
first period of 1/3, whereas team 2, being the lowest ranked has a probability of
being selected in the first period of 2/3. For the selection in the second period,
the probabilities change according to the previous pick. If the team selected in
the first period chooses athlete A, then for the second period its probability of
being selected is reduced to half of the probability it had in the first period; if
the team selected in the first period chooses B, then for the second period its
probability of being selected is reduced to a third of the probability it had in the
first period. In both cases, the reduced probability is added to the other team.
With these new probabilities, the team is selected for the second round, and in
this case, that team automatically chooses the athlete that is left.

To find the optimal decision for each team, first the probabilities of selection
are computed. To do so, the strategy sets of each player are denoted by S1 =
{A1, B1} and S2 = {A2, B2} where the subscripts are used only to identify the
team that is choosing, so essentially A1 and A2 mean to pick athlete A, and B1
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and B2 mean to pick athlete B. Since both players know the probabilities of the
turn selection process, it is possible write p1(·) = p2(·) = p(·), with p given by

p(1) = 1/3 p(2) = 2/3
p(1 | A1) = 1/6 p(2 | A1) = 5/6
p(1 | B1) = 1/9 p(2 | B1) = 8/9
p(1 | A2) = 2/3 p(2 | A2) = 1/3
p(1 | B2) = 7/9 p(2 | B2) = 2/9

(40)

The expected utility function is calculated for each team, inputting the prob-
abilities for each possible scenario, and the utilities received in each case. Observe
that since the second pick is automatic, xj(Aj | Bk) = xj(Bj | Ak) = 1 for all
j, k ∈ {1, 2}. This way, the expected utilities are

E1(x) =
25
27

+
1
27

x1(A1) +
10
27

x2(A2) (41)

and
E2(x) =

16
9

+
7
27

x1(A1) − 10
27

x2(A2) (42)

Therefore, to maximise their expected utility functions, team 1 should follow
the strategy x1(A1) = 1 and team 2 should follow the strategy x2(A2) = 0. That
is, team 1 should pick A if they are selected on the first round, whereas team 2
should pick B if they are selected on the first round.

5 Conclusions

The work presented introduces a different approach to model certain situations,
where the individuals involved may not know the moment in which they make
a decision, or the order in which these decisions are made. These models can
also work to allow the creation of situations in which players that are not equal
can be equalized to a certain level, to allow a fairer competition. The ideas here
presented comprise a large variety of situations, as many components of the
model are allowed to change in various ways, to adapt better to the situation
being studied.

The examples presented here show that players choose in a different way than
expected in other models, and that these decisions may even be dependent on
the way the turn selection process is modelled by each player. The examples are
not made with larger sets of strategies or a larger horizon since the calculations
behind them become too messy very quickly. Therefore, some future work will be
focused on studying these models in their description as optimization problems,
to be able to find solutions at least in an approximate form. This, in turn, implies
the study of sequences of approximate solutions to study the convergence to
actual equilibria of the game.
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Abstract. In this paper, we formulate the random bimatrix game as a
chance-constrained game using chance constraint. We show that a Nash
equilibrium problem, corresponding to independent normally distributed
payoffs, is equivalent to a nonlinear complementarity problem. Further
if the payoffs are also identically distributed, a strategy pair where each
player’s strategy is the uniform distribution over his action set, is a Nash
equilibrium. We show that a Nash equilibrium problem corresponding to
independent Cauchy distributed payoffs, is equivalent to a linear com-
plementarity problem.

Keywords: Chance-constrained game · Nash equilibrium · Normal dis-
tribution · Cauchy distribution · Nonlinear complementarity problem ·
Linear complementarity problem

1 Introduction

It is well known that there exists a mixed strategy saddle point equilibrium
for a two player zero sum matrix game [22]. John Nash [21] showed the exis-
tence of a mixed strategy equilibrium for the games with finite number of
players where each player has finite number of actions. Later such equilibrium
was called Nash equilibrium. For two player case the game considered in [21]
can be represented by m × n matrices A and B. The matrices A = [aij ] and
B = [bij ] denote the payoff matrices of player 1 and player 2 respectively,
and m, n denote the number of actions of player 1 and player 2 respectively.
Let I = {1, 2, · · · ,m}, and J = {1, 2, · · · , n} be the action sets of player 1
and player 2 respectively. The sets I and J are also called the sets of pure
strategies of player 1 and player 2 respectively. The set of mixed strategies of
each player is defined by the set of all probability distributions over his action
set. Let X = {x = (x1, x2, · · · , xm)|∑m

i=1 xi = 1, xi ≥ 0, ∀ i ∈ I} and
Y = {y = (y1, y2, · · · , yn)|∑n

j=1 yj = 1, yj ≥ 0, ∀ j ∈ J} be the sets of mixed
strategies of player 1 and player 2 respectively. For a given strategy pair (x, y),
c© Springer International Publishing AG 2017
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the payoffs of player 1 and player 2 are given by xT Ay and xT By respectively; T
denotes the transposition. For a fixed strategy of one player, another player seeks
for a strategy that gives him the highest payoff among all his other strategies.
Such a strategy is called the best response strategy. The set of best response
strategies of player 1 for a fixed strategy y of player 2 is given by

BR(y) =
{
x̄|x̄T Ay ≥ xT Ay, ∀ x ∈ X

}
.

The set of best response strategies of player 2 for a fixed strategy x of player 1
is given by

BR(x) =
{
ȳ|xT Bȳ ≥ xT By, ∀ y ∈ Y

}
.

A strategy pair (x∗, y∗) is said to be a Nash equilibrium if and only if x∗ ∈
BR(y∗) and y∗ ∈ BR(x∗). A Nash equilibrium of above bimatrix game can be
obtained by solving a linear complementarity problem (LCP) [16].

Both [21] and [22] considered the games where the payoffs of players are
exact real values. In some cases the payoffs of players may be within certain
ranges. In [7] these situations are modeled as interval valued matrix game using
fuzzy theory. The computational approaches have been proposed to solve interval
valued matrix game (see [10,17,19]). However, in many situations payoffs are
random variables due to uncertainty which arises from various external factors.
The wholesale electricity markets are the good examples (see [8,18,30,31]). One
way to handle this type of game is by taking the expectation of random payoffs
and consider the corresponding deterministic game (see [30,31]). Some recent
papers on the games with random payoffs using expected payoff criterion include
[9,12,25,32].

The expected payoff criterion does not take a proper account of stochastic-
ity in the cases where the observed sample payoffs are large amounts with very
small probabilities. These situations are better handled by considering a payoff
criterion based on chance constraint programming (see [4,6,24]). In this payoff
criterion, the payoff of a player is defined using a chance constraint and for this
reason these games are called chance-constrained games. There are few papers
on zero sum chance-constrained games available in the literature (see [2,3,5,29]).
Recently, a chance-constrained game with finite number of players is considered
in [27,28] where authors showed the existence of a mixed strategy Nash equilib-
rium. In [27], the case where the random payoff vector of each player follow a
certain distribution is considered. In particular, the authors considered the case
where the components of the payoff vector of each player are independent nor-
mal/Cauchy random variables, and they also consider the case where the payoff
vector of each player follow a multivariate elliptically symmetric distribution.
In [28], the case where the distribution of payoff vector of each player is not
known completely is considered. The authors consider a distributionally robust
approach to handle these games. In application regimes some chance-constrained
game models have been considered, e.g., see [8,18]. In [18], the randomness in
payoffs is due to the installation of wind generators on electricity market, and
they consider the case of independent normal random variables. Later, for bet-
ter representation and ease in computation the authors, in detail, considered
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the case where only one wind generator is installed in the electricity market. In
[8], the payoffs are random due to uncertain demand from consumers which is
assumed to be normally distributed.

In this paper, we consider the case where the entries of the payoff matrices
are independent random variables following the same distribution (possibly with
different parameters). For a given strategy pair (x, y), the payoff of each player
is a random variable which is a linear combination of the independent random
variables. We consider the distributions that are closed under a linear combina-
tion of the independent random variables. The normal and Cauchy distributions
satisfy this property. We consider each distribution separately. We show that a
Nash equilibrium of the chance-constrained game corresponding to normal dis-
tribution can be obtained by solving an equivalent nonlinear complementarity
problem (NCP). Further we consider a special case where the entries of the pay-
off matrices are also identically distributed. We show that a strategy pair, where
each player’s strategy is a uniform distribution over his action set, is a Nash
equilibrium. We show that a Nash equilibrium of the chance-constrained game
corresponding to Cauchy distribution can be obtained by solving an equivalent
LCP.

Now, we describe the structure of rest of the paper. Section 2 contains the
definition of a chance-constrained game. Section 3 contains the complementar-
ity problem formulation of chance-constrained game. We conclude the paper in
Sect. 4

2 The Model

We consider two player bimatrix game where the entries of the payoff matrices
are random variables. We denote the random payoff matrices of player 1 and
player 2 by Aw and Bw respectively, where w denotes the uncertainty parameter.
Let (Ω,F , P ) be a probability space. Then, for each i ∈ I, j ∈ J , aw

ij : Ω → R,
and bw

ij : Ω → R. For each (x, y) ∈ X × Y , the payoffs xT Awy and xT Bwy of
player 1 and player 2 respectively would be random variables. For a strategy
pair (x, y), each player is interested in the highest level of his payoff that can
be attained with at least a specified level of confidence. The confidence level of
each player is given a priori. We assume that the confidence level of one player
is known to another player. Let α1 ∈ [0, 1] and α2 ∈ [0, 1] be the confidence
levels of player 1 and player 2 respectively. Let α = (α1, α2) be a confidence
level vector. For a given strategy pair (x, y) and a given confidence level vector
α, the payoff of player 1 is given by

uα1
1 (x, y) = sup{u|P (xT Awy ≥ u) ≥ α1}, (1)

and the payoff of player 2 is given by

uα2
2 (x, y) = sup{v|P (xT Bwy ≥ v) ≥ α2}. (2)

We assume that the probability distributions of the entries of the payoff matrix
of one player are known to another player. Then, for a given α the payoff function



Solving Chance-Constrained Games Using Complementarity Problems 55

of one player defined above is known to another player. That is, for a given α the
chance-constrained game is a non-cooperative game with complete information.
For a given α, the set of best response strategies of player 1 against the fixed
strategy y of player 2 is given by

BRα1(y) = {x̄ ∈ X|uα1
1 (x̄, y) ≥ uα1

1 (x, y), ∀ x ∈ X} ,

and the set of best response strategies of player 2 against the fixed strategy x of
player 1 is given by

BRα2(x) = {ȳ ∈ Y |uα2
2 (x, ȳ) ≥ uα2

2 (x, y), ∀ y ∈ Y } .

Definition 1 (Nash Equilibrium). For a given confidence level vector α, a
strategy pair (x∗, y∗) is said to be a Nash equilibrium of the chance-constrained
game if the following inequalities hold:

uα1
1 (x∗, y∗) ≥ uα1

1 (x, y∗), ∀ x ∈ X,

uα2
2 (x∗, y∗) ≥ uα2

2 (x∗, y). ∀ y ∈ Y.

3 Complementarity Problem for Chance-Constrained
Game

In this section, we consider the case where the entries of payoff matrix Aw

of player 1 are independent random variables following a certain distribution,
and the entries of payoff matrix Bw of player 2 are independent random vari-
ables following a certain distribution. Then, at strategy pair (x, y) the payoff
of each player is a linear combination of the independent random variables. We
are interested in those probability distributions that are closed under a linear
combination of the independent random variables. That is, if Y1, Y2, · · · , Yk are
independent random variables following the same distribution (possibly with dif-
ferent parameters), for any b ∈ R

k, the distribution of
∑k

i=1 biYi is same as Yi

up to parameters. The normal and Cauchy distributions satisfy the above prop-
erty [13]. For the case of normal distribution we show that a Nash equilibrium
of the chance-constrained game can be obtained by solving an equivalent NCP,
and for the case of Cauchy distribution we show that a Nash equilibrium of the
chance-constrained game can be obtained by solving an equivalent LCP.

3.1 Payoffs Following Normal Distribution

We assume that all the components of matrix Aw are independent normal ran-
dom variables, where the mean and variance of aw

ij , i ∈ I, j ∈ J , are μ1,ij

and σ2
1,ij respectively, and all the components of matrix Bw are independent

normal random variables, where the mean and variance of bw
ij , i ∈ I, j ∈ J ,

are μ2,ij and σ2
2,ij respectively. For a given strategy pair (x, y), xT Awy follows
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a normal distribution with mean μ1(x, y) =
∑

i∈I,j∈J μ1,ijxiyj and variance
σ2
1(x, y) =

∑
i∈I,j∈J x2

i y
2
j σ2

1,ij , and xT Bwy follows a normal distribution with
mean μ2(x, y) =

∑
i∈I,j∈J μ2,ijxiyj and variance σ2

2(x, y) =
∑

i∈I,j∈J x2
i y

2
j σ2

2,ij .

Then, ZN
1 = xT Awy−μ1(x,y)

σ1(x,y) and ZN
2 = xT Bwy−μ2(x,y)

σ2(x,y) follow a standard normal
distribution. Let F−1

ZN
1

(·) and F−1
ZN

2
(·) be the quantile functions of a standard nor-

mal distribution. From (1), for a given strategy pair (x, y) and a given confidence
level α1, the payoff of player 1 is given by

uα1
1 (x, y) = sup{u|P (xT Awy ≥ u) ≥ α1}

= sup{u|P (xT Awy ≤ u) ≤ 1 − α1}

= sup
{

u|FZN
1

(
u − μ1(x, y)

σ1(x, y)

)
≤ 1 − α1

}

= sup
{

u|u ≤ μ1(x, y) + σ1(x, y)F−1
ZN

1
(1 − α1)

}
.

That is,

uα1
1 (x, y) =

∑

i∈I,j∈J

μ1,ijxiyj +

(
∑

i∈I,j∈J

x2
i y

2
j σ2

1,ij

)1/2

F−1
ZN

1
(1 − α1). (3)

Similarly, from (2) for a given strategy pair (x, y) and a given confidence level
α2, the payoff of player 2 is given by

uα2
2 (x, y) =

∑

i∈I,j∈J

μ2,ijxiyj +

(
∑

i∈I,j∈J

x2
i y

2
j σ2

2,ij

)1/2

F−1
ZN

2
(1 − α2). (4)

Theorem 1. Consider a bimatrix game (Aw, Bw). If all the components of
matrix Aw are independent normal random variables, and all the components of
matrix Bw are also independent normal random variables, there exists a mixed
strategy Nash equilibrium for chance-constrained game for all α ∈ [0.5, 1]2.

Proof. The proof follows from [27].

Nonlinear Complementarity Problem Formulation. The payoff function
of player 1 defined by (3) can be written as follows:

uα1
1 (x, y) = xT μ1(y) + ||Σ1/2

1 (y)x||F−1
ZN

1
(1 − α1), (5)

where || · || is the Euclidean norm, and μ1(y) =
(
μ1,i(y)

)
i∈I

is an m × 1 vector
where μ1,i(y) =

∑
j∈J μ1,ijyj , and Σ1(y) is an m×m diagonal matrix whose ith

diagonal entry Σ1,ii(y) =
∑

j∈J σ2
1,ijy

2
j . Similarly, the payoff function of player 2

defined by (4) can be written as follows:

uα2
2 (x, y) = yT μ2(x) + ||Σ1/2

2 (x)y||F−1
ZN

2
(1 − α2), (6)
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where μ2(x) =
(
μ2,j(x)

)
j∈J

is an n × 1 vector where μ2,j(x) =
∑

i∈I μ2,ijxi,
and Σ2(x) is an n × n diagonal matrix whose jth diagonal entry Σ2,jj(x) =∑

i∈I σ2
2,ijx

2
i . For fixed y ∈ Y and α1 ∈ [0.5, 1], the payoff function uα1

1 (·, y) of
player 1 defined by (5) is a concave function of x because F−1

ZN
1

(1 − α1) ≤ 0 for
all α1 ∈ [0.5, 1]. Similarly, for fixed x ∈ X and α2 ∈ [0.5, 1], the payoff function
uα2
2 (x, ·) of player 2 defined by (6) is a concave function of y.

Then, for a fixed y ∈ Y and α1 ∈ [0.5, 1], a best response strategy of player 1
can be obtained by solving the convex quadratic program [QP1] given below:

[QP1] max
x

xT μ1(y) + ||Σ1/2
1 (y)x||F−1

ZN
1

(1 − α1)

s.t.

(i)
∑

i∈I

xi = 1,

(ii) xi ≥ 0, i ∈ I.

It is easy to see that a feasible solution of [QP1] satisfies the linear independence
constraint qualification. Then, Karush-Kuhn-Tucker (KKT) conditions of [QP1]
will be necessary and sufficient conditions for optimal solution (for details see
[1,23]). For a given vector ν, ν ≥ 0 means νk ≥ 0, for all k. The equality
constraint of [QP1] can be replaced by two equivalent inequality constraints, and
the free Lagrange multiplier corresponding to equality constraint can be replaced
by the difference of two nonnegative variables. By using these transformations,
the best response strategy of player 1 can be obtained by solving the following
KKT conditions of [QP1]:

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

0 ≤ x ⊥ −μ1(y) − Σ1(y)x · cα1

||Σ1/2
1 (y)x||

− λ1em + λ2em ≥ 0,

0 ≤ λ1 ⊥
∑

i∈I

xi − 1 ≥ 0,

0 ≤ λ2 ⊥ 1 −
∑

i∈I

xi ≥ 0,

(7)

where em is the m × 1 vector of ones, and cα1 = F−1
ZN

1
(1 − α1), and ⊥ means

that elementwise equality must hold at one or both sides. For fixed x ∈ X and
α2 ∈ [0.5, 1], a best response strategy of player 2 can be obtained by solving the
convex quadratic program [QP2] given below:

[QP2] max
y

yT μ2(x) + ||Σ1/2
2 (x)y||F−1

ZN
2

(1 − α2)

s.t.

(i)
∑

j∈J

yj = 1,

(ii) yj ≥ 0, j ∈ J.
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From the similar arguments used in previous case, the best response strategy of
player 2 can be obtained by solving the following KKT conditions of [QP2]:

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

0 ≤ y ⊥ −μ2(x) − Σ2(x)y · cα2

||Σ1/2
2 (x)y||

− λ3en + λ4en ≥ 0,

0 ≤ λ3 ⊥
∑

j∈J

yj − 1 ≥ 0,

0 ≤ λ4 ⊥ 1 −
∑

j∈J

yj ≥ 0,

(8)

where cα2 = F−1
ZN

2
(1 − α2).

Nonlinear Complementarity Problem: By combining the KKT condi-
tions given by (7) and (8), a Nash equilibrium (x, y) can be obtained by solving
the following NCP:

0 ≤ ζ ⊥ G(ζ) ≥ 0, (9)

where ζ,G(ζ) ∈ R
m+n+4 are given below:

ζT = (xT , yT , λ1, λ2, λ3, λ4),

G(ζ) =

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎝

−μ1(y) − Σ1(y)x·cα1

||Σ1/2
1 (y)x|| − λ1em + λ2em

−μ2(x) − Σ2(x)y·cα2

||Σ1/2
2 (x)y|| − λ3en + λ4en

∑
i∈Ixi − 1

1 − ∑
i∈Ixi∑

j∈Jyj − 1
1 − ∑

j∈Jyj

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎠

.

For given k, l, 0k×l is a k × l zero matrix and 0k is a k × 1 zero vector. Define,

Q =

⎛

⎜⎜⎜⎜⎜⎜⎝

0m×m − μ1 −em em 0m 0m

−μT
2 0n×n 0n 0n −en en

eT
m 0T

n 0 0 0 0
−eT

m 0T
n 0 0 0 0

0T
m eT

n 0 0 0 0
0T

m −eT
n 0 0 0 0

⎞

⎟⎟⎟⎟⎟⎟⎠
,

where μ1 = (μ1,ij)i∈I,j∈J , μ2 = (μ2,ij)i∈I,j∈J are m × n matrices. Define,

R(ζ) =

⎛

⎜⎝

−cα1 ·Σ1(y)

||Σ1/2
1 (y)x||

0m×n 0m×4

0n×m
−cα2 ·Σ2(x)

||Σ1/2
2 (x)y||

0n×4

04×m 04×n 04×4

⎞

⎟⎠ , r =

⎛

⎜⎜⎜⎜⎜⎜⎝

0m

0n

−1
1

−1
1

⎞

⎟⎟⎟⎟⎟⎟⎠
.

Then, G(ζ) =
(
Q + R(ζ)

)
ζ + r.
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Theorem 2. Consider a bimatrix game (Aw, Bw). All the components of matrix
Aw are independent normal random variables, where the mean and variance
of aw

ij, i ∈ I, j ∈ J , are μ1,ij and σ2
1,ij respectively, and all the components

of matrix Bw are also independent normal random variables, where the mean
and variance of bw

ij, i ∈ I, j ∈ J , are μ2,ij and σ2
2,ij respectively. Let ζ∗T =

(x∗T , y∗T , λ∗
1, λ

∗
2, λ

∗
3, λ

∗
4) be a vector. Then, the strategy part (x∗, y∗) of ζ∗ is a

Nash equilibrium of the chance-constrained game for a given α ∈ [0.5, 1]2 if and
only if ζ∗ is a solution of NCP (9).

Proof. Let α ∈ [0.5, 1]2, then (x∗, y∗) is a Nash equilibrium of the chance-
constrained game if and only if x∗ is an optimal solution of [QP1] for fixed
y∗ and y∗ is an optimal solution of [QP2] for fixed x∗. Since, [QP1] and [QP2]
are convex optimization problems and linear independence constraint qualifica-
tion holds at all feasible points, then the KKT conditions (7) and (8) are both
necessary and sufficient conditions for optimality. Then, the proof follows by
combining the KKT conditions (7) and (8).

For computational purpose freely available solvers for complementarity prob-
lems can be used, e.g., see [11,20,26].

Special Case. Here we consider the case where the components of payoff matri-
ces Aw and Bw are independent as well as identically distributed. We assume
that the components of matrix Aw are independent and identically distributed
(i.i.d.) normal random variables with mean μ1 and variance σ2

1 , and the com-
ponents of matrix Bw are i.i.d. normal random variables with mean μ2 and
variance σ2

2 .

Theorem 3. Consider a bimatrix game (Aw, Bw) where all the components of
matrix Aw are i.i.d. normal random variables with mean μ1 and variance σ2

1,
and all the components of matrix Bw are also i.i.d. normal random variables
with mean μ2 and variance σ2

2. The strategy pair (x∗, y∗), where,

x∗
i =

1
m

, ∀ i ∈ I, y∗
j =

1
n

,∀ j ∈ J, (10)

is a Nash equilibrium of chance-constrained game for all α ∈ [0.5, 1]2.

Proof. For all (x, y), we have μ1(y) = μ1em and μ2(x) = μ2en because μ1,ij = μ1

and μ2,ij = μ2 for all i ∈ I, j ∈ J , and Σ1(y) = σ2
1 ||y||2Im×m and Σ2(x) =

σ2
2 ||x||2In×n because σ2

1,ij = σ2
1 and σ2

2,ij = σ2
2 for all i ∈ I, j ∈ J ; Ik×k is a k×k

identity matrix. Using above expressions, and replacing the difference of two
non-negative variable by a free variable, we have the following NCP equivalent
to (9):
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⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

0 ≤ x ⊥ −μ1em − σ1||y||x · cα1

||x|| − λ1em ≥ 0,

0 ≤ y ⊥ −μ2en − σ2||x||y · cα2

||y|| − λ2en ≥ 0,

∑

i∈I

xi = 1,
∑

j∈J

yj = 1

λ1, λ2 ∈ R.

(11)

Consider the Lagrange multipliers (λ∗
1, λ

∗
2) as follows:

λ∗
1 = −σ1 · cα1√

mn
− μ1, λ∗

2 = −σ2 · cα2√
mn

− μ2.

It is easy to check that (x∗, y∗, λ∗
1, λ

∗
2) is a solution of NCP (11). That is, (x∗, y∗)

defined by (10) is a Nash equilibrium of chance-constrained game.

3.2 Payoffs Following Cauchy Distribution

We assume that all the components of matrix Aw are independent Cauchy ran-
dom variables, where the location and scale parameters of aw

ij , i ∈ I, j ∈ J , are
μ1,ij and σ1,ij respectively, and all the components of matrix Bw are independent
Cauchy random variables, where the location and scale parameters of bw

ij , i ∈ I,
j ∈ J , are μ2,ij and σ2,ij respectively. Since, a linear combination of the inde-
pendent Cauchy random variables is a Cauchy random variable [13], then, for
a given strategy pair (x, y), the payoff xT Awy of player 1 follows a Cauchy dis-
tribution with location parameter μ1(x, y) =

∑
i∈I,j∈J xiyjμ1,ij and scale para-

meter σ1(x, y) =
∑

i∈I,j∈J xiyjσ1,ij , and the payoff xT Bwy of player 2 follows a
Cauchy distribution with location parameter μ2(x, y) =

∑
i∈I,j∈J xiyjμ2,ij and

scale parameter σ2(x, y) =
∑

i∈I,j∈J xiyjσ2,ij . Then, ZC
1 = xT Awy−μ1(x,y)

σ1(x,y) and

ZC
2 = xT Bwy−μ2(x,y)

σ2(x,y) follow a standard Cauchy distribution. Let F−1
ZC

1
(·) and

F−1
ZC

2
(·) be the quantile functions of a standard Cauchy distribution. For more

details about Cauchy distribution see [13]. Similar to the normal distribution
case, for a given strategy pair (x, y) and a given α the payoff of player 1 is
given by

uα1
1 (x, y) = sup

{
u|FZC

1

(
u − μ1(x, y)

σ1(x, y)

)
≤ 1 − α1

}

= sup
{

u|u ≤ μ1(x, y) + σ1(x, y)F−1
ZC

1
(1 − α1)

}
.

That is,

uα1
1 (x, y) =

∑

i∈I,j∈J

xiyj

(
μ1,ij + σ1,ijF

−1
ZC

1
(1 − α1)

)
. (12)
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Similarly, the payoff of player 2 is given by

uα2
2 (x, y) =

∑

i∈I,j∈J

xiyj

(
μ2,ij + σ2,ijF

−1
ZC

2
(1 − α2)

)
. (13)

The quantile function of a standard Cauchy distribution is not finite at 0 and 1.
Therefore, we consider the case of α ∈ (0, 1)2, so that payoff functions defined
by (12) and (13) have finite values. Define, a matrix Ã(α1) = (ãij(α1))i∈I,j∈J ,
where

ãij(α1) = μ1,ij + σ1,ijF
−1
ZC

1
(1 − α1), (14)

and a matrix B̃(α2) =
(
b̃ij(α2)

)

i∈I,j∈J
, where

b̃ij(α2) = μ2,ij + σ2,ijF
−1
ZC

2
(1 − α2). (15)

Then, we can write (12) as

uα1
1 (x, y) = xT Ã(α1)y,

and we can write (13) as

uα2
2 (x, y) = xT B̃(α2)y.

Then, for a given α ∈ (0, 1)2, the chance-constrained game is equivalent to the
bimatrix game

(
Ã(α1), B̃(α2)

)
.

Theorem 4. Consider a bimatrix game (Aw, Bw). If all the components of
matrix Aw are independent Cauchy random variables, and all the components of
matrix Bw are also independent Cauchy random variables, there exists a mixed
strategy Nash equilibrium for a chance-constrained game for all α ∈ (0, 1)2.

Proof. For each α ∈ (0, 1)2 the chance-constrained game is equivalent to the
bimatrix game

(
Ã(α1), B̃(α2)

)
. Hence, the existence of a Nash equilibrium in

mixed strategies follows from [21].

Remark 1. For case of i.i.d. Cauchy random variables each strategy pair (x, y)
is a Nash equilibrium because from (12) and (13) the payoff functions of both
the players are constant.

Linear Complementarity Problem. For a given matrix N = [Nij ], N > 0
means that Nij > 0 for all i, j. Let E be the m × n matrix with all 1’s. Let k be
the large enough such that kET −(B̃(α2))T > 0 and kE−Ã(α1) > 0. Then, from
[15,16] it follows that for a given α, a Nash equilibrium of the chance-constrained
game can be obtained by following LCP:

0 ≤ z ⊥ Mz + q ≥ 0, (16)
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where

z =
(

x
y

)
, M =

(
0m×m kE − Ã(α1)

kET − (B̃(α2))T 0n×n

)
,

q =
(−em

−en

)
.

Theorem 5. Consider a bimatrix game (Aw, Bw) where all the components of
matrix Aw are independent Cauchy random variables, and all the components of
matrix Bw are also independent Cauchy random variables, then,

1. For a α ∈ (0, 1)2, if (x∗, y∗) is a Nash equilibrium of the chance-constrained
game, z∗T =

(
x∗T

k−x∗T B̃(α2)y∗ , y∗T

k−x∗T Ã(α1)y∗

)
is a solution of LCP (16) at α.

2. For a α ∈ (0, 1)2, if z̄T = (x̄T , ȳT ) is a solution of LCP (16), (x∗, y∗) =(
x̄∑

i∈I x̄i
, ȳ∑

j∈J ȳj

)
is a Nash equilibrium of the chance-constrained game at α.

Proof. For a α ∈ (0, 1)2, the chance-constrained game corresponding to Cauchy
distribution is equivalent to a bimatrix game

(
Ã(α1), B̃(α2)

)
, where Ã(α1) and

B̃(α2) is defined by (14) and (15) respectively. Then, the proof follows from [16].

Numerical Results. We consider few instances of random bimatrix game
of different sizes. We compute the Nash equilibria of corresponding chance-
constrained game by using Lemke-Howson algorithm [16]. We use the MATLAB
code of Lemke-Howson algorithm given in [14].

(i) 3×3 random bimatrix game: We consider five instances of random bimatrix
game of size 3 × 3. The datasets consisting of location parameters μ1 = [μ1,ij ],
μ2 = [μ2,ij ], and scale parameters σ1 = [σ1,ij ], σ2 = [σ2,ij ] of independent
Cauchy random variables that characterize chance-constrained game are follows:

1. μ1 =

⎛

⎝
1 2 1
2 3 1
1 2 3

⎞

⎠ , σ1 =

⎛

⎝
1 1 2
1 2 3
2 1 2

⎞

⎠ , μ2 =

⎛

⎝
2 1 2
3 2 1
1 2 3

⎞

⎠ , σ2 =

⎛

⎝
1 2 3
3 1 2
2 3 1

⎞

⎠ .

2. μ1 =

⎛

⎝
1 1 2
2 1 1
2 1 3

⎞

⎠ , σ1 =

⎛

⎝
2 2 3
3 2 1
1 2 3

⎞

⎠ , μ2 =

⎛

⎝
2 2 1
3 2 3
2 1 2

⎞

⎠ , σ2 =

⎛

⎝
1 2 2
2 3 1
2 1 3

⎞

⎠ .

3. μ1 =

⎛

⎝
2 1 3
3 2 1
1 3 2

⎞

⎠ , σ1 =

⎛

⎝
2 3 1
3 1 2
1 2 3

⎞

⎠ , μ2 =

⎛

⎝
1 2 3
2 1 3
3 1 2

⎞

⎠ , σ2 =

⎛

⎝
1 1 2
1 2 1
3 1 1

⎞

⎠ .

4. μ1 =

⎛

⎝
3 1 2
2 1 3
1 2 3

⎞

⎠ , σ1 =

⎛

⎝
2 4 1
1 2 3
3 2 1

⎞

⎠ , μ2 =

⎛

⎝
4 1 3
3 2 4
2 1 3

⎞

⎠ , σ2 =

⎛

⎝
5 2 3
3 2 1
4 2 3

⎞

⎠ .

5. μ1 =

⎛

⎝
1 2 1
2 3 1
1 2 3

⎞

⎠ , σ1 =

⎛

⎝
2 2 3
3 2 1
1 2 3

⎞

⎠, μ2 =

⎛

⎝
1 2 3
2 1 3
3 1 2

⎞

⎠ , σ2 =

⎛

⎝
5 2 3
3 2 1
4 2 3

⎞

⎠ .
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The entries of μ1, σ1, μ2, σ2 defined above are the location and scale parame-
ters of corresponding independent Cauchy random variables. For example, in
dataset 1 random payoff a11 is a Cauchy random variable with location parame-
ter 1 and scale parameter 1. Table 1 summarizes the Nash equilibria of chance-
constrained game corresponding to datasets given for five instances of 3 × 3
random bimatrix game.

Table 1. Nash equilibria for various values of α.

No. α Nash equilibrium

α1 α2 x∗ y∗

1 0.4 0.4 (0, 0, 1) (0, 0, 1)

0.5 0.5 (0, 1, 0) (1, 0, 0)

0.7 0.7 (0, 1, 0) (0, 1, 0)

2 0.4 0.4 (1, 0, 0) (0, 1, 0)

0.5 0.5 (0, 1, 0) (1, 0, 0)

0.7 0.7 (0, 0, 1) (1, 0, 0)

3 0.4 0.4 (1, 0, 0) (0, 0, 1)

0.5 0.5 (1, 0, 0) (0, 0, 1)

0.7 0.7 (1, 0, 0) (0, 0, 1)

4 0.4 0.4 (1, 0, 0) (1, 0, 0)

0.5 0.5 (1, 0, 0) (1, 0, 0)

0.7 0.7 (0, 0, 1) (0, 0, 1)

5 0.4 0.4
(
0, 791

1000
, 209
1000

) (
616
1000

, 0, 384
1000

)

0.5 0.5
(
0, 1

2
, 1
2

) (
2
3
, 0, 1

3

)

0.7 0.7 (0, 0, 1) (1, 0, 0)

(ii) 5 × 5 random bimatrix game: We consider two instances of random bimatrix
game of size 5× 5. The location parameters μ1, μ2, and scale parameters σ1, σ2

of independent Cauchy random variables are as follows:

1. μ1 =

⎛

⎜⎜⎜⎜⎝

1 2 1 1 3
2 3 1 1 2
1 2 3 2 3
2 1 3 4 2
1 2 4 5 2

⎞

⎟⎟⎟⎟⎠
, σ1 =

⎛

⎜⎜⎜⎜⎝

2 2 3 2 1
1 2 3 2 1
1 2 3 3 1
2 1 3 4 2
3 1 2 5 2

⎞

⎟⎟⎟⎟⎠
,

μ2 =

⎛

⎜⎜⎜⎜⎝

1 2 3 2 1
3 2 2 1 3
1 2 3 1 2
2 1 4 2 1
1 1 2 1 3

⎞

⎟⎟⎟⎟⎠
, σ2 =

⎛

⎜⎜⎜⎜⎝

5 2 3 2 3
2 4 3 2 1
1 3 4 2 3
2 1 3 5 1
2 1 2 3 4

⎞

⎟⎟⎟⎟⎠
.
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2. μ1 =

⎛

⎜⎜⎜⎜⎝

1 2 2 4 3
2 1 3 2 2
1 2 4 2 1
2 2 3 4 1
1 2 4 5 2

⎞

⎟⎟⎟⎟⎠
, σ1 =

⎛

⎜⎜⎜⎜⎝

2 3 1 2 1
1 1 3 1 2
3 1 3 3 1
2 2 5 4 2
3 1 3 5 2

⎞

⎟⎟⎟⎟⎠
,

μ2 =

⎛

⎜⎜⎜⎜⎝

1 2 3 2 1
3 1 2 1 4
2 1 3 4 2
3 2 4 2 1
2 4 2 1 3

⎞

⎟⎟⎟⎟⎠
, σ2 =

⎛

⎜⎜⎜⎜⎝

5 2 4 2 1
2 4 3 2 1
4 3 3 2 3
2 1 3 5 3
1 3 4 3 4

⎞

⎟⎟⎟⎟⎠
.

Table 2 summarizes the Nash equilibria of chance-constrained game corre-
sponding to datasets given for two instances of 5 × 5 random bimatrix game.

Table 2. Nash equilibria for various values of α.

No. α Nash Equilibrium

α1 α2 x∗ y∗

1 0.4 0.4
(
0, 0, 555

1000
, 0, 445

1000

) (
0, 0, 1

2
, 0, 1

2

)

0.5 0.5
(
0, 0, 1

2
, 0, 1

2

) (
0, 0, 1

2
, 0, 1

2

)

0.7 0.7 (0,0,0,0,1) (0,0,1,0,0)

2 0.4 0.4
(
0, 0, 663

1000
, 0, 337

1000

)
(0,0,1,0,0)

0.5 0.5
(
0, 0, 1

2
, 0, 1

2

)
(0,1,0,0,0)

0.7 0.7
(
0, 0, 446

1000
, 0, 554

1000

)
(0,1,0,0,0)

(iii) 7×7 random bimatrix game: We consider two instances of random bimatrix
game of size 7× 7. The location parameters μ1, μ2, and scale parameters σ1, σ2

of independent Cauchy random variables are as follows:

1. μ1 =

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎝

1 2 2 4 3 2 1
1 1 2 1 3 2 2
3 2 1 2 4 2 1
2 4 2 2 3 4 1
1 2 4 5 2 2 3
1 3 4 3 2 2 3
2 1 4 2 3 2 1

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎠

, σ1 =

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎝

2 3 1 2 1 1 2
1 1 3 1 2 2 4
2 1 3 1 3 3 1
2 2 5 4 2 1 3
2 1 3 1 3 5 2
1 2 3 1 2 3 2
2 1 4 2 3 1 2

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

μ2 =

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎝

1 2 3 2 3 2 1
1 2 3 1 2 1 4
2 1 2 1 3 4 2
1 2 3 2 4 2 1
2 3 1 4 2 1 3
1 2 3 2 1 3 4
2 3 1 2 3 4 2

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎠

, σ2 =

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎝

5 2 4 2 1 2 3
1 2 2 4 3 2 1
2 3 4 3 3 2 3
2 3 2 1 3 5 3
2 1 2 3 4 3 4
1 2 2 3 1 3 1
2 4 1 2 3 1 2

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎠

.



Solving Chance-Constrained Games Using Complementarity Problems 65

2. μ1 =

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎝

1 2 3 1 3 4 1
2 1 2 1 2 4 2
1 2 1 5 3 2 1
1 3 2 2 3 2 1
2 3 4 5 2 1 3
1 3 2 1 2 4 3
2 1 3 2 1 2 1

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎠

, σ1 =

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎝

1 3 1 2 1 2 2
2 1 3 1 2 2 4
2 1 3 2 3 4 1
2 2 3 4 2 1 3
2 4 3 1 3 2 2
1 2 3 2 2 4 2
2 3 4 1 3 1 2

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

μ2 =

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎝

2 1 3 4 3 2 1
1 2 3 3 2 1 4
2 1 2 1 3 4 2
1 2 3 2 4 2 1
2 3 2 4 2 1 3
1 2 1 2 5 3 4
2 3 1 2 1 4 2

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎠

, σ2 =

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎝

5 2 4 3 1 2 3
1 2 3 4 3 2 3
1 3 4 2 1 2 3
2 3 2 2 3 4 3
2 1 2 2 4 1 4
2 3 2 3 4 3 1
2 4 3 2 3 1 2

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎠

.

Table 3 summarizes the Nash equilibria of chance-constrained game correspond-
ing to datasets given for two instances of 7 × 7 random bimatrix game.

Table 3. Nash equilibria for various values of α.

No. α Nash Equilibrium

α1 α2 x∗ y∗

1 0.4 0.4
(
0, 0, 2

3
, 1
3
, 0, 0, 0

) (
0, 0, 0, 0, 505

1000
, 495
1000

, 0
)

0.5 0.5
(
0, 0, 2

3
, 1
3
, 0, 0, 0

) (
0, 0, 0, 0, 2

3
, 1
3
, 0
)

0.7 0.7
(
1, 0, 0, 0, 0, 0, 0

) (
0, 0, 0, 0, 1, 0, 0)

2 0.4 0.4
(

1
5
, 0, 13

25
, 0, 7

25
, 0, 0
) (

0, 0, 13
50

, 0, 675
1000

, 65
1000

, 0
)

0.5 0.5
(

1
2
, 0, 1

2
, 0, 0, 0, 0

) (
0, 0, 0, 0, 1, 0, 0

)

0.7 0.7
(
1, 0, 0, 0, 0, 0, 0

) (
0, 0, 0, 0, 1, 0, 0

)

4 Conclusions

We formulate a random bimatrix game, as a chance-constrained game by defining
the payoff of each player using a chance constraint. We show a one-to-one corre-
spondence between a Nash equilibrium problem, corresponding to independent
normally distributed payoffs, and a certain nonlinear complementarity problem.
Further if the payoffs are also identically distributed, a uniform strategy pair is
a Nash equilibrium. We show that a Nash equilibrium problem corresponding to
independent Cauchy distributed payoffs is equivalent to a linear complementar-
ity problem. Further if the payoffs are also identically distributed, each strategy
pair would be a Nash equilibrium. For chance-constrained game corresponding
to Cauchy distribution, we carried out numerical experiments by considering
random instances of various sizes. We use Lemke-Howson algorithm to compute
the Nash equilibria.
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Recently, the electricity markets over the past few years have been trans-
formed from nationalized monopolies into competitive markets with privately
owned participants. The uncertainties in electricity markets are present due to
various external factors, e.g., random demand, wind generation. The chance-
constrained game formulation proposed in the paper would be useful when the
electricity firms are risk averse. For example, it can be used to model the Cournot
or Bertrand competition among electricity firms where the action sets of the firms
are finite (which is possible using discretization), and the demand or cost func-
tions are uncertain. The computational approaches developed in this paper can
be applied to compute the Nash equilibria of these games.

Acknowledgements. This research was supported by Fondation DIGITEO, SUN
grant No. 2014-0822D.
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Abstract. We initiate the study of patrolling a unit interval with primi-
tive two-speed, autonomous robots, i.e. robots without memory, no com-
munication capabilities and no computation power. Robots have only
two moving-states, one for patrolling and one for walking, each associ-
ated with a direction and speed. The robots are moving perpetually, and
their moving-states and moving directions change only when they col-
lide. Such a dynamic system induces the so-called idleness for patrolling
a unit interval, i.e. the smallest time interval within which every point
of the domain is patrolled by some robot. Our main technical contribu-
tion is an analytic study of the induced dynamic system of robots, which
allows us to decide efficiently whether or not the system converges to a
stable configuration that is also shown to be optimal.

As a warm-up for our main result, we show how robots can be centrally
coordinated, carefully choosing initial locations, so that the induced idle-
ness is optimal. Our main result pertaining to the idleness of primitive
robots follows by a technical analysis of their collision locations, which
we show, under some conditions, converge to the optimal initial locations
for non-distributed robots.

Our result finds an application to a transportation problem concern-
ing Scheduling with Regular Delivery. In this optimization problem, an
infinite quantity of a commodity, residing at an endpoint of an interval,
needs to be transported to the other endpoint. To that end, we show that
the already established patrolling schedules of an interval correspond to
optimal strategies that guarantee that the flow of the commodity is the
largest possible.

Keywords: Mobile robots · Patrolling · Idleness · Speed · Walking ·
Scheduling
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1 Introduction

Fence patrolling is concerned with perpetual monitoring of a domain, modelled
as a unit segment, by a set of mobile robots. As the robots cannot continuously
monitor all points of the domain, a standard efficiency measure of patrolling is
the notion of idleness - the size of the minimal time interval for which all points
of the domain are always visited (independently of the start of this interval).
Patrolling algorithms attempt to produce the schedules (i.e. the trajectories of
the robots in time) minimizing idleness.

In previous research, the robots were supposed to have either the same or
possibly different maximal speeds of their patrolling movements. In this paper
we assume that the patrolling activity requires more elaborate work than just
walking within the domain, e.g., when foraging or harvesting which takes longer
than walking, and in computing applications, web page indexing, forensic search,
code inspection, packet sniffing which require a more involved inspection. Con-
sequently, we assume the maximal patrolling speeds to be strictly smaller than
the maximal walking speeds.

We suppose that each robot is capable of patrolling in only one direction
(arbitrarily chosen) of the segment while walking is permitted in both directions.
It is worth noting that the fence problem for robots patrolling in both directions
appears to be quite difficult.

In fact, even when the walking and patrolling speeds are assumed to be the
same (though perhaps distinct for different robots) the optimal schedules for fence
patrolling are known for up to three robots only (cf. [15,19,26]). In this case the
partition strategy, when each robot operates within a different subsegment of the
domain, has been proven to work. On the other hand, this strategy has been shown
insufficient for larger collections of robots and no solution is known in the general
case. In our paper we suppose that each robot may patrol in only one direction
of the segment (arbitrarily chosen) while walking is permitted in both directions.
Such one-way patrolling assumption is quite natural for humans (e.g. text inspec-
tion). (Anyone who played the backward spelling game must agree.) In the case of
physical devices, when heavy goods are transported along a road (or up the hill)
the speeds with or without loads, up or down the hill are not the same.

This one-way patrolling assumption allowed us to solve optimally the
patrolling problem in the centralized scenario. We also show how to apply our
algorithm to natural optimization problem in transportation concerning Schedul-
ing with Regular Delivery: Suppose that a commodity produced at point A has
to be delivered along some path to point B at regular time intervals. Consider
also a collection of diverse transporters whose speeds during transportation are
smaller than their speeds while traveling empty. We are interested for the short-
est time (interval) T , such that an amount of the commodity is delivered within
each time interval [t, t + T ).

Next, and more surprisingly, using a very weak collection of mobile robots
with only primitive capabilities, we are able to design a distributed strat-
egy converging to the same optimal solution thus achieving the same idleness
as the optimal centralized algorithm. Our robots are anonymous, oblivious,
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silent (no communication permitted) and they cannot process any information,
as well as they are not aware of their numbers or their speeds. Our robots are
also subject to passive mobility, i.e. their movement is dynamically controlled by
their contacts with the environment. More specifically, robots are only capable
of walking or patrolling with maximal speed and their perception mechanism
permits only to recognize a collision with obstacles (i.e. the endpoints of the
segment or another robot). This is the first study of the patrolling problem in a
decentralized setting thus leading to the design of a distributed, self-stabilizing
algorithm (cf [18] [EWD386, pp. 34–35], which discusses a solution to a cyclic
relaxation problem).

1.1 Related Work

Patrolling consists of moving perpetually around an area in order to sur-
vey, protect or supervise it, and it has been studied intensively in robotics
[3,12,20,21,25,28,32] where it is often viewed as a version of terrain coverage, a
central task in robotics. It is useful in ecological monitoring, detecting intrusion,
monitoring and locating objects or humans (that may need to be rescued from
a disaster), detecting network failures or even discovering web pages which need
to be indexed by search engines [28]. Boundary and area patrolling have been
studied in [2,20,21,24,31] with ad hoc approaches emphasizing experimental
results (e.g. [28]), uncertainty of the model and robustness of the solutions when
failures are possible (e.g., [20,21,25]) or non-deterministic solutions (e.g., [2]).
In the experimental paper [28] several fundamental theoretical concepts can be
found which are related to patrolling, including models of robots (e.g., visibility
or depth of perception), means of communication or motion coordination, as
well as measures of algorithmic efficiency.

Idleness is the accepted measure of algorithmic efficiency of patrolling and
is related to the frequency with which the points of the environment are visited
[3,5,12,20,21,28] (this last criterion was first introduced in [28]). Depending on
the requirements, idleness may sometimes be viewed as the average [20], worst-
case [9,32], probabilistic [2] or experimentally verified [28] time elapsed since
the last visit of a node [3,12]. Terms like blanket time [32] or refresh time [31]
have also been used in the literature. Diverse approaches to patrolling based on
idleness criteria are discussed in [3]. Patrolling as a game between patrollers and
intruder is studied in [4–6]. Elsewhere, patrolling is studied based on swarm or
ant-based algorithms [22,30,32]. Robots are memoryless (or having small mem-
ory), decentralized [30] with no explicit communication permitted either with
other robots or the central station, and may have local sensing capabilities [22].
Ant-like algorithms usually mark the visited nodes of the graph and [32] presents
an evolutionary process. This paper shows that a team of memoryless robots, by
leaving marks at the nodes while walking through them, after relatively short
time stabilizes to the patrolling scheme in which the frequency of the traversed
edges is uniform to a factor of two (i.e., the number of traversals of the most
often visited edge is at most twice the number of traversal of the least visited
one).
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Theoretical graph-based approaches to patrolling can be found in [12]. The
two basic methods are referred to as cyclic strategies, where a single cycle span-
ning the entire graph is constructed with the robots assigned to consecutively
traverse this cycle in the same direction, and as partition-based strategies, where
the region is split into a number of either disjoint or overlapping portions to be
patrolled by subsets of robots assigned to these regions. The environment and
the time considered in the models studied are usually discrete in an underly-
ing graph environment. When the environment is geometric, a skeletonization
technique may be applied, with the terrain first partitioned into cells, and then
graph-theoretic methods are used. Cyclic strategies usually rely either on TSP-
related solutions or spanning tree-based approaches. For example, spanning tree
coverage, a technique first introduced in [23], was later extended and used in
[1,20,25]. This technique is a version of the skeletonization approach where the
two-dimensional grid approximating the terrain is constructed and a Hamil-
tonian path present in the grid is used for patrolling. In [31], polynomial-time
patrolling solutions for lines and trees are proposed. For the case of cyclic graphs,
[31] proves the NP-hardness of the problem and a constant-factor approximation
is proposed.

Optimal patrolling with same-speed robots in mixed domains, where regions
to be traversed are fragmented by components that do not need to be monitored,
is studied in [14]. Patrolling with robots that do not necessarily have identical
speeds offers several surprises both in terms of the difficulty of the problem
as well as in terms of the algorithmic results obtained. Such a study has been
initiated in [15] and investigated further in [19,26]. The partition strategy, where
each robot patrols and walks along a separate area, has been proven to work for
two robots in [15], and for three in [26].

Standard capabilities of mobile robots usually include communication, com-
putation, and environment perception. For many reasons (e.g. production cost,
limited or specific applications) one may wish to deal with robots of reduced
ability, especially if they are needed in large numbers. In such cases, feasibility
issues, rather than computation efficiency are sought [7,8,10,13]. [7] introduced
population protocols (see also [8,10]), where robots are subject to passive mobil-
ity, also used in our paper. Passive mobility aims to model volatile environments
like water flow, wind or unstable mobility of agents’ carriers. Further, [10] con-
sidered different speed of such agents. (cf. also [16]).

A well-known methodology for distributed patrolling is the rotor router,
which provides local (distributed) control at the nodes of an underlying graph
for managing the movement of robots. The original study of patrolling based
on rotor routers is due to [32] in which they also study idle and stabilization
time of patrolling strategies. Additional work on rotor routers can be found in
the work of [11,17] as well as [9,32], which consider the cover time of a single
walk while [27] determines the precise asymptotic value of the rotor-router cover
time. In our paper, the robots are autonomous and interact (changing direction)
only when they meet, while convergence of the resulting distributed patrolling
algorithms is established by analyzing a dynamical system.
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1.2 Formal Model and Problem Definitions

Consider a set R of n mobile robots r1, . . . , rn each associated with some
patrolling speed pi and some walking speed wi, where pi < wj for i, j = 1, . . . , n.
Robots perpetually move along the unit segment [0, 1] in both directions. At any
moment, a robot ri may be in a walking state in which it moves at its walking
speed wi or in the patrolling state and moving at its patrolling speed pi. Each
robot may walk in both directions but its patrolling is always done in the same
direction of the interval [0, 1]. Hence we can say that each robot is associated
with its patrolling direction (positive or negative direction of the interval) which
does not change throughout its entire movement.

The Fence Patrolling Problem: Let S denote a patrolling schedule, i.e. an algo-
rithm associated with each of the robots, instructing with what speed and in what
direction every robot moves at each moment of time. Given a schedule produced by
algorithm A, the idle time IA(P, t) of a point P at time t is defined as the amount
of time needed to the next visit of P after time t by any robot of R:

IA(P, t) = min{tv > t : ∃i(0 ≤ i ≤ n such that ri(tv) = P )} − t,

where we denote by rj(t) the point of the segment visited by rj at time t, for t ∈
[0,∞). We are interested in an algorithm minimizing the maximal idle time taken
over all points P and all time moments t. However, as it may be impossible to
design an algorithm which achieves the best possible idle time right from the start
of the schedule (e.g. robots may be in an unsuitable position to achieve this) we
will be allowing any finite delay for checking idle times of segment points. More
exactly, the idleness of algorithm A is defined as IA = infT≥0 sup0≤p≤1IA(P, T ).
An optimal patrolling algorithm is a schedule which optimizes the idleness among
all possible patrolling algorithms under consideration.

Our goal may also be viewed as the following equivalent maximization task.
Suppose that the robots operate in an infinite line. What is the maximal length
segment [0, L] and the perpetual movement of the robots of R, such that in each
unit time interval [t, t + 1] each point of [0, L] is visited at least once by a robot
in patrolling state. We call such a length L the patrolling range of R.

The Distributed Model: In this model, robots have only very primitive capa-
bilities allowing them to execute separate schedules which change according to
their perception of the environment. They are oblivious and silent (cannot com-
municate) and they cannot process any information. Besides two-speed mobility
they can perceive the environment by recognizing obstacles (i.e., endpoints) or
other robots that they do not even need to recognize. They are not aware of
their patrolling or walking speeds nor of the length of the segment. In the sched-
ules produced by our distributed algorithms the robots function according to the
bouncing-rule: if a robot collides with another robot or a segment endpoint, then
it changes direction as well as moving-state. A patrolling schedule of n robots is in
a stable configuration (x∗

1, . . . , x
∗
n) if robot i moves within the interval [x∗

i−1, x
∗
i ]

(we set x∗
0 = 0 and x∗

n = 1), bouncing always at its endpoints.
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Scheduling with Regular Delivery: Our techniques allow us to solve the following
transportation problem. Suppose that at point 1 of the unit segment there is
an infinite quantity of a commodity that is transported to point 0 by robots R.
Each robot may carry one item of the commodity using a speed not exceeding
pi or it may travel with no load with a speed not exceeding wi. At any time, a
robot ri may drop the item it is carrying at the point currently occupied by ri

or it may pick up an item present at its current position. When two robots meet
at a point an item being carried by one of them may be transferred to the other
one. At all times no robot may carry more than one commodity item. What is
the smallest value I, such that during any time interval (kI, (k+1)I] a new item
is delivered to point 0? Since the interval under consideration is of unit length,
such a value of I would correspond to commodity flow of I units between the
two endpoints.

1.3 Organization of the Paper and Summary of Contributions

We attempt to solve the Fence Patrolling Problem using centralized or distrib-
uted algorithms. As a warm-up, we give in Sect. 2 an optimal centralized algo-
rithm for the problem, whose solution serves as a benchmark for subsequent
sections. We conclude in Sect. 2.2 with an interesting application to an opti-
mization transportation problem. Our main technical contributions appear in
Sect. 3 where we study the Fence Patrolling Problem in a distributed setting
and where robots have only primitive capabilities. First, in Sect. 3.1 we opti-
mally solve Fence Patrolling with 2 primitive robots. In the same section, we
also develop the main ideas we built upon for patrolling with an arbitrary num-
ber of robots. Then, in Sect. 3.2 we introduce a generic distributed solution
for patrolling with primitive robots. Our solution induces a complex dynamical
system, whose analysis is the main focus of the remaining sections. Section 3.3
proposes a technical and highly non-trivial analysis of the dynamics of primi-
tive robots, and concludes with an efficient and analytic algorithm for deciding
whether the system of robots converges to an optimal solution. Finally, Sect. 3.4
studies restricted, yet natural families of primitive robot collections that have the
potential of inducing dynamic systems that converge to stable and optimal solu-
tions. With non-trivial and technical arguments, we conclude by showing that
special families of three and four primitive robots do solve the Fence Patrolling
problem optimally.

2 Fence Patrolling Using Centralized Algorithms

In this section we give the general, centralized algorithm generating optimal
patrolling schedules for the Fence Patrolling Problem for any number of robots.
Subsequently, we show how to solve optimally the Scheduling with Regular Deliv-
ery problem.
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2.1 The Optimal Centralized Algorithm

The high level idea of the optimal algorithm (Algorithm1 below) is to carefully
divide the unit interval into subsegments, and to make each robot operate only
in the subsegment associated with it. In particular, robot ri is associated with a
subsegment of size proportional to piwi

pi+wi
. Each robot zigzags between the end-

points of its subsegment patrolling in one direction and walking in the opposite
direction. As the following lemmata indicate, the subsegments are chosen so
that the idle time for all points is the same, except from points patrolled by two
robots. A formal description of algorithm follows.

First we calculate the idleness of the proposed algorithm.

Lemma 1. The idleness I1 of Algorithm1 satisfies I1 = 1/
∑n

i=1
1

1/pi+1/wi.

Proof. As σj , j = 0, . . . , n, is an increasing sequence, each robot rj operates
within the subsegment [xj−1, xj ], for j = 1, . . . , n, having interior disjoint with
all other subsegments. Consider any index j and any point x ∈ [xj−1, xj ]. Denote
by t∗ a time when rj is in the patrolling state and rj(t∗) = x. Before rj visits
x in patrolling state the next time, it has to traverse from x to xj−1 patrolling
followed by walking the subsegment [xj−1, xj ] and patrolling from xj to x. The
time needed for this equals

Algorithm 1 . Centralized Schedule.

Input: n robots R with associated walking and patrolling speeds wi, pi, i = 1 . . . , n,
respectively.

Output: Schedule of R
1: Let σj =

∑j
i=1

1
1/pi+1/wi

for j = 1, . . . , n
2: for j = 1, . . . , n do
3: Place robot rj at initial position xj = σj/σn

4: repeat forever
5: In patrolling state, move (left) at speed pj until reaching point xj−1

6: In walking state, move (right) at speed wj until reaching point xj

x − xj−1

pj
+

xj − xj−1

wj
+

xj − x

pj
= (xj − xj−1)

(
1
pj

+
1
wj

)
=

1∑n
i=1

1
1/pi+1/wi

Next we show that within certain time windows, robots’ walked distance
cannot be much less than their patrolled distance.l

Lemma 2. Let D > 1 be the distance patrolled by robot ri during some time
interval. Then in the same time interval ri must walk distance at least D − 1.

Proof. Suppose, by symmetry, that ri can patrol only in the right-to-left (i.e.
negative) direction of the interval. The difference between the initial and the
final position of the robot equals to R − L, where L denotes the sum of the
lengths of its left-to-right moves and R denotes the sum of the lengths of its
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right-to-left moves. Observe that R − L ≤ 1. As the total patrolling distance is
at most R and the total walking distance is at least L we have the claim of the
lemma.

We are now ready to prove that the Algorithm1 is optimal.

Theorem 1. Algorithm1 produces a patrolling schedule with optimal idleness.

Proof (of Theorem 1). Consider any algorithm A and its idleness IA. It is suffi-
cient to show, that for any ε > 0 there exists a time interval T = [t∗, t∗ + I1 − ε]
during which some point of the segment is not patrolled by any robot. Let κ be

an integer such that κ >
∑n

i=1
1/wi

1/pi+1/wi

ε
∑n

i=1
1

1/pi+1/wi

. Consider any time interval K of size

= κIA. We prove that K must contain interval T with the property from the
claim made above.

Let di denote the distance traversed by ri while patrolling during interval
K. As each point of the segment must be patrolled at least κ times during time
interval K we have

∑n
i=1 di ≥ κ. By Lemma 2 we have di

pi
+ di−1

wi
≤ κIA, hence

di ≤ κIA+1/wi

1/pi+1/wi
. Therefore

κ ≤
n∑

i=1

di ≤ κIA
n∑

i=1

1
1/pi + 1/wi

+
n∑

i=1

1/wi

1/pi + 1/wi

and

IA ≥ 1∑n
i=1

1
1/pi+1/wi

−
∑n

i=1
1/wi

1/pi+1/wi

κ
∑n

i=1
1

1/pi+1/wi

≥ 1∑n
i=1

1
1/pi+1/wi

− ε

This proves Theorem 1.

Note that due to Lemma 1, it follows that almost all points of the seg-
ment have the same idle time (with the exception of the endpoints of sub-
segments which may be alternately visited by two robots). From Algorithm1,
it follows that each robot ri operates solely inside a subsegment of size

1
1/pi+1/wi

/
∑n

i=1
1

1/pi+1/wi
, for i = 1, . . . , n. By scaling down the consideration

to the idle time of 1 we easily obtain:

Corollary 1. The patrolling range of robot ri having patrolling speed pi and
walking speed wi equals 1

1/pi+1/wi
. The patrolling range of a set of robots equals

the sum of their patrolling ranges.

2.2 Scheduling with Regular Delivery (an Application
to Transportation)

In this section we show an interesting application of our previous findings in
Scheduling with Regular Delivery (see Sect. 1.2 for the definition). Recall that,
at a high level, the goal in this optimization problem is to maximize the flow of
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the commodity from one endpoint of the interval to the other. Intuitively, in an
optimal solution, robots should be fully synchronized, so that in particular no
robot stays idle at any moment. Interestingly, the patrolling schedule of Algo-
rithm1 has exactly this property. More specifically it is not difficult to see that
since every point within each subsegment has the same idle time, robots are fully
synchronized and return to their initial configuration/positioning with a period
of I1. Robots that move in patrolling mode should be understood as carriers of
a commodity unit, while they are in walking mode if no commodity is carried.
Also, when robots meet at the endpoints of a subsegment, they exchange the
commodity that one of them is carrying. Note that within period I1, every robot
carries one unit of flow between the endpoints of its subsegment.

Proposition 1 below shows formally that the idleness of Algorithm1 is the
optimal value for the problem of Scheduling with Regular Delivery.

Proposition 1. The solution (i.e., the optimal time interval) of the problem
concerning Scheduling with Regular Delivery for the set of robots R equals I1 -
the idleness of Algorithm1.

Proof. The discussion above explains how a patrolling schedule corresponds to
a feasible delivery schedule for Scheduling with Regular Delivery, in which the
flow equals I1. Next we argue that every delivery schedule with flow I also
corresponds to a patrolling schedule with idle time I.

Indeed, consider some delivery schedule with flow I. That is, for every k, during
any time interval (kI, (k + 1)I] a new item is delivered to point 0. Consider an
arbitrary point of the unit interval. Then it must be the case that at least one
robot passes over that point at least once, carrying one unit of the commodity,
between the time interval (kI, (k + 1)I]. Consider now a patrolling schedule in
which robots patrol instead of carrying a commodity unit, and walk whenever no
commodity units are carried (in the corresponding directions, respectively). The
correspondence guarantees that the idle time of that point is no more than I.

3 Fence Patrolling with Distributed Robots

In this section we consider the case when the collection of patrolling robots acts in
a distributed way (see Sect. 1.2 for the model). We are interested in an algorithm
having the same idleness as the one of the optimal centralized algorithm even
if our robots are very weak. For notational reference we will assume that there
exist two motionless robots r0 and rn+1 (i.e. w0 = p0 = wn+1 = pn+1 = 0),
positioned at the left and right endpoint, respectively. This way every robot ri,
for i = 1, . . . , n, bounces at its left or right neighbor. We have the following
lemma.

Lemma 3. For any collection R of robots there exists a centralized algorithm
producing an optimal schedule in stable configuration, in which the robots behave
according to the bouncing rule.
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Proof. Consider the partition of the unit interval as in line 1 of Algorithm1.
By Corollary 1 each robot executing Algorithm 1, within the same time interval,
independently covers a segment subinterval proportional to its patrolling range.
It is then possible to reschedule the robots’ starting times so that each robot
arrives at the left endpoint of its subinterval exactly at the same time as when its
left neighbor arrives at the right endpoint of its interval, resulting in a meeting.

We will attempt to design a distributed algorithm producing robots trajecto-
ries converging to a schedule of a stable configuration of robots. The task seems
of special interest, given that robots are assumed to be oblivious and silent.

3.1 Distributed Optimal Schedule for Two Primitive Robots

The purpose of this section is to demonstrate that two primitive robots can
optimally solve the Fence Patrolling Problem.

Let Iopt be the optimal idleness of the offline schedule for two robots. We
design an algorithm, for which for any ε > 0 there exists a time t∗, such that in
every time interval [t, t+Iopt+ε], with t ≥ t∗, each point of the segment is visited
by some robot. Obviously, using such weak robots, it is impossible to design an
algorithm which achieves optimal idle time only after some finite time of their
operation. This would need robots capable of recognizing the parameters of the
environment (e.g. patrolling and walking speeds of robots, distance traveled,
time between collisions, etc.). Since robots react only when colliding with each
other, or when they reach one endpoint (as if they do not know when collisions
will occur or where the endpoints are) we slightly abuse standard terminology
and we call our algorithm online.

We show that Algorithm 2 is the optimal one, i.e. its idleness equals the
idleness of the optimal offline Algorithm 1. The first critical observation is that
collision points converge to a stable configuration.

Lemma 4. The sequence of collision points of Algorithm2 converges to the point
1
p2

+ 1
w2

1
p1

+ 1
w1

+ 1
p2

+ 1
w2

.

Algorithm 2 . Online Schedule for Two Robots.

Input: Two robots r1, r2 placed at the two segment endpoints
Output: Schedule of R
1: Both robots start in patrolling state moving towards each other.
2: Each robot switches state and direction when colliding either with the other robot

or with an endpoint.

Proof. Suppose that the two robots following the schedule produced by Algo-
rithm2 meet at a point x, 0 < x < 1. Suppose also that before the meeting both
robots were in the patrolling state and moving towards each other. We show first
that the next meeting occurs at a point x′ such that
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x′ = −
1

w1
+ 1

w2
1
p1

+ 1
p2

x +
1
p2

+ 1
w2

1
p1

+ 1
p2

(1)

Indeed, as p1 < w2 and p2 < w1 no robot can be caught from behind by
another one, while walking along the segment. Consequently, both robots reach
the segment endpoints and they restart patrolling while moving towards each
other, eventually colliding at x′. As both robots spend the same time while
traveling from x to x′ (cf. Fig. 1) we have x

w1
+ x′

p1
= 1−x

w2
+ 1−x′

p2
. Therefore

x′
(

1
p1

+ 1
p2

)
= −x

(
1

w1
+ 1

w2

)
+ 1

p2
+ 1

w2
. We see from Identity (1) that x′ =

−Ax + B where

A :=
1

w1
+ 1

w2
1
p1

+ 1
p2

, B :=
1
p2

+ 1
w2

1
p1

+ 1
p2

. (2)

If x1 is the initial collision point then we see that the kth collision point satisfies
the recurrence xk = −Axk−1 + B. This yields a geometric series from which
it follows that xk = (−A)kx0 + B 1−(−A)k

1+A . Since A < 1 as k → ∞ we get

xk → B
1+A =

1
p2

+ 1
w2

1
p1

+ 1
w1

+ 1
p2

+ 1
w2

which completes the proof.

0 1

p1

w1

w2

p2

t

xx′

Fig. 1. Two robots r1, r2 start by patrolling in opposite directions. They first collide
at a point x and they both change to walking. After bouncing (not necessarily at the
same time) at the endpoints of the interval [0, 1] they change to patrolling and meet
anew at point x′. The vertical line indicates time.

Our intention is to generalize the lemma above for dynamic systems with
arbitrarily many robots. Till then, we show that Algorithm2 produces the opti-
mal schedule.

Theorem 2. The idleness of the schedule of Algorithm2 equals I1 - the idleness
of the optimal schedule produced by the centralized algorithm.

Proof. It is sufficient to show that for any ε > 0 there exists a time moment t∗

such that for any t > t∗ and any time interval T = [t, t + I1 + ε] each point of
the segment is patrolled by some robot. Observe that from the start to the first
meeting point x0 robot r1 patrols the interval [0, x0], while during the same time
interval r2 patrols the interval [x0, 1]. Hence we have x0

p1
= 1−x0

p2
. Solving for x0

we get x0 = 1
p2

/
(

1
p1

+ 1
p2

)
. Observe that the distance D = |xk −xk−1| between
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the (k − 1)-th and k-th meeting points (defined in the proof of Lemma4) we
have

D =
∣∣∣∣

(
(−A)kx0 + B

1 − (−A)k

1 + A

)
−

(
(−A)k−1x0 + B

1 − (−A)k−1

1 + A

)∣∣∣∣

=
∣∣∣∣((−A)k − (−A)k−1)

(
x0 − B

1 + A

)∣∣∣∣

= |(−A)k (B − x0(A + 1)) |
= Ak(B − x0(A + 1)) (as A > 0 & (B − x0(A + 1)) > 0)

Since |A| < 1, D is converging to 0. As xk and xk−1 are on the different sides
of the convergence point B

1+A , within every time interval I1 + D
min(p1,p2)

the
entire segment is jointly patrolled by both robots. Let K be such that K ≥
logA

ε·min(p1,p2)
B−x0(A+1) and let

t∗ > (K + 1)(
1
p1

+
1
w1

+
1
p2

+
1
w2

).

As ( 1
p1

+ 1
w1

+ 1
p2

+ 1
w2

) is the time between two consecutive bounces between
robots r1, r2, after time t∗ the robots bounced at least k times. Hence (as 0 <
A < 1) for t > t∗ the idle time I(p, t) of every point p is

I(p, t) ≤ I1 +
D

min(p1, p2)
= I1 +

Ak(B − x0(A + 1))
min(p1, p2)

≤ I1 + ε,

which proves the theorem.

Observe that Algorithm 2 works even if the robots do not necessarily start
their respective schedules at the same time. Indeed, because pi < wj , i, j = 1, 2,
when the second robot wakes up and starts patrolling it cannot meet the robot
which started first while this robot is in the walking state. Therefore the robots
meet when they are both in the patrolling state and the subsequent meetings
converge to the same point as before.

A Suboptimal Schedule
Note that, when robots start walking rather than patrolling, their subsequent
meeting points do not converge. This follows from the proof of Theorem2, as in
this case, the critical value of quantity A = 1/p1+1/p2

1/w1+1/w2
> 1 (the roles of patrolling

and walking speeds are swapped in the equation for x′). On the other hand if
one robot starts in the walking state while the other one in the patrolling state
the convergence is possible in at most one of the two symmetric cases, depending
which among the two values 1/p1 + 1/w2 or 1/w1 + 1/p2 is larger. In particular,
when 1/p1 + 1/w2 = 1/w1 + 1/p2 (e.g. in the case of identical robots) the
meeting points alternate between two symmetric positions on the segment and
the idleness is clearly suboptimal (cf. Fig. 2).
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0 1x(0) = x(2)x(1)

p1

w1

w2

p2

Fig. 2. Two robots r1, r2 perpetually alternate between x(0) and x(1) (r1 starts by
patrolling and r2 by walking). Here w1 = 5, p1 = 3 1

7
, w2 = 10, p2 = 4.

3.2 Distributed Schedule for n Primitive Robots

In this section we propose a distributed solution for an arbitrary number of
primitive robots that induces an interesting dynamic system, which we analyze
in subsequence sections.

As observed for the case of two robots, the convergence was attested if the two
robots were colliding always in the patrolling state. For more than two robots
this condition can no longer be guaranteed as all but two robots collide with
both neighbors. We begin our analysis by proposing Algorithm3, an intuitive
distributed schedule that assumes the bouncing rule, i.e. that robots can respond
to bounces by flipping their moving state (e.g. from walking to patrolling) and
their moving direction. Moreover, as in our setting robots will start walking
simultaneously at the same segment endpoint we naturally assume that pi �= pj

(and that wi �= wj), otherwise identical robots would always stay together and
only one of them would contribute to the patrolling algorithm.

Algorithm 3 . Distributed Schedule for Many Robots.

Input: A collection R of robots with distinct patrolling and walking speeds
Output: Schedule of R
1: All robots start from the rightmost endpoint of the interval, in patrolling state

moving right-to-left.
2: Each robot switches state and direction while colliding with the other robot or with

an endpoint.

As all robots patrol in the same direction and they change states only when
meeting we can conclude with the following:

Observation 3. Algorithm 3 produces a dynamic schedule with Regular Deliv-
ery, for a given set of robots.

Notice that our algorithm defines a complex dynamical system of memoryless
robots moving back and forth in an interval. The analysis of the system dynam-
ics is very complicated, given that robot collisions might occur either between
robots moving in opposite directions, or in the same directions (i.e. a collision
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may happen from behind). In what follows we analyze the dynamics under the
assumption that we have one type of collisions, which as we shall see in the next
subsections naturally arise by restricting the configuration of the robot speeds
to what we later call monotone speeds.

We call the dynamical system that arises from Algorithm 3 regular if colli-
sions occur only between robots that move in opposing directions, and therefore
collisions happen only between a robot that is in patrolling state moving right-
to-left and a robot in walking state moving left-to-right. We are interested in
answering whether regular dynamical systems converge to a stable configura-
tion, and whether this configuration has optimal idle time. Below we propose a
highly efficient algorithm for verifying whether a regular dynamical system has
this property (for any number of robots). Then we answer this question in the
positive for up to 4 robots, under the assumption that speeds satisfy a natural
condition.

3.3 Regular Systems Dynamics of Primitive Robots

Dynamic systems of primitive robots induced by Distributed Algorithm3 are
highly complex and difficult to analyze. The purpose of this section is to provide
a deep and technical analysis of the dynamics of regular systems. We conclude the
section by proposing a highly non-trivial algorithm for deciding convergence of
primitive robots in a stable configuration (where robots eventually move within
disjoint subintervals).

Notice that in every dynamical system, and at every point in the time horizon,
robots will appear on the interval in the same order. We rename the robots so
that robot i + 1 is always to the right of robot i, after they develop according
to Algorithm 3. Below we denote by xi

t the point in the interval where robots
ri, ri+1 bounce for the t-th time. The purpose of the next lemma is to predict
points xi

t. The reader may view it as the analogue of (part of the proof of)
Lemma 4 that dealt with only two robots.

Lemma 5. In a regular system we have
(

1
pi+1

+
1
wi

)
xi

t+1−
(

1
pi

+
1
wi

)
xi−1

t+1 =
(

1
pi+1

+
1

wi+1

)
xi+1

t −
(

1
pi

+
1

wi+1

)
xi

t

Proof. First we claim that xi−1
t < xi

t, i = 1, . . . , n, and that robots ri−1, ri

bounce at xi−1
t before ri, ri+1 bounce at xi

t. Indeed, let τ(xi
t) denote the time of

this bounce. Note that robot r1 (while patrolling) bounces first at the origin and
on its way back (now walking) bounces with robot r2 (which is patrolling). After
robot r2 bounces with robot r1, it begins walking and eventually bounces with
robot r3 which moves in opposite direction and is patrolling, etc. This reasoning
shows that xi−1

1 < xi
1, i = 1, . . . , n as well as that ri−1, ri bounce for the first

time before ri, ri+1 do. Since the system is regular, each robot alternates its
bounces between both neighbors ri−1, ri+1 which is sufficient to conclude the
claim.
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t

pi

wi

pi+1

wi+1

wi+1

pi+1

pi

wi

xi−1
t+1 xi

t xi
t+1 xi+1

t

Fig. 3. Two time consecutive bounces between robots ri, ri+1.

Next observe that between time τ(xi
t) and τ(xi

t+1) robot ri−1 first patrols
right-to-left the interval [xi−1

t+1, x
i
t] then it walks left-to-right the interval

[xi−1
t+1, x

i
t+1]. During the same time interval ri first walks left-to-right the interval

[xi
t, x

i+1
t ] then it patrols right-to-left the interval [xi

t+1, x
i+1
t ] (see Fig. 3). Com-

paring both times we get
xi
t−xi−1

t+1
pi

+
xi
t+1−xi−1

t+1
wi

= xi+1
t −xi

t

wi+1
+ xi+1

t −xi
t+1

pi+1
. Regrouping

terms implies the lemma.

We can rewrite the recurrence in Lemma 5 in a more concise matrix form.
Define the following (n − 1) × (n − 1) matrices A,B and vector c ∈ R

n−1:

A =

⎛

⎜
⎜⎜
⎜
⎜
⎜⎜
⎝

1/p2 + 1/w1 0 0 . . . 0 0
−1/p2 − 1/w2

1/p3 + 1/w2 0 . . . 0 0
0 −1/p3 − 1/w3

1/p4 + 1/w3 . . . 0 0
...

...
...

. . .
...

...
0 0 0 . . . 1/pn−1 + 1/wn−2 0
0 0 0 . . . −1/pn−1 − 1/wn−1

1/pn + 1/wn−1

⎞

⎟
⎟⎟
⎟
⎟
⎟⎟
⎠

B =

⎛

⎜⎜
⎜
⎜
⎜⎜
⎜
⎝

1/p1 + 1/w2 −1/p2 − 1/w2 0 . . . 0 0
0 1/p2 + 1/w1 −1/p3 − 1/w3 . . . 0 0
0 0 1/p3 + 1/w4 . . . 0 0
...

...
...

. . .
...

...
0 0 0 . . . 1/pn−2 + 1/wn−1 −1/pn−1 − 1/wn−1

0 0 0 . . . 0 1/pn−1 + 1/wn

⎞

⎟⎟
⎟
⎟
⎟⎟
⎟
⎠

cT =
(
0 0 . . . 0 1/pn + 1/wn

)
.

Theorem 4. Consider a regular dynamical system of n robots (produced by
Algorithm3) and let A,B, c be the matrices defined in equations above. If the
moduli (norms) of all eigenvalues of the matrix A−1B are less than 1, then the
schedule of Algorithm3 converges to a schedule in stable configuration which is
also optimal (w.r.t. to centralized algorithms). In particular, for every ε > 0,
after Θ (log 1/ε) bounces (iterations) of any pair of neighboring robots the idle
time I3(p, t) is such that I3(p, t) ≤ (1 + ε) 1∑n

i=1
1

1/pi+1/wi

.
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Proof. Let Xt ∈ R
n−1 be the vector

(
x1

t , . . . , x
n−1
t

)T
, where xi

t is the bouncing
point of robots ri, ri+1 for the t-th time. Then the recurrence of Lemma 5 can
be rewritten in matrix form as AXt+1 + BXt = c. From this, we derive that

Xt = (−1)t
(
A−1B

)t
+

(
I + A−1B

)−1
(
I − (−1)−1

(
A−1B

)t
)

A−1c.

Next consider the eigenvalue decomposition A−1B = QΛQT , where Q is an
orthogonal matrix. Then

(
A−1B

)t = QΛtQT , and since limt→∞ Λt = 0 as all
eigenvalues have norm less than 1, we conclude that limt→∞ Xt exists, i.e. the
sequence converges to X∗ =

(
I + A−1B

)−1
A−1c = (A + B)−1c and the conver-

gence is linear. From the definition of the recurrence, it follows that the schedule
of Algorithm 3 converges to the schedule S which is in stable configuration X∗.

By Corollary 1 which, in view of Lemma 3, applies also to stable configura-
tions the patrolling range of the collection of robots equals

∑n
i=1

1
1/pi+1/wi

and
by the rate of convergence, after Θ (log 1/ε) bounces of neighboring robots, the
idle time is already no more than than (1 + ε) 1∑n

i=1
1

1/pi+1/wi

.

Note that already Theorem 4 suggests a numerical method for checking
whether the dynamical system arising from Algorithm3 converges or not; given
patrolling and walking speeds pi, wi, first compute matrix A−1, and then calcu-
late all eigenvalues of A−1B and verify that their norm is less than 1. Matrix
inversing can be done explicitly and efficiently, say by Gauss-Jordan elimination
or by LU decomposition. Finding however the eigenvalues of the non-Hermitian
matrix A−1B is at least as difficult as finding the roots of high degree poly-
nomials. In light of Abel’s impossibility theorem, one has to rely on numerical
methods to verify that the moduli of the eigenvalues of A−1B are indeed less
than 1. In fact, a number of sophisticated numerical methods have been proposed
to efficiently find eigenvalues of special families of matrices.

We depart from this approach, and in contrast to numerical methods, we
propose an explicit, symbolic and efficient algorithm for verifying the precondi-
tion of Theorem 4 without explicitly computing the eigenvalues of A−1B. Our
strategy is to first give an explicit expression of A−1, which in turn will allow
us to calculate the characteristic polynomial of A−1B. Finally, we invoke a pow-
erful theorem that characterizes the range of polynomial roots (without finding
them), and that can be exploited algorithmically.

We begin by calculating the characteristic polynomial of A−1B, which will
be useful also in subsequent subsections. Note that for a group R of n robots,
the characteristic polynomial of A−1B is of degree n− 1. Also, any r × r leading
principal minor A−1B can be computed from the r × r leading principal minors
of A,B, which only depend on robots 1, . . . , r + 1. In fact the r × r leading
principal minor A−1B is exactly the critical matrix whose eigenvalues determine
the convergence of Algorithm 3 for input robots 1, . . . , r+1. So, we are motivated
in denoting by Dr(λ) the characteristic polynomial of the r × r leading principal
minor A−1B (i.e. Dn−1(λ) = |A−1B − λI|). We choose to abbreviate Dr(λ) by
Dr. The next lemma provides two alternative recursive relations for Dr (each will
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be convenient in different arguments) that allow us to compute Dn−1, and will be
also used later to establish convergence for special cases of robots. For notational
convenience, we introduce the following abbreviations for some expressions that
involve speeds wi, pi, and that appear in the definition of matrices A,B:

ai :=
1

pi+1
+

1
wi

, bi :=
1

wi+1
+

1
pi

, di := − 1
pi+1

− 1
wi+1

,

With that notation, matrices A,B are written as

A = diag (ai)i=1,...,n−1 − L-diag (di−1)i=2,...,n−1

B = diag (bi)i=1,...,n−1 − U-diag (di−1)i=2,...,n−1

where by L-diag and U-diag we denote the low and upper diagonal matrices of
dimension (n − 1) × (n − 1) and entries as indicated placed below and above the
main diagonal, respectively.

Lemma 6. For the characteristic polynomials Dr, the following equivalent
recurrences hold for all r ≥ 2

Dr = (αr − λ) · Dr−1 +
r−2∑

t=1

⎛

⎝αt+1 ·
r∏

j=t+2

βj

⎞

⎠ · Dt +
b1
a1

r∏

j=2

βj , (3)

Dr =
(

br

ar
− λ

)
Dr−1 +

c2r−1

ar−1ar
λDr−2 (4)

where αi := bi
ai

− d2
i−1

ai−1ai
, βi := d2

i−1
ai−1ai

. and with initial conditions D1 = b1
a1

−
λ, D0 = 1.

Proof. Define the (n − 1) × (n − 1) matrix K whose elements are

A−1
ij := (−1)i+j

∏i−1
t=j dt

∏i
r=j ar

, if j ≤ i

and is 0 otherwise. We claim that A−1 = K.
Indeed, note that by definition of A, we have that (AK)i,j =

∑n−1
k=1

Ai,kKk,j = Ai,i−1Ki−1,j + Ai,iKi,j . So, when j < i, we have

(AK)i,j = di−1(−1)i+j−1

∏i−2
t=j dt

∏i−1
r=j ar

+ ai(−1)i+j

∏i−1
t=j dt

∏i
r=j ar

= (−1)i+j−1

∏i−2
t=j dt

∏i−1
r=j ar

(
di−1 − ai

di−1

ai

)
= 0.

Second, it is much easier to see that (AK)i,j = 0 if j > i. And finally, we have

(AK)i,i = ai(−1)2i 1
ai

= 1,
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concluding that A−1 = K as promised (note also that K is a lower triangular
matrix).

Therefore, for the so-called Hessenberg matrix A−1B (as it has zero entries
above the first subdiagonal) we have that

(
A−1B

)
ij

=
n−1∑

k=1

Ki,kBk,j = (−1)i+j

⎛

⎝bj

ai

i−1∏

t=j

dt

at
− dj−1

ai

i∏

t=j

dt−1

at−1

⎞

⎠

if i ≥ j − 1, and 0 otherwise, with the understanding that d0 = 0.
The following interesting relation holds for the entries of A−1B, that is useful

in finding the characteristic polynomial of the matrix.

(
A−1B

)
i,j

= −di−1

ai

(
A−1B

)
i−1,j

, ∀i > j. (5)

Next we introduce D′
r to denote a small variation of Dr. D′

r is the determinant of
the same principal minor of A−1B−λI (up to entry (r, r)) with the only difference
that the entry (r, r) is replaced by

(
A−1B

)
r,r

, instead of
(
A−1B − λI

)
r,r

.
With this notation, we can evaluate

∣∣A−1B − λI
∣∣ by expanding the determi-

nant with respect to the entries (n − 1, n − 1) and (n − 2, n − 1). Using Eq. (5),
we observe that

Dr =
(

br

ar
− d2r−1

ar−1ar
− λ

)
Dr−1 +

d2r−1

ar−1ar
D′

r−1, (6)

D′
r =

(
br

ar
− d2r−1

ar−1ar

)
Dr−1 +

d2r−1

ar−1ar
D′

r−1, (7)

where the recurrence ends at D1 = b1
a1

− λ and D′
1 = b1

a1
. Repeated substitution

of (7) to (6) and some direct calculations imply recurrence (3). Recurrence (4)
is obtained from (3) by subtracting two consecutive terms of the sequence Dr.

Notice that Lemma 6, and in particular Eq. (4), allows us to calculate the
characteristic polynomial Dn−1 of A−1B by performing no more than Θ(n2)
arithmetic operations (additions, multiplications and divisions) between speeds
pi, wi. Next we give an efficient algorithm for deciding whether the moduli of the
roots of an arbitrary polynomial f : R 
→ R are all less than 1. Our intention is
to run Algorithm 4 with input Dn−1, i.e. the characteristic polynomial of A−1B.

Theorem 5. A set of n robots R for which the output of Algorithm3 gives
a regular dynamical system converges to a stable configuration if and only if
Algorithm4 outputs YES on input Dn−1. As a result, convergence can be decided
in Θ(n2) arithmetic operations.

Proof. By Theorem 4, the regular dynamical system converges to a stable con-
figuration if and only if all eigenvalues of A−1B have moduli less than 1. The
characteristic polynomial of A−1B can be computed in Θ(n2) many operations,
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Algorithm 4 . Decide Convergence.

Input: A polynomial f : R �→ R of degree t of the form
∑t

i=0 γiλ
i

1: Set γ
(0)
i = γi, for i = 0, . . . , t.

2: For j = 0, . . . , t−1 and for k = 0, . . . , j+1 compute γ
(j+1)
k = γ

(j)
0 γ

(j)
k −γ

(j)
n−jγ

(j)
n−j−k.

3: Compute δj+1 := γ
(j+1)
0 =

(
γ
(j)
0

)2
−
(
γ
(j)
n−j

)2
for j = 0, . . . , t − 1.

Output: YES if and only if δ1 < 0 and δj > 0 for j = 2, . . . , t.

as a corollary of Lemma 6. Clearly, Algorithm 4 requires no more than Θ(n2)
arithmetic operations. Therefore, we can decide convergence in Θ(n2) arithmetic
operations as long as we can show that Algorithm 4 correctly decides whether
the input polynomial f has all its roots (real or complex) strictly inside the unit
circle.

Correctness of Algorithm 4 is an immediate corollary of Theorem 42,1, p.
150 in [29]: “Set Δr =

∏t
j=1 δj , , r = 1, . . . , t and suppose that k many of the

products Δr are negative, and the remaining t − k of them are positive. Then
f has exactly k roots strictly inside the unit circle, exactly t − k roots strictly
outside the unit circle (and hence no roots on the unit circle).”

3.4 Monotone Robot Collections, and Convergence

In this section we demonstrate some special families of primitive robots that can
solve Fence Patrolling optimally. The analysis even of the restricted families of
three or four robots remains surprisingly technical and non-trivial.

Our technical results of Sect. 3.3 on regular dynamical systems raise the ques-
tion whether such systems exist. A natural family of robots is when either the
sum or the product of patrolling and walking speeds is constant for all robots or
when some constant “power” of a robot may be used for improving its patrolling
ability at the expense of its walking ability. In such a collection of robots, all
patrolling speeds are dominated by the walking speeds, and the non-increasing
order of patrolling speeds is the inverse order of that of the walking speeds. We
make the definition formal.

Definition 1. The collection R of n robots is called monotone if for i, j =
1, . . . , n: 1) pi < wi, 2) pi �= pj, and 3) pi < pj =⇒ wi > wj.

A natural example of a monotone collection of robots is one where each robot
i independently decides how to distribute it’s energy e, which is the same for all
robots, to walking and patrolling speeds wi, pi respectively, such that wi + pi =
e. As it is observed before, a collection of robots that develop according to
Algorithm 3 preserve the order they appear on the line. Without loss of generality
we may assume that their indices are consecutive along the segment, i.e. that
wn > wn−1 > · · · > w1 > p1 > p2 > · · · > pn.

Lemma 7. Foramonotone collectionof robotsR, the dynamical system that arises
from Algorithm3 is regular (i.e. collisions occur while robots approach each other,
the left one being in the walking state and the right one in the patrolling state.)
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Proof. Initially all robots walk right-to-left until the fastest walking robot col-
lides with the left endpoint and starts walking left-to-right. Any “head on” col-
lision results in the right robot switching to patrolling left-to-right and the left
robot switching to patrolling right-to-left. So it is sufficient to prove that colli-
sions from behind never take place. Suppose to the contrary, that there exists
such a collision between a pair of consecutive robots on the segment, ri, ri+1, for
i = 1, . . . , n − 1. Obviously ri, ri+1 cannot collide when ri moves left and ri+1

moves right. If both robots move right-to-left then, by assumption, they must
be walking, and since wi < wi+1, ri cannot catch ri+1. Similarly, if both robots
move left-to-right, by assumption, they are patrolling and since pi > pi+1, ri+1

cannot catch ri.

As an immediate observation, we also obtain that

bi

ai
< 1 &

(di−1)2

ai−1ai
< 1 (8)

for all i = 1, . . . , n − 1 and i = 2, . . . , n − 1 respectively, and for all regular
collections of n robots, where ai, bi, ci are as in Lemma 6. In fact, the character-
istic polynomial Dn−1 has leading coefficient (−1)n, while it is also immediate
from (4) that the constant coefficient is

∏n−1
i=1

bi
ai

< 1. This automatically shows
that the condition δ1 < 0, of Algorithm 4, holds true for monotone collections of
robots. In fact, we conjecture that monotone collections of robots always con-
verge to a stable configuration, i.e. that δj > 0 for j = 2, . . . , n−1, but a general
proof is eluding us. Still the proof of convergence for up to n ≤ 3 robots is
possible to establish. The proof of the next proposition relies on (8).

Proposition 2. For a monotone collection of n ≤ 3 robots the schedule produced
by Algorithm3 has the optimal idleness I3 = 1/

∑n
i=1

1
1/pi+1/wi

.

Proof. We show that the conditions of Theorem 4 are satisfied. The case of 1
robot is straightforward. For n = 2 robots, the characteristic polynomial is
D1 = b1

a1
− x, which by (8) has one real root with absolute value less than 1.

Now we turn our attention to n = 3, and by (4) the characteristic polynomial
D2(λ) has the form PW (λ) := (U −λ)(V −λ)+Wλ = λ2 − (U +V −W )λ+UV ,
where U, V,W are non negative constants which by (8) are strictly less than 1.

We show that the moduli of the roots of PW (λ) are less than 1. First we
observe that P0(λ) has this property.

Case 1: If PW (λ) has real roots, then these are ρ
(W )
1,2 =

U+V −W±
√

(U+V −W )2−4UV

2
,

with the understanding that ρ
(W )
1 , ρ

(W )
2 correspond to the square root having

positive and negative sign respectively. Then we observe that ρ
(W )
1 < ρ

(0)
1 <

1, while also ρ
(W )
1 > −W/2 > −1/2 (by ignoring the positive terms). Hence

−1/2 < ρ
(W )
1 < 1. Similarly, we see that ρ

(W )
2 < (U + V )/2 < 1 (by ignoring the

negative terms). And finally note that U + V − √
(U + V − W )2 − 4UV > −W,

since (U +V +W )2 > (U +V −W )2 −4UV . Therefore, ρ
(W )
2 > (−2W )/2 = −1,

concluding that −1 < ρ
(W )
2 < 1, as well.
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Case 2: If PW (λ) has complex roots, say σ1, σ2, then it must be the case that
‖σ1‖2 = ‖σ2‖2 = σ1σ2 = UV < 1.

We now prove convergence of monotone collections of n = 4 robots by using a
refinement of monotonicity.

Definition 2. The collection R of n robots is called strongly monotone if it is

monotone and for all r we have
(

1
pr

+ 1
wr+1

) (
1
pr

+ 1
wr−1

)
>

(
1
pr

+ 1
wr

)2

.

Examples of strictly monotone robots are also common. As before, consider
a collection of robots for which the product of their speeds is invariant, say that
prww = e. Also, suppose that wr = rt for some constant t >

√
e, i.e. suppose

that walking speeds form an arithmetic progression. For such a collection of
robots we see that

(
1
pr

+
1

wr+1

)(
1
pr

+
1

wr−1

)
−

(
1
pr

+
1
wr

)2

=
e + 2r2t2

er2 (r2 − 1) t2
> 0

as promised. Also, it is easy to see that w1 > p1.
Due to the definitions of ai, bi and that of αi in Lemma 6, asking that a

collection of robots is strongly monotone is equivalent to asking that αr > 0
for every r (see (3)). This allows us to show that characteristic polynomials
associated with such robots have no negative real roots. We can now prove that
the characteristic polynomial of every strongly monotone collection of robots has
real roots less than 1 in absolute value.

Theorem 6. For every monotone (not necessarily strongly) collection of n
robots, Dr(λ) preserves sign for all λ ≥ 1. If in addition robots are strongly
monotone, then Dr(λ) preserves sign (and is actually positive) for all λ < 0. As
a result all real roots of Dr lie strictly between 0 and 1.

Proof. The less technical proof concerns the strongly monotone collections of
robots. For this consider the cone C of polynomials of the form

∑r
t=0(−1)tρtλ

t,
where ρt > 0, i.e. polynomials whose odd-degree monomial coefficients are nega-
tive, and whose even-degree monomial coefficient are positive. Clearly, any poly-
nomial p(λ) ∈ C is positive for every λ < 0 (and is actually decreasing).

We claim that for all r ≥ 0, Dr ∈ C. To that end, we first observe that
the statement is true for r = 0, 1. For any r ≥ 2, we invoke (3). Since all αi, βj

are positive reals, we can show that Dr ∈ C as long as we can verify that
(αr − λ) · Dr−1 ∈ C (the rest of summands in (3) are conical combinations of
polynomials in C). It is straightforward now to check that −λDr−1 ∈ C, hence
(αr − λ) · Dr−1 = αrDr−1 + (−λDr−1) ∈ C, as wanted.

Now we focus on a monotone (not necessarily strongly) collection of robots.
We prove by induction on r that for all λ ≥ 1, Dr is a polynomial which is

{
positive and increasing, if r is even
negative and decreasing, if r is odd
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Indeed, the statement is true for r = 1, 2. Next we turn our attention to r ≥ 3.
We have in mind to invoke (4). Now fix any λ0 ≥ 1. Note that br

ar
− λ0 < 0.

Next observe that if r is even, then Dr−1(λ0) < 0 and Dr−2(λ0) > 0, so that
Dr(λ0) > 0. Similarly, if r is odd, then Dr−1(λ0) > 0 and Dr−2(λ0) < 0, so that
Dr(λ0) < 0, exactly as wanted.

Next we show the promised monotonicity. Let’s denote by D′
r(λ) the first

derivative of Dr(λ) with respect to λ. Then we see that

D′
r(λ) = −λDr−1(λ)+

(
br

ar
− λ

)
D′

r−1(λ)+
c2r−1

ar−1ar
Dr−2(λ)+

c2r−1

ar−1ar
λD′

r−2(λ)

If r is even then we argue that D′
r(λ) > 0 for all λ ≥ 1. Indeed, we have that

−λDr−1(λ) = − · + · − = +
(

br

ar
− λ

)
D′

r−1(λ) = − · − = +

c2r−1

ar−1ar
Dr−2(λ) = + · + = +

c2r−1

ar−1ar
λD′

r−2(λ) = + · + · + = +

Since all summands of D′
r(λ) are positive, Dr(λ) is increasing.

Similarly, if r is odd, we show that D′
r(λ) < 0 for all λ ≥ 1. Indeed, we have

that

−λDr−1(λ) = − · + · + = −
(

br

ar
− λ

)
D′

r−1(λ) = − · + = −
c2r−1

ar−1ar
Dr−2(λ) = + · − = −

c2r−1

ar−1ar
λD′

r−2(λ) = + · + · − = −

Since all summands of D′
r(λ) are negative, Dr(λ) is decreasing.

In order to show that a group of strongly monotone robots converges to a
stable configuration, it remains to prove all complex roots of Dr have norm < 1;
this is the main idea behind the proof of Proposition 3.

Proposition 3. For a strongly monotone collection of n = 4 robots the schedule
produced by Algorithm3 has the optimal idleness.

Proof. (Proof of Proposition 3) Again, we show that the conditions of Theorem 4
are satisfied. When n = 4, and using (4), we can write the characteristic poly-
nomial we need to study, that has the form D3(λ) = (A3 − λ)(A2 − λ)(A1 −
λ) + λ (B2(A3 − λ) + B3(A1 − λ)), where by Ai we abbreviate bi/ai and by Bi
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we abbreviate c2i−1/ai−1ai. Next we argue that all roots of D3 have norm less
than 1. By assuming strong monotonicity, Theorem6 says that all real roots
have norm between 0 and 1. Hence, we only need to check any complex roots.
All we need to use below is that 0 ≤ Ai, Bi < 1, and this follows by assuming
simple (speed) monotonicity.

Since D3 is of degree 3, it always has a real root, call it r, and at most two
complex roots (that are conjugate to each other), say with norm ‖ρ‖. Since the
constant term of D3 is A1A2A3, it follows that ‖ρ‖ = A1A2A3

r . Next we prove that
r ≥ min{A1, A2, A3}, concluding what we need. Indeed, consider the polynomial

1

B2 + B3
D3(λ)

=
1

B2 + B3
(A3 − λ)(A2 − λ)(A1 − λ) + λ

(
B2

B2 + B3
(A3 − λ) +

B3

B2 + B3
(A1 − λ)

)

which clearly has the same roots as D3(λ). Now, the root r above is a value for
λ that satisfies the following equality

1

B2 + B3
(A3 − λ)(A2 − λ)(A1 − λ) = −λ

(
B2

B2 + B3
(A3 − λ) +

B3

B2 + B3
(A1 − λ)

)
.

The left-hand-side polynomial, which is of degree 3, has real roots A1, A2, A3,
and most importantly it is decreasing for all x ≤ min{A1, A2, A3} and for all
λ ≥ max{A1, A2, A3}. The right-hand-side polynomial is of degree 2, and has
two real roots. One of them is 0, and the other, call it r, is a convex com-
bination of A1, A3, hence we have min{A1, A3} ≤ r ≤ max{A1, A3}. More-
over, the degree 2 polynomial is negative for 0 < λ < r and positive for
λ > r, and is increasing for all λ ≥ r. Since r is in the line segment between
min{A1, A3},max{A1, A3}, it must be the case that the graphs of the two poly-
nomials intersect for some λ between min{A1, A2, A3} and max{A1, A2, A3}.
Therefore, r ≥ min{A1, A2, A3}.

4 Conclusion

In this work we introduced the study of patrolling a unit interval using two speed
robots. As it is common in the literature, we focused on the design of patrolling
schedules that minimize idleness. Our findings indicate that optimal patrolling
schedules can be achieved also by self-stabilizing collections of robots given that
certain technical conditions hold true for their patrolling and walking speeds.
This has an important implication in real-life optimization problems, e.g. in the
Scheduling with Regular Delivery we introduce, since it shows that optimality
can be achieved without the assumption of centrality, as well with primitive
robots (i.e. robots with only minimal computation power).

A number of questions relevant to the current work remain open. Recall
that we proposed some technical conditions on the robots’ speeds that are suf-
ficient for convergence of the induced dynamical systems with a limited number
of robots. Are the same conditions necessary when robots start from the same
endpoint of the interval? Is it possible to generalize the bouncing rule between
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robots that collide while moving in the same direction so that convergence is
achieved using the same conditions? Are the proposed conditions (monotonic-
ity, and strong monotonicity) sufficient for the convergence of multiple robots?
Finally, the study of other patrolling domains is interesting and can be surpris-
ingly demanding.
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Abstract. Energy efficiency is becoming an important criteria for the
inventory systems. Our aim is to explicitly integrate the energy into the
existing Inventory Routing Problem (IRP). The problem is based on a
multi-period single-vehicle IRP with one depot and several customers.
An energy estimation model is proposed based on vehicle dynamics. A
mass-flow based Mixed Integer Linear Programming (MILP) formula-
tion is presented. Instead of minimizing the distance or inventory cost,
energy minimization is taken as an objective. Benchmark instances for
inventory routing are adapted for energy estimation and experiments
are conducted. The results are compared with those of the distance/
inventory cost minimization.

1 Introduction

The Inventory Routing Problem (IRP) is developed under the Vendor Managed
Inventory (VMI) management model, where the supplier monitors the inventory
level of each retailer and acts as a central decision maker for the long-term replen-
ishment policy of the whole system. With respect to the traditional Retailer
Managed Inventory (RMI), the VMI results in a more efficient resource utiliza-
tion: on the one hand, the supplier can reduce its inventories while maintaining
the same level of service, or can increase the level of service while reducing the
transportation cost; on the other hand, the retailers can devote less resources to
monitoring their inventories while having the guarantee that no stock-out will
occur [1].

Nowadays, the inventory management is faced with a new challenge—the
sustainability. As one of the three bottom lines of sustainable supply chain man-
agement, environmental sustainability is the most recognized dimension [2]. As
shown in [3], energy costs account for about 60% of the total cost of a unit
of cargo transported on road. Since the traditional IRP concentrates solely on
the economic benefits such as transportation costs and inventory costs, there is
definitely a need to study the IRP under the energy perspective.

c© Springer International Publishing AG 2017
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Under the VMI management model, the IRP combines the inventory man-
agement, vehicle routing and scheduling. There are three simultaneous decisions
to make [4]:

1. when to serve a customer;
2. how much to deliver when serving a customer;
3. how to route the vehicle among the customers to be served.

These three decisions can be transformed for energy optimization.

1. The visiting time to a customer is adaptable. We can choose a delivery time
that is both convenient for the customers and that can also avoid rush hours,
as congestion is one of the main causes of high energy consumption and CO2

emissions.
2. Under the VMI policy, the customer demands are flexible and can be dis-

tributed in different combinations. This property allows us to determine an
optimal set of delivery quantities that is the most effective for energy use
while making sure that stock-out never happens.

3. The order of visit and the vehicle routes are to be determined. It is thus
possible to design a routing strategy that takes the roads with the least energy
costs.

Our purpose is to explicitly incorporate energy issue into the IRP. We intro-
duce an energy estimation method and propose a Mixed Integer Linear Program-
ming (MILP) optimization model that integrates energy cost into the objective
function. Our study concentrates on Decisions 2 and 3 presented above. We dis-
cuss the possible influence of distribution and routing strategy to the energy
consumption of the inventory system. The main contributions of this paper are:
(i) to propose an approach to estimate the energy consumed in the transportation
activities of inventory routing; (ii) to reformulate the IRP to explicitly incorpo-
rate the energy; (iii) to analyse the possible energy savings and the trade-offs
between energy savings, travelled distances and inventory costs.

The remainder of this paper is organized as follows: A brief literature review is
provided in Sect. 2. Section 3 gives a description of the energy estimation method,
defines the problem and presents the mathematical model. After that, experi-
mentation and results are given in Sect. 4, followed by the conclusion in Sect. 5.

2 Literature Review

In the literature, there are a lot of studies on the IRP since its origin in the year
1980s. There are also an emerging number of papers on the environmental-related
routing problems these years. However, few researchers have paid attention to
the energy IRP. In the remainder of the section, we start from a general literature
review of the IRPs and the Green Vehicle Routing Problems (GVRPs), then we
discuss the incorporation of these two categories of problems.
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2.1 Inventory Routing Problem

The IRP was first studied under the context of the distribution of industrial
gases [5]. Early studies concentrate on the impact of short-term decisions to long-
term inventory management and the combination of inventory management and
vehicle routing [6–8]. Later on, various versions of IRP come out but there is no
standard version. The IRP can be generally classified by seven criteria as shown
in Table 1 [9]. For the inventory policy, under Maximum Level (ML) inventory
policy, the replenishment level is flexible but bounded by the capacity available at
each customer. While under Order-up-to Level (OU) policy, whenever a customer
is visited, the quantity delivered is that to fill its inventory capacity. The IRP
can also be considered as deterministic, stochastic or dynamic according to the
availability of information on the demands.

Table 1. Classification of IRPs.

Criteria Possible options

Time horizon Finite Infinite

Structure One-to-one One-to-many Many-to-many

Routing Direct Multiple Continuous

Inventory policy Order-up-to level
(OU)

Maximum level (ML)

Inventory decisions Lost sales Back-order Non-negative

Fleet composition Homogeneous Heterogeneous

Fleet size Single Multiple Unconstrained

Both exact and approximative methods have been studied to solve the IRP.
In [1], an MILP formulation of the IRP is proposed and the first branch-and-cut
algorithm is developed. [10] extended the previous formulation to cases with het-
erogeneous multiple vehicles, with transshipment and also with consistency con-
straints. They also proposed a branch-and-cut algorithm. Heuristic algorithms
are widely applied in early papers, such as assignment heuristic [7], clustering
heuristic [8], and trade-off based heuristic [6]. A randomized greedy algorithm is
developed in [11] for the inventory routing with continuous moves which contains
both pick-ups and deliveries. Later papers applied a variety of metaheuristics,
such as Greedy Randomized Adaptive Search Procedure (GRASP) [12], tabu
search [13], Adapted Large Neighbourhood Search (ALNS) [14], etc. Recent
solution methods combine heuristic and mathematical programming, yielding
the so-called “matheuristic” algorithms. For example, based on the formulation
in [1], new formulations are proposed in [15]. The authors used a branch-and-cut
algorithm that adds cuts heuristically and compared the new formulations with
existing ones using a large set of benchmark instances.
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Two literature reviews are worth mentioning here. A survey of the industrial
aspects of the problem can be found in [16], and the typologies of the problem
as well as their solution methods is reviewed in [9].

2.2 Green Freight Routing

In the literature, there are a growing number of papers about the green logistics
and sustainable supply chain management.

On the transportation side, the eco-driving mechanism is developed to guide
the driver to perform the most fuel efficient operation [17], and the eco-routing
navigation systems aim to identify the most energy-efficient route for a vehicle
to travel between two points in real-time [18].

More and more researchers pay attention to the incorporation of energy into
Vehicle Routing Problem (VRP). In [19], the Capacitated Vehicle Routing Prob-
lem (CVRP) is extended with a new cost function that depends on both the
distance travelled and the load of the vehicle and this problem is defined as
the Energy Minimizing Vehicle Routing Problem (EMVRP). In [20], the Fuel
Consumption Rate (FCR), a factor depending on load, is added to the CVRP
with the objective of minimizing fuel consumption. The authors proposed a
String-model-based simulated annealing algorithm to solve the problem. They
discovered that the difference of the FCR induced by vehicle loads, the diverse
demands and uneven geographical positions of the customers can all influence
fuel cost savings. Focusing on the pollution and CO2 emission generated by
the road transport sector, the Pollution Routing Problem (PRP) is proposed to
explicitly control the Greenhouse Gas (GHG) emission of the transportation [21].
In this paper, the authors discussed the trade-offs between distance, load and
energy minimizing objectives and the influence of parameters such as vehicle
speed and load as well as customers time windows.

A detailed literature review of the GVRP can be found in [22]. In this
review, the environmental sensitive Vehicle Routing Problem is divided into
three groups: the Green-VRP for the optimization of energy consumption [19,20];
the PRP for the reduction of pollution, especially GHG emissions [21]; and the
Vehicle Routing in Reverse Logistics for the collection of wastes and end-of-life
product. It is pointed out that incorporating inventory models with PRP models
can be promising.

The vehicle emission models and their applications to road transportation
planning are reviewed in [23]. Different factors affecting fuel consumption or
vehicle emission are discussed in this paper. However, few models focus on the
energy consumed.

The first paper that incorporates environmental aspects in the IRP is a
case study from the petrochemical industry [24]. They proposed a mathemati-
cal model that integrate CO2 cost into the objective function. A multi-vehicle
inventory routing with CO2 emission is also studied in [25], where a penalty
is added if the CO2 emission of the planning route is higher than a predefined
capacity of the road. However, neither of them consider the energy estimation,
nor are the influential factors clearly exposed.
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3 Problem Statement

The problem in our study is based on a multi-period single-vehicle deterministic
IRP with one depot and several customers. The planning horizon is defined by
a set of periods. The vehicle can leave the depot only once per period. In each
period, it makes a tour around the customers that need to be refilled and returns
to the depot. Stock-out and back-orders are not allowed in this model. Instead
of the distance and inventory minimization, we take energy minimization as
objective. Both the ML and the OU policy are applied to see the influence of
different replenishment strategies to the energy consumption.

In this section, we start with the energy estimation model that explains how
to estimate the energy cost of a road segment with vehicle speed variation. Then
we present the parameters and decisions variables of the problem. Finally we
give the mathematical formulation of the problem.

3.1 Energy Estimation Model

In most of the literature related to IRP, transportation cost is represented by
the distance travelled. This is not suitable for the energy minimization because
energy is influenced by various factors as shown in Sect. 2.2. In the literature
related to energy issue, most models focus on the fuel consumption or CO2

emission and most of them depend on vehicle type. Nevertheless, with the emer-
gence of electric and hybrid vehicles, we find it more appropriate to estimate the
energy used directly. In addition, for the generality of the problem, it is impor-
tant that the energy estimation model would apply for every type of vehicles.

According to [26], travelling kinematic variation (accelerations, idle duration,
etc.) obviously affects engine load and by turns the energy consumption. Thus,
in this paper, we propose a general simple model based on vehicle dynamics.
This model would be applicable to European suburban transportation network
with short or medium distances and potentially high traffic intensity. It can give
us a gross estimation of the energy required by a vehicle on a road segment with
speed variation, independent of vehicle type or energy source.

General Parameters. Suppose a vehicle travelling from one location to
another. The path of the vehicle between two locations is supposed to be pre-
defined with an average stop rate τ , and the total distance travelled is s. So
the vehicle stops τ · s times during the trip. The coefficient of friction is a fixed
parameter μ = 0.01. The gravitational acceleration is g = 9.81m/s2. The envi-
ronmental effects of the road (wind, temperature etc.) as well as the viscosity
of air are ignored. Road slopes, denoted by the rate θ, is deduced from the dif-
ference of altitude between the origin and the destination (sin θ = Δh

s where
Δh = hend − hbegin). We consider that on the same segment of road, the vehicle
only climb or descend once. If the vehicle climbs (the destination is higher than
the origin), then θ is positive. If the vehicle descends, then θ is negative. The
only forces exerted on the vehicle are the gravity, the rolling resistance and the
traction force of the engine.
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Fig. 1. The speed variation of the vehicle with time.

In our model, the stop rate τ , i.e., the number of stops per unit of distance
is used to model the dynamics of the vehicle on a fixed segment of road. This
parameter can also represent the traffic condition on the road. More precisely,
with a traffic near free flow, τ takes a value near 0, which means that the vehicle
goes through the road fluently without any stops; however, with congestion, this
number corresponds to a higher value to indicate a frequent speed variation.
Usually τ takes a value between 0 and 4 depending on road types [27]. Moreover,
there exists an interrelationship between the distance travelled, the stop rate and
the speed and acceleration of the vehicle, which is generally explained in Sect. 4.1.

Between every two stops, the vehicle speed is supposed to follow a fixed pat-
tern of variation—acceleration, uniform speed movement and stop. Each time,
the vehicle speeds up from 0 to the target speed V with a fixed acceleration aacc.
It goes on at this speed for a while and then stops. The stop is supposed to be
instantaneous. This pattern is repeated τ ·s times supposing that the vehicle has
no speed at both the starting and the ending point. After each stop, it speeds
up again to the same target speed. This speed profile is shown in Fig. 1.

Energy Consumption Formula. According to knowledge of physics and
energy conservation, under the hypothesis of speed variation presented above,
the energy consumption on a segment between two locations with a distance s
can be calculated as follows:

Acceleration Phase. In this phase, the speed of the vehicle increases from 0 to
the target speed V with a constant acceleration aacc. If we note Facc the traction
force of the engine, sacc the distance travelled on the slope θ, Eacc the energy
consumed, and Pacc(t) the engine power at instant t, we have:

v(t) = aacct;
V = aacctacc;

sacc(t) =
1
2
aacct

2;
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Facc − mgμ cos θ − mg sin θ = maacc;
Pacc(t) = Faccv(t) = m(aacc + gμ cos θ + g sin θ)aacct;

Eacc =
∫ tacc

0

Pacc(t)dt.

At the end of this phase, the engine power is

P end
acc = m(aacc + gμ cos θ + g sin θ)V ;

the total distance travelled is

sacc =
V 2

2aacc
.

The total energy cost per unit of mass is:

cacc =
1
2
(aacc + gμ cos θ + g sin θ)aacct

2
acc

=
1
2
V 2 + g(μ cos θ + sin θ)

V 2

2aacc
.

Uniform-Speed Phase. In this phase, the vehicle travels in uniform speed for
a distance su. This distance is computed as the difference between the total
distance s and the total distance travelled in acceleration and deceleration. Since
the deceleration is considered to be instantaneous (sdec = 0), the total distance
travelled at uniform speed is calculated as:

su = s − τ s (sacc + sdec) = s − τ s sacc

with τ · s the total number of stops. The engine force is constant

Fu = μmg cos θ + mg sin θ = mg(μ cos θ + sin θ).

The engine power is also constant

Pu(t) = FuV = mgμV.

The total energy cost per unit of mass in the uniform phase is:

cu = g(μ cos θ + sin θ)(s − τ s sacc).

Deceleration Phase. In this phase, since we consider an instantaneous stop, the
distance sdec and the engine power Pdec is 0, the energy is lost immediately:
Edec = 1

2mV 2. The energy cost per unit of mass is

cdec =
1
2
V 2.
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Fig. 2. The power variation with time.

Summary of Energy Cost. According to the three-phase analysis of the vehicle
energy, the total energy cost per unit of mass when distance s is travelled with
stop rate τ is then:

c = cu + τ · s (cacc + cdec).

Finally, we get:
c = g(μ cos θ + sin θ)s + τsV 2

Since θ is usually a small value, we can take cos θ � 1 and sin = Δh
s , then the

energy cost would be
c = gμs + gΔh + τsV 2, (1)

which is the same result as obtained by the law of conservation of energy.
Figure 2 shows the power variation of the vehicle under the previous speed

variation. We can see that each time the vehicle speeds up, there appears a
“peak” of engine power which corresponds to a potentially high energy con-
sumption. This is also reflected by (1)—the more the vehicle stops on a road
segment (τ takes a bigger value), the higher the energy would cost. In addition,
if the vehicle climbs a mountain (Δh positive), more energy would be used.

In this way, we define cij = gμsij +gΔhij +τijsijV
2
ij the energy cost per unit

of mass from location i to location j. It is related to the distance travelled sij ,
the variation of altitude Δhij and the dynamics of the vehicle on the road as
expressed by the stop rate τij and target speed Vij .

3.2 Problem Definition

To facilitate the energy estimation, two units are used to measure inventory—
the number of components and the weight in kilograms (kg). The number of
components is used by the customers to represent their inventory levels and
to count the number of packages of delivered goods. The weight is used by
the transporters. It is the physical mass of the components transported by the
vehicle.



104 Y. He et al.

The next parts present in details the parameters and variables of the problem.
In particular, mass flow variables are introduced to link the energy estimation
and the inventory management.

General Settings for Routing. The problem is constructed on a complete
undirected graph G = {V,E}. V = {0, . . . , n} is the vertex set. It includes one
depot denoted by 0 and the customers to visit denoted by the set Vc = {1, . . . , n}.
E = {(i, j) | i, j ∈ V and i < j} is the set of undirected edges. There are T
replenishment planning periods. Each period can be a day, a week or even a
month according to the real situation. In each period, only one tour can be
performed. If a tour is presented in a period, the vehicle starts from the depot,
travels through all the customers who need to be served at this period and
returns back to the depot at the end of the period.

Three sets of decision variables zt
i , xt

ij and yt
ij correspond to routing. For each

i ∈ Vc, t ∈ T , zt
i is a binary variable indicating whether customer i is served

at period t. It equals 1 if customer i is served and 0 otherwise. Particularly,
zt
0 indicates whether the tour at period t is performed (equals 1) or not (0).

For each edge (i, j) ∈ E and each period t ∈ T , xt
ij is an integer variable

indicating the number of times that edge (i, j) is used in the tour of period t.
xt

ij ∈ {0, 1} if i, j ∈ Vc since a customer can be visited only once per period and
x0j ∈ {0, 1, 2} ∀j ∈ Vc because direct shipping is allowed between the depot and
a customer. For each arc (i, j) ∈ V × V and each period t ∈ T , variable yt

ij is a
binary variable to indicate the direction of the vehicle route. It equals 1 if the
vehicle travels from i to j at period t.

The vehicle has a capacity Q expressed in numbers of components and a mass
limit M . The empty vehicle mass, or curb weight of the vehicle is W (in kg).

Inventory Characteristics. Inventory levels at customers and depot are moni-
tored during the whole planning time horizon. They are summarised at the end of
each replenishment period. The customer demands are described as demand rates
per period. In each period, ri is the number of units of components demanded by
the customer i ∈ Vc. In particular, r0 is the number of components made avail-
able at the depot in each period. Each customer i ∈ Vc has a stocking capacity
Ci, while the depot is supposed to have an unlimited stocking capacity. hi is the
inventory storage cost per unit of component per period at customer i or the
depot.

Two variables are defined for the inventory management. The variable It
i is

the inventory level in number of components at the depot 0 or at the customer
i ∈ Vc at the end of period t. The variable qt

i is the number of components
delivered to customer i ∈ Vc during period t ∈ T .

Commodity Mass Flow. The energy cost per unit of mass for each arc (i, j) ∈
V × V is defined at the end of Sect. 3.1. If mij is the mass (kg) loaded on the
vehicle when traversing from vertex i to vertex j and W the vehicle weight(kg),
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the energy cost of the vehicle travelling from i to j is thus:

cij(mij + W ) (2)

As we can see from (2), the total energy cost is a linear function of mass. Mean-
while, the mass or the quantity of products is also an important element in the
inventory management. It is a measurement of the inventory levels. In fact, there
exists a mass flow inside the transportation network and it can serve as a bridge
linking the inventory routing and the energy optimization.

In the traditional IRP formulations presented in [15], a flow formulation exists
to model the inventory flows inside the transportation network. Our model takes
advantage of this formulation. Instead of thinking the flows in terms of number of
components, the mass of the shipped components is considered. In each period,
once we decide the mass transported on each edge of the network, we can deduce
the number of components left at each customer vertex. Or inversely, if we know
how many units of components are delivered to each customer, we can decide the
order of visits and get a mass flow in the transportation network that minimizes
the energy consumed.

In our model, variables mt
ij are defined as the mass transported by the vehicle

from i to j at period t. They are linked with the vehicle flow variables yt
ij . If the

vehicle does not go from i to j at period t (yt
ij = 0), mt

ij is equal to 0.
Figure 3 details the various flows traversing customer i at period t. The inven-

tory flow It
i and the demand ri, expressed in number of components, are asso-

ciated with the dotted arcs. They describe the variation of the inventory level
of i with time periods. The solid arcs stand for the mass of the incoming and
outgoing products (mt

ji and mt
ij respectively). They are used to estimate the

potential energy consumption, with ct
ij the energy cost per unit of mass on edge

(i, j). The weight of one unit of component in kilograms at a customer i ∈ Vc is

denoted by mi. The difference
1

mi
(

∑

j∈V \{i}
mt

ji −
∑

j∈V \{i}
mt

ij) gives the number

of components qt
i delivered to customer i during period t.

j∈V \{i}
mt

ji i, t
j∈V \{i}

mt
ij

It−1
i

Iti ri

cji cij

Fig. 3. The flows passing through customer i at period t.
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3.3 Mathematical Model

With the parameters and the variables defined in Sect. 3, the mathematical
model is explained here. The complete model can be found in the annexe.

Objectives. Two objectives are defined, one for inventory and distance opti-
mization and the other for energy optimization. Equation (3) is the traditional
objective as defined in [15]. It is the sum of the total distance travelled plus the
sum of the inventory storage costs over all the periods.

min
∑

t∈T

∑

(i,j)∈V ×V

sijy
t
ij +

∑

t∈T

∑

i∈V

hiI
t
i (3)

Equation (4) is the sum of the total energy consumed in the inventory routing
over all the periods. Note that it contains two terms: one is a flexible cost related
to the transported mass of the vehicle mt

ij , and the other is a fixed cost induced
by the vehicle curb weight W .

min
∑

t∈T

∑

(i,j)∈V ×V

cijm
t
ij + W

∑

t∈T

∑

(i,j)∈V ×V

cijy
t
ij (4)

Constraints. Compared with the basic flow formulation in [15], mass flow vari-
ables take place of commodity flow variables.

Inventory Management. Constraints (5) to (9) are for monitoring the inventory
levels of each location at each period.

It0 = It−1
0 + r0 −

∑

i∈Vc

qti ∀t ∈ T (5)

Iti = It−1
i − ri + qti ∀i ∈ Vc, t ∈ T (6)

qti ≥ Ciz
t
i − It−1

i ∀i ∈ Vc, t ∈ T (7)

qti ≤ Ci − It−1
i ∀i ∈ Vc, t ∈ T (8)

qti ≤ Ciz
t
i ∀i ∈ Vc, t ∈ T (9)

Constraints (5) and (6) ensure that the inventory levels of each station are
coherent from one period to another. The OU inventory policy is ensured by
constraints (7) and (8)—after each delivery, the inventory level of each visited
customer is fulfilled to the maximum. If we delete Constraints (7), the model
becomes one under the ML policy, where the replenishment level is flexible but
bounded by the stocking capacity of each customer. Constraints (9) ensure that
nothing is delivered to a customer i if he is not visited at a period and that
otherwise, the delivered quantity never exceeds the capacity.



Inventory Routing with Explicit Energy Consumption 107

Commodity Mass Flow Management. Constraints (10) and (11) are the mass
flow constraints.

∑

j∈Vc

mt
0j =

∑

i∈Vc

qtimi ∀t ∈ T (10)

∑

j∈V

mt
ji −

∑

j∈V

mt
ij = qtimi ∀i ∈ Vc, t ∈ T (11)

Constraints (10) ensure that at period t, the mass out of the depot is equal to
the total mass transported to all the customers. Constraints (11) ensure that for
each customer i at each period t, the quantity received is equal to the difference
between the entering and the leaving mass flow.

Vehicle Routing. Constraints (12) to (17) are typical routing constraints.

Degree Constraints

∑

j∈Vc

xt
0j = 2zt0 ∀t ∈ T (12)

∑

j∈V
j<i

xt
ji +

∑

j∈Vc
j>i

xt
ij = 2zti ∀i ∈ Vc, t ∈ T (13)

Directed Vehicle Flow
∑

j∈Vc

yt
0j = zt0 ∀t ∈ T (14)

∑

j∈V

yt
ij = zti ∀t ∈ T, i ∈ Vc (15)

∑

j∈V

yt
ji = zti ∀t ∈ T, i ∈ Vc (16)

xt
ij = yt

ij + yt
ji ∀t ∈ T, (i, j) ∈ E (17)

Constraints (12) and (13) are the degree constraints. They define the route of
the vehicle in each period. Constraints (14)–(16) restrain the direction of the
vehicle flow. They link y and z variables to make sure that in each period at
most one tour is performed and that each customer is visited at most once in
each period. Constraints (17) link variables y and x to ensure that each edge is
used at most once in each period.

Vehicle Capacity. Constraints (18) and (19) guarantee that the vehicle capacity
is never exceeded both in number of components and in unit of mass.

∑

i∈Vc

qti ≤ Qzt0 ∀t ∈ T (18)

mt
ij ≤ Myt

ij ∀t ∈ T, (i, j) ∈ V × V (19)

Constraints (19) also link the mass flow and the vehicle flow on the graph. They
make sure that the direction of the vehicle flow is the same as that of the mass
flow.
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Variable Domains. Constraints (20)–(26) are the variable domains.

0 ≤ Iti ≤ Ci, I
t
i ∈ N ∀i ∈ V, t ∈ T (20)

0 ≤ qti ≤ Q, qti ∈ N ∀i ∈ Vc, t ∈ T (21)

0 ≤ mt
ij ≤ M,mt

ij ∈ N ∀(i, j) ∈ V × V, t ∈ T (22)

zti ∈ {0, 1} ∀i ∈ V, t ∈ T (23)

xt
ij ∈ {0, 1} ∀(i, j) ∈ E, i < j, t ∈ T (24)

xt
0j ∈ {0, 1, 2} ∀j ∈ Vc, t ∈ T (25)

yt
ij ∈ {0, 1} ∀(i, j) ∈ V × V, t ∈ T (26)

All the variables take integer values. Constraints (20) ensure that the inventory
level of a customer never exceeds his stocking capacity. Constraints (21) and (22)
make sure that the vehicle capacity is never exceeded neither in terms of mass
nor in terms of units of components. Note that for variables xt

0j , since direct
routing is possible, they can be assigned with value 2.

4 Experimentation and Results

The existing IRP instances proposed in [1] are adapted for energy estimation.
The MILP model is constructed and solved using the adapted instances. An
analysis of the obtained results is presented.

4.1 Data Generation

Information on stop rates τ and vehicle target speeds V relative to the distance
is added to the benchmark instances proposed in [1]. The correlation within
these parameters is determined based on empirical data of delivery trucks on
real routes provided by [28]. The following part explains how the data set is
generated.

First, two types of road is considered—highway and national route. For each
edge between two locations, the type of road is generated randomly. The target
speed and the number of stops for different types of roads are generated using
different methods. On a highway, the maximum speed is fixed at 110 km/h, and
the number of stops is fixed at 2 stops per edge no matter how long is travelled.
On a national route, the vehicle speed is fixed at 80 km/h and the number of
stops is linearly dependent on the distance with a random error. For all types of
road, the average acceleration rate is fixed at 1.01m/s2. The instances generated
contain two categories of type proportion: one is with 2

3 edges among all the edges
defined as highway and 1

3 as national route; the other is with 1
3 edges among all

defined as highway and 2
3 as national route.

Then, a random number between 1 and 10 is generated for each customer i
to represent the mass of one unit of components mi. Vehicle weight and mass
capacity are correlated according to vehicle information provided in [29].

Last, a random number between 0 to 500 is generated as the altitude hi of
each location i.
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In total, 64 cases are generated. Each case contains 5 instances. The cases are
categorized by the number of periods (3 or 6 periods of replenishment planning),
the proportion of the inventory storage cost in relation to the transportation cost
(high or low), the inventory replenishment policy (OU or ML), the proportion
of each type of road in the whole map and the number of customers in the map.

4.2 System Settings

The model is realized in C++ with IBM R© ILOG R© CPLEX 12.6.1.0 and solved
by the default Branch-and-Bound algorithm with one thread. The operation
system is Ubuntu 14.04 LTS with Intel R© Core R© i7-4790 3.60GHz processor
and 16GB memory.

The solution process is divided into two phases. In the first phase, the objec-
tive is to minimize the combined cost of transportation and inventory as in
objective function (3). In the second phase, starting with the solution of the first
phase, the same model is solved to minimize the total energy consumption as
computed in objective function (4).

A time limit of 1800 s is set for each of the two phases. All the other settings
of CPLEX are as default. The results of both of the two phases are compared in
the next part.

4.3 Result and Analysis

Performance. The dimension of an instance is determined by the number of
periods and the number of customers. The inventory policy (OU or ML) changes
the constraint sets of the model. The combination of these three parameters
define a category of instances. Each category contains 20 instances. In Table 2,
computation time in seconds of each solution phase (“time1” and “time2”) and
the solution status within the time limit (“status1” and “status2”) are listed for
each category. The values for computation time are average values over all the
instances of the same category. If all the instances of a category can be solved
to optimality by CPLEX, the status is noted “Optimal”. If part of the instances
of a category can be solved to optimality, then the status is noted “Optimal(n)”
with a number n in parentheses indicating the number of instances solved to
optimality in this category. Otherwise, if no optimal solution is found in the
time limit by CPLEX, then the average relative gap after 1800 s of computation
is reported as the status, and the time value is noted 1800.

As we can see from Table 2, energy minimization is much more difficult to
solve than inventory and transportation cost minimization (time2� time1). This
may result from the large possible combination of the values of the mass flows.
The problem is NP since it is an extension of the VRP. It becomes more diffi-
cult as the dimension of the instances increases. For both OU and ML policies,
instances larger than 20 customers with 3 periods or 15 customers with 6 periods
can hardly be solved to optimality for energy optimization within the time limit.
The influence of the inventory policy to energy minimization is not as obvious
as in the traditional IRP.
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Table 2. Solution status and solving time.

ML policy OU policy

T n status1 status2 time1 time2 n status1 status2 time1 time2

3 5 Optimal Optimal 0.137 0.0892 5 Optimal Optimal 0.0992 0.0844

10 Optimal Optimal 1.78 1.60 10 Optimal Optimal 1.70 1.34

15 Optimal Optimal 12.5 61.5 15 Optimal Optimal 16.6 35.0

20 Optimal Optimal(13) 199 976 20 Optimal Optimal(17) 65.6 749

25 Optimal 0.084 67.01 1800 25 Optimal(12) 0.058 787 1800

30 Optimal 0.12 310 1800 30 Optimal(12) 0.10 1017 1800

35 Optimal 0.15 183 1800 35 Optimal(8) 0.15 1248 1800

40 Optimal(16) 0.17 624 1800 40 Optimal(2) 0.19 1714 1800

45 Optimal(14) 0.18 756 1800 45 0.054 0.22 1800 1800

50 Optimal(5) 0.23 1649 1800 50 0.10 0.27 1800 1800

6 5 Optimal Optimal 2.53 0.401 5 Optimal Optimal 0.489 0.465

10 Optimal Optimal 45.0 54.9 10 Optimal Optimal 29.2 55.3

15 Optimal Optimal(1) 429 1790 15 Optimal Optimal(3) 169 1630

20 Optimal(4) 0.098 1639 1800 20 Optimal(7) 0.10 1487 1800

25 Optimal(4) 0.14 1575 1800 25 Optimal(6) 0.16 1515 1800

30 0.077 0.20 1800 1800 30 0.075 0.21 1800 1800

Energy Impacting Factors. Suppose that the energy consumption in Phase
1 is noted E1 and the consumption in Phase 2 is noted E2. The energy reduction
in the following paragraphs is defined as the ratio r = E2−E1

E1
. In general, the

energy reduction can achieve 35% in average. It is at least 21% and can reach
as high as 46%.

Several factors have an impact on the energy reduction. First, the size of the
instance can influence the potential energy reduction. Larger instances tend to
induce higher energy conservation. Figure 4 shows the variation of the energy
reduction in relation with the number of customers.

Second, there exists a compromise between the inventory/distance cost and
energy cost since all the energy reduction necessitates an augmentation of dis-
tance and inventory costs whatever policy or planning horizon (see Fig. 5). And
it seems that under the configuration where there are more national routes (that
means a more variation of number of stops), this compromise becomes more
obvious.

Third, energy reduction does not mean distance minimization. Contrary to
the common belief that the shortest route is the one that minimizes the energy,
our study shows that both the distance and the vehicle weight and loads are
important for the energy consumption. The vehicle with a high load tends to
start his journey with the least energy cost road and put to the end the visit to a
customer in an area with high energy cost. For example, Fig. 6 shows the route of
the vehicle under different objectives with 3 periods and OU policy. Figure 6(a)
is the route obtained with energy minimization. The vehicle serves Customer 1



Inventory Routing with Explicit Energy Consumption 111

30.0%

32.5%

35.0%

37.5%

10 20 30 40 50

number of customers

to
ta

l e
n

er
g

y 
re

d
u

ct
io

n

Fig. 4. Number of customers and energy reduction.

ML OU

30%

40%

30%

40%

3
6

10% 20% 30% 40% 50% 10% 20% 30% 40% 50%

inventory and distance cost augmentation

to
ta

l e
n

er
g

y 
re

d
u

ct
io

n

Road Type

A1N2
A2N1
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(b) Inventory and Distance Minimization.

Fig. 6. Vehicle routes under different objectives.
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Fig. 7. Distance and energy cost under different road types.

with 65 kg products in the first period, then makes a tour by visiting customers
3(1230) → 4(766) → 5(478) → 2(280) in the second period (the number in
the parentheses is the mass flow on the corresponding arc), and no delivery is
done in the third period. With distance and inventory minimization (Fig. 6(b)),
the vehicle serves Customer 3 with 232 kg and 464 kg products in the first and
last period respectively, and in the second period, it visits 4(896) → 2(608) →
5(328) → 1(130). In the route given by energy minimization, only one national
route is used (the arc (3, 4)) and the maximal mass flow is distributed on arc
(0, 3) which corresponds to the minimum cost per unit of mass in this instance.
In the route given by inventory and distance minimization, however, only one
highway is used (the arc (1, 0)) and one delivery is planned in addition in period
3, which induces a lot of energy use because the vehicle weight (4000 kg) is
important in relation to the payload (464 kg).
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Fig. 8. Inventory and energy cost under different inventory policies.
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The relation between the distance and the energy is influenced by the road
type (or vehicle dynamics such as number of stops and vehicle speed). As shown
in Fig. 7, in a world with more highways (road type “A2N1” means that 2/3
arcs of all the arcs are highway and 1/3 are national route, similar for “A1N2”),
we can achieve 40% of energy reduction with at most 30% of augmentation of
distance, whereas in “A1N2” configuration, the augmentation of distance can be
as high as 60% to have an energy reduction of 35%. This confirms the fact that
a free-flow configuration is better for energy use.

Last but not least, inventory replenishment strategy can also impact the
energy reduction potential of an inventory routing system (See Fig. 8). Under
ML policy, inventory change to save energy is higher than under OU policy,
since ML policy is more flexible than OU policy.

5 Conclusions

Energy consumption is an important aspect in both economical and ecological
view. It becomes more and more important with the sustainable requirement of
the inventory systems. We address the combination of inventory management,
vehicle routing and energy minimization and propose a new mass-flow based
formulation of the IRP with explicit energy consumption. This formulation uses
an energy estimation methods depending on vehicle dynamics (speed) and road
characteristics (stop rate per kilometre and slope). This estimation gives us an
energy cost function that is linear to the total mass. In this formulation, the
mass is added as a decision variable and the energy cost function is considered
as an objective. Our first experimentation shows that there is a great potential
in improving the energy efficiency in the inventory routing.

Various parameters can have an impact on the energy consumption. From
the transportation aspect, vehicle speed and number of stops are important. The
improvement of energy can be higher on a road with congestion. On the inven-
tory management side, inventory strategy can influence the energy consumption.
Under the condition that no customer is in stock-out, the ML policy provides
much more flexibility for energy minimization than the OU policy.

Further works include modelling of traffic networks, so that different traffic
conditions as well as vehicle speed levels could be considered in the decision
process. More data are needed from the real world to accomplish this work.

The inventory routing model needs to be improved to better control the time
and quantity of each delivery. In fact, the traditional IRP is very aggregated in
terms of inventory levels and delivery time since all the inventory monitoring
is summarized in periods. In reality, however, there are two time scales for the
routing and inventory management. It is in small scale (minutes or hours) for
the vehicle routing because traffic conditions can change in a day, while for the
inventory management it is in large scale (days or months) according to the real
application. The model should incorporate these two time scales so that there is
no loss of information.

Heuristics are being studied to speed up the computation. Especially with
realistic data, larger number of customers or longer decision periods is common.
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The extension of the problem to a multi-objective one is also a promising track
of study.
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Appendix

The energy minimizing IRP mathematical model with OU inventory policy is
presented below.

min
∑

t∈T

∑

(i,j)∈V ×V

cijm
t
ij + W

∑

t∈T

∑

(i,j)∈V ×V

cijy
t
ij

It
0 = It−1

0 + r0 −
∑

i∈Vc

qt
i ∀t ∈ T

It
i = It−1

i − ri + qt
i ∀i ∈ Vc, t ∈ T

qt
i ≥ Ciz

t
i − It−1

i ∀i ∈ Vc, t ∈ T

qt
i ≤ Ci − It−1

i ∀i ∈ Vc, t ∈ T

qt
i ≤ Ciz

t
i ∀i ∈ Vc, t ∈ T

∑

j∈Vc

mt
0j =

∑

i∈Vc

qt
imi ∀t ∈ T

∑

j∈V

mt
ji −

∑

j∈V

mt
ij = qt

imi ∀i ∈ Vc, t ∈ T

∑

j∈Vc

xt
0j = 2zt

0 ∀t ∈ T

∑

j∈V
j<i

xt
ji +

∑

j∈Vc
j>i

xt
ij = 2zt

i ∀i ∈ Vc, t ∈ T

∑

j∈Vc

yt
0j = zt

0 ∀t ∈ T

∑

j∈V

yt
ij = zt

i ∀t ∈ T, i ∈ Vc

∑

j∈V

yt
ji = zt

i ∀t ∈ T, i ∈ Vc

xt
ij = yt

ij + yt
ji ∀t ∈ T, (i, j) ∈ E

∑

i∈Vc

qt
i ≤ Qzt

0 ∀t ∈ T

mt
ij ≤ Myt

ij ∀t ∈ T, (i, j) ∈ V × V

0 ≤ It
i ≤ Ci, I

t
i ∈ N ∀i ∈ V, t ∈ T
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0 ≤ qt
i ≤ Q, qt

i ∈ N ∀i ∈ Vc, t ∈ T

0 ≤ mt
ij ≤ M,mt

ij ∈ N ∀(i, j) ∈ V × V, t ∈ T

zt
i ∈ {0, 1} ∀i ∈ V, t ∈ T

xt
ij ∈ {0, 1} ∀(i, j) ∈ E, i < j, t ∈ T

xt
0j ∈ {0, 1, 2} ∀j ∈ Vc, t ∈ T

yt
ij ∈ {0, 1} ∀(i, j) ∈ V × V, t ∈ T
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Abstract. In this article we cover two problems that often farmers have
to face. The first one is to generate a partition of an agricultural field into
rectangular and homogeneous management zones according to a given
soil property, which has variability in time that is presented by a set of
possible scenarios. The second problem assigns the correct crop rotation
for those management zones defined before. These problems combine
aspects of precision agriculture and optimization with the purpose of
achieving a site and time specific management of the field that is consis-
tent and effective in time for a medium term horizon. Thus, we propose
a two-stage stochastic integer programming model with recourse that
solves the delineation problem facing a finite number of possible scenar-
ios, after this we propose a deterministic crop planning model, and then
we combine them into a new two-stage stochastic program that can solve
both problems under ucertainty conditions simultaneously. We describe
the proposed methodology and the results achieved in this research.

Keywords: OR in agriculture · Stochastic programming · Management
zones · Crop planning · Precision agriculture

1 Introduction

In agriculture, spatial variability of the soil properties is a key aspect in yield
and quality of crops. In fact, one of the problems in precision agriculture con-
sists in dividing the field into site specific management zones, which based on a
soil property such as: pH, organic matter, phosphorus, nitrogen, crop yield, etc.
Delineating rectangular zones into zones relatively homogeneous allows better
agricultural machines performance and eases the design of irrigation systems,
being also important to consider the zones size and the total amount of man-
agement zones from the field partition.

The problem of defining management zones in presence of site specific vari-
ability has been studied in [6], where an integer programming model for deter-
mining rectangular zones is defined, this problem considers spatial variability
of an specific soil property and choose the best field partition. The main idea
c© Springer International Publishing AG 2017
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is to define homogeneous management zones to optimize the use of inputs for
crops. The model is solved by the complete enumeration of the variables, thus
it is possible only to solve small and medium size instances due to the prob-
lem is NP-hard. To deal with this problem, a column generation algorithm was
proposed in [3] which allows to efficiently solve large instances of the problem.

Recently, this previous problem has been applied for irrigation systems design,
see [9] where linear programming is used as one of the methods for delineat-
ing management zones. Other methods for delineation are classified as clustering
methods, see [12,13,17], but their major drawback is the resulting fragmentation
of the zones, because these methods generate oval shaped and disjoint zones.

On the other hand, there is an important problem related to choose the cor-
rect crop planning in these management zones previously defined. This problem
has been studied in [2], where a hierarchical scheme is shown, the first step is to
define de rectangular zones and the second step is to define the correct crop to
be cultivated in each zone with a single-objective that maximize profits. Other
authors have studied this crop planning problem with multi-objective models
like in [16] where the objective is to maximize profits and minimize a monthly
irrigation planning. Within this context, the crop rotation problem rises, in these
kind of models the objective is to find an optimal set of crops for a temporal hori-
zon, it is also possible to change crops in each period. This problem is studied in
[7] where a linear problem is developed to define the optimal crop rotation plan
subject to certain ecologically-based constraints and considering that harvested
crops can be stocked but only for a limited period of time.

Although the problem of defining management zones in presence of site spe-
cific variability has been studied in previous works, to the best of our knowledge,
an important characteristic that has not been considered yet is the variability in
time of the chosen soil property. Based on cited works, first we propose a two-
stage stochastic programming model with recourse that solves field partition
problem considering the chosen soil property as a random variable which can be
modeled by a finite number of scenarios. Then we extend the previous model
by combining the field partition problem with the crop planning problem into a
new two-stage stochastic program. This is a new proposal based on the fact that
the crop yield depends directly of the soil propierties where it is cultived.

Stochastic programming is chosen in these situations because deterministic
models are not capable of adding the effect of uncertainty to the solutions. Sto-
chastic programming is based on considering random variables that are described
by a number of possible scenarios; see e.g. [4,19,20].

In the last few years, stochastic programming has been used more often in a
wide variety of applications due to its capacity of solving problems increasingly
large, thus more realistic models, see e.g. [8,22] for general applications.

In agriculture, stochastic programming has been used to solve different prob-
lems related with situations where uncertainty is a key aspect in the decision mak-
ing process. Besides delineation decision there are other important decisions to
make, as crop planning, water planning, food supply chain and agricultural raw
materials supply planning, among others. Crop planning is a decision where a crop
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pattern must be chosen for each management zone, this pattern last a specific
number of crop cycles and thus must face future weather scenarios and prices, see
[11,14,24]. Water planning is important because the need for more agricultural
production requires large amounts of water for irrigation purposes, making water
resources scarce, thus surface water resources must be allocated among farmers
and also a plan must be made for the use of this water, see [5] and [15]. Stochastic
programming is also applied in agricultural supply chain problems, as food sup-
ply chain where a growing and distribution plan must be made, and raw materials
supply where a raw material acquisition plan must be made considering that some
raw materials are seasonal, in these problems variability appears in the form of
weather conditions and product demands, see [1,23].

Within stochastic programming models exists the two-stage models with
recourse. These models recognize two types of decisions that must be made
sequentially. First stage decision or here-and-now must be made previously to
the performance of the random variables. Then, second stage decision or wait-
and-see, which must compensate the effects of the first stage decisions once the
performance of the random variables are known, due to this, the variables in
this stage are denoted as recourse variables. The goal of these models consists in
finding the optimal first stage decision that minimize total costs, defined by the
sum of the first stage decision costs and the expected costs of the second stage
decisions; see e.g. [10].

For example, in the proposed model for generating a partition, the first stage
decision chooses a field partition that minimizes the number of management zones;
these zonesmust satisfy certainhomogeneity level thatdependson theperformance
value of the sample points which are the random variables in this case. On the other
hand, second stage decision uses looseness variables that relax homogeneity con-
straints in exchange of a penalty. This penalty helps to achieve management zones
homogeneity goal while minimizes the use of the looseness variables.

In this article, problem formulation needs the generation of the total number
of potential management zones; in other words, problem solving considers the
complete enumeration of zones is known. This is feasible for small and medium
size instances as the ones used in this work, which represents a good start-
ing point to approach to this problem. Although, proposed formulation can be
extended to large instances by the application of a column generation algorithm,
but its use exceeds the purpose of the present research, see [3].

In following sections, the article is organized as follows. Section 2 details the
proposed models to solve the delineation problem, the crop planning problem and
the combined problem, from data collection to the solving process itself. After
this, in Sect. 3, results obtained by the application of proposed methodology
are presented. Finally in Sect. 4, main conclusions and future works from the
application of the model are presented.

2 Materials and Methods

As we mentioned before, this work consists in generating a field partition com-
posed by a group of management zones based on a chosen soil property which



120 V.M. Albornoz et al.

has variability in space and time, and also choosing the optimal crop plan that
minimizes the cost involved in the production horizon period. The proposed
methodology has two steps. First, the task is to model the soil property space
variability by taking samples on the field, this process must be done several times
in different periods to measure variability in time, with this data, instances are
generated. And the second step, consists on solving the problems using two dif-
ferent approaches: The first one consists in a hierarchical scheme where we define
a two-stage stochastic integer programming model for the delineation problem
that minimizes the number of management zones in its first stage and minimizes
noncompliance of the homogeneity level in the second stage, and a determin-
istic crop planning model that selects the correct crop pattern that should be
cultivated in the previously defined management zones in a certain period of
time. The second approach consists in defining a combined two-stage stochastic
model that covers both problems with the same uncertainty condition that were
considered in the stochastic delineation model.

2.1 Instance Generation

In the first step, we generate instances that will be solved by the models. To
achieve this is necessary to use specialized software as MapInfo; this software
creates thematic maps of the field that summarizes and shows spatial variability
of the soil properties measured from the sample points. This includes sample
coordinates, pH level, organic matter index, phosphorus, base sum, crop yield,
etc. As an example, Fig. 1 shows two thematic maps from the same field, one
with organic matter (OM) and the other with phosphorus (P). In OM case, green
zones represent reference levels of OM, while sky blue and blue zones represent
zones with 34.8% and 3.97% above normal values of OM, also red and yellow
zones presents values with 6.06% and 3.97% under normal OM values. On the
other hand, in P case sky blue and blue zones are 27.31% and 10.34% above nor-
mal, and red and yellow zones are 13.79% and 48.27%, respectively. Both maps
show spatial variability of these indexes in a field, this proves the importance of
dividing the field into management zones with uniform characteristics, to apply
inputs needed in each zone through site specific farming.

Also, we need to include variability in time of the measured indexes. For that,
we use thematic map data sets from the same field for several time periods; these

Fig. 1. Organic matter and phosphorus map. (Color figure online)
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will be used either to generate the probability distribution function of the soil
property or to create different scenarios with each one of these instances. A
possible value of the random variable consist in assign a specific value to each of
the sample points on the field, i.e., the random variable is represented by a vector
that includes each one of the sample points; this vector has a finite number of
possible values. Scenario probabilities are assigned depending on the number of
instances and the time between each sampling process. It is important to notice
that a field partition is a medium term decision, i.e., this partition will last a
specific number of years and after that horizon is reached, another partition must
be set, thus the model must take into account possible changes in soil properties
during this time. This article uses only historical data for scenario creation, but
it is also valid to consider forecasts for future periods in the scenario creation
step, but this exceeds the purpose of this article.

Finally, potential management zones are generated (Z set) through an algo-
rithm that uses all sample points (S set) as inputs. As an example, in Fig. 2 there
is an instance with 42 sample point field (6 rows and 7 columns) and three poten-
tial management zones from a total of 588, each one of them has rectangular
form and includes at least one sample point.

Fig. 2. Potential management zones example.

A relationship matrix C = (csz) is created from potential zones generation,
where csz = 1 means that potential zone z includes sample point s, and csz = 0
otherwise, for every z ∈ Z, s ∈ S. Besides, index variance σ2

zω is obtained for each
potential quarter z andeach scenarioω ∈ Ω,whereΩ is the set of possible scenarios.
Both parameters are used in the model presented in the following section.

2.2 Optimization Model for the Delineation Problem

Proposed model consist in a two-stage stochastic integer programming model
with recourse. In the first stage, the problem minimizes the number of manage-
ment zones that cover the entire field. In the second stage, the problem minimizes
noncompliance of the homogeneity level using looseness variables for each sce-
nario but with a penalty cost for using them. This second stage is necessary
because field partition must be chosen before knowing random variables perfor-
mance, and it must satisfy the homogeneity constraint for any scenario, this is
achieved by minimizing the expected value of the penalty for the noncompliance
of the homogeneity level.
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Sets, parameters and variables used in the model are described below:
Sets:

Z: set of potential management zones, with z ∈ Z.
S: set of sample points of the field, with s ∈ S.
Ω: set of possible scenarios, with ω ∈ Ω.

Parameters:
csz: Coefficient that represents if quarter z covers sample point s or not.
Mω: Penalty cost per unit for noncompliance of the required homogeneity level.
nz: Number of sample points in quarter or management zone z.
pw: Probability of scenario ω.
σ2

zω: Quarter variance z calculated from the soil property in scenario ω.
σ2

Tω: Total variance of the field calculated from the soil property data in
scenario ω.
N : Total number of sample points.
UB: Upper bound for the number of management zones chosen.
α: Required homogeneity level.

Decision variables:

qz =

{
1, if quarter z is assigned to field partition
0, otherwise, z ∈ Z

hω: Looseness for the homogeneity level in scenario ω ∈ Ω.

The two-stage stochastic model with recourse is presented now:

Min
∑

z∈Z

qz +
∑

ω∈Ω

pωQ(q, hω) (1)

s.t.∑

z∈Z

cszqz = 1 ∀s ∈ S (2)

∑

z∈Z

qz � UB (3)

qz ∈ {0, 1} ∀z ∈ Z (4)
Where Q(q, hω) = MinMωhω (5)

s.t.

hω �
∑

z∈Z

[(nz − k)σ2
zω + (1 − α)σ2

Tω]qz − (1 − α)σ2
TωN (6)

hω � 0 (7)

Problems (1)–(4) correspond to the first stage decision, while (5)–(7) corre-
spond to the second stage decision. Objective function (1) minimizes the sum of
management zones chosen and minimizes the expected value of the penalty cost
for noncompliance of the required homogeneity level, these are first and second
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stage objective functions respectively. Constraint (2) is typical for set partition
models, guarantees that each sample point on the field is assigned only to one
quarter. Constraints (3) establishes an upper bound to the number of manage-
ment zones chosen to divide the field. Constraint (4) defines that quarter vari-
ables must be binary. Objective function (5) represents second stage decision
for each scenario. Constraint (6) states that a required homogeneity level must
be accomplished; this constraint is made from the linear version of the relative
variance concept and a looseness variable for each scenario. Finally, constraint
(7) states nature of second stage variables.

It is important to notice that this model, as in [6], uses an equivalent linear ver-
sion of the constraint related to the relative variance concept. However in this case,
as we have different possible scenarios, we must meet homogeneity level in each one
of these scenarios, thus we will have a relative variance constraint for each scenario.
As we have to choose only one field partition we need a way to deal with uncertainty
because otherwise we will have to choose the best field partition for worst possible
scenario in terms of relative variance. We propose to add new variables named as
looseness variables as part of the second stage decision to get a solution that con-
siders all possible scenarios, meeting the required homogeneity level in each one of
these, and without being forced to solve the problem for the worst scenario.

Constraint (6) is created from the following non-linear constraint used in [6]:

1 −
∑

z∈Z(nz − k)σ2
zqz

σ2
T [N − ∑

z∈Z qz]
� α (8)

This constraint uses relative variance concept, presented in [18], is a widely
used criteria to measure effectiveness of chosen management zones and it must
be equal or higher to a given α value, which is the required homogeneity level,
that should be at least 0.5 to validate an ANOVA test hypothesis assuming k
degrees of freedom. To create constraint (6) first we need to linearize Eq. (8)
obtaining the following expression:

(1 − α)σ2
T [N −

∑

z∈Z

qz] �
∑

z∈Z

(nz − k)σ2
zqz (9)

Then if we reorder Eq. (9) we obtain:
∑

z∈Z

[(nz − k)σ2
z + (1 − α)σ2

T ]qz � (1 − α)σ2
T N (10)

As we have a number of possible scenarios we define a relative variance con-
straint for each one of these, and also different parameters for each scenario ω:

∑

z∈Z

[(nz − k)σ2
zω + (1 − α)σ2

Tω]qz � (1 − α)σ2
TωN (11)

Here is when we add the looseness variables hω to the right side of Eq. (11):
∑

z∈Z

[(nz − k)σ2
zω + (1 − α)σ2

Tω]qz � (1 − α)σ2
TωN + hω (12)
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These variables allow the problem to choose a field partition that considers
all possible scenarios and meet all relative variance constraints by relaxing the
right side of Eq. (11) for each scenario, thus finally obtaining constraint (6). It
is important to notice that looseness variables are added to the linear version of
this constraint to have only linear constraints in the model.

2.3 Optimization Model for the Crop Planning Problem

The model presented in the previous section is capable of determine the optimal
delineation of the field considering variability in time, however, we are going
to cover a second important problem, as was mentioned before, it consists in
define what kind of crop should be cultivated for a period of time. This problem
is known as Crop Planning Problem. The proposed model is based on (Santos
et al. 2011), this model guarantees that the demand for a specific period of time
is supplied, defining a limit for the area to be used.

The sets, parameters and variables are described below:
Sets:

K: Set of potential crop rotation plans, with k ∈ K.
T : Set of periods of time, with t ∈ T .
I: Set of crops, with i ∈ I.

Parameters:
Lkz: Cost for cultivating the rotation k in the management zone
Dit: Demand for the crop i in the period t
Ak

it: Amount of crop i harvested in period t in crop rotation plan k.

Variable:

xkz =

{
1, if quarter z with crop rotation k is assigned to field partition
0, otherwise, k ∈ K, z ∈ Z

The new model is as follows:

Min
∑

z∈Z

∑

k∈K

Lkzxkz (13)

s.t.∑

z∈Z

∑

k∈K

cszxkz = 1 ∀s ∈ S (14)

∑

z∈Z

∑

k∈K

xkz � UB (15)

∑

z∈Z

∑

k∈K

Ak
itxkz � Dit, ∀i ∈ I, t ∈ T (16)

∑

z∈Z

∑

k∈K

[(nz − k)σ2
z + (1 − α)σ2

T ]xkz � (1 − α)σ2
T N (17)

xkz ∈ {0, 1} ∀z ∈ Z, k ∈ K (18)
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Objective function (13) minimizes the cost of cultivate the crop rotation k in
management zones chosen. Constraint (14) guarantees that each sample point on
the field is assigned only to one quarter and one crop rotation plan. Constraint
(15) establishes an upper bound to the number of management zones chosen to
divide the field. Constraint (16) ensures that a specific demand in each period
must be achieved for each crop. Contraint (17) assumes a minimum level for the
homogeneity level. Constraint (18) defines that management zone variables with
a crop rotation plan assigned must be binary.

2.4 Optimization Model for Field Delineation and Crop Planning
Problem

The field delineation problem was defined in the model of the Sect. 2.2, and the
deterministic crop rotation problem was proposed in the Sect. 2.3. With these
models is possible to get an answer to these two important problems separately
in a hierarchical approach. The second approach considers a new two-stage sto-
chastic programming model that determines simultaneously what is the best
field delineation and what to cultivate there, all of this under uncertainty condi-
tions due to the variability in time of the chosen soil property. Thus, using the
previous notation, we propose the combined two-stage stochastic program. The
proposed model is as follows:

Min
∑

z∈Z

∑

k∈K

Lkzxkz +
∑

ω∈Ω

pωQ(x, hω) (19)

s.t.∑

z∈Z

∑

k∈K

cszxkz = 1 ∀s ∈ S (20)

∑

z∈Z

∑

k∈K

xkz � UB (21)

∑

z∈Z

∑

k∈K

Ak
itxkz � Dit, ∀i ∈ I, t ∈ T (22)

xkz ∈ {0, 1} ∀z ∈ Z, k ∈ K (23)
Where Q(x, hω) = MinMωhω (24)

s.t.

hω �
∑

z∈Z

∑

k∈K

[(nz − k)σ2
zω + (1 − α)σ2

Tω]xkz − (1 − α)σ2
TωN (25)

hω � 0 (26)

Problems (19)–(23) corresponds to the first stage model, while (24)–(26) are
the second stage model. Objective function (19) minimizes the cost of cultivate
the crop rotation k in management zones chosen and minimizes the expected
value of the penalty cost for noncompliance of the required homogeneity level,
these are first and second stage objective functions respectively. Constraints
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(20)–(23) are the same as constraints (14)–(17). Objective function (24) rep-
resents second stage decision for each scenario. Constraint (25)–(26) states the
same condition presented in constraints (6)–(7).

3 Results

To analyze the delineation and crop planning models behavior we used one
instance for the problem, using crop yield as soil property because this index
has strong variability in time. In this instance, there are six possible scenarios,
all of them with similar probabilities, where the two latest scenarios are more
likely to occur. Chosen parameter values are:

Mω = 1.5 ∀ω ∈ Ω
UB = 40
α = 0.9
pω = 0.15 ω ∈ {1, ..., 4}
pω = 0.2 ω ∈ {5, 6}

We worked with one instance with 42 sample points, that generates 588
potential management zones. The number of potential management zones is
obtained by the formula ((n+1)n(m+1)m)

4 presented in [3], where n = 6 is the
number of sample points in length and m = 7 is the number of sample points in
width. The cultivating cost is estimated according to data sheets from analysis
in the south of Chile. The rest of the parameters are calculated from crop yield
data for each scenario.

The different models were solved with a Lenovo Thinkpad with processor
Intel Core i3-2310M 2.10 GHz with 4 Gb RAM memory by using AMPL and
CPLEX 12.4.

3.1 Instance Solving

In this Section, the results obtained from this instance are compared using the
two approaches described before.

In the hierarchical approach, first we solved two-stage model (1)–(7). The
optimal solution can be seen in Fig. 3.

Fig. 3. Optimal solution for stochastic delineation model.

Figure 3 shows the entire field and every rectangle represents a single rec-
tangular management zone. The numbers on it are the sample points. For this
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instance, the optimal solution is a plot with only 16 management zones and a
penalty value of 1.83.

Once the delineation problem is solved, the farmer can choose which crop
rotation plan is the best choice to cultivate, using the model (13)–(18), this is
how a hierachical approach works. The results are shown as follows in Fig. 4.

Fig. 4. Crop planning decision over optimal solution for stochastic model.

Now, it would be interesting to compare this solution with the result that can
be obtained after applying the combined two-stage stochastic model (19)–(26).
That model chooses a different delineation with another crop rotation plan in
each management zone, this can be seen in Fig. 5.

Fig. 5. Optimal solution for simultaneous model.

In order to compare with the previous results, this problem can also be
solved for its average scenario by using a deterministic hierarchical approach
that consists in obtaining a field delineation for the average scenario and then
evaluate this solution with the stochastic model so we can measure the penalty
cost for the noncompliance of the required homogeneity level in each one of the
scenarios, after this the crop planning model is used to obtain the crop rotation
plan for this field delineation.

The results for the delineation problem are shown in Fig. 6.

Fig. 6. Optimal solution for average scenario.

In this case, the optimal solution considers less management zones than the
previous results, creating a field partition with only seven management zones
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Fig. 7. Crop Planning decision over optimal solution for average model.

Table 1. Results from combined model and hierarchical models.

Instances models Handling cost Penalty O.F.

Hierarchical stochastic approach 340 1,831 341,831

Combined stochastic approach 37 14.562 51.562

Deterministic hierarchical approach 116 71,558 187,558

with a penalty cost equal to 0,61. Once the delineation problem is solved, we
obtain an optimal crop planning using model (13)–(18), this is shown in Fig. 7.
Finally the results are summarized in Table 1.

This table shows 4 columns, the first column shows the specific approach used
to run the instance. The second column shows the handling cost for cultivating
a rotation plan in a management zone, in other words, this represents the first
stage decision function. The third column represents the second stage decision
related to the penalty cost for the noncompliance of the required homogeneity
level using looseness variables for each scenario. Finally, the fourth columns
shows the total value for the objective function.

In this table it is importante to notice that costs and penalties in the objec-
tive function have a high increase when we use a hierarchical approach, reaching
an increase over 200%. Also, there are two importants results: the first one is
that the best choice for reducing total cost is the combined stochastic model, and
the second one is that the best approach that reduces the noncompliance penalty
cost is the hierarchical approach using the stochastic delineation decision. This
table also shows that the worst result related to the homogeneity requirements
is obtained by the hierarchical deterministic approach, this is because the aver-
age solution doesn’t consider the homogeneity requirements of each scenario
separately. In this instance was better to cultivate in the seven management
zones, proposed for average scenario delineation, than in the seventeen manage-
ment zones proposed for the stochastic model, this is because the handling cost
increase has a higher impact on the objective function than the penalty cost
increase. This could change depending on the parameter values chosen. How-
ever the best option is to solve both problems with the combined two-stage
stochastic model, this model shows significantly better results than the other
approaches. For this reason, it is important to make a decision that considers
the field delineation and the crop rotation plan simultaneously. Thus, with this
model is possible to achieve a good solution that ensures high savings and that
will improve handling work.
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4 Conclusions and Further Research

This work presents two different approaches, the first one is hierarchical app-
roach that considers a two-stage stochastic integer programming model to solve
the field delineation problem facing uncertainty conditions represented by a soil
property and a deterministic crop planning model with the objective to solve
what was the best option to cultivate in the management zones defined before.
The second approach consists in a combined two-stage stochastic model that
minimizes the cost related to cultivate a specific crop rotation at the same time
that chooses the field delineation of management zone, also considering the vari-
ability in time of the soil property. In Both approaches, models solutions define
an optimal field partition with a recourse function that considers looseness vari-
ables that help to achieve the required homogeneity level. These approaches were
applied to a real instance with 42 sample points, and it showed that the com-
bined stochastic approach is a better choice than a hierarchical approach. The
combined model minimizes handling costs related to cultivate a specific crop
rotation plan in each management zone, under uncertainy condition of the soil
properties, and the results were at least 200% more cheap than the hierarchical
approaches.

This methodology covers small size instance solving by the complete enu-
meration of all potential management zones, this also needs computation of
parameters described in Sect. 2.1 for each potential management zone. This is
not feasible for large instances due to the problem is NP-hard and the num-
ber of variables increases at an exponential rate when number of sample points
grows, thus we need more computational effort to calculate all the parameters
for each variable. To deal with this issue, we propose to design a decomposition
method for the combined two-stage stochastic model based in column genera-
tion to solve large instances without using all the problem variables. This will be
developed based on the decomposition of the deterministic version of the delin-
eation model presented in this article, see [3], because structure is similar, and
management zones can be added as columns in the algorithm as well. Also, it
would be interesting to include uncertainty in the handling costs for the crop
rotation decision.
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Abstract. In recent decades the literature aimed at supporting postgraduate
students in their PhD studies developed notoriously. This paper presents a
reflection on managing the PhD process and accomplishing the doctoral thesis,
based on this literature and the author’s PhD experience.
The contents of presentations on this topic delivered to science and engi-

neering audiences are first summarized (the latest having taken place at ICORES
2015 and 2016). Feedback from audiences is then described and the most sig-
nificant issues raised in discussions listed. The concluding remarks reflect on the
importance of disseminating this subject among the science and engineering
academic community.

Keywords: Postgraduate students � PhD thesis and process � Supporting
literature � Science and engineering

1 Introduction

Although each PhD is a unique piece of research work, there is much in common in the
PhD experience independently of the area of study. In the decade of 1990 there was an
explosion of literature directed at helping postgraduate students deal with their PhD
process. This literature influenced me greatly during my PhD studies, namely the book
by Phillips and Pugh, “How to get a PhD: A handbook for students and their super-
visors”. In recent years I have presented a reflection on the PhD process based on it,
complemented by my personal experience, to science and engineering audiences.

The aim of these presentations is to motivate students to get a perspective of the
PhD process at a higher level than their particular work, using the supporting literature
to this end. By fully understanding the PhD process, regarding both the phases of
research and the psychological stages they will go through, students can manage it in a
more professional way. They will be able to cope better with difficulties, and so benefit
from a smoother progress towards obtaining the degree.

This paper presents the reflection undertaken in the “PhD seminar” and accounts for
the reactions received, being structured as follows. Section 2 looks at the development
of the literature aimed at supporting PhD students, with particular emphasis on Phillips
and Pugh’s work, and describes how the seminar evolved. Section 3 deals with most of
the seminar contents, while Sect. 4 addresses the specific topic of thesis writing.
Section 5 presents the debate with audiences and other feedback I received. The last
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section is a final reflection on disseminating these topics among students and super-
visors towards a successful PhD experience in science and engineering.

2 The Literature Supporting the PhD Process and the PhD
Seminar

Although there were previously many good texts on the topic of academic research, the
first books aimed specifically at PhD students appeared in the decade of 1990 [3, p.21].
Titles like “How to survive your doctorate: What others don’t tell you” [6], “The
unwritten rules of PhD research” [9] and “The smart way to your PhD: 200 secrets
from 100 graduates” [1] hint that there are “secrets” the postgraduate student needs to
know to succeed in his endeavour. In fact, a quick search online shows there are dozens
of books available directed at unveiling such secrets to postgraduate students.

I was lucky to have been introduced to Phillips and Pugh’s book “How to get a
PhD: A handbook for students and their supervisors” by more advanced PhD students
at my research centre. I bought the 2nd edition (1994), read it eagerly and tried to put
the advice into practice: it had a profound effect on my PhD process. Grix says this is
perhaps the best known textbook on PhD research [3, p.22]. The 1stedition dates back
to 1987 and the most recent one was published in 2010 (5thedition), having been
translated into several languages, including Portuguese.

I find there are three strong points in this book. One is its broad scope, not focusing
in a particular area of studies. For instance, “Demystifying postgraduate research” [3] is
also an excellent reference, however it is a book written for social sciences students.
The second notable feature is the many real examples of students and supervisors, and
the problems they faced, that the book describes. Real stories are always powerful to
communicate a message and the book contains dozens of illustrative examples of
students in Architecture, Engineering, History, Biology, Physics and other fields. The
third aspect is the importance given to psychological aspects, which the real stories
come to underline.

Influenced by Phillips and Pugh’s book, as well as other references, during my PhD
studies I decided to deliver a seminar on the topic of “How to get a PhD” for the
postgraduate student community of IST (my school). Interest and feedback were very
rewarding at the time, however I did not repeat the seminar until recently, having had
the opportunity to present it in Portugal and abroad a few times in the past years. The
timeline of the seminar is as follows:

2004: IST, Lisboa, as a PhD student (postgraduate students’ community)
2012: Carnegie Mellon University, Pittsburgh(Chemical Engineering and Electrical
and Computer Engineering departments)
2012: FEUP, Porto (Electrical and Computer Engineering department)
2013: FEUP, Porto (Electrical and Computer Engineering department)
2014: LNEC, Lisboa (National Laboratory of Civil Engineering)
2015: ICORES conference, Lisboa
2016: ICORES conference, Rome
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Above, IST stands for Instituto Superior Técnico, Lisbon University, and FEUP
denotes the Faculty of Engineering of Porto University (Portugal).

The next section presents the central topics of the seminar, which deal with the
definition of a PhD thesis and the process a postgraduate student goes through to
accomplish it.

3 The PhD Process and the PhD Thesis

Completing the PhD level of studies ensures that the student has attained the highest
degree in a given field by successfully defending a piece of original research work that
contributes to expand the frontiers of knowledge in that area. The ideas presented in
this section are central points discussed by Phillips and Pugh [7] that greatly influenced
me to achieve this goal and that I selected for the seminar from the vast material in the
book. After describing them, much as they appear in these authors’ work, I will give a
personal view and interpretation, in light of my PhD experience (“my story”). The first
three aspects mentioned are the most important ones that a postgraduate student should
be aware of, as they might play a major role on how his PhD studies develop.

3.1 Most Relevant Topics (Based on Phillips and Pugh [7])

Phillips and Pugh discuss first in their book the nature of postgraduate education and
the psychology of being a postgraduate. In fact, the candidate enters the system with
the habits of an undergraduate student and leaves it as a doctor, which is a new identity.
So, this is a process where the postgraduate student needs to adjust to a new reality.

In undergraduate education, teachers develop the contents for their courses and
choose the bibliographical references, organize classes and laboratory work and give
the final exams. The student is expected to fulfill the activity program previously
established: in a word, to act in a reactive mode. In postgraduate education, it is up to
the student to manage his learning and develop his research plan, the role of the
supervisor(s) and other academics being to help the student achieve this aim. The
student has thus the responsibility of deciding what is required and should not expect
others to say what is the next thing to be done. He should discuss with the supervisor(s)
what to do, what to read, what courses to take: to act with personal academic initiative
in a proactive mode. This is indeed a very different style of operation compared to what
the student experienced in undergraduate studies.

An intelligent student who completed his undergraduate studies successfully starts
the new phase determined to make a relevant contribution to his field of studies.
Focusing on the same subject for a large period of time, while performing many
repetitive tasks and mingling in the postgraduate environment, will cause the initial
enthusiasm to fade away. This is the natural evolution in the PhD process: in the end,
the student emerges with the identity of a professional researcher. Phillips and Pugh
characterize a researcher as being confident of his own knowledge but aware of its
boundaries, someone who is able to argue his point of view with anybody regardless of
status and, when needed, express a lack of understanding with confidence, and, finally,
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someone able to assess scientific work. So, with the PhD degree the candidate is
recognized by a given scientific community to be an independent or autonomous
researcher that can supervise others in the future.

The next vital issue is the concept of thesis. Nowadays the word is used to des-
ignate the final report regarding the PhD research project, but one should link the word
to its Greek origin “thésis”, meaning “to place”: to place a view, an opinion that you
wish to argue. While the concept of thesis as a position to be defended is certainly more
familiar to students of social sciences and the humanities, I think it can be extremely
useful for science and engineering students, too. In fact, as Phillips and Pugh [7] argue,
a PhD thesis must have a clear “story line”, with all parts adding up to a coherent
argument, either in the way new data is presented and analysed or in the way existing
data is interpreted.

The third and very meaningful aspect presented by the authors is the description of
the psychological stages a PhD student will go through. Enthusiasm at first, then
isolation and increasing interest in work, up to a point where student dependence is
transferred from the supervisor to the work itself. At this stage, the need for external
approval lessens and the student increasingly relies on his own judgement of the quality
of his work. At later stages there will be boredom and even frustration, due to repetitive
tasks and the inability to do everything the student would like to do in the available
time. In the final stage, all the student can think of is finishing the thesis. Having finally
submitted it, there will be anxiety while waiting and preparing for the final exam. And
at last, when succeeding, the student will go through an exhilarating phase, with
feelings of joy and achievement and a great increase of confidence. Phillips and Pugh
[7] stress that only by being diligent, systematic and fiercely determined will a student
complete his PhD research, and those qualities are far more needed than brilliance.

Recognizing and integrating these three aspects is, in my opinion, the cornerstone
of a successful PhD experience. So, I greatly emphasize them in the seminar: to know
how a postgraduate student should act and what is expected of him; to know what are
the distinguishing features of a doctoral thesis; and to be aware of the psychological
evolution in time during the PhD.

This is then complemented by some other aspects pointed out by Phillips and Pugh
[7]. First of all, the notion that a PhD thesis must bring a contribution and that this
should be rather limited in scope: “normal science”, as opposed to paradigm or theory
shift, which are not expected to be pursued during PhD research. Disruptive contri-
butions are exciting but occur seldom; in the interim, ordinary research takes place and
should encompass the contribution of a PhD thesis.

I use the examples of Albert Einstein and Karl Marx, given by Phillips and Pugh
[7], because these two personalities are famous with any academic audience and
therefore very significant to explain this point. Although they eventually gave rise to
paradigm changes in their fields, Einstein and Marx first proved their competence as
researchers by pursuing non-disruptive topics for their PhD theses that were very
different from their later contributions: Brownian motion theory in the first case, the
theories of two Greek philosophers (not the most widely known) in the second one.

The fact that the PhD contribution should be original is another problem, which
worries students. This is explored in detail by Phillips and Pugh [7]: acknowledging
that a discussion between students and supervisors on the issue of originality may be
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lacking, they list fifteen forms of being original. Without describing the list, I raise this
key point so that the students can feel more reassured (being original may be easier
than they thought at first) and motivated to go through the list later and be better
prepared to implement original ideas in their own study.

Phillips and Pugh’s work is very rich and in the seminar I can only make reference
to a few points. Although it is of paramount importance, I do not have the time to go
into the details of the chapter “How to do research”, where the craft of doing academic
research is discussed. However, I do address the stages of research and time man-
agement issues that the authors present. Typical stages in a PhD research are:

– Addressing the field of interest and enumerating possible topics, which culminates
with the thesis proposal (this involves background theory and focal theory).

– Performing a pilot study, then full-scale data collection and data analysis (involving
data theory).

– Although writing should be on-going since the first day, the third stage involves the
final writing-up and fully developing the thesis contribution.

The student-supervisor relationship is also analysed by Phillips and Pugh. The
authors go on to describe, on the one hand, what supervisors expect of their doctoral
students, and on the other hand what students expect of their supervisors. Students
should strive to inform their supervisors honestly on the evolution of the work, but also
in a stimulating and creative way. By working on this relationship and fulfilling the
supervisors’ needs, the students can also be more successful in having their own needs
and requirements satisfied.

Finally, finding a peer support group is essential so that the student can share ideas,
emotions, the ups and downs of the process… until the final line is crossed!

3.2 My PhD Experience

Having presented these core aspects, in the seminar I explain how Phillips and Pugh’s
book, complemented by other material I read, had an influence on my PhD thesis and
process. This can be divided into influence on the scientific work, on writing habits and
on attitude. Most PhD students in science and engineering are perhaps unaware of the
strong interplay between the first two aspects.

Doing a PhD in Systems Engineering ([2], “Reactive scheduling in make-to-order
production systems: An optimization based approach”), I understood I did not have
“research questions” to be presented and answered, linked to hypothesis that had to be
tested, but rather I should present the “research gaps” in my field that justified the
study. This was clearly stated in the thesis introduction, helping to properly set the
objectives, and was discussed in detail in the final conclusion chapter. The notion of
“storyline” helped me link the chapters (seven in total) in a smooth and logical way, so
the thesis could be perceived as a coherent report on the work done.

Regarding the scientific work developed, I realized there are two crucial aspects:
the postgraduate student must know both the standards in his field of studies and the
standards of his university for a PhD thesis. Of course, it is essential to read relevant
scientific papers (as many as possible), but the appointed aspects show that this is not
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enough. Early on in the process, students should have contact with several (many) PhD
theses that are meaningful for their studies, particularly theses from the university
where the student is enrolled. Careful analysis of these works will set a standard to be
reached and become an inspiration for the student along the process.

The notion of thesis as a coherent study and the stages of the process defined by
Phillips and Pugh [7] had implications in the design of my study. The first experimental
chapter of my thesis was developed very much as a “pilot study”: given the success of
the optimization approach in this preliminary step, I then broadened its scope in
subsequent research stages. This resulted in three other experimental chapters, where
the last one compares the two types of job shop scheduling models developed (which
differ in the way the time dimension is modeled).

The second aspect mentioned (how I managed writing) will be presented in detail in
the next section. Finally, the supporting literature was also of great help in terms of
attitude: it increased my confidence and sense of independence as a postgraduate
student, which made discussions with my two advisors more fruitful for the work
progress. It taught me to appreciate the value of my research environment and peer
support group, leading me to contribute more actively to this group and also to benefit
more from it.

4 Writing the Thesis

Efficient writing is critical for a successful PhD process, also in science and engi-
neering. The seminar briefly addressed this topic, emphasizing the close link between
written language and thought, which is one of the reasons for the difficulty experienced
in writing [7]. After my ICORES 2015 presentation I was challenged to develop the
issue of “writing the thesis” for ICORES 2016, and so explored the advice on how to
become a proficient writer in the supporting literature. This section expects to motivate
postgraduate students to this essential topic.

In Phillips and Pugh [7] the theme of writing the thesis appears in the chapter “The
form of a PhD thesis” but, interestingly, in the 5thedition [8] there is an independent
chapter after that one, entitled “Writing your PhD”. The distinction is made between
“serialists” and “holists”: the former think and write sentences almost in final form
while the latter think as they write and evolve by means of successive drafts. Advice on
how to organize writing is given, where the baseline is that students have a writing
schedule of two to five hours a week and stick to it, with no interruptions. This is
especially important for students in science disciplines, many of whom prefer labo-
ratory work and tend to procrastinate writing. The authors also emphasize the need to
clearly formulate ideas in writing, which are familiar to the student but new to the
reader, and give some rules for it. Notions of the appropriate style of writing should be
acquired by reading academic journals and books in the field of studies.

Silvia [10] is an enjoyable book, rich in advice and captivating as promised by the
title “How to write a lot: A practical guide to productive academic writing”. The author
discusses and deconstructs psychological barriers that impair writing, differentiating
“binge” and “disciplined” writers. In line with the above authors, Silvia defends that it
is by keeping to a writing schedule that inspiration eventually comes and “writer’s
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block” is overcome: disciplined writing has many advantages and is the secret behind
productive academic writing. Different sorts of motivational tools are proposed to the
academic writer (postgraduate students included), which can take the form of simple
statistical tools (histograms) that compare the number of words written per day to
monitor progress.

Both Silvia [10] and Phillips and Pugh [8] mention the inspiring example of
Anthony Trollope, a Victorian novelist who managed to write 63 books (some with
more than one volume) while working full time at the post office. How did he do it? By
writing everyday from 5:30 to breakfast time!

I found particularly interesting to learn in Silvia’s book that much research has been
done on how to write, and also that several famous writers have written about the
subject. A science and engineering student may not have the time or will to go through
this literature (Silvia is a professor of Psychology…), but should acknowledge that the
process of writing is complex and worth studying in itself.

Grix [3] also offers valuable advice on writing a thesis. While acknowledging that
writing strategies depend on personal preferences and previous experiences, the author
warns postgraduate students against two mistakes: separating the writing-up phase
from the research process in general, and hanging on to work for too long. As with
Phillips and Pugh [7], in this author’s opinion writing is a continuous process that the
student ought to start as soon as he enrolls in a PhD program.

After presenting the former issues, I introduced a personal note in the ICORES
2016 seminar. Writing the thesis was definitely the hardest part of the work, compared
to developing optimization models for job shop scheduling. I estimate that more than
50% of the time during my PhD was spent writing, which comprised three different
aspects: (i) situating my work within the scientific literature (ii) presenting the work
(iii) discussing the results and drawing conclusions.

While for my MSc I first completed the work and then wrote the thesis from scratch
(and this worked fine), I knew I could not follow this approach in my PhD. So, during
my PhD research, I was always writing: taking notes from what I read, planning
meetings with my supervisors (for which I printed an agenda that handed them at start),
preparing short progress reports and, of course, writing the thesis. After the first oral
presentation of my work in a conference, I submitted it to an international journal, and
this (with adaptations) became the first experimental chapter of my thesis. Fortunately,
publication was fast and very encouraging. As the work developed, I wrote the other
three experimental chapters, which I submitted either as journal papers or conference
papers.

I found that writing continuously, in parallel with the work on optimization models,
was valuable for the development of ideas and to attain a higher-quality report (thesis).
The writing-up stage was longer and harder than I expected, and involved writing the
chapters of the introduction and conclusion and the final version of the literature
review, so as to improve the framework of the work and clearly establish its
contribution.

To conclude, the “problem of writing the thesis” for PhD students in science and
engineering is, in my opinion, not different from the problem of writing any other
document! By gaining writing habits, students will become better at presenting their
work in a way that is both effective and pleasant to read.
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5 Reaction and Feedback from Audiences

Audiences listened to the seminar attentively and engaged in stimulating discussions,
sometimes with fruitful follow-ups in individual conversations. This section summa-
rizes the main aspects highlighted in these discussions. My general impression was that
audiences in science and engineering were not very familiar with the topic of the
supporting literature, but it made sense to them. Feedback from professors was richer
because of their experience both with successful and unsuccessful PhD students.

In the debates after the seminar, the following aspects were raised:

– Doing a PhD research is a process of dealing with uncertainty and this was focused
in the seminar, following Phillips and Pugh [7] when presenting the stages of the
process. There is enormous uncertainty regarding the thesis content at start and no
uncertainty when the final report is submitted! A professor underlined this aspect,
which is inevitable, and said students should know and prepare to cope with this
situation, which is stressful in itself.

– A professor related to the psychological stages of the process and said that during
his PhD he felt actually depressed. A second aspect was that meetings with his
supervisor were scheduled in late afternoon, after a day’s work. If he was not
enthusiastic about his research and made the meetings interesting, the supervisor
would fall asleep!

– A student questioned self-help books and the presented approach as being useful,
since doing a PhD is about mastering the research process in a particular area of
studies, and this varies a lot between areas. I totally agreed with him regarding the
nature of PhD research, but added that in my view being aware of general principles
and common aspects of doing a PhD can be very helpful either as a postgraduate
student or later as a supervisor. Of course, this is no substitute for knowing how
research is done in a given field, either by taking courses and/or reading the spe-
cialized literature.

– The importance of publishing journal papers during the PhD research featured
prominently in one of the discussions. This will be addressed in detail later.

– A professor had recently had a student who was very disappointed when she
realized she probably would not find a job where the exact knowledge and tech-
niques she developed in her thesis would be applied. So, he wanted to discuss how
to motivate postgraduate students given that many, or most of them, will undergo
similar experiences.

– The problem of changing supervisors also arose. This is a tricky academic issue,
and in the end the opinion of the professor who introduced the matter was that
students wanting to change supervisors should better move to another university.

– In one of the seminars I emphasized in the discussion that the PhD process is a
human process, and so communication plays a vital role: to be successful the
student should remember that at all times and be proactive and proficient in com-
municating with his supervisor(s), as well as with the academic community.
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Later comments, either in face-to-face conversations or by e-mail, included the
issues below:

– A professor acknowledged that “knowing that nobody will tell him what to do next”
was the single most important thing the postgraduate student should be aware of.

– A student attending my first seminar at IST saw it as very positive that, as a
postgraduate student, I decided to disseminate what I learnt from reading Phillips
and Pugh’s book to the student community.

– A professor noted that, in fact, most engineering students develop their PhD theses
with no concern about the matters discussed in the seminar.

– A student who read Phillips and Pugh [8] at the start of his studies found it
especially valuable to be conscious of what can go wrong in a PhD process, from
the many concrete students’ stories presented in the book.

– A student who had received the book “Student to scholar” [5] from his funding
institution took it from the shelf and lent it to me. I read this relatively short book
with great interest, and when giving it back to the student heard him say that, after
listening to my seminar, he would pay attention to the book.

– A professor acknowledged the importance of the topic “writing the thesis”.
– A pot-doc researcher said this sort of discussion is needed to prevent students from

giving up their PhD studies (she knew of several cases, in her country).
– Finally, two professors told me, several months after the seminar, that it had an

effect on the postgraduate student community. Students recognized the importance
of discussing these issues and the presentation made them look at their PhD
research in a different way, more mature, less naïve.

At FEUP in 2012 the discussion converged to the subject of publishing journal
papers during the PhD research. In fact, starting in the decade of 2000, this has gained
importance in Portugal for PhD studies, particularly in engineering. Validation of the
work (or part of it) by the international community, as a complement to validation by
the examining committee, is highly desirable. Publishing a paper in an international
journal is a long process, while conference papers are usually easier to publish. PhD
candidates should work towards the objective of having one paper accepted in an
international journal when submitting the thesis. Of course, having more than one
paper accepted in good international journals is even better, but difficult to achieve in
the three to four year horizon of a PhD.

When concluding the seminar, and to further motivate students for these issues, I
recommend the excellent short paper by Grover [4] “10 mistakes PhD students make in
managing their program” and give out some paper copies.

6 Conclusion

By reading the currently available literature aimed at them, PhD students may
understand the PhD process at a deeper level. As a result, they can structure their
research and organize themselves better, gaining in effectiveness and self-confidence.
Such literature is rich in information, useful advice and insights. It should be read at
different stages of the PhD process, not only at the beginning, because students evolve

140 M.C. Gomes



and will benefit differently from it depending on where they stand. The book by
Phillips and Pugh [7] influenced me greatly and became the basis for the seminar
described in this paper. In my opinion, such a reflection on the PhD process is part of
postgraduate education and, beyond the PhD stage, will enable students to guide others
better in the future as supervisors.

An analysis of the literature supporting PhD students shows that these issues are far
more discussed in management and social sciences than in science and engineering.
Reaction of audiences to the PhD seminar confirmed that students and academics in
science and engineering are still not familiar with the type of reflection and the
“self-help approach” developed in such literature. However, there was evident interest
and the discussions were lively. This strengthened my belief that it is important to
disseminate this kind of literature and motivate the science and engineering world to
benefit from the general principles and advice it conveys.
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Abstract. Logistics is a highly competitive industry; large hauliers use
their size to benefit from economies of scale while small logistics compa-
nies are often well placed to service local clients. To obtain economies of
scale, small hauliers may seek to cooperate by sharing loads. This paper
investigates the potential for cost savings and problems associated with
this idea. We study dynamic scheduling of shared loads for real-world
truck haulage in the UK and model it as a dynamic pickup and mul-
tiple delivery problem (PMDP). In partnership with Transfaction Ltd.,
we propose realistic cost and revenue functions to investigate how com-
panies of different sizes could cooperate to both reduce their operational
costs and to increase profitability in a number of different scenarios.

1 Introduction

With over six thousand hauliers in the UK alone [15], competition is fierce.
Hauliers face the orthogonal demands of short notice from customers, an expec-
tation of low-cost service, and environmental sustainability concerns [12,21,24].
Because larger carriers can leverage economies of scale to benefit in routing and
scheduling, competition is getting ever stronger. If smaller carriers could work
together, they could increase scheduling efficiency, save on mileage costs, and
improve flexibility. In this paper we quantify the savings possible when carriers
outsource some of their customer consignments to other carriers, working either
independently or as a group.

As a real-world problem, there are constraints that must be satisfied, such as
vehicle capacity, soft time windows and driver working hour rules. The problem
is defined in terms of consignments which include a single pickup location and
one or more delivery locations. Consignments vary in size, and may be able to
share one delivery vehicle, to save cost. A key constraint is that each vehicle must
be unloaded in the reverse order to the loading order: deliveries from one vehicle
are constrained to a last-in, first-out (LIFO) order. Concretely, consignment A
may be interrupted by another if all of the second consignment’s deliveries are
serviced before continuing with consignment A’s deliveries. We call this a pickup
and multiple delivery problem (PMDP). This paper investigates the cost savings
which are possible if carriers distributed across a country share consignments.
c© Springer International Publishing AG 2017
B. Vitoriano and G.H. Parlier (Eds.): ICORES 2016, CCIS 695, pp. 142–160, 2017.
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2 Related Work

Research on PDPs usually concentrates on static models of small scale problems
such as servicing taxi requests, or ride sharing schemes [29] – dial-a-ride prob-
lems (DARPs). [13] present a widely accepted mathematical formulation for the
generic PDP, which they refer to as the vehicle routing problem with pickup and
delivery and time windows.

Variations of the PDP handle constraints on the number of vehicles used,
time windows on requests, capacities and number of depots. However, most of the
existing research is on static problems, in which all requests are known in advance
[4]. Exact solutions to static PDPs favour branch-and-cut-and-price algorithms
using column generation techniques, for example, [16] uses this approach to solve
a multi-depot PDP for problems with up to 55 requests. No indication is given
of whether their approach scales to larger problem sizes.

Exact solutions to dynamic problems include a variation of the column gener-
ation approach [19], used to solve DARPs of up to 96 requests, with either static
or dynamic time windows. [30] solve a PDP based on real-world logistics with
multiple carriers, vehicle types and LIFO constraints using a set partitioning
formulation containing an exponential number of columns. However, in general,
exact methods do not scale well, so heuristic and hyper-heuristic approaches
that can quickly find near-optimal solutions, have become popular for large-
scale, real-world problems. [20] provides a good overview of exact and heuristic
methods for vehicle routing problems. More recently, heuristic approaches have
been applied to scheduling with LIFO loading constraints [3,9,11].

[9] use a three phase approach. First, multiple routes are created using
a greedy randomised adaptive search procedure; next variable neighbourhood
descent (VND) applies local search to derive new solutions using a diversifica-
tion strategy derived from [26]. Finally, crossover is used to combine solutions to
form further candidate solutions. [3] use a multi-start tabu search approach that
uses Clarke and Wright savings [10] as well as two random schedule heuristics
to build seed routes. The tabu search improves solutions by repeatedly remov-
ing and re-inserting consignments, using traditional strategies to prevent cycling
and promote diversification.

Existing approaches to dynamic scheduling of PDPs (summarised in [8]) often
use a two-phase hyper-heuristic [5]: requests are first inserted into a schedule,
then optimisation is performed, either on a route that has been changed or on an
entire schedule. Research has focused on different insertion, removal and local
search operators, and on the heuristics that choose between operators at any
point. For example, [17] use neighbourhood search heuristics and ejection chains
to tackle same-day courier PDP. [22] use a double horizon approach with routing
and scheduling sub-problems to schedule similar problems of a larger size. [1] use
probabilistic information to inform their routing of a multi-period VRP.

We are concerned with efficient solution of scheduling under just-in-time
logistics, where the customer expectation is that hauliers respond quickly
to delivery requests, and where same-day delivery often attracts premium
payment rates. In the traditional approach used by small haulage companies,
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static scheduling is re-run daily. However, static scheduling cannot be used for
real-time response to orders, and does not take account of the existing sched-
ule and loading. We propose a dynamic scheduler that intelligently adapts to
incoming requests, a novel variant of dynamic PDP [5].

Our model of the PMDP is based on the generic PDP model of [13]. Our vari-
able neighbourhood descent with memory (VNDM) hyper-heuristic takes inspi-
ration from the hybrid variable neighbourhood tabu search (VNTS, [2]), which
outperforms tabu and variable neighbourhood approaches for static VRPs. A
schedule is built up by repeatedly inserting requests then performing optimisa-
tion. The strict LIFO constraint in PMDP, along with constraints such as the
vehicle capacity, makes it difficult to find improving moves in PMDP, so we
develop a descent based algorithm and local search operators tailored to PMDP,
with roots in classic VRP and PDP solutions. Once a solution has been built,
we perform optimisation whilst aiming to minimise ordering inversions within
a vehicle’s schedule, as these are unlikely to improve results in problems with
tight time windows and LIFO constraints on deliveries. Local search techniques
that affect delivery order, such as those presented by [28] and [7], and the GENI
technique [18], are unsuitable for direct use on our problem because they cause
large changes in schedule ordering.

3 Model

The PMDP is defined on a directed graph DG = (N,A) where A is the arc
set and N is the node set. Each request r is identified by (nr, lr, [tstartr , tendr ],
ttservicer ) where nr is the location, lr is the load (where the summation of pickup
load and delivery loads for a consignment is equal to zero). [tstartr , tendr ] represents
the start and end times of the arrival window respectively where the service time
ttservicer must begin (for clarity we use double letters to represent quantities). R
is the set of requests where R = P ∪ D ∪ O, P being the set of pickup-requests
and D the set of delivery-requests. O is the set of origins which are dummy
requests used to represent the multiple depot locations of the problem. The arc
between two requests r and u (that is, between nodes (nr, nu)) is the arc (r, u).
A consignment c is identified by (pc, Dc, tc) where pc is the pickup-request and
Dc = d1c , . . ., d

nc
c is the sequence of delivery-requests. Each consignment has a

received time tc, which is the time at which the order is entered in the system. C
is the set of consignments. Ak ⊂ A represents the feasible arcs for vehicle k. The
binary flow variable bruk is set to one if arc (r, u) ∈ Ak is used by the vehicle
k, and to zero otherwise. llrk is the load of vehicle k at request r and is not
fixed but dependent on the other arcs in the vehicle’s route. It is calculated as
a running sum where each request either adds to the load (pickup) or subtracts
from the load (delivery). A vehicle starts and ends its route at one of the depots
with load equal to zero.

The goal is to minimise the total cost of servicing all requests r ∈ R:

min
∑

k∈K

∑

(r,u)∈Ak

Cruk ∗ bruk (1)
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where:
Cruk = nc(nnru, llrk) + tc(ruk) + dc(ttdelayuk ) (2)

subject to the constraints in Sect. 3.1. Cruk is the cost of vehicle k servicing
(r, u), calculated using running cost estimations for a 44-tonne articulated truck
based on 2014 data from the UK Road Haulage Association (RHA) [14]. The
component costs are: nc(nnru, llrk), the cost of travelling distance nnru (the
length of arc (r, u)) with load llrk; tc(ruk), the cost of the time taken by vehicle
k to travel arc (r, u); and dc(ttdelayrk ), the cost of the penalty for arriving late at
request u. We use a stepwise function (increasing every hour) after an initial grace
period, in line with industry practice. Consignments may be either customer
orders or backhauls (post-delivery return to pickup location, for instance to
dispose of packaging), these differ only in that backhauls are usually mostly
empty loads.

3.1 Constraints

The constraints for the PMDP are laid out in Tables 1 and 2. The constraints
in Table 1 have been adapted and expanded from the formulation for the PDP
presented by [13]; Table 2 presents the additional new constraints for the PMDP.

Table 1. Adapted constraints from [13], here ≡ implies that this constraint is equiva-
lent to a constraint presented by Desaulniers et al. and ∗ implies that this constraint
has been modified for the PMDP.

≡ ∑
k∈K

∑
u∈Rk

bruk = 1 ∀r ∈ R (3)
∗ ∑

u∈Pk
bruk ∗ |Dj | − ∑

w∈Dj
brwk = 0 ∀k ∈ K, r ∈ Rk (4)

∗ Removed (5)
∗ Removed (6)
∗ Removed (7)
≡ bruk trk + ttservicer + ttru − tuk

) ≤ 0 ∀k ∈ K, (r, u) ∈ Ak (8)
∗ tstartr ≤ tend

r , tstartr ≤ trk ∀k ∈ K, r ∈ Rk (9)
∗ trk + ttservicer + ttru ≤ ruk ∀k ∈ K, r ∈ Pk, u ∈ Dr (10)
≡ bruk (llrk + lu − lluk) = 0 ∀k ∈ K, (r, u) ∈ Ak (11)
∗ 0 < lr ≤ llrk ≤ lk ∀k ∈ K, r ∈ Pk (12)
∗ lr +

∑
u∈Dr

lu = 0 ∀r ∈ P (13)
≡ lo(k) = 0 ∀k ∈ K (14)
≡ bruk ≥ 0 ∀k ∈ K, (r, u) ∈ Ak (15)
≡ bruk binary ∀k ∈ K, (r, u) ∈ Ak (16)

Constraints (3) and (4) ensure that each arc is only included once and that a
pickup and all its corresponding deliveries are handled by the same truck. Here,
|Du| is the number of delivery-requests for pickup-request u. Constraint (4) is
non-standard for the PDP and is necessary as there may be multiple delivery-
requests per pickup-request. It states that for each pickup request there exists a
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Table 2. New constraints for the PMDP.

|Pc| = 1 ∀i ∈ I (17)
|Dc| ≥ 1 ∀i ∈ I (18)
trk < tuk ∀k ∈ K, r ∈ Pk, u ∈ Dr (19)

trk < tuk ⇒ tvk < twk ∀k ∈ K, ∀r, u ∈ Pk, ∀v ∈ Du, ∀w ∈ Dr (20)∑
(r,u)∈Ak

bruk ttservicer + ttru
) ≤ ttk ∀k ∈ K (21)

bruk = 1 and that this multiplied by the number of deliveries is the same as the
number of arcs that end at each of the corresponding delivery requests. Unlike
[13], we are not interested in multicommodity flow, so we omit constraints (5)
to (7). Constraint (8), imposing total schedule duration, remains unchanged.
Constraints (9) and (10) have been modified to allow for soft time windows.
Constraints (11) to (13) specify that a pickup node must have positive load and
that deliveries must have negative load, also that the sum of pickup and delivery
loads is zero. The initial vehicle load, non-negativity and binary requirements are
the same as [13]. The following constraints have been added for the PMDP: (17)
and (18) specify that a request has exactly one pickup and may have arbitrarily
many deliveries. (19) specifies the precedence between a pickup and its deliveries
while (20) expresses the LIFO constraint. Finally, (21) specifies that the length
(in time) of any vehicles route is less than a value Ek which may be set according
to local conditions.

Minimising k, the number of vehicles used, is not considered as part of this
problem, though it is kept low as a side effect of the heuristics used. For each
truck, requests may be nested within other requests if LIFO and capacity con-
straints are not violated.

4 Solution Approach

Our PMDP solution, Like other hyper-heuristic approaches, is a two-phase
process. An initial set of routes is built using a greedy constructive heuristic and
then optimised with the variable neighbourhood descent with memory (VNDM)
hyper-heuristic. This manages a set of low level heuristics (LLHs), introduced in
Sect. 4.3.

4.1 Constructive Heuristic

As consignments enter the system dynamically and are not known in advance,
the insertion heuristic treats each consignment atomically, finding the lowest
cost insertion location across all routes for a pickup and all its deliveries (guar-
anteeing LIFO), such that no previously inserted consignment incurs a delay.
This process is a greedy exhaustive search over all potential insertion locations
and the position with the lowest cost is chosen.
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4.2 VNDM Hyper-heuristic

After the insertion of each new consignment, VNDM is used for optimisation,
running for a constant amount of CPU time. A fixed CPU time is used as there
is no need to find a global optimum when new consignments that arrive will force
changes to any schedule created. VNDM is a descent-based first-improvement
heuristic. Routes are first ordered by length, then each LLH generates a list of
potential moves. Since the majority of a schedule is unaltered after a modifica-
tion, VNDM limits revisiting parts of the search space by maintaining a record of
LLHs that give no improvement on each route (pairs of route and LLH identifiers
are stored). If a LLH fails to produce an improving move, it is added to a tabu
list. The tabu list is re-initialised when a route is subsequently modified, as a
LLH may now be able to find improvement where none was previously possible.

VNDM differs from other published PDP solution approaches in a number of
ways, notably in the choice of local moves used (specific to the PMDP), the use
of route ordering to focus the search on promising areas, and the use of a route
memory to reduce repeated searching. The search space is further reduced by
imposing distance and time limits on nodes chosen for potential moves, which
are different for each LLH and determined through extensive testing.

4.3 Low-Level Heuristics

The nature of PMDP, with strict LIFO ordering of consignments, guides our
selection of LLHs to apply to route optimisation. Since a pickup request must
occur before its delivery requests, reversing a section of a schedule and repairing
infeasible pickup / delivery ordering will significantly alter the distance of the
route. Because time windows are usually tight, increased distance may result in
significant delay in servicing requests.

In selecting LLHs to modify routes, a consignment may only be rescheduled
if the modification results in a valid schedule. A consignment may be scheduled
such that other pickups or deliveries occur between the consignment’s pickup and
final delivery, providing load and LIFO constraints are not violated. However,
if the consignment is rescheduled, the nested pickups or deliveries from other
consignments remain in the original schedule, thus allowing modifications to
undo nested consignments.

Highly disruptive LLHs that introduce partial route inversions cannot
improve our schedules as these would invalidate either the LIFO or precedence
constraints of pickups and their deliveries. This rules out LLHs such as GENI
[18] and iCROSS [6]. However, we can use the CROSS exchange of [27] (used by
[28]) as it does not reverse chains of requests. Additional LLHs, such as GENI-
PO [23], have been chosen or developed to preserve existing schedule ordering
as much as possible. By keeping the pickup and deliveries of one consignment in
the same schedule (rather than splitting the consignment across loads and using
precedence constraints), we facilitate the use of LLHs from the widely-researched
area of one-many-one VRPs [7].
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We provide four LLHs that can be applied to a single route. If a single
route operator can generate more than one resulting route, that which is least
disruptive to existing schedule ordering is used. LLHs that would reverse the
order of a chain of requests are not allowed, hence we do not use 2-Opt.

3-Opt moves one consignment to a different position in the route schedule,
whilst 4-Opt swaps the positions of two consignments in the route schedule.
Nest Consignment moves a whole consignment to a position within the delivery
schedule of another consignment, thus nesting the first consignment within the
second. Finally, Nest Two Consignments nests two consignments inside other
consignments, a useful move where single-level nesting produces no improvement.

We provide four further LLHs that operate on more than one route at a time.
GENI-PO [23] is a non-inverting variant of GENI [18]. The other three LLHs are
from [27]. Relocate moves one consignment to a valid position in a different route
schedule, which may introduce nesting. Geni-PO is a variation of relocate that
preserves as much previous ordering as possible by moving a consignment to
be geographically close to other consignments: all possible insertion position
pairs are considered to find the most improving relocation. Swap exchanges
consignments from two different routes, whilst Cross exchanges two chains of
consignments between routes, preserving the existing ordering within each chain.
Cross considers chains of all lengths when used.

Use of Local Moves. Of the eight LLHs, three consume only small amounts
of CPU time for problems of the size we study (3-Opt, 4-Opt and Nest consign-
ment), whilst the others (Nest two consignments, Relocate, Geni-PO, Swap and
Cross) are considered hard and take a significant amount of time. However, the
hard LLHs generate several orders of magnitude more potential moves than the
computationally trivial moves. There is no intuitive reason to prefer one hard
LLH to another, and there is little advantage to running more than one hard
LLH at a time. Thus, to prevent VNDM optimisation simply running out of time
whilst applying too many hard LLHs, each call of VNDM uses a neighbourhood
structure comprising the three low-CPU LLHs in the order above, then one hard
LLH, selected at random. The random selection ensures that all the hard LLHs
are used over a series of optimisations, and thus provides ample diversification.

5 Computational Results

In collaboration with Transfaction Ltd., we have access to real scheduling data
and manually-scheduled consignments for small UK hauliers (referred to as real
data). The real data are insufficient, in quantity and quality, for our scheduling
research, but provide us with indicative distributions and other information,
from which we generate larger, realistic, data sets on requests and consignments
(referred as generated data).

We generate 100 scenarios from a data set of 27,153 real-world consignments.
The scenarios are built by selecting 200 real consignments at random from this
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set and building pairs of consignments representing outbound linehaul and return
backhaul legs. Each consignment consists of at least two requests.

Initially, each haulage company (carrier) is assumed to have an unlimited
number of vehicles and is represented by a depot, randomly located within the
area encompassing the consignments. Consignments are assigned to the carrier,
from the set of carriers with the fewest consignments, that is geographically
closest to the midpoint between a consignment’s pickup and final delivery loca-
tions. Thus, the initial schedule systematically distributes consignments evenly
across many carriers. To analyse a dynamic system in silico, we use discrete
event simulation.

5.1 Discrete Event Simulation (DES)

DES [25] is used to simulate the dynamic receipt of consignment requests. In
order to add new consignments to a schedule that is already being serviced,
we keep track of simulation time (an internal representation of current time,
stored so that requests which in reality would have already happened cannot
be modified by our optimisation procedure). If the scheduled start time of any
request is before the current simulation time, it is marked as “fixed”. Additional
requests cannot be inserted before these fixed requests, and the routing of a fixed
request cannot be altered in any optimising moves.

For each experiment we simulate one dynamic scheduling week, and limit
optimisation to 5 min of CPU time. Each scenario is run 30 times, using a het-
erogeneous cluster of Intel Xeon based servers, totalling 72 cores and 120GB of
RAM. The results presented here thus represent thousands of CPU hours.

5.2 Simple Cooperative Strategies

The first set of results compares the average per request costs for five carriers,
exploring the effect on one carrier (the sample) under four different configu-
rations of cooperation with the other four carriers. All Contracted has each
consignment assigned to a specific carrier. Optimisation is only possible between
vehicles belonging to the same carrier. Out-sourcing starts with a competitive
model, but allows re-assignment of consignments from the sample to any of the
other carriers, if cost savings can be made. Out-sourcing to coop(erative) adds
the out-sourcing model for the sample carrier into a model in which the other
carriers can exchange consignments if savings can be made; the sample carrier
does not accept any additional consignments. Finally, the cooperative model ini-
tially assigns all consignments to individual carriers (as in Contracted) but allows
unrestricted re-allocation during optimisation, if cost savings are possible.

The costs presented in Fig. 1 show that for the sample carrier, an average 9%
saving can be made by out-sourcing to the four other carriers, whilst the con-
figuration that allows other carriers to also cooperate results in average savings
of nearly 14%, because the cooperation allows more efficient routing across the
carriers. If the sample carrier also cooperates in efficient scheduling, the total
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Fig. 1. Average cost for a single carrier (sample carrier) and a group of carriers (other
carriers), with four different models of cooperation.

average saving for the sample carrier rises to 18%. Cooperation is also benefi-
cial for the other carriers: accepting orders from the single carrier can produce
benefits of 3%, whilst cross-group cooperation produces savings to averaging
15%.

The results shown should drive all carriers towards cooperation. Competi-
tion favours carriers with the lowest costs; the sample carrier achieves this in
configuration 2, by outsourcing to other carriers who are not cooperating. How-
ever, rational competitors would be expected to copy this behaviour, moving
the system towards a reallocation of consignments as seen in configuration 3;
here, the competitors are cooperating, and the sample carrier is at a competitive
disadvantage. However, if all carriers cooperate, as in configuration 4, the lowest
costs for all carriers are observed.

Increasing cooperation allows a greater number of consignments to be han-
dled. Figure 2 shows that the schedule in which all carriers operate alone covers
on average less than 70% of their assigned consignments. However, the fully
cooperative model can schedule over 85% of consignments. (Note that random
scenario generation means that there is no guarantee that all consignments are
feasible given the number of carriers, their locations and that even with an infi-
nite number of vehicles, some consignments are too far apart to be serviced
whilst adhering to driver working hour rules: since we do not consider driver
sleeping arrangements and all routes must begin and end at the depot, these
consignments are impossible in our current model.)

Table 3 shows the percentage of consignments that are re-allocated from the
sample carrier in each configuration. Both out-sourcing and out-sourcing to a
cooperative allow almost two-thirds of the carrier’s consignments to be assigned
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Fig. 2. Percentage of assigned consignments serviced across the four different models
of cooperation.

Table 3. Percentage of the sample carrier’s consignments re-allocated in different
configurations.

Config Cooperation Mode Re-allocated

1 Competitive 0%

2 Out-sourcing 65.6%

3 Out-sourcing to coop 67.2%

4 Cooperative 57.2%

to others: because our scheduling algorithm minimises cost, these re-allocations
can be interpreted as being carried more cheaply, due to more efficient use of
resources, when assigned to other carriers. We are most interested in the per-
centage of consignments that are re-allocated away from the sample carrier.
When outsourcing and cooperation are combined (configuration 3), the sample
carrier’s re-assigned loads are most cost-effective, as, in this configuration, the
other carriers can also re-allocate loads among themselves (but not to the sample
carrier). In the fully cooperative model, the sample carrier’s consignments are
less cost-effectively reassigned than in other reallocation configurations. How-
ever, the overall cost-effectiveness of the 5 carriers is significantly better than in
other configurations: 62.5% of other carriers’ consignments were reallocated in
this model, leading to the reduction in cost observed for cooperation in Fig. 1.
These results also strongly support the contention that savings can accrue to
small hauliers who cooperate to carry each others’ consignments efficiently.
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5.3 More Group Configurations

We seek to further investigate the effects of different sized groups of carriers on
both cost and network capacity. Using the same 100 scenarios as investigated
previously, we now investigate how efficiently 10 carriers can service the con-
signments, split into a number of different group configurations. Cooperation is
allowed within but not between these groups. In the Competing configuration
each of the 10 carriers works independently, in the second configuration, carriers
work in Pairs. In 1 vs 3s, one carrier, the sample, is compared against 3 groups
of 3 carriers. In 5 vs 5, 3 vs 7 and 1 vs 9 the 10 carriers are divided into 2
groups of differing sizes accordingly. In the final configuration, Cooperative, the
10 carriers work together.

Competing Pairs 1 vs 3s 5 vs 5 3 vs 7 1 vs 9 Cooperative
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Fig. 3. Cost per request for different carrier group configurations.

Figure 3 confirms our earlier findings that working as a group can substan-
tially reduce costs and additionally shows that larger groups can attain bigger
cost reductions than smaller groups.

In each configuration, consignments are divided equally between groups, not
carriers, such that, for example in the 1 vs 3s configuration each group of carriers
is assigned 100 consignments out of 400 but in the 1 vs 9 configuration, each
group is assigned 200 consignments. Because of this, carrier 1 has more choice
in the 1 vs 9 configuration and can achieve slightly better results than in the 1
vs 3 s configuration, however the number of consignments that can actually be
served is dramatically reduced as can be seen in Fig. 4.
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Fig. 4. Percentage of scheduled consignments for different carrier group configurations.

Figure 4 shows again the increase in network capacity made possible through
cooperation. It is also clear that the largest savings are made quickly: just pairing
with one other carrier can increase the number of scheduled deliveries from 72%
to 80%.

5.4 Carrier Group Size

Extending our analysis, we seek to identify if there are diminishing returns for
increasing the number of carriers in a cooperative group. Figure 5 shows how both
the cost per request and the percentage of consignments scheduled improve as
the size of a cooperative group increases. Though there are linear savings evident
above 10 carriers, the majority of benefit is found between 1 and 5 carriers. These
results must be qualified by stating that our consignments cover the UK and our
carriers are randomly located across this area; since distance costs are a dominant
factor in real-world pricing; if larger distances are involved, for instance across
Europe, America or Asia, a larger number of well distributed carriers would
likely be necessary to produce these savings. These results can be thought of
more as suggesting that 10 major transport hubs is sufficient for efficient vehicle
routes in the UK.

So far, we have assumed an infinite number of vehicles at each carrier location;
in practice there will be a limited supply of vehicles at each carrier and therefore
multiple carriers in the same area would need to work together. The following
section investigates cooperation in resource constrained situations.
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Fig. 5. Cost per request and number of consignments successfully scheduled as the
number of carriers working together increases.

5.5 Competition

The experiments so far have assumed an infinite number of vehicles available for
all carriers and looked at cooperation from the assumption that all companies
work together to reduce total costs. We use the same 100 scenarios each with
10 carriers and 200 orders (assigned as before). However, companies now have
a fixed number of vehicles. If a company cannot satisfy an order assigned to it,
instead of creating additional vehicles, the customer is re-assigned to a random
company that can service it. This means that a better utilisation of assets will
lead to more customers for a given company. We also introduce a model for order
revenue, enabling us to estimate carrier profitability. We assume that companies
will not share their orders if it results in them loosing money, therefore, when
cooperation is allowed between two companies, the company originally assigned
an order always receives the profit it would make. For a different company to
fulfil this order, it must yield sufficient profit to pay off the original company
and still cover the associated delivery costs. The revenue model for an order is:

Revenue(c) = lpc

∑

r∈Dc

nnr−1,r (22)

where the revenue of consignment c is a linear function of the total distance
between all requests in the consignment multiplied by the pickup load. A com-
pany’s total profit is the revenue of all the consignments it delivers minus the
total cost of serving these, as specified in Sect. 3.



Competition and Cooperation in Pickup and Multiple Delivery Problems 155

We now consider variants of the scenarios previously investigated, but, in
each case, the number of vehicles is fixed at 40. We consider the impact of
cooperation in scenarios with different distributions of these vehicle between the
10 companies, to simulate different competitive environments.

Equally Sized Companies. First, to validate our previous findings the 10
companies are set to have equal size, with 4 vehicles each. As expected, Fig. 6
shows that cooperation increases the profitability of all companies.
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Scenario No Cooperation Full Cooperation

Fig. 6. Effect of cooperation on the total profits for ten equally sized companies.

Differently Sized Companies. The ten companies are now given different
numbers of vehicles, set to: “2, 2, 3, 3, 4, 4, 5, 5, 6 and 6” respectively. Figure 7
shows the increased profitability of the first three companies when they work
together as a cooperative assuming that all other companies continue to work
independently. Profit increases of 12–18% demonstrate that even the smallest
companies benefit from cooperation.

Looking at the group of heterogeneously sized companies in more detail,
Fig. 8 shows how company size affects both raw profitability and the benefit
of cooperation. Larger companies are able to produce more optimal routes and
service more customers, generating more profit. When all parties cooperate, the
profits for companies of all sizes increases. We can see that, as a percentage,
small companies stand to gain the most from working cooperatively, with gains
of up to 50%. Compared to the 12–18% result, above, it is again clear that more
companies working together produces better results.
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Fig. 7. Effects of cooperation between small companies.
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Fig. 8. Effects of cooperation across different sized companies.

Large Vs Small Companies. In this scenario we compare the profitability of
large and small companies competing in the same market. The ten companies are
now set to: “8, 2, 2, 2, 2, 2, 2, 2, 9, and 9” vehicles respectively. Figure 9 shows that,
initially (when no companies are cooperating), the 2 largest companies produce
the most profit. When the small companies work together they can increase their
profitability and reduce the profits of the larger companies. Finally we observe
that if the first large company joins the cooperative it can massively outperform
its competitors. Other companies’ profits fall, and the cooperative can more effec-
tively handle orders (so orders are not stolen by the large companies).
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Fig. 9. Profit in a scenario with large and small companies. Company 1 has 8 vehicles.
Companies 2–8 have 2 vehicles each. Companies 9 and 10 have 9 vehicles each.

6 Discussion and Conclusions

We have presented the VNDM hyper-heuristic as an effective schedule optimisa-
tion for PMDP under dynamic consignment requests. The objective and ordering
constraints of the problem are set out and a set of LLHs optimised for these is
given. We use data from the RHA to explore pricing and marginal costs of con-
signments, and show that cost savings of 15% to 18% are possible when hauliers
cooperate. Cooperation also increases the capacity of a group of hauliers, by as
much as 21%. The benefits of cooperation see diminishing returns above 10 sepa-
rate carrier locations working together assuming sufficient numbers of vehicles to
meet demands. Larger cooperatives will always have lower operating costs than
smaller ones as they are able to more efficiently schedule their consignments to
the most optimal company locations.

We have carried out further investigation into how savings from cooperation
could be turned into increased profit in resource constrained problems with a
fixed number of vehicles. We propose that the revenue of a customer be modelled
as a linear combination of distance and load and define company profit as the
sum of revenues over all delivered consignments minus the costs associated with
delivering these loads. We consider that each company aims to maximise its own
profit by only reassigning customers when a cooperating company can pay off
the original company’s profit and still cover its delivery costs. The cooperating
company makes the cost saving as its profit on such orders. We have shown
that this more realistic model of cooperation still leads to increased profits for
all cooperating parties in a variety of different scenarios with differing company
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sizes. A particularly interesting result is that competing large companies stand
to significantly benefit by cooperating with a group of smaller companies. Ben-
efits of cooperation scale with the number of companies in the cooperative but
generally lie within 15–20%.

We do not consider issues of vehicle reliability, for example, who pays the
costs associated with missed delivery slots and what effect this has on customer
perceptions. We have not considered the fixed costs associated with carrier-
owned vehicles in this research; implementing the strategies outlined in this paper
may result in reduced usage of carrier owned assets as cooperation allows for an
increase in capacity, allowing the same fixed cost assets to be more productive,
assuming there is sufficient demand for service.
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Systems (LSCITS) project of the EPSRC. The authors would like to thank Transfaction
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Abstract. Gully pots are part of the infrastructure of a storm drain sys-
tem, designed to drain surface water from streets. Any broken or blocked
gully pot represents a potential cause of flooding, for instance during
periods of intense or prolonged rainfall. Regular cleaning is necessary for
gully pots to function effectively. We model gully pot maintenance as
a risk-driven problem, and evaluate the maintenance quality of mainte-
nance strategies by considering the risk impact of gully pot failure and
failure behaviour. The results suggest investment directions and man-
agement policies that potentially improve the efficiency of maintenance.
We find that the current maintenance quality is significantly affected
by untimely system status information. We propose that low-cost sensor
techniques might be able to improve timeliness of status information,
and use simulation results to show the behaviour and advantages that
might arise in a range of real-world scenarios.

Keywords: Simulation · Gully-pot system maintenance · Risk
management

1 Introduction

Gully pots are designed to prevent solids and sediment from flushing into sewers
and causing blockages in the underground system [1]. Regular cleaning is required
for gully pots to function effectively [2,3]. Usually, gully pots in a city are cleaned
once or twice a year. Partial or complete blockage of the gully pots increases
the likelihood of surface water flooding. In extreme situations such as intensive
rainfall, a clogged drainage system may cause serious property loss (e.g. [4–7]).

Our gully pot maintenance problem is based on Blackpool, UK. Blackpool’s
gully pot maintenance system records 28,149 gullies in an area of about 36.1 km2.
On each day, the local authority maintenance team either carries out routine
gully pot cleaning, categorised as the preventative maintenance, or responds to
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emerging events such as gully broken and blockage reports (referred to as cor-
rective maintenance). Depending on the local risk, response to emerging events
should be scheduled 5 to 20 days from when they are recorded. For broken gully
pots, a specialist vehicle is required. Due to limited human resource, only one
vehicle works each day.

Each day there is a schedule of gully pots to visit, starting and ending at
the depot. The maintenance vehicle departs the depot at 09:00 and returns no
later than 17:00. During servicing, some gully pots are inaccessible due to parked
vehicles. Historical maintenance records show that this is a striking issue: about
8.3% of gully pots are not serviced each year because of parked cars.

Apart from the parking issue, we also notice another weakness of current
maintenance scheduling strategy – untimely system status information. Cur-
rently, all the broken or blocked gully pots are either reported by local residents
or found through preventative maintenance. Historically, the records show that
reporting of gully pot issues by local residents is highest in autumn, when leaf-fall
and higher rain causes many blockages; and lowest in winter, when short day-
light and cold weather reduce footfall. This passive situation potentially leads
to uncontrolled surface water flooding.

In order to discover techniques or policies that could improve current gully
pot maintenance, this paper considers the gully pot maintenance as a risk-driven
problem. In our analysis, we take account of each gully pot’s failure behaviour
and the risk impact of its failure, which varies across the city. The current widely
used maintenance strategy, including both preventative and corrective actions,
is evaluated by our risk model across various scenarios.

The remainder of this paper is organized as follows. Section 2 reviews main-
tenance techniques and concept. We then introduce our simulation in Sect. 3.
Section 4 shows our results and conclusions. A summary of investment sugges-
tions based on our simulation is provided in Sect. 5.

2 Related Works

Maintenance is generally categorised into corrective and preventative mainte-
nance [8,9]. Corrective maintenance (CM) usually happens after failures occur.
It includes actions such as repair and replacement. Preventative maintenance
(PM) is an alternative strategy. In industry, preventative maintenance typically
takes place at regular time intervals, based on experience.

Operational research on PM introduces decision making, based on data analy-
sis, with techniques such as time-based (TBM) (e.g. [10,11]) and condition-based
maintenance (CBM) (e.g. [12,13]). TBM can be applied when the failure rate
is predictable, whilst CBM is employed where conditions are continuously mon-
itored by sensors or any appropriate indicators. A similar approach, tracking
real-time operation information, is also applied in dynamic scheduling (e.g. [14]).
There is a little research combining PM and CM strategies: [15] introduce a
PM/CM rate control strategy, obtaining a near-optimal maintenance policy for
a manufacturing system.
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For TBM, the accurate prediction of the current and future condition of
a system is crucial in developing appropriate maintenance schedules. Damage,
deterioration and degradation are important notions in asset life cycle manage-
ment. Literature shows that related research has been done in bridge, pavement
and water pipe systems [16–18]. Two techniques are normally applied: first, func-
tional based models, such as exponential [19] or time-powered models [20], have
been used to determine the optimal timing of water pipe inspection and replace-
ment; time-dependent Poisson [21] and the accelerated Weibull hazard mod-
els [22] are also widely used. Second, Markov chain-based deterioration models
have been well studied and applied in a number of real-world applications (e.g.
[16–18]). Different from the functional based models, Markov chain-based models
focus on the transition probabilities between different grades, which also implies
that conditions are evaluated discretely. The advantage of discrete methods is
that clear management policies can be addressed based on the corresponding
states.

The gully maintenance problem is also related to the periodic vehicle rout-
ing problem (PVRP) [23], which is widely used in geographically distributed
maintenance and on-site service applications (e.g. [24–27]). The aim is to pro-
duce efficient schedule and daily routes that satisfy maintenance frequency and
pattern constraints in a given period. However, unlike the above maintenance
research, PVRP is based on the assumption that the optimal maintenance fre-
quency and pattern for each object is known.

3 Simulation

3.1 Model for Schedule Strategy in the Real World

Gully pot maintenance is a large-scale problem, and gully conditions change
continuously over time. In the real world, a schedule plan is normally provided
for the near future (e.g. one week or one month). Therefore, during the planning
period, not all gully pots can be serviced.

In order to discover techniques or policies that could improve the current
gully pot maintenance, we would like to simulate the actual scheduling strategy
that is widely applied across local authorities. We summarise the procedure as
follows.

1. Construct efficient preventative maintenance routes. In our model, This sub-
problem is considered as a vehicle routing problem (VRP). The objective is to
build daily cleaning routes that minimize the total travelling distance, with
constraints including: (1) all gully pots in the system should be visited at least
once; (2) all routes should start and end at the depot; (3) no route travelling
time should exceed the working hours constraint. A variable neighbourhood
search [28] is applied. A similar solver is described in [29].

2. Collect recent information on emerging broken/blocked gully pots.
3. Generate a maintenance schedule for the near future (e.g. one week or one

month). Priority is given to broken and blocked gully reports (corrective main-
tenance). When all the reported problematic gully pots have been serviced,
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the crew comes back to preventative maintenance. To schedule the preven-
tative actions, we give priority to the routes with the highest risk estimates
(described in the following section, function 1) that have not been scheduled
in the last year.

3.2 Evaluation

In order to evaluate the performance of a maintenance schedule, we pro-
pose a risk-driven model. Each day, the risk of surface water flooding due to
blocked/broken gully pots is evaluated by function 1:

N∑

i=1

riPi(d) (1)

where N is the total number of gully pots in the drainage system, ri is the risk
impact of gully pot i estimated by its surrounding environment, and Pi(d) is the
probability that gully pot i is failed on day d.

The Risk Impact per Gully Pot (ri). The impact of a hazard such as
surface water flooding could be exacerbated by social-related factors, which are
usually influenced by economic, demographic and building types [30]. A higher
risk impact here implies that if a particular gully pot is blocked and floods
happen, it results in relatively larger economic and social losses. Co-operating
with Blackpool local council, we firstly decide a list of social concerns with
awareness of their economic and population influence. Then, each gully pot is
evaluated by its location and the related social concerns.

Here, social concerns are classified in to three groups: (1) residential property;
(2) commercial and industrial areas including local and district centres, business
zones, and employment sites; (3) public services including schools, hospitals,
doctors and public transport routes. In Table 1, the estimated value of the item
in group 1 is the average residential house price in Blackpool [31]. Group 2 takes
account of the footfall and critical building prices for each item. The estimated
value of items in group 3 is based on average daily operation costs.

Flooding impact analysis involves large uncertainties. We do not expect a
precise assessment of impact. Instead, we aim to find values that are able to
guide gully pot maintenance actions in decision making. Here, we mainly focus
on direct economic losses using a damage function which relates to property
type and water level. [32] propose the impact from a range of flood water levels
on different building types. After consulting the UK Environment Agency and
Blackpool Council, we focus on the impact of flood water levels of less than
21 cm. This gives the value-loss figures shown in Table 1. For public transport
we focus on bus routes, estimating the cost of road section closure due to surface
water flooding.

By analysing Blackpool’s historic flooding frequency [33], the probability of
flooding events is used to map the flooding value loss to the daily risk impact
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Table 1. Social factor evaluation.

Group Social concerns Estimated value Value loss from flooding Risk impact

1 Residential £113,000 3% £34

2 Local center £1,130,000 5% £580

District center £1,695,000 5% £870

Business area £565,000 5% £290

Employment sites £226,000 5% £116

3 School £5,168 4% £71

Large hospital £917,808 4% £377

Doctors £9,178 4% £73

Bus route £220 100% £37

Fig. 1. Gully pot risk impact in Blackpool.

per gully pot according to its location (last column of Table 1). We assume that
gullies in the same section of a street evenly share the responsibility for the risk
impact evaluated in that area. Figure 1 illustrates the geographic distribution of
gully pot risk impact in Blackpool.

Estimating the Process of a Gully Pot Blocking. Ahmad and
Kamaruddin [9] suggest that time-based maintenance is the normal strategy
in situations where equipment has a fixed lifespan or predictable failure behav-
iour. After analysis of historic gully pot records, we model the gully pot blocking
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process using the Weibull distribution model [34,35], from reliability theory. The
parameters of this form of Weibull distribution are the scale parameter λ, and
the shape parameter k. In our study, all values applied are based on our sta-
tistical analysis of the Blackpool data. We first define k = 6, which captures a
realistically increasing blocking rate over time. The scale parameter λ, capturing
lifetime behaviour, is affected by location and seasonal factors, according to a
simple linear function:

λ =

⎧
⎨

⎩

10 ... if gully pot recorded as broken
Ecalling ... a calling event
max(90, E − ∑

f∈F nf ∗ sf ) ... normal state

Ecalling represents the expected number of days from a report on a gully pot
to its servicing. E is the expected number of days that it would take a normal
gully pot to become blocked since its last services. Here, E = 10.3 years. F is a set
of factors that may affect gully pot lifetime, such as street type, number of trees
nearby, and blown sand effect: nf represents the effect level from a specific factor
f ∈ F to a gully pot; sf adjusts the effect from factor f according to seasonal
information. For example, if a gully pot is on a street with five deciduous trees
nearby, then nf = 5 with sf = 93, 1, 389, 433 in spring, summer, autumn and
winter respectively. If a gully pot location is not affected by factor f , we simply
assign nf = 0. Figure 2 illustrates one example of a gully pot lifetime estimation
taking account of the surrounding environment.

Fig. 2. Probability of being blocked since last maintenance action (Example of a gully
pot lifetime with 5 tree nearby at different seasons).

4 Experiment

In this section, we firstly summarise the background of our problem and sim-
ulation. All simulations were implemented in C# and executed on a cluster
composed of 8 Windows computers, each with 8 cores, Intel Xeon E3-1230 CPU
and 16GB RAM.
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Simulation Settings

1. Total number of gully pots in the system: 28,149.
2. Broken events: Blackpool council estimates about 1.1% of gully pots are bro-

ken every year. This is represented by each gully pot becoming broken ran-
domly with probability pb = 0.00003 per day in our simulation.

3. Blocking probability: a gully pot lifetime is estimated by a Weibull distri-
bution described in Sect. 3.2. Every day, each gully pot has a probability of
becoming blocked according to its failure rate function hi(d) = Ri(d−1)−Ri(d)

Ri(d−1) ,
where Ri(d) = 1 − Fi(d) is the reliability function.

4. Seasonal factors F : the Blackpool data only allows us to include trees and
leaf-fall in our simulation. Seasonal factors related to the number of trees
nearby highly affect the lifetime of gully pots, and on average, each gully pot
is affected by 0.4 trees in Blackpool.

5. Resident calling behaviour: about 1700 calls are received every year by the
Blackpool gully maintenance team, and most of the calls concern blocked
or damaged gully pots. Over 50 % of all calls occur during the autumn,
as shown in Fig. 3. Our statistical analysis determined that, to match the
resident calling behaviour in our simulation, on any given day, the prob-
ability of receiving a call if a gully pot is already broken or blocked is
pcalls(i) = {0.0033, 0.005, 0.0056, 0.002} for spring through winter, respec-
tively. If a gully pot is not broken, there is still a small chance that a call
is received, related to its current condition. The simulation probability is
pcalls(i) = Pi(d) ∗ γ, where γ = 10.62 has been measured experimentally to
adjust the calling probability to match the real data.

Fig. 3. Seasonal calls and blockages as a percentage of the total number of gully pots
in Blackpool.

Simulation Assumption

1. Planning Horizon: In the real world, maintenance schedules are generated at
varying levels of granularity, from long term (yearly) to short term (weekly).



168 Y. Chen et al.

Here, we only consider the procedure described in Sect. 3.1, where the main-
tenance schedule is updated every week according to the most recent system
status reports. In addition, the number of working days varies depending on
local council requirements: in the following experiments, we assume seven
working days per week; holidays are not considered.

2. Parking Issues: inaccessibility during maintenance due to parking predomi-
nantly affects preventative maintenance. For corrective actions, including ser-
vicing for both resident reports and broken gully pots, our simulation assumes
that the team always has access.

3. As well as broken gullies reported by residents, damage is also found during
preventative maintenance. In this case, the simulation registers the broken
gully and schedules it on a later day.

These parameters and assumption have been discussed with Gaist Solu-
tions Ltd. and agreed to be a realistic representation of gully-pot behaviour in
Blackpool.

4.1 The Impact of Parking Issues

According to the maintenance records, the parking issue has been identified as a
major problem that decreases the maintenance working efficiency, especially in
the old town, where no extra space was designed for parked cars. The number
of parked private vehicle also increases significantly. Our simulation helps us
to understand the impact of parking on gully-pot maintenance performance.
Therefore, potential strategies can be proposed such as banning parking when a
maintenance visit for a certain street is scheduled.

In simulation, we can test the effect of inaccessible gully pots using a parame-
ter, x, to represent the percentage of gully pots that cannot be accessed during
preventative maintenance each year. The values of x that we test are 0, 5, 8.3
(the actual value), 10 and 15%. Each parameter setting is run over 4 simulated
years, with corresponding seasonal factors and residential report behaviours.

The results of simulation are shown in Fig. 4. There is an increase in flooding
risk as the percentage of inaccessible drains increases. The simulation result
suggests that a policy of suspending parking on streets to be serviced might
improve maintenance efficiency by 8%, which translates to about £1,400 risk
decrease every day. If a “suspending parking” policy only partially decreases the
number of parked cars (to 5%), little difference can be observed in risk. When
the impact of parking increases up to 15%, the surface flooding risk increase
significantly by 12%.

4.2 What If We Could Do Condition-Based Maintenance (CBM)?

Aside from parking issues, seasonal changes and untimely system status infor-
mation are identified as other factors that affect the efficiency of drainage system
maintenance. Seasonal change is an uncontrollable factor. On the other hand,
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Fig. 4. The average daily risk of applying maintenance schedule described in Sect. 3.1,
with different accessibility settings during preventative maintenance. The bar with the
setting of 8.3% is the current real-world situation. Error bars show 95% confidence
interval.

improving low-cost sensor techniques makes it potentially feasible to continu-
ously monitor gully-pot condition. This would allow our schedule strategies to
be combined with CBM, discussed in Sect. 2. Currently, we only find out that
a gully pot is blocked or broken either during preventative maintenance or if
it is reported; because of this incomplete system information, it is difficult to
produce any optimal schedules.

In simulation, we can test the importance of real time failure monitoring by
varying the proportion of gully pot failures that are known immediately, as if the
gully pot had a real-time sensor. As shown in Table 2, we use two parameters,
“since last maintenance action θ” and “percentage of broken gully pots” to
control the system’s initial state. The stable state assumes that the entire system
is well maintained and the number of days since the last maintenance action for
each gully is uniformly distributed across 1.1 years. Furthermore, there are about
0.4% broken gullies in the system when it is in the stable situation. The other
two scenarios assume that the system is recovering from a natural disaster such
that a large number of gullies are broken or blocked initially regardless of prior
maintenance. Both a well maintained gully-pot system (see Table 2, recover-1)
and a system that has had bad maintenance (see Table 2, recover-2) are tested.

Table 2. “since last maintenance” and “percentage of broken gully pots” set the
system’s initial state: for all gully pots, the days since their last service are evenly
distributed in θ years. We randomly assign a percentage of gully pots to be in the
broken state.

Stable Recover 1 Recover 2

Since last maintenance θ 1.1 1.1 3

Initial broken gully pots 0.4% 2% 2%



170 Y. Chen et al.

Fig. 5. Performance of maintenance in stable scenario with sensors of different instal-
lation capacity. Error bars show 95% confidence intervals. (Note: This figure corrects
the corresponding results presented in conference proceeding [36], which were generated
using different environment simulation settings (i.e. broken probability pb = 0.00005,
θ = 1.5 and initial broken percentage equals 0.7%). However, the analysis and conclu-
sion still holds).

Figure 5 presents the average daily risk in four seasons over a set of four-year
simulations. In comparison to the simulation of current blockage reporting, the
instant information simulation shows a reduction in risk of about 92%. For the
case where all gully pots have instant (sensor) information, the results clearly
show the impact of seasonal factors: falling leaves and increasing citizen com-
plaints in autumn increase risk by about two times compared to other seasons.
Interestingly, we observe a very different risk distribution across seasons when no
sensors are installed. This is because the different residents’ reporting behaviour
in different seasons strongly affects the response time for broken/blocked gullies.
For example, if a gully pots breaks or blocks in winter, this may be only found
out through preventative maintenance in the next year. Such late responses to
problematic gully pots gradually accumulates risk over time. This result uncov-
ers that depending entirely on reporting by local residents effectively hides the
dangers to the system.

To provide further insight into how the availability of information on gully
pots affects flooding risk, we adapt the simulation to provide instant information
from only some locations, simulating the localised installation of sensors. Setting
10% of gullies to have sensors allows us to compare an even distribution of sensors
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to the results when sensors are focused on critical areas of the city. We find that
focusing on high risk areas reduces the daily risk, on average, by about 28%.
When monitoring is increased to cover 30% gullies, the comparable saving is a
75% risk decrease.

Figure 6 illustrates the daily risk change over two years in recovery states. In
scenario recovery-1, the system with full sensoring performs the best in terms
of recovery speed, followed by the 30% high-risk-impact and the 70% random
strategies. The faster recovery also implies lower total surface water flooding
risk through the recovery period. In scenario recovery-2, due to the previous
poor system maintenance, the recovery period is significantly longer in all cases
compared to scenario 1. Also, the peak point uncovers the vulnerability of a

(a) Daily risk tracking of scenario recovery-1

(b) Daily risk tracking of scenario recovery-2

Fig. 6. Performance of maintenance in recovery state with sensors of different install
capacity.
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badly maintained system during the high-risk season. However, the sensoring
still helps the maintenance team to produce a more informed schedule, which
results in less total risk during the recovery period.

Reliability. The above simulations show the contribution of timely information
to improving the gully-pot system maintenance quality. However, the proposed
sensor system also increases the management complexity, where extra cost and
manpower are needed to ensure that the system is always working correctly. Fur-
thermore, we assume in our simulation that instant gully-pot condition informa-
tion can be received with no errors, which is hypothetical. In practice, current
sensor techniques can achieve up to 85% reliability [37]. To justify the benefit
from potential sensor technique in more realistic scenarios, we test various sit-
uations in which false negative and false positive error information is sent by
sensors.

In previous simulations, a blocked gully pot is reported immediately if a
sensor is installed. In the following experiments, we assume a sensor may fail to
report the gully pot failures with a probability from 0% to 30%, labelled as false

(a) Spring (b) Summer

(c) Autumn (d) Winter

Fig. 7. Average daily surface water flooding risk over a four years simulation in the
stable scenario. A full sensoring system with false positive and false negative errors is
considered.
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negative error in Fig. 7. In this situation, the gully pot failure information relies
on traditional reporting from local residents. Meanwhile, for any gully pot in its
normal state, an installed sensor may send a false alarm with probability from
0% to 30%. We run the maintenance simulation with a full sensoring system
over four years in the stable scenario (see Fig. 5).

The results of average daily surface water flooding risk are illustrated in
Fig. 7. From Figs. 5 and 7, we can see that the overall maintenance quality in a
full sensoring system, in terms of surface water flooding risk management, is still
well controlled across all seasons even with the probability of both false positive
and false negative errors up to 30%. In the relatively stable seasons (spring and
summer), the false reports show no strong affects on maintenance quality. In the
autumn period, many reactive actions emerge due to the increasing failure rate of
each gully pot and the number of local residents’ complaints. A large number of
false alarms significantly disrupts necessary maintenance in this period, resulting
in a risk increase of about 33%. In the winter period, when the failure rate of
each gully pot is high but residents’ reports are rare, there is a clear trend: higher
false negative error leads to worse risk. This result reveals the importance of a
reliable sensoring system, particularly if it is the dominate information resource.

Further Discussion. Whilst the use of sensors might be of benefit in main-
tenance scheduling and risk reduction, the realism of this approach needs fur-
ther consideration. Accurate sensor information depends not just on the sensor
detecting problems, but also on communication performance, which decreases in
weather condition such as rain or snow [37]. The gully-pot system maintenance
should combine a risk estimation approach (i.e. Sect. 3.2) with sensors to deliver
optimized scheduling.

Our simulation shows large advantages when sensors are installed in high-risk
areas. However, since sensors must be close enough to communicate wirelessly
with each other, optimisation of the sensor network topology must be considered
[37,38].

4.3 Can We Reduce Maintenance Frequency When Providing
CBM?

Historic gully pot maintenance records from several local councils of the UK,
show that the working frequency and pattern vary according to local policies.
However, our simulation experiments so far have assumed so far that the main-
tenance schedule is updated every week and the crew works 7 days a week
(see Sect. 4). In order to further explore whether the installation of sensors is
worthwhile, we compare the impact of reducing maintenance frequency on a no-
sensoring system and full-sensoring system. To set up the simulations, the same
scheduling policy is used (see Sect. 3.1), except that the maintenance crew only
works for the first x days every week.

Figure 8 shows the average daily risk over a four-year simulation with differ-
ent working frequency settings. Firstly, we can see the that the risk increases
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Fig. 8. Performance of maintenance from a stable state with different working fre-
quency: from four days per week to seven days per week. Error bars show 95% confi-
dence intervals.

while the working frequency decreases in both no-sensoring and sensoring sys-
tem. In the relatively low risk seasons of spring and summer, the advantage from
using a sensoring system is still apparent when we reduce the working frequency
down to four days per week. However, the lack of maintenance leads to a series of
problems in high risk seasons (autumn and winter). Our results suggest that local
authorities might make savings by using different working frequencies according
to seasonal information. Comparing the result of five working days with sen-
soring to seven working days without sensoring, we can potentially improve the
maintenance quality by about 78%, whilst reducing working time by 30%.

Figure 9 illustrates detailed daily risk changes over five-year simulations
under various working frequencies. All simulations start from the same initial
state as the stable scenario shown in Table 2, which assumes previous work-
ing frequency is seven days per week. Firstly, we can see that, when applying
sensoring, the gully-pot system can be restored within about a month. In the
first year, the risk fluctuates at about 600 and 10,000, for the system with and
without sensoring respectively. A dramatic risk increase can be observed in the
second autumn period when we decrease the working frequency down to four
days per week in both no-sensoring and sensoring system, and this risk fluctua-
tion pattern repeats in subsequent autumns. Once again, the result shows that
insufficient maintenance will lead the system to a vulnerable situation, especially



Exploring Techniques to Improve Large-Scale Drainage System 175

Fig. 9. Performance of maintenance from a stable state with different working fre-
quency over five years simulations.

during high risk seasons. Furthermore, this effect persists, even when the perfect
system status information is given by sensors.

The results above illustrate the minimum number of days (i.e. five days a
week) required to maintain the advantage due to timely system status informa-
tion. To further explore the damage of insufficient maintenance frequency, we
decrease the number of working days down to three days per week. The results,
Fig. 10, show that there is no significant effect from this reduction of working
frequency in the first year. However, the reduced maintenance has resulted in
gradually accumulated hazards, and these are suddenly exposed later, in what
appears to be a critical threshold effect.

Fig. 10. Performance of maintenance from a stable state with different working fre-
quency over five years simulations.
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Fig. 11. Peak risk value using different working frequency for a gully-pot system with
sensors.

Focusing on the peak values, Fig. 11 plots the worst risk value found in the
simulation runs for the different working frequencies. The results show a clear,
exponential risk increase in the worst situation when we decrease the working
frequency every week. This result again sets up an alert of potential consequences
when a system lacks sufficient maintenance.

5 Conclusion

This paper considers a real-world drainage system maintenance problem. A risk-
driven analysis approach is proposed to evaluate the performance of maintenance
actions. We have used simulation to explore the effect on maintenance scheduling
and risk of “parking issues” and “untimely system status information”, both of
which are known weaknesses of the current maintenance approach (see Sect. 3.1).

Our simulation results suggest that a “banning parking” policy might
improve maintenance quality to some extent. However, if such a policy can only
partially decrease the number of parked cars, little effect is observed in risk
reduction. In addition, this policy may also increase management complexity
and residents’ complaints.

When we analyse the scenarios in which timely gully pot status informa-
tion can guide our maintenance schedule, the results show that the “untimely
information” is a significant factor in lowering the efficiency of maintenance.
Exploring the hypothetical use of sensors to provide timely information, our
simulation results show that significant risk reduction can be obtained by sen-
sor informed maintenance. Low-cost wireless sensor techniques could be a good
investment to help produce an informed maintenance schedule and lower risk.
Even in practice, where the sensor technique can not achieve up to 100% reli-
ability, our preliminary simulations show that a full-sensoring system can cope
with up to 30% false positive and false negative error information. Furthermore,
the benefit of sensoring can still hold when we reduce the working week by two
days.
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Further work is needed to form a cost/benefit analysis to discover the opti-
mal quantity of sensors to deploy, their locations and network topology. New
scheduling approaches may be required to make best use of the potentially large
amount of data generated by the sensors.

In practice, due to the immaturity of sensor technology, we suggest that the
combination of time-based preventative maintenance (with risk estimation) and
condition-based corrective maintenance (with sensors) is an optimal approach.
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by the Engineering and physical sciences research council (EPSRC).
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Abstract. Gaist Solutions Ltd. carries out national-scale road inspec-
tion surveys in the UK. Visual inspection is used to identify the need for
road maintenance. An inspection vehicle that monitors one side of the
road needs two traversals to monitor a typical road, whereas a vehicle
with cameras that record both sides of the road only requires a one-pass
approach. To determine whether the one-pass approach affords any real
cost advantage, we analyse road networks of six typical UK cities and
the county of Norfolk using a range of exact and heuristic methods, and
extrapolate from our results to estimate the cost-effectiveness of these
two approaches for the road network of the UK. Our analysis approach
is based on the Chinese Postman Problem (CPP), using graph reduction
to allow effective computation over very large data sets.

Keywords: Routing ·Revenue management ·Chinese Postman Problem

1 Introduction

In the UK, local government agencies have a duty to maintain roads for public
utility and safety. Road inspection is cyclically scheduled and done at a defined
frequency, to support decision making on road repair scheduling. Modern inspec-
tion uses vehicles equipped for high quality video recording. The quality of record-
ing is affected by obstructions such as parked cars, and complex post-processing is
required to extract suitable data on road condition. With 240,000 km of road in the
UK, efficiency of the inspection process has high priority. Two branches of research
have shown promising results: firstly, using the asset deterioration process in opti-
mising inspection frequency and policies (e.g. [18,23,24,27]); secondly, optimising
daily inspection routes with time constraints (e.g. [16,17]).

We introduce a third option for improving operational efficiency via the road
inspection strategies. We investigate two strategies: a one-pass inspection, in
which an inspection vehicle can monitor both sides of a road in one traversal, and
the more traditional bi-directional inspection, in which the vehicle monitors only
its near-side carriageway. We use UK data for the road networks of Blackpool,
c© Springer International Publishing AG 2017
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Southend, Manchester, Stockport, Halton, Warrington and the rural county of
Norfolk, with total road lengths of 515, 508, 1315, 945, 619, 879 and 26243 km,
respectively.

1.1 Road Networks and Representations

In the UK, local authorities are responsible for local road networks (excluding
major trunk roads and motorways). The local authority road networks are mostly
designated as 1-lane, 2-lane, 3-lane and 4-lane single carriageways or 2-lane dual
carriageways (with a central reservation).

We represent the road network as an undirected graph G(V,E). The vertices
V represent junctions, dead ends, bends and any data collection point identified
in the original data. The edges E represent roads that link the vertices. As Figs. 1
and 2 show, 1-lane, 2-lane and 3-lane single carriageways may be represented by
a single undirected edge. In the 4-lane single carriageway and dual carriageway
situations, we transform the road into two parallel undirected edges. A crescent
road is transformed into a loop (see Fig. 3) and a cul-de-sac is represented as an
one-degree vertex (see Fig. 4).

Our data comprises basic road information from seven UK local councils
that are Gaist’s clients. Because the data was not collected for network analysis,
there are some accidental omissions and other issues to be addressed. To clean
the data, all intersections have to be explicitly labelled as vertices.

The pre-processing required for any inspection route analysis is as follows.

– The first change made to the data is to remove 2-degree vertices, since these
represent a bend in a road, rather than an intersection, and thus have no

(a) 1-lane single car-
riageway

(b) 2-lane single car-
riageway

(c) 3-lane single car-
riageway

(d) Graph representation

Fig. 1. Common road types in urban areas and the corresponding graph representation.

(a) 4-lane single car-
riageway

(b) 2-lane dual carriage-
way

(c) Graph representation

Fig. 2. 4-lane single carriageway, 2-lane dual carriageway and the corresponding graph
representation.
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(a) Crescents (b) Graph representa-
tion

Fig. 3. Crescents and the corresponding graph representation.

(a) Bulb (b) Dead-end (c) Representa-
tion

Fig. 4. Cul-de-sac and the corresponding graph representation.

impact on the construction or distance of inspection tours. For all two-degree
vertices, vk, e(vi, vk) and e(vk, vj) are replaced by a single edge, e(vi, vj), with
length l((vi, vj)) = l((vi, vk)) + l((vk, vj)).

– We assume that an intersection has been omitted if the data indicates that
two roads terminate close together. Thus, where the distance between two
one-degree vertices is smaller than some ε, the vertices are merged. From
consideration of the original data, we choose to define ε = 3 m.

– Similarly, we assume that a road that terminates very close to another road
is an omitted intersection. Thus, where the distance from a one-degree vertex
vk to an edge e(vi, vj) is less than ε, the edge e(vi, vj) is replaced by two new
edges e(vi, vk) and e(vk, vj).

Table 1 summarises the vertex degree-distribution of the seven datasets that
we have available, after data cleaning. As we can see, the majority of vertices in
road maps have degree two, so their removal significantly reduces the size of the
graph for each network.

1.2 Analysis of Bi-directional and One-Pass Approaches

The inspection route for a one-sided inspection vehicle – which must pass along
every road twice to monitor both sides – comprises a graph in which every edge
is replaced by two arcs, so that all the vertices in the resulting digraph have
equal in-degree and out-degree. The optimum route for inspection is an Euler
tour of the resulting digraph and the optimum distance is given by Eq. 1 [8], in
which l(e) is the travelled length of the road segment represented by edge e.

l(bi-directional) = 2
∑

e∈E

l(e) (1)
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Table 1. Distribution of vertex degrees, and total number of vertices before and after
removal of 2-degree vertices for seven local authority road networks in the UK. Road
network from left to right– B: Blackpool; SO: Southend; M: Manchester; ST:Stockport;
H:Halton; W:Warrington; N: Norfolk

B SO M ST H W N

Vertex total 26302 22864 45408 44470 29610 24518 549345

Degree

1 3.40% 5.60% 8.32% 6.12% 6.08% 10.68% 2.62%

2 80.60% 80.00% 70.63% 80.51% 83.80% 69.53% 91.82%

3 13.10% 12.97% 19.75% 12.31% 9.72% 19.61% 5.33%

4 2.80% 1.42% 1.26% 1.03% 0.36% 0.18% 0.22%

5 0.03% 0.02% 0.04% 0.03% 0.017% − −
6 0.01% − − − − − −
Less degree-2s 5103 4571 13337 8665 4796 7471 44912

In the one-pass road inspection case, each edge in the graph has to be visited
at least once. This problem can be modelled as the Chinese postman problem
(CPP) and the total travel distance is the length of Chinese Postman Tour
(CPT) [13,29].

l(one-pass) = lCPT (2)

Since we generate an Eulerian graph from a given road network, Lemma 1
means that we can always find a CPT that passes complementary directions of
parallel edges, and which is thus valid for 4-lane single and dual carriageways
(e.g. Fig. 2).

Lemma 1. If a graph G(V,E) is Eulerian and edge {v, w} appears twice in E,
then there is an Euler tour of G where {v, w} is travelled in both directions {v, w}
and {w, v}.
Proof. Suppose that there is an Euler tour v − w − x1 − x2 − ... − xn − v − w −
y1 − y2 − ... − yn − v, where edge (v, w) is travelled in the same direction both
times. Then v − w − v − yn − yn−1 − ... − y1 − w − x1 − x2 − ...xn − v is another
Euler tour where edge (v, w) is travelled in both directions.

One-way streets make up a very small proportion of the total road distance
in our networks, so we make the assumption that inspection vehicles can traverse
roads in either direction, and that the effect of data-cleaning or data errors is
similar in both the one-pass and bi-directional approaches, and thus has minimal
effect on our analysis.
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1.3 Solution of the Chinese Postman Problem and the Challenge
of Large-Scale Problems

The optimal solution to the one-pass inspection problem is a CPT, in which
a vehicle must visit every edge at least once whilst travelling the least overall
distance [13,29].

For a general undirected graph, a CPT is derivable by adding the smallest
possible number of edges to construct an Eulerian graph and finding an Eulerian
tour based on it.

Edmonds and Johnson [7] provide a widely-used CPP solution that is poly-
nomial on the number of vertices and edges, as follows:

1. From an undirected graph G(V,E), find the shortest path between all pairs
of odd-degree vertices.

2. Find the minimum-cost perfect matching, M , of odd-degree vertices using
the blossom algorithm [6,7].

3. Add extra edges that connect all the matched pairs of vertices through the
shortest path in G.

4. Find an Eulerian tour in the resulting Eulerian graph.

Then, the length, lCPT , of the identified CPT is:

lCPT =
∑

e∈E

l(e) + l(M) (3)

The approach of [7] does not scale well to large graphs, such as our road
network representations. The first step of the approach requires calculation of
the shortest path in G between every pair of odd-degree vertices. Floyd [10] and
others developed an algorithm of complexity O(n3), where n is the number of
vertices, now known as the Floyd-Warshall algorithm (FW), whereas the most
efficient implementations of Dijkstra’s algorithm [5], a single-source shortest-
path algorithm, can achieve O(m + n log n), where m is the number of edges
[11]. There is ongoing debate over the most efficient way to find the all-pairs
shortest path in large-scale sparse graphs [28]; tests on our graphs show that
FW systematically outperforms the other algorithms.

The second step of the approach by [7], minimum-cost perfect matching, is
also computationally expensive. The best-known implementation of the blossom
algorithm achieves O(n(m+n log n)) by Gabow [12]. More recently, Kolmogorov
[19] published an executable implementation which achieves time complexity of
O(n2m) – again, the complexity of the algorithm is dependent on the num-
ber of edges and vertices in the graph. This matching strategy is also used by
Christofides [3] for the travelling salesman problem giving a worst-case ratio of
3/2 of the optimum tour length.

There are several efficient approaches for identification of an Euler tour,
required for both one-pass and two-pass inspection routing. Fleury [9] proposes
the best-known algorithm, of order O(m2). However, we use another algorithm
of order O(m), proposed by Hierholzer [14].
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Apart from Edmonds’ CPP solution, Laporte [21] introduces methods of
transforming an arc routing problem into an equivalent TSP. This idea is also
shown by Irnich [15] to solve a large-scale real-world postman problem with
complex constraints. Heuristics for the TSP can then be used to solve the trans-
formed CPP problems. As a result, no optimal result is guaranteed to be found.

To analyse our large-scale real-world road inspection networks, we firstly pro-
pose a novel graph reduction process before finding the CPT. Next we compare
one-pass and bi-directional inspection strategies for the seven local authority
road networks. We also apply our approach to three groups of simulated scenar-
ios. Finally, we present the estimation of using these two inspection strategies
on the entire UK road networks.

2 Finding Optimal Inspection Routes

In this section, we describe how we apply the 4-step approach outlined above to
our road network graphs. However, our first step is to reduce the graph, to make
it more amenable to computation.

2.1 Graph Reduction

Our graph reduction applies graph contraction techniques as used in graph minor
theory [2,22]. Edge contraction is a fundamental operation in graph minors which
deletes an edge from a graph G and merges the two end points. Here, we propose a
novel graph reduction method to decrease the calculations time whilst maintain-
ing the necessary characteristics of the original graph, to allow us to reconstruct
a CPT. After the data preparation described in the previous section, each road
network is represented as a finite undirected graph which contains parallel edges
and self-loops. All degree-2 vertices have been removed.

Let Veven and Vodd describe the even-degree vertex set and odd-degree vertex
set, respectively, of our graph G(V,E). l(vi, vj) represents the length of the
shortest edge between vertices vi and vj . If there is no direct connection between
vi and vj , l(vi, vj) = ∞. For all vertices vi, l(vi, vi) = 0. The shortest path
between vi and vj in the graph G is represented as p(vi, vj).

Our approach deletes vertices systematically, but records the length and loca-
tion of removed edges in a structure, E∗. Figure 5 shows how this works on a
stylised representation of a road network graph.

We make the following observations.

1. Deleting a self-loop from a graph does not change the parity of a vertex’s
degree.

2. The shortest path p(vi, vj) between vertex vi and vertex vj does not include
any self-loops.

3. The paths P of the minimum cost matching M(Vodd) include all the edges
connected to degree one vertices. In other words, if you reach a dead end,
then you have to get out the same way.
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Fig. 5. Systematic reduction of an undirected graph. (a) the graph after removal of
degree-2 vertices, with the matching Modd shown in dashed lines. (b) the graph after
removal of degree-1 vertices, with their originally connected edges recorded in E∗. (c)-
(g) the results of repeating these steps – here, the result is a null graph. White nodes
have degree 1; striped nodes have even degree and black nodes have odd degree.

4. If a shortest path between vertex vi and vj is p(vi, vj) = (vi, vi+1, vi+2, ..., vj),
then the shortest path between vi+1 and vj is p(vi+1, vj) = (vi+1, vi+2, ..., vj).

5. Deleting a degree-1 vertex and its adjacent edge, the total number of odd
degree vertices is either unchanged or reduced by 2.

From these observations, the following two deductions can be made.

1: Deleting a self-loop (vi, vi) from a graph G will not change the paths in the
minimum perfect matching M(Vodd) of an undirected graph.

2: There is a path set P of the matching M(Vodd) of the original graph G (as
shown by dashed lines in panel (a) of Fig. 5) that equals the deleted edges
E∗ connected to one-degree vertices (as shown by the E∗ in Fig. 5(b)), plus a
path set P ′ in the new matching M ′(Vodd) of the simplified graph G′(shown
in Fig. 5(b) as dashed lines), such that, P = E∗ ∪ P ′.

Having reduced our road network graphs, we then apply the 4-step process,
as follows.

2.2 Step 1: Finding the Shortest Distance Between All Odd-Degree
Vertices

Our graph reduction process results in a simplified graph G′, and a record of all
the deleted edges which were connected to one-degree vertices in the reduction
process, E∗.

To find the shortest distance between all pairs of odd-degree vertices of graph
G′, we use Floyd-Warshall (FW) algorithm [10]. The FW algorithm’s complex-
ity is worst-case O(|V |3), so reducing the number of vertices in the graph is
advantageous. We find that, after applying the graph reduction process above,
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there are still be many even-degree vertices in G′, and the matching process does
not need these vertices. Therefore, before calculating the shortest path, we can
consider deleting these even-degree vertices.

There are many approaches to even-degree vertex deletion. Our preferred
approach is Algorithm 1, which detects and deletes all even-degree vertices in G′

without affecting the shortest connection and distance between other vertices.
Deleting vertices with degree bigger than three may increase calculation com-
plexity and the total number of edges in the graph. However, even where the
number of edges increases, the total number of vertices is reduced. The time com-
plexity of deleting each even-degree vertex vi ∈ Veven is ((m(vi)(m(vi) − 1)) / 2),
where m(vi) is the number of edges connected to vertex vi.

Having performed the additional reductions using Algorithm 1, we use the
FW to calculate the shortest path between all vertices remaining in the graph.

Algorithm 1. Even-degree vertex selection and deletion. V and E are the sets of all

vertices and all edges in a given graph G.

for each vertex vi ∈ Veven do
for each pair of edges ep(vk, vi) ∈ E and eq(vm, vi) ∈ E do

if l(ep) + l(eq) < l(vk, vm) then
generate a new edge e′(vk, vm) with cost l(e′) = l(ep) + l(eq)
if e(vk, vm) ∈ E then

replace the edge between vk and vm with the new edge e′(vk, vm)
else

add the edge e′(vk, vm) between vk and vm
end if

end if
delete edges ep(vk, vi) and eq(vm, vi)

end for
delete vertex vi

end for

2.3 Step 2: Minimum-Cost Perfect Matching

The standard blossom algorithm [7] finds the minimum-cost perfect matching,
M(V ′

odd) of graph G′.
The length of the minimum perfect matchings is represented as lM(V ′

odd)
.

According to Deduction 2 and Eq. 3, the length lCPT of the CPT of the original
graph G is:

lCPT =
∑

e∈E

l(e) +
∑

e∈E∗
l(e) + lM(V ′

odd)
(4)

2.4 Step 3: Construct the Eulerian Graph

Using Deduction 2 to construct an Eulerian graph from the original graph G,
we only need to add edges recorded in E∗ and M(V ′

odd) to the original graph G.
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2.5 Step 4: Finding the CPT in Original Graph G

From the graph produced in step 3, the Euler tour can be found by applying the
algorithm proposed by Hierholzer [14].

To generate a CPT in a real world situation, when Hierholzer’s algorithm
meets a vertex connected to 4-lane single carriageway or dual carriageway edges,
priority is given to the edge whose underlying direction is away from this vertex.

3 Experimental Set-Up and Results

In order to justify the impact of our graph reduction process, we firstly introduce
three heuristic methods to solve the CPP. We then run all three approaches plus
the 4-step approach of [7] on the road network graphs, firstly without our graph
reduction, then on the graphs after our graph reduction method, and finally
on the further reduced graph with all even-degree vertices removed before the
shortest distance calculation.

Our heuristic approaches focus on the matching process (Step2 ) and retain
all the other CPP solving steps of Edmonds’ method. Blossom and the first two
heuristics labelled greedy and GLS (greedy method with local search) require the
FW calculation of shortest paths between odd-degree vertex pairs. The final
heuristic is a breadth-first-search (labelled BFS) for matching, and does not
need FW to run first. The combinations of CPP solvers and graphs are labelled
m1 . . . m12, as shown in Table 2.

Table 2. Summary of the three graphs and four methods applied. Cells (m1 - m12)
provide the key to labelling of the later results and graphs. FW = Floyd-Warshall
algorithm to find shortest distance between vertex pairs, step 1. Blossom, greedy, GLS
and BFS are tested in the matching process, step 2. GR = Graph reconstruction, step
3. HA = Hierholzer Algorithm to find the CPT, step 4.

Graph Steps 2–5

FW, blossom,
GR, HA

FW, Greedy,
GR, HA

FW, GLS,
GR, HA

BFS, GR, HA

Road Network with
2-degree vertices removed

m1 m2 m3 m4

.. and reduction applied
(Sect. 2.1)

m5 m6 m7 m8

.. and all even degree
vertices removed

m9 m10 m11 m12

The base-case minimum-cost matching is calculated using the implementa-
tion by Kolmogorov [19] of the blossom algorithm. We now introduce the three
heuristics that are proposed in place of the blossom matching algorithm.
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Greedy Method (Greedy): The greedy method is a heuristic that systemati-
cally constructs a matching where shortest distances between pairs of vertices
are known, as described in Algorithm 2. The algorithm is based on those by
Kurtzberg [20] and Reingold et al. [26].

Algorithm 2. Greedy construction for matching.

V L is a list contains all the vertices, vi in a given graph
while V L contains at least two vertices do

Choose the pair of vertices with shortest distance (vi, vj) ∈ V L
Add (vi, vj) to the matching M
delete vi, vj from V L

end while
Return M

Greedy Method + Local Search (GLS): GLS attempts to improve the result of
the greedy method by following Algorithm 2 with a greedy first improvement
heuristic, shown in Algorithm 3.

Breadth First Search (BFS): BFS is a basic search: each unmatched odd-degree
vertex vi in graph G is the root point of a BFS to find the next unmatched
odd-degree vertex vj . Then two vertices vj and vi are a matching pair and the
path from vi to vj in the BFS tree is the matching path. The BFS terminates
when there are no unmatched odd-degree vertices left.

3.1 Results Comparison

Our experiments allow us to address two questions:

– is there a computationally-efficient (in terms of CPU time) solution to the
CPP on large scale general graphs?

– how much distance can be saved using one-pass inspection strategy in com-
parison to a bi-directional approach?

The second question is of particular importance to the local authorities con-
cerned.

To compare the computation time required to identify a CPT (inspection
route) for each of the different graphs and variant approaches, the experiments
were each running on a standard desktop PC: Intel i7-3770 CPU at 3.40 GHz
with 24 GB memory under the Windows 7 operation system.

The exact methods using blossom algorithm in the matching process achieve
the optimal CPP tour, whereas heuristic based methods can only find near-
optimal solutions. Therefore, we analyse question two using the results generated
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Algorithm 3. Greedy improvement algorithm, used to improve the matching result of

the construction approach, algorithm 2 above. l(mi) is the distance between the two

vertices in the matching mi.

improved=true;
while improved do

improve=false;
for Every pair of matchings mi, mj ∈ M do

Generate new matchings mk,ml by exchanging vertices between mi and mj

if l(mk) + l(ml) < l(mi) + l(mj) then
Replace mi and mj by mk and ml;
improved = true;
break;

end if
end for

end while
Return M

by the exact methods. Equation 5 is applied to normalise the difference and
express it as a percentage distance saving:

saving =
l(bi-directional) − l(one-pass)

l(bi-directional)
∗ 100% (5)

On our chosen platform, the 12 experimental set-ups are run for each of the
local authority road network graphs except Norfolk. The graph representation
of the Norfolk road network is too large to process without our novel graph
reduction step, and we have only applied the optimal solutions from the smaller
networks to that for Norfolk.

CPU Time Comparisons. Figure 6 plots the CPU time taken. For each road
network graph, the graph reduction and graph reconstruction times are negligi-
ble, and do not show up on this scale.

In all road networks, the methods applying graph reduction (m5 to m12)
shows much lower overall CPU time, which demonstrates the importance of our
graph reduction approach on graphs of this scale. After graph reduction, the
exact methods can produce the CPT faster than any tested methods directly
running on the original graph in all cases.

Table 3 gives numerical results for the blossom algorithm experiments on
the three forms of graph for all seven local authority road networks (except
for the un-reduced Norfolk graph). The numerical results again emphasise the
reductions in CPU time due to graph reduction.

Some explanation is needed of an apparent anomaly in the Blackpool data.
In the top left panel of Table 3, the number of edges (column m) is signifi-
cantly higher for the fully-reduced graph (third row) than for the unreduced
or partially reduced graphs. This arises from the removal of all even vertices
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Fig. 6. Results of the 12 experiments for the six road networks. For each experiment,
the bar shows the time taken, with shading showing the CPU usage of each algorithm
(graph reduction and graph reconstruction take negligible time and are not visible in
the plots).

in this network graph. In the Blackpool network, almost three percent of ver-
tices have degree 4 or above, whereas no other network has more than 1.5%
(Table 1). Whilst removal of degree-one and degree-two vertices always decreases
graph complexity in terms of both the number of vertices and edges, removal
of higher-degree vertices reintroduces significantly more edges. Fortunately, the
CPU-hungry algorithms depend more strongly on the number of vertices.
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Table 3. CPU time taken to calculate the CPT of each road network using the blossom
algorithm for matching. The lower right panel gives the total CPU time for each road
network for each experiment. The columns are as follows: n is the number of vertices
(also shown in Table 1), and m the number of edges in the graphs after data cleaning,
etc. RT is the CPU time for graph reduction: no reduction, reduction as described
in Sect. 2.1, and the additional reduction in Algorithm 1, respectively. FW is CPU
time for the Floyd-Warshall algorithm. MT is the CPU time for the blossom matching
algorithm. CT is the CPU time to construct the final graph. CPT is the CPU time to
extract the final inspection route using the Hierholzer algorithm.

Blackpool (B) Southend (SO)

n m CPU (s) n m CPU (s)

RT FW MT CT CPT RT FW MT CT CPT

m1 5103 7124 0 143.32 28.97 0.016 0.187 4571 5738 0 189.84 31.14 0.001 0.202

m5 3398 5419 0.14 45.54 11.11 0.016 0.234 2016 3162 0.14 16.05 4.26 0.001 0.203

m9 2772 10803 0.51 28.84 10.34 0.016 0.016 1746 5922 0.28 10.51 4.25 0.001 0.202

Halton (H) Stockport (ST)

n m CPU (s) n m CPU (s)

RT FW MT CT CPT RT FW MT CT CPT

m1 4796 5430 0 134.38 39.44 0.002 0.187 8665 10482 0 910.62 114.21 0.000 0.671

m5 1211 1852 0.15 2.96 1.97 0.001 0.218 3277 5063 0.45 55.91 12.46 0.006 0.826

m9 1148 1970 0.16 2.53 1.96 0.002 0.218 3004 5662 0.53 40.86 11.79 0.003 0.858

Warrington (W) Manchester (M)

n m CPU (s) n m CPU (s)

RT FW MT CT CPT RT FW MT CT CPT

m1 7471 8556 0 343.18 95.32 0.001 0.499 13337 16500 0 4438.04 355.83 0.013 1.58

m5 2136 3218 0.29 10.31 5.84 0.000 0.561 5842 8949 1.02 369.71 47.75 0.015 1.79

m9 2108 3265 0.31 9.78 5.83 0.001 0.561 5486 9622 1.12 306.29 46.71 0.015 1.67

Norfolk (N) Summary

n m CPU (s) Total CPU(s)

RT FW MT CT CPT B SO H ST W M N

m1 44912 53482 0 − − − − 172 221 174 1025 439 4795 -

m5 15647 23904 18.27 4977.19 5499.49 0.171 34.523 57 21 5 70 17 420 10530

m9 14796 26487 19.66 4227.01 4759.01 0.182 34.881 49 15 5 54 16 356 9041

Table 4. Distance and distance saving of the CPT one-pass route, compared to the
bi-directional route monitoring approach.

Bi-directional One-pass Saving Average

(Euler Tour) (CPT) Distance (Equation 5) degree

Blackpool 1031 km 671 km 360 km 34.86% 2.79

Southend 1016 km 676 km 340 km 33.46% 2.51

Manchester 2631 km 1839 km 792 km 30.10% 2.47

Stockport 1891 km 1369 km 522 km 27.57% 2.42

Norfolk 26234 km 18268 km 7966 km 30.36% 2.39

Halton 1239 km 917 km 322 km 26.03% 2.26

Warrington 1758 km 1300 km 458 km 26.00% 2.29
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(a) Southend (b) Southend, reduced

(c) Warrington (d) Warrington, reduced

Fig. 7. Original maps and reduced graphs for Southend and Warrington road networks,
illustrating grid-like and tree-like road networks.

Distance Comparisons. To compare totally distance vehicles should travel
using one-pass versus bi-directional road inspection approach, Table 4 presents
details of distance savings in these experiments. The distance saving for the
one-pass inspection is between 26% and 35%.

Investigation of the differences in distance saved shows that, in addition to the
added complexity of networks with high-degree vertices (noted above, and shown
in the final column of Table 4), these reflect different road network topologies.
Blackpool, Southend, Manchester and Norfolk, can be characterised as having
predominantly grid-structured networks, which are conducive to efficient one-
pass monitoring. By contrast, Warrington and Halton have predominantly tree-
structured road networks which inevitably leads to visiting more streets twice,
even in the one-pass case. To illustrate this, Fig. 7 gives the original and reduced-
graph networks for Southend and Warrington.

4 Simulated Data Experiments

Our analyses of graphs representing real road network data lead to striking
conclusions about the distance saving of one-pass, as compared to bi-directional,
road inspection strategies. Although savings vary by about 10% points across
different road networks, the distance savings were consistently above 26%.
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Table 5. Vertex degree distributions for generated graphs. All generated graphs have
1000 vertices and edges of length 1 only.

Graph structures Parameters

Vertex degree Average degree

1 2 3 4 5 Initial No d-2

Degree distribution match:

g1 15% 70% 12% 3% − 2.03 2.1

g2 10% 70% 15% 5% − 2.15 2.5

g3 5% 80% 10% 5% − 2.15 2.75

Degree distribution with no degree-2
vertices:

g4 35% − 60% 5% − 2.35 2.35

g5 35% − 50% 15% − 2.45 2.45

g6 35% − 40% 25% − 2.55 2.55

g7 35% − 40% 10% 15% 2.7 2.7

g8 35% − 40% 5% 20% 2.75 2.75

Dominated by high-degree:

g9 20% − 15% 60% 5% 3.3 3.3

g10 20% − 15% 5% 60% 3.85 3.85

To explore the interaction between graph layout and distance savings, we
conducted a set of experiments on generated graphs using the blossom-based
approach that was shown to be optimal above.

Random graphs were created using an algorithm proposed by [1]. Graphs are
created with a fixed number of vertices (we choose 1000) to specified vertex-degree
distributions. Our vertex-degree distribution parameters are shown in Table 5,
which also summarises the average vertex degree of the generated graphs, before
and after the initial removal of degree-two vertices. Three parameter settings of
random graphs (g1 – g3) are generated with similar vertex-degree distribution to
the graphs representing our real-world road networks. A further five parameter
settings of random graphs (g4 – g8) have similar vertex-degree distribution to the
graphs of real-world road networks after cleaning to remove degree-two vertices.
There are also two parameter settings of random graphs that are dominated by
degree-four (g9) and degree-five (g10) vertices. In the random generation, all edge
lengths are set to one, and no attempt is made to generate graphs with particular
structural characteristic (grid-like, tree-like). Our experiments focus on the gen-
eralisation of the influence of vertex degree, only.

For each group of graphs, we run these three sets of experiments with pro-
gressively greater reductions, dictated by our data cleaning and graph reduction
approach to the road network graphs: 1) data cleaning to remove degree-two
vertices, 2) graph reduction to remove all degree-one and degree-two vertices,
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and 3) further reduction to remove all even-degree vertices. For each experiment,
we report the average of 30 runs, a number selected to give acceptable total run
time but a suitably-low statistical error.

4.1 CPU Time Results

Table 6 presents details of the CPU time taken (using the computational plat-
form described in Sect. 3.1) for the overall CPT identification process (vertex-pair
distances using FW, blossom matching, graph reconstruction and CPT identifi-
cation), and then for the three levels of data cleaning and graph reduction, on
each of the 10 types of graph.

Each graph reduction makes a big contribution to CPU time reduction. The
results for the first group of graphs, those generated to match the vertex degree
distribution of the complete road network graphs, shows the importance of
removing degree-two vertices in this respect. A further large time saving occurs
when removing degree-one vertices – from Table 6 we can see that these make
up 50% of the vertices in the example g1 graph after removal of the degree-
two vertices. Comparing the improvement in CPU times between the full graph
reduction (last column of Table 6) and the data-cleaning reduction of removing
only degree two-vertices (middle column total), the results for this first group of
graphs show CPU time savings of 95.5%, 90.3% and 78.5%, respectively.

Table 6. CPU time for CPT tour extraction on generated random graphs g1 – g10,
showing the effect of graph reductions. Lowest overall CPU times for each graph type
are in emboldened.

CPU(ms)

Graph
struc-
ture

FW,
blossom
GR, HA

Removing
degree 2

And removing
degree 1

And removing all
even degree

Reduction Total Reduction Total Reduction Total

g1 19691.82 10.66 577.56 11.61 29.49 12.07 25.91

g2 19616.67 10.21 568.72 11.36 86.71 12.93 54.86

g3 19522.89 11.30 183.39 11.75 60.01 15.18 39.37

g4 20464.62 − − 6.34 1831.37 7.76 1436.3

g5 20312.60 − − 6.22 2086.82 14.64 1062.11

g6 20582.34 − − 5.55 2528.90 863.95 1666.97

g7 20433.91 − − 4.88 2780.43 13.07 1414.97

g8 20359.70 − − 4.87 2810.04 10.99 1622.76

g9 20339.90 − − 3.88 8468.91 248918.2 249369.4

g10 20407.10 − − 3.68 9209.61 17.08 4992.87
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The graphs in group g4 – g8 (and, indeed, g9 and g10) are generated without
degree-two vertices. For these graphs, the graph reduction steps also show a very
large CPU time reduction over the un-reduced time.

For the graphs dominated by higher-degree vertices, g9 and g10, the results
again show that graph reduction leads to time reductions, but, for g9 which
is dominated by degree-four vertices (60% of all vertices), CPT extraction with
removal of all even vertices is almost three times the CPU time for just removing
degree-one vertices, and somewhat greater than the CPU time for cleaned graphs
with neither subsequent reduction step. In this case, the last column of Table 6
shows that there is a very large CPU time overhead for deleting the significant
number of degree-four vertices and any other higher even-degree vertices. In
contrast, the graphs dominated by degree-five vertices, g10, show a pattern that
is consistent with the graphs that are similar to the real road network graphs.

Further analysis of specific graph results shows how these CPU time sav-
ings arise, since the FW and the blossom matching process are the most CPU-
intensive parts of the CPT extraction.

Table 7. Degree distribution after each graph reduction for a typical g1 graph.

Vertex degree Total vertices

Original graph 1 2 3 4 1000

15% 70% 12% 3%

Delete degree 2 50% − 40% 10% 300

Delete degree 1, 2 − − 78% 22% 84

Delete degree 1, even − − − − 66

The complexity of FW is dependent on the number of vertices in the graph.
Table 7 shows that degree-two removal (data cleaning) removes 70% of vertices,
and subsequent graph reduction reduces 300 vertices successively to 84 then 66
vertices on which to run FW. It is the odd-degree vertices that influence the
CPU time of blossom algorithm matching (step 2) – there are 270 odd-degree
vertices in this example of a g1 graph, but we have the much smaller number, 66,
of odd-degree vertices after removal of degree-one and all even-degree vertices.
Thus we can conclude that the graph reduction contributes both to the reduced
running time of the FW, shortest-path-between-pairs calculation, and to the
reduced running time of matching process.

4.2 Distance Saving Results

Figure 8 shows the average distance savings (calculated using Eq. 5) and vari-
ances about the mean from our 30-run sets. As in the road network graphs,
the greatest distance savings are associated with higher average degree graphs.
The pattern also shows within groups of graphs with similar degree distribution
(identified by shading in Fig. 8).
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Fig. 8. Distance saving (Eq. 5 for the one-pass route compared to bi-directional routing
on the randomly generated graphs g1 – g12. For graph characteristics, see 5. Numbers
in brackets are the average vertex degree for that graph. Give 95% error bars.

These results on randomly generated graphs support our general observa-
tion of significant distance savings for a one-pass CPT over a bi-directional
inspection tour, even though our generated graphs ignore the impact of different
graph topologies and edge lengths. The only distance saving that is worse than
the 26%-plus savings on the road network graphs is for g1, those graphs that
have an average degree of close to two before and after removal of degree-two
nodes. Comparing to other graphs, g1 graphs also have the highest proportions
of degree-one vertices after data cleaning (removing degree-two vertices) – dead-
ends that have to be traversed twice in order to continue a tour.

5 Conclusions

This paper explores the potential benefits for road inspection of using inspection
vehicles that can collect both side of one road-lane information at the same
time, as opposed to more traditional single-sided monitoring that has to use a
bi-directional strategy to monitor every road.

By making various assumptions, we can systematically clean the map-based
route data to replace omitted intersections. We create road network graphs from
the seven UK Local Authority road network data sets, cleaning this data to
remove degree-two vertices that simply record bends in the road. The most
efficient bi-directional route is an Euler Tour of the original road network digraph
with each edge replaced by two arcs in opposite directions. For the one-pass
vehicles, we need to find the shortest route that traverses every edge of the
undirected graph, a Chinese Postman Tour. We use the most efficient solutions
available to extract a CPT, and explore heuristic approaches to the expensive
time consuming step, the vertices matching.

A novel contribution of our work is to introduce graph reduction techniques.
It is notably helpful on sparse graph like real-world road networks; even the
graph of a UK county road network is amenable to CPT route calculation on
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a standard PC within reasonable CPU time. For road networks in residential
areas, the reduction helps to manage the many branch roads, close road and
culde-sacs which lead to complex graph structures.

We have presented initial results on randomly generated graphs that allow us
to identify what sorts of road network graphs generate most savings – CPU time
use is related to the number of vertices in graphs, but the cost of graph reduction
exceeds that saved on computation in the pathological case where most vertices
are of degree-four.

In general, road network results show that the greater average degree a graph
has, the greater the route distance savings that can be generated. The results
also show some influence from graph structure, with better improvements in
grid-like structures than tree-like structures.

We present conclusive evidence that the one-pass approach offers significant
savings over the bi-directional approach to road inspection. This assumes that
the effects of data cleaning (which may wrongly insert new intersections, and
may not be able to identify some missing road sections) are similar on both the
one-pass and bi-directional tour calculations.

5.1 Estimated Cost Savings of One-Pass Road Monitoring

In co-operation with our business partner, Gaist Solutions Ltd., we can estimate
the national savings of the one-pass strategy. Across all the results for the seven
UK Local Authority road networks, we find a distance-saving of roughly 30%.
If we assume that the seven case studies are typical of the UK, then we can use
this to estimate the total annual saving for UK local authority spending on road
inspection using a one-pass strategy. We use published data, rounded to avoid a
false appearance of precision in the estimates.

The whole UK road network under local authority control (i.e. without trunk
roads and motorways) is roughly 240,000 km [25], broken down to 30,000 km
of major roads and 210,000 km of minor roads. The UK highway management
authority states that road inspection should cover all major and about one-third
of minor roads each year [4].

Extrapolating from our seven examples, we can estimate that a bi-directional
strategy requires annual inspection route distances totalling roughly 60,000 km
of major roads (twice the total distance) and 140,000 km minor roads (twice the
total distance of one-third of the routes each year).

If a one-pass strategy results in a 30% distance saving, then the inspec-
tion route distance reduction would be roughly 18,000 km for major roads and
42,000 km for minor roads. According to the cost information provided by our
industry partner, Gaist, we can estimate a cost saving using a linear function
that includes labour, petrol, equipment and vehicle maintenance costs. This
gives an approximate cost of £30 per km of major road and £90 per km of
minor road. The cost is higher for minor roads because running speed is lower,
and there are more likely to be obstructions and blockages. We can there-
fore tentatively suggest an annual saving across all UK Local Authorities of
30 ∗ 18000 + 90 ∗ 42000 = £4.32 million.
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At this stage, we have an overview of how much cost saving could be made
by using a one-pass inspection strategy instead of a bi-directional strategy. Gaist
is now using our approach, including graph reduction in planning its national
scale road inspection programme. However, there are more practical issues to
address, such as the number of one-pass inspection vehicles required to inspect
the network, and identification of optimal starting points for each vehicle tour.

Acknowledgements. The authors would like to thank Gaist Solutions Ltd. for pro-
viding data and domain knowledge. This work has been funded by the Large Scale
Complex IT Systems (LSCITS) EngD EPSRC initiative in the Department of Com-
puter Science at the University of York.
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Abstract. Due to globalisation, supply chains face an increasing num-
ber of risks that impact the procurement process. Even though there
are tools that help companies address these risks, most companies, even
larger ones, still have problems for adequately quantifying the risks on
their current process as well as on alternative process. The aim of our
work is to provide companies with a software supported method for
quantifying procurement risks and establishing adequate strategies for
risk mitigation at an optimal cost. Based on the results of a survey on
risk management practices and industrial needs, we developed a tool
that enables them quantifying these risks. The tool makes it easier to
express key risks via a process model that offers an adequate granular-
ity for expressing them. A simulator incorporated in our tool can effi-
ciently evaluate these risks through Monte-Carlo simulation technique.
Our main technical contribution lies in the development of an efficient
Discrete Event Simulation (DES) engine, together with a Query Lan-
guage that can be used to measure business risks from the simulation
results. We show the expressiveness and performance of our approach by
benchmarking it on a set of cases that are taken from industry and cover
a large set of risk categories.

Keywords: Discrete Event Simulation · Manufacturing · Supply chain ·
Procurement risks · Risk management

1 Introduction

Companies are faced with increasing procurement risks within the context of a
global economy. These risks can be related to many different factors, such as,
for example, the geographic location and the political and economic situation of
the involved parties (suppliers, warehouses and factories). Assessing these risks
c© Springer International Publishing AG 2017
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alone is a difficult task as the risks may only reveal themselves at the end of
the production chain and it also requires consideration be given to the impact of
internal risks, as well as thought be given to the complexity of the manufacturing
process (which could decrease the capacity for adaptation in the case of supply
failure) or the level of optimisation in place (which could increase the impact in
case of disruption).

Helping company managers make the right decision in the face of risks is not
an easy task. Whilst analytical reasoning is impractical, model-based simulation
has proved to be a competent approach [1]. Procurement risks present extra chal-
lenges as they occur at one end of the process (output), but can sometimes only
be measured at the other end (input), therefore they require thought through-
out the whole manufacturing process. The scope of our work is to address this
challenge, focusing on small and medium enterprises in the field of mechanical
engineering.

Our ultimate goal is to produce a user-friendly, tooled methodology that will
guide the user through the whole process of risk assessment. In order to reach
this goal, our work is structured as follows:

– A taxonomy of supplier and internal risks is identified, starting with the sim-
plest risk - a shortage of raw materials, which can eventually lead the whole
process chain to more elaborate risks, depending on the kind of order policy
used.

– A survey was conducted on the practice of risk evaluation in an industrial
context [2]. The results of this survey showed that nearly 66 % of the compa-
nies perform risk evaluations, although only 10 % rely on dedicated software
tooling. This means that in practice risks are evaluated by an individual esti-
mation of the cost factor and the probability of occurrence. In general, and
by including historical data in the estimation, the quality of the estimation
improves. However, relying on historical data and estimating the impact of
factors, like delivery times, means that material quality is impossible to esti-
mate, even in the case of changing suppliers or adding parallel processes to
the chain. Based on the requirements identified in the survey, a software based
risk management framework was defined.

– We developed a modelling and simulation toolset for identifying risks, quan-
tifying them and deciding on design alternatives that can help mitigate risks.
The main technical scope of this paper is to detail our toolset framework and
show how it helps focus be retained on the risks during modelling, so as to
stay efficient during the modelling time, simulation time and result analysis
time.

– Finally, we are validating our work through a group of companies that are
already trying out our tool via an easy to use web interface. Although this
validation is not yet complete, we can already benchmark our approach on
a number of industrial cases and in doing so assess the expressiveness and
performance of our approach.

Our modelling framework includes concepts such as storages, where items can
be stored or retrieved with a maximum capacity, and several types of production
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processes, each with different timing and failure behaviours. In addition, we
defined a query framework on models that are fully declarative and include
arithmetic, temporal and logic operators, as well as basic probes for the elements
of our factory model (contents of a storage, whether a process is running or not,
etc.). Based on this query language, the software tool is able to calculate the
probabilities of different scenarios (e.g. delay in deliveries, defective parts or
poor quality) and their impact, which is all based on a timed model of the
relevant factory process.

This approach to monetary risk quantification is based on an approach devel-
oped in the Q-Risk project [3]. The simulation toolkit relies on the discrete event
simulation module of the OscaR framework, particularly its simulation layer,
and adds dedicated abstractions that are dedicated to the timed modelling of
factories, and the modelling of risk-related queries [4].

Our main contribution lies not only in the risk-driven dimension of our frame-
work, but also in regards to the usability factors. Its design is based on a number
of trade-offs between the expressiveness and simplicity of the modelling language,
as well as efficiency of the simulation engine.

The paper is structured as follows: Sect. 2 presents the context of our work;
Sect. 3 presents our modelling language for representing factories; Sect. 4 presents
our query language that can serve to evaluate risks; Sect. 5 illustrates how com-
plex risks can be included in our query language; Sect. 6 describes our DES proto-
type and more specifically the Query Engine. Section 7 shows the benchmarking
of our simulation tool both on the expressiveness and performance dimensions;
Sect. 8 discusses some related work; Sect. 9 concludes the paper.

2 Background

In order to assess and quantify different kind of risks in manufacturing processes,
we model the manufacturing process as a flow graph. This model captures the
key procurement steps and the production process itself. Resource storage (in
warehouses or stockrooms) and the flow of raw materials in basic processes will
be explained in Sect. 3.1. The main graphical notations implemented by the
graphical part of framework are shown in Fig. 1, which is a model used later
in the benchmarking process. Notations are quite self explanatory: a supplier is
a little truck, storage types are represented by different variations of cylinders
(the one with vertical bars can overflow) and processes are depicted with the
industry icon (also with some variants: multiple horizontal lines means parallel
batches, the cross means possible failure, the rounded, the rounded box depict
a conveyor belt).

The operation of the whole manufacturing process can be described as a
sequence of timed events. For instance, the first event involved with simulating
a factory is fetching some materials for storage. This action can trigger a new
order being sent to a supplier if the storage level reaches a certain threshold - in
accordance with supply chain policy.

In the rest of this section we recall the nature of risks and the goal of risk
management, then we give some details about Discrete Event Simulation and
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Fig. 1. Beer game model.

why it provides an adequate framework for modelling the operations of manu-
facturing processes and quantifying risks [5].

2.1 Risks and Risk Management

In order to develop a Discrete Event Simulation approach for quantifying the
impact of risks in manufacturing enterprises, the nature of risk and the under-
lying process of risk management needs to be understood in detail.

Risk. Risks strongly affect an enterprise’s business success and are directly
related to costs, effort and yield [6]. Thereby, risk is understood as an event
likely to occur with an undesired consequence. The most common and, for the
approach, most convenient categories of risks are the cause and impact-oriented
type. The root-cause-oriented approach considers information uncertainty and
validity as risk [7]. The chance of not meeting a planned target is understood as
an impact-oriented risk. However, only combining both categories of risk leads
to the necessary scope of information needed to properly manage risks. Hence,
risks need to be understood as having a certain likelihood of missing a defined
target. Hence, the concept of risk is defined through three components: the haz-
ards, or potential dangers, the consequences of those hazards, and their predicted
frequency, or likelihood [8]. A “natural” quantification of the hazards associated
with a risk is the quantification of product consequences in order of likelihood.
A cybernetic model of procurement-based hazards and their management is pre-
sented in [9].
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Risk likelihood can be modelled with probability distributions [10], as the
occurrence of a risk hazard in a process or system is uncertain. In [11], a theory
of probabilistic risk analysis is developed, which is associated with the concept
of system reliability. As a risk is defined as the deviation from a planned value,
statistical measures can thus be applied to operationalise and compare the pos-
sible magnitude of such deviations [12]. Evaluation of the risk analysis and the
reliability of a system can be done with the Monte-Carlo method [1].

Risk Management. The main objective of risk management lies in the assess-
ment of major corporate goals in regards to risk policy strategies. Hence, risks
affecting long lasting business success need to be controlled. However, enterprises
will never be able to totally eliminate risks and will always have to consider a
certain degree of residual risk [13]. One key task of risk management is to identify
and analyse risks as early as possible in order to take cost optimal risk treating
actions [6].

The basic process of risk management (Fig. 2) is described in standards ISO
31000 and ONR 49000 ff. IEC 31010 provides an overview of corresponding risk
management methods and techniques for a specific process.

2.2 Discrete Event Simulation

There are two main approaches for representing time if we want to simulate the
behaviour of a system: the first approach is to use a continuous time, in which
the events affecting the system occur as time “ticks”, all of which is proportional
to the actual expected time of system operation. The other approach is to have
a discrete time, and concentrate the simulation on only the operational events,
rather than the time. This is the basis of Discrete Event Systems (DES).

In the literature [14,15], the main components of a DES model are described
as: entities (which are the items that are flowing and transformed throughout the

Fig. 2. Risk management process.
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simulation), queues (representing storage devices or other areas in which entities
wait to be used), activities (that actually perform some work on the entities),
and resources (a special kind of entity that is required to operate activities).

DES models define events as discrete points in time in which the system
state changes. The simulation of the model is simply a queue of different events
triggered by the previous event, in other words the “next-in-time”. Checking an
event can trigger other events in the queue. For instance, checking the event
starting an activity will trigger the events of fetching the corresponding entities
needed to perform the activity, and thus ending the activity. The event of activity
failure can also be triggered by a given probability.

Several software solutions exist to support DES based modelling for a variety
of applications. Among the commercial software, we can cite AnyLogic [16],
Arena [17] and Plant Simulation [18].

3 A Simulation Meta-Model for Factories

All the main elements of manufacturing processes are represented in our simula-
tion meta-model, which allows us to define concrete models that are simulated
in a Discrete Event Simulation engine. In addition to this, we designed a Query
Language over concrete simulations in order to collect and analyse data.

3.1 Modeling Factory Processes

This section introduces the basic blocks for representing factories. In our app-
roach, factories are modelled as a flow of items, processes and stocks.

Storages represent any kind of stock device or place for raw materials, like
a warehouse, a barrel, a silo or a dumpster. They have a maximum capacity.
When this capacity is reached, they either overflow, or create a blockage in the
process, all of which is dependent on the settings of the storage. If a full stock
storage overflows, any unloading material of that stock is lost.

Batch processes are factory processes that work in a batch fashion; supplies
are collected from various stocks, then the process runs for some time, and finally
the produced outputs are dispatched to their respective stocks before this whole
cycle starts again.

Continuous processes are factory processes that typically run on a conveyor
belt. Items are continuously picked from input stocks and undergo the process
immediately at the physical end of the machine, they then pass through the
machine in a queue, and when they reach the other end of the machine, the
resulting items are dispatched to their respective stocks. A simple example is a
conveyor belt that passes through a bakery oven; raw pastries are set on one end
of the conveyor belt; they go through the oven and are cooked when they reach
the other end of conveyor belt, from there they are dispatched to their output
storage.

Splitting processes are similar to batch processes, except that they have sev-
eral sets of outputs and when completed, one set of outputs is selected and the
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produced items are dispatched to the stocks associated with the selected output.
This represents a quality assurance process, whose item flow is split into two (or
more) separate flows based on the result of the quality assurance analysis.

Parallel processes are variants of the processes above, where several lines of
the same process are running in parallel. Basically, all processes introduced here
have a parameter specifying the number of process lines running in parallel.

Items flowing in processes and stocks are indistinguishable at any given point
of the factory process as they all share the same part number. Yet, they have
some intrinsic features: some items might come from a given process, others
might be made out of poor quality supplies, etc. These intrinsic features can
influence the behavior of some processes, such as the splitting process repre-
senting a quality assurance process. This notion of intrinsic features leads us to
distinguish between two different types of storage, namely: First In-First Out
(FIFO) storage and Last In-First Out (LIFO) storage.

3.2 Process Activation and Supply Chain Policies

Supply chain policies are also integrated in our model of the factory, together
with activation policies that are able to turn a process on or off, depending on
the demand for the output stock. To model these two concepts, we introduce the
notion of activable and activation. An activable is something that can be enabled
through an activation. We also associate a magnitude with the activation, or in
other words, an integer. An activable can be a process or a supply order. In
the case of a process, the activation represents the number of batches that the
process is allowed to execute. In the case of an order, the magnitude represents
the number of ordered items.

In our model, an order is a stationary, activable object that represents a class
of order that can be passed. The order is passed when the modelled order object
is activated.

Activables can be activated based on various rules that are also part of our
modelling framework. There are three types of activation rules, namely: regular
activations (performs the activation on a regular basis over a period of time);

Fig. 3. Concepts of our process modelling languages.
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Fig. 4. Concept for modelling activation rules.

order-based activations (performs the activation when an order is received); and
stock monitoring activation (performs the activation when the stock level gets
below the threshold).

3.3 Modelling Intrinsic Item Features

To represent these intrinsic features, we introduce the notion of item class, rep-
resenting the set of intrinsically identical items. Item classes are characterised
by a set of boolean attributes. A global set of attributes is defined on the whole
simulation model; each item has its own attributes, which is a subset of the
global set of attributes. This set of attribute attached to the item defines the
item class to which it belongs.

When an item flows through a process, the process can update the attribute
of the item to reflect the process that was applied to this item. Similarly, when
an item flows through a splitting process, the selected output can be specified
according to the attributes of the item. At this point, we had to set a trade-off
between the expressiveness of the modelling language, its simplicity, and the
efficiency of the simulation. Processes can update the class of items through
three basic operations: setting an attribute, clearing an attribute, or loading a
constant set of attributes.

Another restriction that we have implemented regards how the class of items
produced by a process is linked to the classes of several potential inputs of this
process. We consider the union of all attributes with all inputs performed in
order to start a batch of attributes in the process, and set this union as the start
class for the whole batch. The class transformation function of the process is
then applied to this class, and every item output in the process from this batch
share the same output class computed by this class transform function.

Since items are distinguishable through their item classes, we introduced two
models of storages, namely FIFO and LIFO storages, representing queues and
stacks of items, respectively.
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4 Performing Queries over Simulations

The goal of our approach is to perform risk-related queries on factory simulations.
These queries are meant to be performed on single runs of simulations occurring
inside the Monte-Carlo engine, which aggregates the query results over the runs.
It can then be queried afterwards e.g. for mean, median, extremes, variance of
these queries over the runs.

Our query language can roughly be split into three sets of operations, namely:
probes on processes, probes on storages, and operators. Operators are split into
five sets, namely logic operators, temporal logic operators, arithmetic operators,
temporal arithmetic operators, and history recording operators. Arithmetic and
logic operators differ by their their return types; they return numeric and boolean
values respectively.

Since this query language runs over simulated time, we assume that the value
of the queries are computed at the end of the trace on which they are evaluated.
We define the operator of our language together with their semantics by using
the |= notation: t |= P is the value of expression P when evaluated at position
t of the current trace.

Some temporal operators refer to the previous position in time, denoted as
prev(t), notably to compute deltas or assess changes. These should be used with
care since we are in an event-based model of time, so adding such operators in
the query will add extra time events in the simulation.

4.1 Probes for Processes

The probes on processes are atomic operators that extract basic metrics from
processes of the simulation model. Suppose that p is such a process, the following
probes are supported:

– t |= running(p) true if the process is running at time t, false otherwise.
– t |= completedBatchCount(p) the total number of batches performed by the

process between the beginning of the trace, and time t.
– t |= startedBatchCount(p) the number of batches started by the process

between the beginning of the trace, and time t. For a process with multiple
lines, it sums up the started batches of each line.

– t |= totalWaitDuration(p) the total duration where the process was not run-
ning between the start of the trace, and time t. for a process with multiple
lines, it sums up the waiting time of each line.

– t |= anyBatchStarted(p) true if a batch as started by the process at time t.

4.2 Probes for Storages

The probes on storages are atomic operators that extract basic metrics from
storages of the simulation model. Suppose that s is such a storage:
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– t |= empty(s) true if the storage s is empty at time t, false otherwise.
– t |= content(s) the number of items in the storage s at time t.
– t |= capacity(s) the maximal capacity of s. This is invariant in time.
– t |= relativeCapacity(s) the relative content of storage s at time t, that is: the

content of the stock divided by the capacity of the storage.
– t |= totalPut(s) the number of items that have been put into s between the

beginning of the simulation and time t, not counting the initial ones.
– t |= totalFetch(s) the number of items that have been fetched from s between

the beginning of the simulation and time t.
– t |= totalLostByOverflow(s) the number of items that have been lost by over-

flow from s between the beginning of the trace, and time t. If s is a blocking
storage, this number will always be zero.

4.3 Operators

Logical Operators

– t |= true the constant true.
– t |= false the constant false.
– t |=!l the negation operator.
– t |= l1 op l2 where op is one of {&, ‖} represent conjunction, and disjunction

operators, respectively, returning their conventional results.
– t |= a1 comp a2 where comp is one of {<,>,≤,≥,=, �=} represent comparison

operators over numerical values, returning their standard results.

Temporal Logic Operators

– t |= hasAlwaysBeen l true if for each t′ in [0; t], t′ |= l
– t |= hasBeen l true if there is a t′ in [0; t] such that t′ |= l
– t |= l1 since l2 true if there is a position t′ in [0; t] such that t′ |= l2 and for

each position t in [t, t] , t |= l1
– t |= @l true if both t |= l and prev(t) |=!l.
– t |= changed(e) e might be a logic or arithmetic expression; this evaluate to

true when t |= e and prev(t) |= e have different values.

Arithmetic Operators

– t |= n where n is a numerical literal represents a literal constant value
– t |= a1 op a2 where op is one of {+,−, ∗, /} represent the classical arithmetic

operators over numerical values, returning their conventional results.
– t |= −a represents the unary negation.

Temporal Arithmetic Operators

– t |= delta(a1) is a shorthand for t |= a prev(t) |= a
– t |= cumulatedDuration(b) let be T = (t1, t2)‖t1 = prev(t2)&t1 |= b&t2 |= b

the accumulated duration of b is the sum over the couples (t1, t2) in T of t2, t1
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– t |= time evaluates to t.
– t |= min(a) the minimum over all the values of t′ |= a with t′ in in [0; t]
– t |= max(a) the maximum over all the values of t′ |= a with t′ in in [0; t]
– t |= avg(a) the average of all the values of t′ |= a with t′ in in [0; t]
– t |= integral(a) the integral of t′ |= a dt′ with t′ in [0; t]. The integral is

computed through the trapezoidal rule taking the events as discretisation base.

History Recording. Two operators are available for recording the evolution of a
query throughout the simulation run. The type of these operators is a history
of value. The value itself is Boolean, or arithmetic, respectively. These opera-
tors cannot be composed with any other operator. Semantically, they are only
evaluated at the end of the run, so that there is no position in time in their
definition.

– record(a) is the history of the value of the arithmetic query a over the simu-
lation run.

– record(b) is the history of the value of the boolean query b over the simulation
run.

5 Modelling Risks as Queries

Our query language allows for computation of any metric measurement given
in the simulated factory model, and metrics associated to risks in particular.
Thus, it is necessary to identify the risks we want to assess. The risk identifica-
tion process is partly generic because there are well-known categories of risks.
We considered here the classical delay/quality/quantity triangle, which can be
defined as follows:

– Delay risks are related to the possibility of taking more time than expected
to produce goods, for instance due to process malfunction, or problems in
stocking materials due to supply and storage failures.

– Quantity risks are related to the possibility of producing less goods than
expected in a process or losing materials in the storage stage.

– Quality risks are related to the possibility of a process producing “bad”
goods, or the degradation of materials whilst in storage.

The characteristics of these risks, such as their likelihood and their impact,
may vary a lot. We quantify these risks by expressing them in our query lan-
guage, generally as a cost value. Risks can occur at different levels of granularity.
Elementary risks occur at component level (such as a provider, a storage type,
a process) but not necessarily result in a system level risk if the supply chain
is designed to cope with the risk. System-level risks occur at system level, for
example, the global production latency, or the critical path of a supply chain.

In the rest of this section, we present how typical risks can be expressed in
our query language. Queries can reference other queries; this makes it possible
to refer fine grained risks in the definition of higher level risks.
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Risks Specific to Suppliers. For a single supplier, the risk model is directly
encoded in terms of quality, quantity and delay, so it makes little sense to measure
it. We can consider more complex configurations, such as a combination of suppli-
ers, reactive suppliers with less quality or quantity, and a slower supplier with high
quality or quantity. We can assess the adequacy of the design of a supplier combina-
tion by measuring the probability of underflow in the common input storage they
are supposed to replenish, e.g. using the probe cumulatedDuration(content(sto) >
MIN), where MIN is some minimal “safety” stock.

Risks Specific to Storages. As a delay risk for storage elements, we can com-
pute the amount of time it takes before a storage overflow occurs ovst with the
probe cumulatedDuration(hasAlwaysBeen(ovst) < 1). This allows us to know
whether the storage has been losing pieces for a long time and be able to esti-
mate the extent to which the storage should be enlarged.

The most basic quantity risk for an overflowing storage is the number of lost
pieces. This is measured by the probe totalLostByOverflow(ovst). Together with
the previous probe, useful adaptations to the size of the storage container can
be decided.

With respect to the quality risks, it is possible to find that a storage is over-
sized, that is that the maximum contents of the stock throughout the simulation
are a lot lower than the storage’s capacity. This can be measured with the probe
max(relativeCapacity(stock)) and it can be used to verify whether that value is
higher than an acceptable percentage number.

Risks Specific to Processes. For quantity risks, we are interested in processes
that do not work enough in the simulation. The percentage of idle time for a
process p is measured by the probe (totalWaitDuration(p)/currentTime) ∗ 100.
To detect whether the process p operated at all in the simulation, we can use
the probe: hasAlwaysBeen(!anyBatchStarted(p)).

About quality risks, a basic query is used to look at the ratio of failed part
from a failing batch process: totalPut(p)/completedBatchCount(p). This is how-
ever of limited interest as it will return a value close to the encoded probability
of failure. More general attributes are however being defined on processes with
more complex transformation functions - this includes more randomness, which
would make such a query informative at that level.

System Level Risks. Quantifying risks at system level is highly dependent
of each considered case. Let us illustrate some typical queries that can be used.
A general consideration is that at system level risk are systematically turned
into costs so they can be compared. In order to do this specific attributes are
available: for example the cost of all parts going through stock, the cost to repair
a damage machine, penalties for supplier being late, etc.

For quality risks, considering losses occur from failing processes FP1 and
overflowing storage ST1. Considering there is no rework, the query LOSS is:
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totalFailed(FP1) * partCost(FP1)+totalLostByOverflow(ST1) * partCost(ST).
Assuming there is also a similar query to define the VALUE ADDED (based
on the cost of incoming parts versus produced parts), the profitability is then
defined as VALUE ADDED/(LOSS + VALUE ADDED). These queries could be
made more general using a component selector to select all relevant parts to use
during specified computation.

For quantity risks, an OUTPUT storage can be compared with an ORDER
book: (content(OUTPUT)− content(ORDER)) * partCost(ORDER). We use
the agreed order cost which may differ from the cost of the produced parts.

Global delay risks are more difficult to express because the DES engine does
simulate the flow of parts but only reports transformation events. It is however
possible to monitor the time required to fulfill some order and compare it with
the agreed delivery time and take into account possible penalties of being late.

6 Implementation

In this section, we first give an overview of the global architecture of the software
tool before giving more details about the execution of queries in the simulation,
which is the main body of our work.

6.1 Global Simulator Architecture

The simulator is implemented using the OscaR DES module [4] and is written
in Scala [19]. A modelling web front-end was developed with JavaScript tech-
nologies, mainly Bootstrap [20], JQuery [21] and JointJS [22]. The lightweight
Scalatra [23] web framework was used to wrap up the simulator as a set of web
services. The web server contains a Monte-Carlo simulation engine that is able
to aggregate the results (especially the queries) of several simulations over the
same model. Figure 5 illustrates the architecture.

Fig. 5. Global architecture of the software tool.



214 R. De Landtsheer et al.

6.2 Supporting Risk Identification

The software tool includes a wizard helping the user to express risk using our
query language. A succession of sreenshot of this wizard is shown in Fig. 6. It
starts from the main risk categories (quantity/quality/delay) then guides the
user into specifying how the risk can be measured both at system level and then
at component level. A number of predefined queries are available in each context.
Queries can also be edited and designed from scratch using a plain text editor.
The figure shows the encoding of a quantity risk measuring the number of lost
pieces in a factory.

Fig. 6. Encoding a query for a quantity risk.

6.3 Efficient Evaluation of the Queries

All the elements of the factory feature optimal O(1) complexity for their update
operations. Attribute update operations performed by processes are collapsed
into a constant number of bit-wise operation. Any combination of the operations
on attributes can be aggregated into two efficient bit-wise operations performed
using bit masks that represent attributes.

Queries must be evaluated efficiently during simulation runs. To this end, we
have incorporated three mechanisms and the way they are evaluated on traces,
namely:

– Incremental evaluation throughout the simulation run.
– Minimal updates that allows updating only the relevant fragment of queries.
– Bottom-up updates to allow the sharing of sub-queries.
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Incremental Evaluation. Queries are evaluated incrementally throughout the
simulation, so that no simulation trace is actually generated. At each step of the
simulation, queries are notified about the new step, and they update their value
accordingly.

A very simple expression illustrating this is a+b. At each step t, the value of
this expression is the sum of the values of a and b: sum.Value = a.value+b.value.

A slightly more complex one is the max(a) expression. The max operator
updates its output at each step t of the simulation run by applying the code:
if(a.value > max) max.value = a.value where max is the output value of
the operator, and a.value is the value of a at time t.

Some operators require more intricate update mechanisms with auxiliary
internal variables. Consider the expression avg(a); the avg operator maintains
two variables: the number of steps so far, and the sum of all the values of a col-
lected at these step so far. The output value of the expression is the ratio between
these two internal variables: avg.value = sum of a / number of time Steps.

All operators are able to perform such updates of their outputs.

Minimal Updates. To further increase the efficiency of the query evaluation,
we distinguish two type of operators: non accumulating ones and accumulating
ones. Non accumulating operators, such as the + operator do not actually need
to perform updates at every step, they just need to be updated at the end of the
simulation trace in order to deliver a correct final value. Accumulating operators
include all the temporal operators, and need to perform some sort of update at
each step of the simulation run in order to deliver a correct value at the end of
the run.

Some non-accumulating operators might also need to be updated at each
step, for instance if their output value is needed by an accumulating operator. We
therefore introduce the notion of accumulating expressions and non accumulating
expressions. An accumulating expression is rooted at an accumulating operator,
or is the direct sub-expression of an accumulating expression. Non-accumulating
expressions are all the remaining sub-expressions.

At each step of the simulation, all operators rooted at accumulating expres-
sions are updated. The non-accumulating expressions are only updated at the
end of the simulation run.

Bottom-up Update. A third mechanism that we have incorporated in our
query evaluation engine is bottom-up update of the queries expressions. Queries
are not structured into trees. They might actually be directed acyclic graphs
because some fragment of queries can be shared by several queries. Bottom-up
evaluation enables us to update shared fragment of the queries only once, thus
gaining effficiency.

Overall Algorithm. When the simulation model and all the queries are
instantiated into the engine, a one-shot analysis is performed on the structure
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of the queries in order to label each sub-expression as accumulating or non-
accumulating. All accumulating expressions are then put on an evaluation list,
which also captures the order to follow when updating them at each step to
comply with the bottom-up order. At each step of the simulation, accumulating
expressions are updated following this evaluation list. At the end of the simu-
lation run, non-accumulating expressions are updated once, following a similar
bottom-up process.

7 Benchmarking

In order to assess the approach, we took a benchmarking approach based on a
set of representative models that were run on the implementations described in
the previous section. Our benchmarking addresses our two main contributions:

1. Expressiveness: shows that all the risks identified in the cases can easily
be captured by the modelling primitives and measurement probes, either by
being based on the set of generic probes identified, or by writing case specific
probes.

2. Performance: shows that running probes does not degrade the performance
of the simulation engine a significant amount.

7.1 Benchmark Models

We selected four representative models out of a set of about 20 examples inspired
by classic academic cases (these have specific, complex aspects) and other anony-
mous cases collected in industry. The cases also vary in the level of use of random
variables. We describe relevant modelling aspects of each supply chain, together
with specific risk issues associated with each model.

First Case: A Simple Assembler Factory. This case, illustrated in Fig. 7, is a
simple factory that builds industrial produce using two kinds of parts, Parts A
and B. Each part has its supplier which feeds the stocks when they become lower
than a given threshold. For part A, the supplier policy is to refill the stock to its
maximum capacity. For part B, the policy is the delivery of a fixed amount of
material. Part B must be preprocessed before assembly. The factory combines
two units of part A with one unit of preprocessed part B, resulting in 80 % of
products passing the quality tests. So the assembly process can be represented
by a failing single batch process. The goal is to assess if the input stocks are kept
within safe limits and are able to cope with production demand.

Second Case: A Beer Game Model. Our second case model is a classical problem
called “beer game” [24]. It is a long linear supply chain going from the beer
factory to the final retailer, passing by distributors and wholesalers. The beer
factory is considered here as a supplier, and single batch processes are used to
represent external sources of delay in transport. Intermediary stocks also add
extra delays. The continuity of retailing, distribution and wholesaler processes
is modelled by conveyor belts. The resulting model is shown in Fig. 1. The goal
is to assess where potential bottleneck can occur.



Assessment of Risks in Manufacturing Using Discrete-Event Simulation 217

Fig. 7. Model 1: a simple assembler factory.

Third Case: Multiple Suppliers. This case is inspired by a real industrial case,
where manufacturing involved three different materials having their own sup-
plier and refill policy, with random delays belonging to a Gaussian probability
distribution. 90 % of produce built by a batch in the factory fulfilled the quality
requirements. We want to evaluate the effects of different supplying policies in
order to ensure the supply chains operate at optimal capacity, whilst minimising
the frequency of orders.

Fig. 8. Model 3: multiple suppliers.

Fourth Case: A Complex Assembly Process. Our last case is inspired by an
industrial case in a factory where complex parts are assembled from 3 different
materials following a complex process. Two of the parts are preprocessed on
factory units that can fail (10 % of failures for the first one, 40 % for the second
one). The process is shown in Fig. 9.

7.2 Expressiveness Analysis

We identified a number of basic probes relating to risks directly related to model
elements. Such probes are automatically generated. So, for each stock, we gen-
erated three different probes for measuring the average and maximum contents
of the stock and for verifying whether the stock is full or overflowing. For each
process, we generated a probe for measuring the amount of time in which the
process was idle or blocked in the simulation.

In addition, the user can specify extra probes for expressing business spe-
cific risks that are typically more complex queries in the model. Table 1 sum-
marises some model characteristics like size (suppliers/processes/storages), risks
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Fig. 9. Model 4: complex assembly process.

and number of probes. To assess expressiveness, we considered a single probe
which actually proved enough to cover the targeted risks when dealing with
basic probes. In the final two models we also explored risk mitigation strategies.

– In the first case, assessing whether the stocks of raw materials were full could
be achieved with the probe cumulatedDuration(relativeContent(stockA) =
1). For most of the time in the simulation, the stocks were full and the assembly
process worked at full capacity.

– In the second case, we looked at the relative idle times in the process chain.
We noticed that the distribution process, just after the fabrication, is the only
one that blocks goods.

– In the third case, we both looked at process idle time (basic probe) and the
average contents of stocks using the probe avg(content(st)). This helped us
discover the best threshold to trigger an order, whilst minimising idle time.

– In the fourth case, a full stock was blocking the production. We miti-
gated the problem by experimenting with overflowing storage to estimate
the right sized storage in order to avoid overflow by using the probe
totalLostByOverflow(lipStorage).

7.3 Performance Analysis

A Monte Carlo simulation was run for each case with a time limit of 10000 units
and 2000 iterations to be more precise. Table 2 shows the computed average.
We performed the benchmarks on an Intel Core i7-4600U CPU at 2.10 GHz with
8 GB of RAM. A single core is currently used. The simulation was triggered from
the web interface on the same machine as the server.
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Table 1. Benchmarking table for expressiveness.

Name Size Risk types #probes Comments

M1 9 (2/2/5) Full stock
Process failure

20 Simple manufacturing

M2 17 (1/7/9) Blocked process
Process failure

36 Beer game

M3 8 (3/1/5) Full stock
Process failure
Supplier failure

20 Multiple suppliers

M4 14 (3/3/8) Stock losses 31 Complex part assembly

Table 2. Benchmarking table for performance.

Name No probes Std probes All probes Overhead

M1 7,3 ms 11,9 ms 12,5 ms 71,2 %

M2 11,3 ms 17,6 ms 17,8 ms 57,5 %

M3 25,8 ms 29,2 ms 34,2 ms 32,6 %

M4 6,8 ms 13,3 ms 13,4 ms 97,1 %

The overhead in the simulation with probes varies from 32,6 % in Model 3 to
97,1 % in Model 4. Model 3 has the longest run time because of the randomness of
the supply delays induced by probability distributions associated with suppliers.
Model 4 has the shortest run time because the simulation stops at an earlier
stage due to a full intermediary stock. In this case the relative overhead is bigger
as a result of the DES engine - the load is more efficiently calculated due to the
probe’s evaluation in the modelling stage.

Globally, overheads are quite acceptable. Some improvements are still possi-
ble in the context of integration with a web application, especially in optimising
the network requests between the web interface and the simulator, thus making
that interface more responsive. The total simulation time allows thousands of
simulations to run in a only a few minutes and explore risk mitigation alterna-
tives within an hour.

8 Related Work

A typical risk assessment conducted on a given factory plan is reported in [25],
which is based on the Arena simulation tool, featuring DES and Monte Carlo
methods as is the case in our work. It stresses the importance of conducting
stress-tests using such simulation platforms. Its focus is mainly on the disruption
risk, unlike our work which can cope with other classes of risks, like quality for
example. Our framework provides an added abstraction layer that can cut down
the cost of performing these important stress tests, thus making them achievable
by smaller industries.
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A similar analysis has been performed on a beer supply chain in [24], whose
model was presented in Sect. 7.1. This analysis leads to an evaluation of excessive
accumulation in the inventory or back ordering sections. Again, no dedicated
tooling was used for representing factories at a higher level, which would lead to
higher costs for conducting such an evaluation in an industrial setting. Our tool
could cope with using the available primitives.

Another simulation-based risk assessment is reported in [13]. It features an
aerospace company with very low production volumes, and leads to the elab-
oration of a dedicated simulation engine. The engine was first developed with
purely deterministic behavior, and then enriched with failure models and sto-
chastic aspects. It was shown to be of great value to the company, despite mainly
focusing on disruption risks, it helped the company develop a risk mitigation pro-
cedure. Our framework has a similar purpose and tries to propose a compromise
between genericity and efficiency.

[26] presents a general framework that combines optimisation and the DES
for supporting operational decisions in supply chain networks. Their idea is to
iterate between a simulation phase, in which some parameters are estimated,
and an optimisation phase that adapts the decision rules for the simulation. Our
current work does not cover the minimisation of risk. The tool is rather designed
to ease the identification of risk controls by the risk manager. We plan to address
optimisation in a later phase, based on the optimisation engines also present in
the OscaR framework [4].

9 Conclusions

We presented a Discrete Event Simulation Approach that is supported by a
software tool for modelling the supply chain of manufacturing processes with
the goal of assessing several kinds of risks on those processes, with a specific
focus being placed on procurement risks. This assessment is performed through
a simulation engine which uses Monte-Carlo techniques that can also be used to
further explore risk mitigation strategies.

The strength of our approach is to support a declarative and easy to use
graphical model for representing factory processes and stocks, together with a
declarative query language for defining metrics to be measured whilst simulating
the behaviour of the modelled system. We could successfully benchmark our
approach both from the expressiveness and performance perspectives shown in
several typical examples of factories, together with their supply policies.

Further work is still required in order to fully align our approach with the
needs of industry. One of our current steps is to validate the tool by putting the
tool in the hands of risk managers in a pilot case. We have already identified a
number of requests regarding:

– extending the modelling language, e.g. to support the notion of shared
resources among processes and have a statistic model of process failures and
breakdowns. More specialised processes allowing controlled fork/joins are also
required.
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– identification of model parameters making easier the manual (and later opti-
mised) exploration of risk mitigation strategies.

– availability of a companion library of specific risks and related probes.
– producing specific reports (e.g. business continuity plans). We have already

explored some work in this direction [27].
– possibly creating model refinements and better granularity of the simulation.

However our aim is not to capture the full reality but what will help in assessing
identified risks.

– finally, parallelisation of the Monte-Carlo simulation engine to obtain better
execution times, is needed.

Our framework combining usability, expressiveness and efficiency is an impor-
tant milestone in our work regarding raising the company awareness, especially
in smaller companies, of the need to evaluate their procurement risks and elabo-
rate their supply policies in the most optimal manner. We believe it can be used
to manage more general risks. Our design ideas can also be used to improve
other risk management tools. Our framework is available online [28] and we plan
to make it available open source.
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Abstract. In this paper, we study a Markov Decision Process version
of the classical Ramsey’s Growth model where the evolution of the labor
component is assumed to be stochastic. As this is a discrete-time model,
it is much easier to study the corresponding long-run behavior of the opti-
mal strategies, as it would be for a continuous version. A set of natural
conditions in the Euler Equation context are presented that guarantee a
stable long-term behavior of the optimal process.
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1 Introduction

The original model presented by Ramsey in [13] (formulated in communication
with the famous economist Keynes) analyzes optimal global saving in a deter-
ministic continuous time setting for a given country. It is no surprise that it
was originally solved using Calculus of Variations. Since then, several variants
have appeared in the Advanced Macroeconomics literature, but, as Prof. Eke-
land points out (one of the leading experts in Mathematical Economics): “To
the best of my knowledge and understanding, none of the solutions proposed for
solving the Ramsey problem is correct with one exception, of course, Ramsey
himself, whose own statement was different than the one which is now in current
use [5]”. We may safely assume that the intrinsic mathematical difficulty of the
Calculus of Variations machinery in the infinite-horizon context introduces an
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additional layer of complexity to the modeling problem that renders the variants
of the model dangerously opaque.

A discrete time version of this problem, on the contrary, allows the
straightforward use of Dynamic Programming techniques, and therefore, both
researchers and practitioners are able not only to focus on the analysis of the
model itself and its properties, but to introduce their own variants addressing
related issues of their interest. The deterministic is clearly stated and analyzed
in [1,9,14].

Ramsey’s seminal work on economic growth has been extended in many ways,
but, to the best of our knowledge, the study of its random discrete time vari-
ants is still in its initial phase. As it has been the case with many stochastic
growth models, this allows for a fruitful interaction between economists and
mathematician that will lead to better simulations and consequently, to a bet-
ter understanding of the effects of the random deviations in the growth of an
economy and its impact on the population.

In this paper one such random model variant is proposed, where the popula-
tion (the labor) grows in a stochastic manner. The discrete-time stochastic Ram-
sey growth problem is stated as a discounted Markov Decision Process (MDP)
(see [6,7]) with total discounted reward as the performance index. The optimal
control problem is to determine a savings policy that optimizes the performance
criterion. The solution of the optimization problem is analyzed using the Euler
Equation (henceforth denoted EE) approach, [3,4]. Later, the EE is applied to
study the ergodic behavior of the stochastic Ramsey growth process.

The fact that the modeling and computational complexity of the present
model appear to be reasonable, opens the avenue to the study of further variants
of the model, where the population is treated with more detail and the specific
impact of varied savings strategies on specific population segments is explicitly
dealt with in the mathematical treatment of the model. Hopefully this will lead
in the future to a mathematical research school that may relate macro and micro
models, where the effect of a policy on specific individual agents (for instance,
households) may be quantified. This variants should include more sophisticated
and meaningful performance indexes: for instance, utility on consumption, on a
closer analysis, depends of flawed philosophical and psychological assumptions.

2 Ramsey’s Growth Model

Consider an economy in which at each discrete time t, t = 0, 1, ..., there are
Lt consumers (population or labor), with consumption ct per individual, whose
growth is governed by the following difference equation:

Lt+1 = Ltηt, (1)

it is assumed that initially the number of consumers, L0, is known. In this
case, {ηt} is a sequence of independent and identical distributed (i.i.d) random
variables. The random variable ηt, t ≥ 0, represents an exogenous shock that
affects the consumer population, for example: epidemics, wars, natural disasters,
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new technology, etc. Then, in this context, it will be supposed that for each t ≥ 0:
ηt > 0, almost surely, i.e. P (ηt > 0) = 1.

Remark 1. In the literature of economic growth models is usual to assume that
the number of consumers grow very slowly in time, see, for instance, [9,14].
Observe that the model presented in this paper is a first step in an effort to
weaken that constraint of the model.

The production function for the economy is given by

Yt = F (Kt, Lt),

with K0 known, i.e. the production Yt is a function of capital, Kt, and labor,
Lt, where the production function, F , is a homogeneous function of degree one,
i.e. F (λx, λy) = λF (x, y). The output must be split between consumptions Ct =
ctLt and the gross investment It, i.e.

Ct + It = Yt. (2)

Let δ ∈ (0, 1) be the depreciation rate of capital. Then the evolution equation
for capital is given by:

Kt+1 = (1 − δ)Kt + It. (3)

Substituting (3) in (2), it is obtained that,

Ct − (1 − δ)Kt + Kt+1 = Yt. (4)

In the usual way, all variables can be normalized into per capital terms,
namely, yt := Yt/Lt and xt := Kt/Lt. Then (4) can be expressed in the following
way:

ct − (1 − δ)xt + Kt+1/Lt = F (xt, 1).

Now, using (1) in the previous relation, it yields that

xt+1 = ξt(F (xt, 1) + (1 − δ)xt − ct),

t = 0, 1, 2, ..., where ξt := (ηt)−1.
Define h(x) := F (x, 1) + (1 − δ)x, x ∈ X := [0,∞), h henceforth to be

identified as the production function. Then, the transition law of the system is
given by

xt+1 = ξt(h(xt) − ct), (5)

x0 = x known, where ct ∈ [0, h(xt)] and {ξt} is a sequence of i.i.d. random
variables with a density function Δ.

A plan or consumption sequence is a sequence π = {πn}∞
n=0 of stochastic

kernel πn on the control set given the history

hn = (x1, c1, · · · , xn−1, cn−1, xn),

for each n = 0, 1, · · · . Namely, for each n ≥ 1, πn is an stochastic kernel if satisfy
the following properties:
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i. πn (·|hn) is a probability measure on X, for each hn.
ii. πn (B| ·) is a random variable, for each B ∈ B(X), B(X) denotes the Borel

σ−algebra of X.

The set of all plans will be denoted by Π.
Given an initial capital x0 = x ∈ X and a plan π ∈ Π, the performance

index used to evaluate the quality of the plan π is given by

v(π, x) = E
π
x

[ ∞∑

n=0

αnU(cn)

]
, (6)

where U : [0,∞) → R is a measurable function known as utility function and
α ∈ (0, 1) is a discount factor.

The goal of the controller is to maximize utility of consumption on all plans
π ∈ Π, that is:

V (x) := sup
π∈Π

v(π, x),

x ∈ X.
Throughout of this paper the model will be called a Stochastic version of the

Ramsey Growth model, in short SRG.
The following assumptions it will be considered in the rest of the document.

Assumption 1. The production function h, satisfies:

(a) h ∈ C2((0,∞)).
(b) h is a concave function on X.
(c) h′ > 0 and h(0) = 0.
(d) Let h′(0) := lim

x↓0
h′(x). Suppose that h′(0) > 1 and

αh′(0) > E[ξ−1]. (7)

Remark 2. Observe that, if xt = 0, for some t ∈ {0, 1, 2, ...} then xk = 0 for each
k ≥ t. This fact is a consequence of (5) and Assumption 1 (c). Consequently the
state zero is an absorption state.

Assumption 2. The utility function U satisfies:

(a) U ∈ C2((0,∞),R), with U ′ > 0 and U ′′ < 0.
(b) U ′(0) = ∞ and U ′(∞) = 0
(c) There exists a function ϑ on S such that E[ϑ(ξ)] < ∞, and

|U ′(h(s(h(x) − c)))h′(s(h(x) − c))sΔ(s)| ≤ ϑ(s), (8)

s ∈ S, c ∈ (0, h(x)).

Remark 3. Observe that in Assumption 2 is not considered the Inada condition
in zero. In the literature, it is known to have the rather unrealistic implica-
tion that each unit of capital must be capable of producing an arbitrarily large
amount of output with a sufficient amount of labor [8].
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3 Dynamic Programming Approach

In this section it will be presented an analysis of the optimization problem intro-
duced in Sect. 2. Dynamic Programming approach have been used to study dif-
ferent type of problems and in various context. In particular have been applied
to Markov Decision Processes (MDP).

SRG can be identified as a MDP. In this case, the space of states is X :=
[0,∞), the admissible action space is A(x) := [0, h(x)], x ∈ X, in consequence,
the action space is A :=

⋃
x∈X

A(x) = [0,∞). The transition law is given by the

stochastic kernel, defined as

Q(B |xt = x, at = c) = Pr(xt+1 ∈ B |xt = x, at = c) (9)

=
∫

B

w(x, y, c)dy, (10)

with B ∈ B(X), B(X) denotes the Borel sigma algebra of X, where the function
w : [0,∞)3 → [0,∞) is defined as:

w(x, y, c) := Δ

(
y

h(x) − c

)
1

h(x) − c
, (11)

for x, y ∈ X, c ∈ [0, h(x)) and Δ is the density function of the sequence {ξt}.
Define K := {(x, c)|x ∈ X, c ∈ A(x)}. Finally, the reward-per-stage function is
identified as the utility function, U : X → [0,∞), defined in the previous section.
Then the model is referred as the quintuplet: M := (X,A, {A(x) : x ∈ X}, Q, U).

As it was mentioned above, a plan is a sequence π = {πn}∞
n=0 of stochastic

kernel defined on A given the history of the process. Furthermore, it is assumed
that πn(A(xn)|hn) = 1, n = 0, 1, · · · , this assumption guarantee that in each
decision epoch, it is possible to choose an admissible action. A particular class
in Π is the class of stationary plans,

F := {f : X → A|f(x) ∈ [0, h(x)], for all x ∈ X}.

In this case, a stationary plan π = (f, f, ...) is denoted by f .
Under Assumptions 1 and 2, for each x ∈ X, it follows that:

(a) The optimal value function V satisfies the following equation (optimality
equation)

V (x) = sup
c∈A(x)

{
U(c) + α

∫ ∞

0

V (y)w(x, y, c)dy

}
. (12)

(b) There exists and optimal stationary policy f ∈ F such that

V (x) = U(f(x)) + α

∫ ∞

0

V (y)w(x, y, f(x))dy.
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(c) vn(x) → V (x) when n → ∞, where vn is defined by

vn(x) = sup
c∈A(x)

{
U(c) + α

∫
vn−1(y)w(x, y, c)dy

}
,

with v0(x) = 0.

A proof of the statement (a), (b) and (c) can be consulted in [6].

Remark 4. The functions, vn, n ≥ 0, defined on (c) are known as value iteration
functions, [6].

4 Stochastic Euler Equation

In this section it will be presented a functional equation, which characterize
the optimal value function. In the literature of MDP, this functional equation
is known as Euler Equation (EE), [4]. The validity of EE is guaranteed due
to properties of differentiability of the optimal value function and the optimal
policy, [2]. Then, it just is necessary to verified that the optimal policy is interior,
according to Theorem 3.3 in [3], this fact is verified in the following result.

Lemma 1. The optimal plan f satisfies that f(x) ∈ (0, h(x)), for each x > 0.

Proof. Let x > 0 fixed, if the optimal policy is f(·) ≡ 0, then

V (x) = v(0, x) =
U(0)
1 − α

,

where v is defined in (6).
Since U and h are strictly increasing (see Assumptions 1 and 2), it is obtained

that

V (x) =
U(0)
1 − α

< U(h(x)) +
α

1 − α
U(0),

but this is a contradiction, given that

v(h, x) = U(h(x)) +
α

1 − α
U(0).

On the other hand, if h ∈ F is the optimal policy, then

V (x) = v(h, x)

= U(h(x)) +
α

1 − α
U(0).

Let g : [0, h(x)] → R be a function defined as

g(c) := U(c) + αE[U(h(ξ(h(x) − c)))] +
α2

1 − α
U(0).
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Observe that g is continuous and a strictly concave function. Then, there
exists an unique c ∈ [0, h(x)], which maximizes to g. If c �= h(x), then

V (x) ≥ g(c) > g(h(x)) = V (x),

which is impossible. Therefore c = h(x).
Now, Assumptions 1 and 2 imply that if c ∈ (0, h(x)),

g′(c) = U ′(c) − αE[U ′(h(ξ(h(x) − c)))h′(ξ(h(x) − c))ξ],

it follows that
lim

c→h(x)
g′(c) = −∞.

Therefore, there exists c̃ ∈ (0, h(x)) such that g′(c̃) < 0. This implies that
g is decreasing in [c̃, h(x)] which h(x) can not be the maximizer, i.e. it is a
contradiction. 	


A consequence of Lemma 1 is the following result. The proof of Theorem1 it
follows of Lemma 5.2 and Lemma 5.6 in [3].

Theorem 1. Under Assumptions 1 and 2, it follows that:

(a) V ∈ C2((0,∞),R) and the optimal plan f ∈ C1((0,∞)).
(b) The value iteration functions satisfies

v′
n(x)

h′(x)
= αE

{
v′

n−1

[
ξ

(
h(x) − U ′−1

(
v′

n(x)
h′(x)

))]
ξ

}
,

for each x > 0, where U ′−1
(·) is the inverse of U ′(·).

(c) The optimal plan f satisfies the following Euler equation:

U ′(f(x)) = αE[U ′(c∗(x))h′(ξ(h(x) − f(x)))ξ],

for each x > 0, where c∗(x) := f(ξ(h(x) − f(x))).

Remark 5. Observe that if f ∈ F satisfies (1) and

lim
n→∞αnEf

x [h′(xn)U ′(f(xn))xn] = 0,

then f is an optimal plan.

4.1 Auxiliary Tools About Stability

It is known that if f ∈ F is the optimal plan then {xn} is a Markov chain with
transition kernels given in (10). Thus, in this section some definitions and results
of ergodic theory for Markov chains are presented, which are taken of reference
[10].
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Let us consider a Markov chain {xn} defined in a space X, with transition
Kernels Q(·|·) and a weight function, w, w : X → [1,∞). Let Bw(X) be the
space of measurable and w-bounded function on X with norm ‖·‖w defined as

‖u‖w := sup
x∈X

|u(x)|
w(x)

, (13)

for a measurable function u on X. Let ϕ be a signed measure defined on the
Borel σ-algebra of X, denoted by B(X). Then, for each u ∈ Bw(X), ϕu denotes
the function defined as

ϕu :=
∫

u(y)ϕ(dy).

In terms of the stochastic kernel Q, Qu has the form

Qu(x) =
∫

u(y)Q(dy|x),

and the n-th transition kernel is

Qn(B|x) =
∫

Q(B|y)Qn−1(dy|x), B ∈ B(X),

for n ≥ 1 and Q0 := δx, where δx is Dirac’s measure on x ∈ X.

Definition 1. Let P be a probability measure on B(X). The measure P is invari-
ant (m.p.i) with respect to the chain {xn}, if QP = P , where

QP (B) :=
∫

Q(B|y)P (dy), B ∈ B(X).

Define for each measure ϕ on B(X), the w-norm as,

‖ϕ‖w := sup
‖u‖w≤1

|ϕu| .

Definition 2. The Markov chain {xn} is w-geometrically ergodic if there exists
a probability measure P and non-negative constants R and ρ, ρ < 1, such that
for each n = 0, 1, . . .

‖Qn − P‖w ≤ Rρn.

Definition 3. The Markov chain {xn} is ϕ-irreducible, if there exists a measure
ϕ on B(X) such that, if ϕ(A) > 0 then Pr[Xn ∈ A for some n ∈ N] > 0.

Definition 4. Given a set C ∈ B(X). C is a small set with respect to the
Markov chain {xn}, if there exist a finite measure μ on B(X) and n ∈ N, such
that for each x ∈ C and B ∈ B(X):

Qn(B|x) ≥ μ(B).

Definition 5. The Markov chain {xn} is strongly aperiodic if there exists a
small set C such that μ(C) > 0.
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The following result is stated and proved in [10], Theorem 16.1.2, p. 395.

Theorem 2. Suppose that the Markov chain {xn} is ϕ-irreducible, strongly ape-
riodic and there are a small set C and constants β < 1 and b such that for each
x ∈ X

Qw(x) ≤ βw(x) + bIC(x).

Then there exists a unique m.p.i. P such that the chain is w-geometrically
ergodic.

Definition 6. A Lyapunov function on a topological space S is a real-valued
non-negative function W defined on Y such that each level set is precompact,
that is, for each a ∈ R the set {x : W (x) ≤ a} has a compact closure.

Theorem 2 implies that the sequence of random variables of the Markov chain
converges in distribution to the random variable generated by the m.p.i. (see
Definition 1). From that, we get convergence in L1, as a consequence of the
following lemma, the proof of Lemma 2 can be consulted in [12] (Theorem 5.9,
p. 224).

Lemma 2. Let {Xn} be a sequence of random variables that converge in dis-
tribution to X. If for some p > 0, the sequence {|Xn|p} is uniformly integrable
then

E[|Xn|p] → E[|X|p],
when n → ∞. If p ≥ 1, then E[Xn] → E[X] when n → ∞.

5 Stability for the SRG Model

In the spirit of Nishimura and Stachurski (see [11]), we will use density functions
on (0,∞) and with the aid of the Euler Equation as presented in Theorem1,
convergence on this model will be established.

If f ∈ F is the stationary optimal plan for the RGU model, the stochastic
optimal process is given by

xt+1 = ξt(h(xt) − f(xt)),

t = 0, 1, 2, . . ., x0 = x ∈ X = [0,∞), known.
It will be consider the non-trivial case, i.e. it will be assumed that x0 = x > 0.

In this case the stochastic kernel is given by

Q(B|x, f(x)) =
∫

{ s|s(h(x)−f(x))∈B}

Δ(s)ds, x > 0,

for each B ∈ B(X), it will be assumed that the density Δ is continuous and
positive, and consequently the kernel Q( ·| x, f(x)) density is determined by

q1(y|x, f(x)) := w(x, y, f(x)),
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for each x, y ∈ (0,∞). Observe that h − f is strictly positive on (0,∞), due to
f(x) ∈ (0, h(x)) (see Lemma 1).

Then, given x > 0, by induction we get that for each t ≥ 1 and xt ∈ X the
corresponding density qt, which is determined by

qt(y) =
∫

q1(y|x, f(x))qt−1(x)dx.

Define for A ∈ B(X) the measure

Ξ(A) :=
∫

A

Δ(s)ds.

Lemma 3. The optimal process {xn} of RGU is Ξ-irreducible and strongly ape-
riodic.

Proof. Let B ∈ B(X) such that Ξ(B) > 0 and x > 0. Then, we know that
h(x) − f(x) > 0 because f is an interior point in the corresponding interval.
Moreover,

Pr(x1 ∈ B) =
∫

X

IB(h(x) − f(x)s)Δ(s)ds,

where IB denotes the indicator function of the set B. As Δ is positive, it follows
that Pr(x1 ∈ B) > 0. Consequently, the optimal process {xn} is irreducible (see
Definition 3).

Now, it will proved that the stochastic optimal process is strongly aperiodic.
Consider a, b ∈ (0,∞), with a < b and define C := [a, b]. Observe that h − f is
an increasing function. To prove this fact, suppose that h − f is non-increasing
on (0,∞). Then, for x, y ∈ (0,∞), with x < y, the following inequality holds

h(y) − f(y) ≤ h(x) − f(x).

This imply that

U ′(h(x) − f(x))h′(x) ≤ U ′(h(y) − f(y))h′(y), (14)

due to Assumptions 1 and 2. Applying the Envelope Formula (see [2]) in (14), it
follows that V ′(x) ≤ V ′(y), which is a contradiction, due to the derivative of the
optimal value function, V , is a decreasing function, since V ∈ C1 is a concave
function. Consequently h − f is an increasing function, this fact, imply that for
each x ∈ C:

0 < h(a) − f(b) ≤ h(x) − f(x) ≤ h(b) − f(b).

Furthermore, due to Δ is a continuous and positive function, it follows that

m := inf
(x,s)∈C×C

Δ

(
s

h(x) − f(x)

)
1

h(x) − f(x)
> 0.
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Therefore, for μ a measure on B ∈ B(X) defined by

μ(B) := m

∫

B

IC(x)dx,

it is obtained that
Q(B|x) ≥ μ(B).

Concluding that C is a small set (see Definition 4). Since, μ(C) > 0, it is con-
cluded that the process is strongly aperiodic (see Definition 5). 	


Define W for x ∈ (0,∞) as

W (x) := [U ′(f(x))h′(x)]1/2 + xp + 1, (15)

with p > 1.

Lemma 4. Function W is a Lyapunov function.

Proof. Consider a ∈ R and

Na := {x ∈ (0,+∞)|W (x) ≤ a}
Suppose that a ≤ 1, as W (x) > 0, for each x > 0, then Na = ∅ and hence its
closure is compact.

On the other hand, if a > 1 and {xn} is a sequence in Na such that xn → x,
due to the continuity of W it follows that x ∈ Na and consequently, Na is a
closed set. Due to Assumptions 1 and 2 and the definition of W it is immediate
that Na is bounded and hence, compact, and trivially, with compact closure.
Since a is arbitrary, it is concluded that W is a Lyapunov function (see Defini-
tion 6) 	

Lemma 5. Let w1(x) := [U ′(f(x))h′(x)]1/2, for x > 0 and suppose that (7) is
satisfied, then there exist constants λ1 and b1 such that λ1 ∈ (0, 1) and for each
x ∈ (0,∞)

∞∫

0

w1((h(x) − f(x))s)μ(ds) ≤ λ1w1(x) + b1. (16)

Proof. Consider the function w1 defined on (0,∞), then by Cauchy-Schwartz
inequality, it is obtained that

∫ ∞

0

w1(u(x)s)μ(ds) ≤
(∫ ∞

0

U ′(u(x)s)h′(u(x)s)sμ(ds)
)1/2 (∫ ∞

0

1/sμ(ds)
)1/2

,

where u(x) = h(x) − f(x), x > 0. Applying the EE (see Theorem 1 (c)) to the
last display, it yields that

∫ ∞

0

w1(u(x)s)μ(ds) ≤ (U ′(f(x)))1/2
(
E

[
ξ−1

]
/α

)1/2

= w1(x)
(
E

[
ξ−1

]
/h′(x)α

)1/2
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Since (7) holds, there exist δ > 0 and λ ∈ (0, 1) such that

E
[
ξ−1

]
/αh′(x) < λ,

if x < δ.
In consequence, for x < δ the following inequality holds

∫ ∞

0

w1(u(x)s)μ(ds) ≤ λw1(x), (17)

On the other hand, as U ′ and h′ are decreasing functions and h − f is an
increasing function, then the function defined as U ′(u(x))h′(x) is a decreasing
function on (0,∞). Then, by (17), it is obtained that

∞∫

0

w1((h(x) − f(x))s)Δ(s)ds ≤ b1, (18)

if x ≥ δ, where

b1 :=

⎛

⎝
∞∫

0

U ′(f((u(δ))s))h′((u(δ))s)sμ(ds)

⎞

⎠
1/2

(
E

[
ξ−1

])1/2
< ∞.

The result follows from (17) and (18).

	

Lemma 6. Let w2(x) = xp, then, under Assumptions 1 and 2 there exist con-
stants λ2 and b2 such that λ2 ∈ (0, 1) and for each x ∈ (0,∞)

∞∫

0

w2((h(x) − f(x))s)Δ(s)ds ≤ λ2w2(x) + b2. (19)

Proof. Let γ ∈ (0, 1) be such that γpE[ξp] < 1, and, given Assumption 1-(d) the
existence of a constant d such that h(x) < γx is guaranteed.

Consequently, if x > d then
∞∫

0

((h(x) − f(x))s)pΔ(s)ds ≤ γpE[ξp]xp.

On the other hand, if x ∈ (0, d] then f(x) ∈ (0, h(d)) and hence

∞∫

0

w2((h(x) − f(x))s)Δ(s)ds =

∞∫

0

((h(x) − f(x))s)pΔ(s)ds

≤ (h(d))pE[ξp].

Taking λ2 := γpE[ξp] and b2 := (h(d))pE[ξp], Lemma 6 follows. 	
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Corollary 1. Let W be the function defined in (15). Then there exist constants
λ and b such that λ ∈ (0, 1) and for each x ∈ (0,∞)

∞∫

0

W ((h(x) − f(x))s)Δ(s)ds ≤ λW (x) + b. (20)

Proof. Since w1 and w2 satisfy (16) and (19), respectively. Then W satisfies (20)
with λ = max{λ1, λ2} and b := b1 + b2 + 1. 	

Lemma 7. Let λ ∈ (0, 1) and b ∈ R as Corollary 1. Then, there exists a compact
subset C of X such that

∞∫

0

W ((h(x) − f(x))s)Δ(s)ds ≤ βW (x) + bIC(x), (21)

with λ < β < 1.

Proof. Let β ∈ (λ, 1). Now observe that there exists a compact set C ⊆ (0,∞)
such that W (x) ≥ b/(β − λ) (see Definition 6). Then, by Corollary 1, for each
x ∈ C

∞∫

0

W ((h(x) − f(x))s)Δ(s)ds ≤ λW (x) + b

≤ βW (x) + bIC(x),

On the other hand for x /∈ C (21) holds, as follows

∞∫

0

W ((h(x) − f(x))s)Δ(s)ds

W (x)
≤ λ +

b

W (x)
≤ β.

	

Theorem 3. For the optimal process in the SRG model there exists a unique
m.p.i. P and the stochastic process is W -geometrically ergodic.

Proof. Due to Lemma 3 the optimal process is Δ-irreducible and strongly ape-
riodic. Moreover, there exists a compact subset C of X that is small and such
that for each x ∈ X inequality (21) holds. Therefore, from Theorem 2 the result
follows. 	

Theorem 4. The SRG optimal process converges in L1 to a random variable
with probability measure P given in Lemma 4.

Proof. Let x0 = x ∈ X, {xn} be the optimal process. By Lemma 6 it is known
that Lyapunov condition (19) holds for {xn}. Hence, for n = 0, 1, . . .,

E[xp
n+1

∣∣ xn] ≤ λ2x
p
n + b2, (22)
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where λ2 and b2 are the constants in Lemma 6. Iterating (and applying standard
conditional expectation properties) (22) for n = 0, 1, . . ., it follows that for each
n ∈ N:

E[xp
n+1] ≤ xp

0 +
b2

1 − λ2
< ∞,

hence
sup

n
E[xp

n] < ∞.

Moreover, since xn is almost surely positive, by Theorem 4.2 in [12], it follows
that the optimal process is uniformly integrable. Furthermore, by Theorem3 it
is known that the sequence {xn} converges in distribution to the m.p.i. P and
from Lemma 2 the desired result follows. 	


6 Examples: Cobb-Douglas Utility

Consider the following utility function:

U(c) =
b

γ
cγ ,

for c > 0, where b > 0 and γ = 1/3. The transition law is determined by

xt+1 = ξt (xt − at) ,

at ∈ [0, xt], t = 0, 1, 2, . . ., x0 = x ∈ (0,∞). Observe that in this case the
production function h(x) = x, x ∈ (0,∞). Suppose that {ξt} is a sequence of
i.i.d. random variables independent of x0. Let ξ a generic element of {ξt} and
consider that ξ with log-normal distribution with mean 3/2 and variance 1. Then:

μγ := E[ξγ ] = e5/9

it is easy to see that 0 < αμγ < 1, where the discount factor α < e5/9. Moreover

E
[
ξ−1

]
= e−1

and Assumption 1 (d) holds.

Remark 6. Assumption 1 (d) holds for a log-normal distribution if and only if
σ2 < 2μ where μ and σ2 are mean and variance, respectively.

Define δ := (αμγ)1/(γ−1). It is shown in [3] that

f(x) :=
(

δ − 1
δ

)
x, (23)

x ∈ X, is the optimal plan.
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Consider the process corresponding to the optimal plan:

xt+1 = ξt (xt − f(xt))

t = 0, 1, 2, . . ., x0 = x ∈ X; easy calculations show that

xt+1 =
ξtxt

δ

iterating this last equation we get

xt+1 =
x

δt

t−1∏

i=0

ξi.

Taking the expectation and using the independence of ξ0,ξ1, . . . , ξt−1, it yields
that

E [xt+1] =
x

μ

(μ

δ

)t

,

where μ := E [ξ] = e2.
Finally, if μ < δ then E[Xn] increasing indefinitely with respect the time; if
μ > δ then E[Xn] decreasing to zero; if μ = δ then E[Xn] = x/μ.

7 Conclusions

It is clear that a natural next step would be to numerically simulate the behavior
of this model and find approximations of the stationary distribution. In partic-
ular, in the case of concrete utility functions as the Cobb-Douglas, it would be
very interesting to compare the dependence of the stationary distribution with
respect to its parameters. As it may be easily be confirmed browsing through
the literature stochastic growth models present a series of interesting mathemat-
ical challenges and hence research opportunities. On the other hand, as many
of those models either consider the underlying human populations from a too
abstract and macro point of view, or hyper-simplify their well-being through
the use of these very same utility functions, it is would be worth stressing the
interdisciplinary problems that arise in this case.

How could we introduce more philosophically and psychologically robust per-
formance indexes?

How could we explicitly deal with individual agents, i.e., people, households,
small and medium enterprises?

These questions are related, as macro performance indexes as utility on the
aggregated consumption of an entire population fail both to describe the real,
phenomenological well being (or in some cases “bad being”) of the agents or its
enormous intrinsic heterogeneity: as these models are usually simplified from a
demographic point of view.

As a matter of fact, we may even need to dispute the very notion of growth
at all costs, that is implicitly embedded in the classical models, as many thinkers
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start to worry about the toxic effect on human beings brought this growth men-
tality that for instance allow of ignore the corporate-driven growth of very large
sectors of the economy (optimizing shareholder return appears to have negative
effects on the workers and consumers).

In conclusion, if there is much to be done from the purely mathematical point
of view regarding growth models, there is much more to be done from both the
interdisciplinary modeling and mathematical perspectives if we want to build
new models that explicitly deal with the well-being of the individual agents of
the corresponding population.

Interestingly enough, it is to be expected that such new models may be
initially built as multicriteria Markov Decision Processes.
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2. Cruz-Suárez, H., Montes-de-Oca, R.: An envelope theorem and some applications
to discounted Markov decision processes. Math. Methods Oper. Res. 67, 299–321
(2008)
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Abstract. This paper presents an investigation into the application
of heuristic decomposition and mixed-integer programming to tackle
workforce scheduling and routing problems (WSRP) that involve time-
dependent activities constraints. These constraints refer to time-wise
dependencies between activities. The decomposition method investigated
here is called repeated decomposition with conflict repair (RDCR) and
it consists of repeatedly applying a phase of problem decomposition and
sub-problem solving, followed by a phase dedicated to conflict repair. In
order to deal with the time-dependent activities constraints, the prob-
lem decomposition puts all activities associated to the same location and
their dependent activities in the same sub-problem. This is to guaran-
tee the satisfaction of time-dependent activities constraints as each sub-
problem is solved exactly with an exact solver. Once the assignments are
made, the time windows of dependent activities are fixed even if those
activities are subject to the repair phase. The paper presents an exper-
imental study to assess the performance of the decomposition method
when compared to a tailored greedy heuristic. Results show that the
proposed RDCR is an effective approach to harness the power of mixed
integer programming solvers to tackle the difficult and highly constrained
WSRP in practical computational time. Also, an analysis is conducted
in order to understand how the performance of the different solution
methods (the decomposition, the tailored heuristic and the MIP solver)
is affected by the size of the problem instances and other features of the
problem. The paper concludes by making some recommendations on the
type of method that could be more suitable for different problem sizes.

Keywords: Workforce scheduling and routing problem · Time-
dependent activities constraints · Mixed integer programming · Problem
decomposition.

1 Introduction

This paper applies Repeated Decomposition with Conflict Repair (RDCR) on a
mixed integer programming model to tackle a Workforce Scheduling and Routing
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Problem (WSRP) with time-dependent activities constraints. The WSRP refers
to assigning employees with diverse skills to a series of visits at different locations.
A visit requires certain skills so that the tasks or activities can be performed.
The problem has become important especially in the recent years because the
number of businesses using a mobile workforce is growing [1]. These businesses
usually provide services to people at their home. Examples are home care [2,3],
home healthcare [4], security patrol services [5,6], technician scheduling [7–9],
etc. In this type of scenarios, a mobile workforce must travel from its base to
visit multiple locations to deliver services.

Time-dependent activities constraints refer to the case in which visits are
time-wise related, such feature in WSRP was discussed in [10]. There are five
types of time-dependent activities constraints: synchronisation, overlap, mini-
mum difference, maximum difference and minimum-maximum difference. There
have been attempts to use mathematical programming to find optimal solutions
for WSRP [10,11]. The problems are usually formulated as mixed integer pro-
grams (MIP) and implemented as a network flow problem. However, solving
the problem using mathematical programming solvers requires very high com-
putational time. Such solvers are able to find optimal solutions for only small
instances and only sometimes feasible solution can be found within 4 hours.
It has also been shown that when solving larger instances (e.g. more than 150
visits), it is often not possible to find optimal solutions due to the computer
memory being exhausted. A constructive greedy heuristic (GHI) was proposed
to solve WSRP with time-dependent activities constraints [12]. That algorithm
provided better solutions than the mathematical programming solver when the
number of visits is more than 100. In addition, other solution methods such vari-
able neighbourhood search [13] and greedy constructive heuristics [14] have also
been applied to WSRP instances with time-dependent activities constraints.

In the literature, there are works applying mathematical programming solvers
within a decomposition approach to solve real-world problems. A decomposition
method breaks a problem into smaller parts which are easier to solve. A prob-
lem can be decomposed by exact or heuristic approaches. An example of exact
decomposition is Dantzig-Wolfe decomposition where all possible assignment
combinations can be generated [15]. This approach may require high computa-
tional times to achieve a good solution. Heuristic decomposition generates sub-
problems by splitting the full problem using some heuristic procedure to solve
each sub-problem and integrate the partial solutions into a solution to the full
problem. This usually means that heuristic decomposition does not guarantee
optimality in the overall solution. An example of heuristic decomposition method
is the Geographical Decomposition with Conflict Avoidance (GDCA) proposed
in [16,17] to tackle a home healthcare scheduling problem. Those home health-
care instances tackled with GDCA had a fixed time for the visits instead of a
time window and had no time-dependent activities constraints. The GDCA tech-
nique decomposed a problem by geographical regions resulting in several sub-
problems which then are tackled individually. The GDCA method was capable
of finding a feasible solution even for instances with more than 1,700 clients.
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Other related heuristic decomposition methods using some form of clustering
have been presented in the literature. For example, a large vehicle routing prob-
lem was decomposed into various clusters of customers assigned to a vehicle
in [18].

This paper applies a Repeated Decomposition with Conflict Repair (RDCR)
approach to a varied set of WSRP instances that involve time-dependent activ-
ities constraints. In general, RDCR decomposes a problem into sub-problems
which then are individually solved with a mathematical programming solver.
A sub-problem solution gives a path or sequence of visits for each employee.
However, since an employee may be used in several sub-problems, this can lead
to having conflicting paths, i.e. different paths that are assigned to the same
employee. Another type of conflict are conflicting assignments, i.e. visits over-
lapping in time assigned to the same employee. Avoiding conflicting assignments
within a path is guaranteed by the mathematical programming model. However,
conflicting paths can arise because sub-problems are individually solved and the
available workforce is shared among sub-problems. Therefore, conflicting paths
need to be resolved by a conflict repair process described later in this paper. The
stage of problem decomposition and sub-problem solving is followed by the stage
of conflict repair. These two stages are repeatedly applied as part of the RDCR
method until no more visits can be assigned in the current solution. This paper
compares the solution quality from the proposed decomposition method to the
results produced by the greedy constructive heuristic (GHI) presented in [12].
Moreover, this paper also conducts an in-depth analysis of the performance by
the RDCR and GHI methods in respect of the problem features. This analysis
aims to identify the types of problem instances in which each of the methods
performs better. This will contribute to a better understanding of what type of
approach is expected to be more successful according to the features of the prob-
lem instance in hand. It would also help to understand what problem features
appear to present more difficulty for each method in order to identify directions
for further research.

One contribution of this paper is a decomposition method that is adapted
to tackle the WSRP with time-dependent activities constraints. The method
represents a suitable approach to harness the power of mathematical program-
ming solvers to tackle difficult instances of the WSRP. Another contribution of
this paper is a better understanding of the performance by the decomposition
method and the tailored constructive heuristic in respect of the problem features.
The rest of the paper is organised as follows. Section 2 describes the workforce
scheduling and routing problem. Section 3 presents the repeated decomposition
with conflict repair method and it also introduces the modification for time-
dependent activities constraints. Section 4 presents experimental results from
comparing RDCR to the GHI greedy heuristic algorithm. Section 5 concludes
the paper.
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2 Problem Description

This section describes the workforce scheduling and routing problem with time-
dependent activities constraints. The MIP model to solve this problem was origi-
nally presented in [11] for a home care crew scheduling scenario. The model is also
described in [12,19] and hence not replicated here. As discussed in the introduc-
tion, time-dependent activities constraints arise from situations in which visits
relate to each other time-wise. Hence, this section also describes the constraints
of this type and their formulation.

2.1 Workforce Scheduling and Routing Problem

A network flow model was proposed in [11] for a home care crew scheduling
scenario, which is an example of what is called here the workforce scheduling
and routing problem (WSRP). That model balances the number of incoming
edges and outgoing edges in each node corresponding to a visit location. An edge
represents a worker arriving or leaving the visit location. Hence, such balancing
means that a worker assigned to a visit must leave the location after performing
the task and then move to the next visit location or to the depot. This balancing
constraint is applied to each location visit except the depot which is considered
as the source and the sink in the network flow model. This same model was
also used in [12,19] where other WSRP scenarios with time-dependent activities
constraints were tackled using a greedy heuristic algorithm.

The model is a minimisation problem where the objective function is a
summation of three main costs. First is the deployment cost of assigning each
employee to visits. Second is the preferences cost of not assigning the most pre-
ferred employee to that visit. Third is the unassigned visit cost applied when a
visit is left unassigned. Each of the three main costs in the objective function is
multiplied by weights to give some level of priority to each cost. Here, the values
for these weights are set as in [11].

The mixed-integer programming (MIP) model for the problem includes the
following constraints. A visit is either assigned to employees or left unassigned. A
visit can only be assigned to employees who are qualified to undertake activities
associated to the visit. Each path must start from the employee’s initial location
and end at the final location. The flow conservation constraint guarantees that
once employee k arrives to a visit location it then leaves that location in order
to form a working path. Visits must start in their starting time window. Assign-
ments of visits to employees must respect the employee’s time availability. The
time allocated for starting a visit must respect the travel time needed after com-
pleting the previous visit. The method presented in this paper has been adapted
to tackle time-dependent activities constraints in particular. Such constraints
indicate that time-wise dependencies exist between some visits and the specific
constraints tackled here are described in more detail next.
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2.2 Time-Dependent Activities Constraints

A key difference with previous work described in [16] is that the WSRP scenarios
tackled here include a special set of constraints called time-dependent activities
constraints that establish some inter-dependence between activities. These con-
straints reduce the flexibility in the assignment of visits to employees because for
example, a pair of visits might need to be executed in a given order. There are
five constraint types: overlapping, synchronisation, minimum difference, maxi-
mum difference and minimum-maximum difference. A solution that does not
comply with the satisfaction of these time-dependent activities constraints is
considered infeasible.

– Overlapping constraint means that the duration of one visit i must extend
(partially or entirely) over the duration of another visit j. This constraint is
satisfied if the end time of visit i is later than the start time of visit j and also
the end time of visit j is later than the start time of visit i.

– Synchronisation constraint means that two visits must start at the same time.
This constraint is satisfied when the start times of visits i and j are the same.

– Minimum difference constraint means that there should be a minimum time
between the start time of two visits. This constraint is satisfied when visit j
starts at least for a given time units after the start time of visit i.

– Maximum difference constraint means that there should be a maximum time
between the start time of two visits. This constraint is satisfied when visit j
starts at most a given time units after the start time of visit i.

– Minimum-maximum difference constraint is a combination of the two previous
conditions and it is satisfied when visit j starts at least a time units but not
later than another time units after the start time of visit i.

3 The Decomposition Method

This section describes the Repeated Decomposition with Conflict Repair
(RDCR) approach used to tackle the WSRP with time-dependent activities con-
straints. A previous paper [16] presented a method called Geographical Decom-
position with Conflict Avoidance (GDCA). In that work, conflicting paths and
conflicting assignments as described above were not allowed to happen. However,
the existence of time-dependent activities constraints makes it more difficult to
just avoid such conflicts when assigning employees to visits. The RDCR method
proposed here again seeks to harness the power of exact optimisation solvers by
repeatedly decomposing and solving the given problem while also repairing the
conflicting paths and conflicting assignments that may arise. The overall RDCR
method is presented in Algorithm 1 and outlined next.

The RDCR method takes a WSRP problem denoted by P = (K,C), where
C is a set of visits and K is a set of available employees, and applies two main
stages. One stage is problem decomposition and sub-problem solving (lines 2 to 5).
The other stage is conflict repair stage (lines 6 to 10). The output of RDCR is
a solution made by a set of valid paths, each of which is an ordered list of
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visits assigned to an employee. A valid path is assigned to exactly one employee
and does not violate any of the constraints defined in Sect. 2. However, the
problem decomposition and sub-problem solving stage may produce conflicting
paths, i.e. two or more paths assigned to the same employee. These conflicting
paths are then tackled by the conflict repair stage and converted into valid
paths. Some visits that were already assigned in the conflicting paths might
become unassigned as a result of the repairing process. These unassigned visits
are then tackled by repeating the stages of problem decomposition and sub-
problem solving followed by conflict repair over some iterations until no more
visits can be assigned. The following subsections describe the RDCR method in
more detail.

3.1 Problem Decomposition

The problem decomposition (line 2 in Algorithm 1) aims to reduce the size
of the feasible region and hence makes possible to tackle the problem with an
MIP solver. This process splits the problem into several sub-problems. Each of
these sub-problems is made of a subset of employees and visits from the full-
size problem but still considering all the types of constraints as in the model
described in Sect. 2. Let S be a set of sub-problems s = (Ks, Cs) ∈ S where Ks

and Cs are the subsets of employees and visits respectively for sub-problem s.
The outline of the problem decomposition process is shown in Algorithm 2. The
two main steps are the visit partition (line 1) and the workforce selection (line 3).
These two processes are described in detail next.

Algorithm 1. Repeated Decomposition and Conflict Repair.

Data: Problem P = (K, C) where K is a set of available workforce and C is a
set of unassigned visits

Result: {SolutionPaths} FinalSolution
1 repeat
2 {Problem} S = ProblemDecomp(K, C);
3 for s ∈ S do
4 sub sol(s) = cplex.solve(s);
5 end
6 {Problem} Q = ConflictDetection(sub sol);
7 FinalSolution.add(NonConflict(sub sol));
8 for q ∈ Q do
9 cRepair sol(q) = cplex.solve(q);

10 end
11 FinalSolution.add(cRepair sol);
12 Update UnassignedVisits(C);
13 Update AvailableWorkforce(K);

14 until No assignment made;
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Algorithm 2. Problem Decomposition.
Data: {Workforce} K, {Visits} C
Result: {Problem} S is a collection of decomposition sub-problems.

1 V P = VisitPartition(C);
2 for Ci ∈ VP do
3 ws = WorkforceSelection(K,Ci);
4 S.add(subproblem builder(Ci,ws));

5 end

Visit Partition. Algorithm 3 shows the steps for the visit partition process.
It takes the set of visits C in a full-size problem and produces a partition S
consisting of subsets of visits Ci. First, the set of visits C is grouped by loca-
tion into visitsList (since two or more visits might be associated to the same
geographical location). Then, each visit c in visitsList is allocated to a subset
Ci. Basically, the algorithm puts visits that share the same location and visits
that are time-dependent into the same subset. The aim of this is that when solv-
ing each sub-problem, it becomes easier to enforce the time-dependent activities
constraints.

Also, the algorithm observes a maximum size for each subset Ci or sub-
problem. This is to have some control over the computational difficulty of solving
each sub-problem. As it would be expected, the larger the sub-problem the more
computational time required to find an optimal solution or even a feasible one
with the MIP solver. However, partitioning into too small sub-problems usually
results into solutions of low quality overall. Hence, the sub-problem size is set at
12 visits in our method. However, it is possible for a sub-problem to have more
than 12 visits if this means having all activities with the same location and the
corresponding time-dependent activities, grouped in the same sub-problem (see
line 5 of Algorithm 3).

Workforce Selection. Algorithm 4 shows the steps for the workforce selection
process. It takes a subset of visits Ci and the set of employees K to then select
a subset of employees ws for the given sub-problem. Basically, for each visit c
in Ci the algorithm selects the lowest cost employee w from those employees
who are not already allocated to another visit in this same sub-problem (see
line 3 of Algorithm 4). That is, an employee w selected for visit c will not be
available for another visit in Ci. This process gets a set of employees no larger
than |Ci|. Note that this method does not generate a partition of the workforce
K. This is because although a employee w may be selected for only one visit
within subset Ci, such employee w could still be selected for another visit in a
different sub-problem, hence potentially generating conflicting paths.
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Algorithm 3. Visit Partition Module.
Data: {Visits} C
Result: {{Visits}} V P = {Ci|i = 1, . . . , |S|}; Partition set of visits

1 visitsList = OrderByLocation(C);
2 i = 0;
3 for c ∈ visitsList do
4 for j = 1,...,i do
5 if |Cj | < subproblemSize or c.shareLocation(Cj) then
6 Cj .add(c);
7 if c.hasTimeDependent then
8 Visit c2 = PairedVisit(c);
9 Cj .add(c2);

10 end

11 end

12 end
13 if c.isNotAllocated then
14 i=i+1;
15 Ci.add(c);
16 if c.hasTimeDependent then
17 Visit c2 = PairedVisit(c);
18 Ci.add(c2);

19 end

20 end

21 end

3.2 Sub-problem Solving

The problem decomposition process produces a set of sub-problems each with
a subset of activities and a subset of selected employees. Each sub-problem is
still defined by the MIP model presented in Sect. 2 with its corresponding cost
matrix and other relevant parameters. Then, each sub-problem is tackled with
the MIP solver (line 4 in Algorithm 1). Solving a sub-problem returns a set of
paths. Once the sub-problems are solved there might be conflicting paths, i.e.
paths in different sub-problems assigned to the same employee. The conflicting
paths require additional steps to resolve the conflict while the valid paths can
be used directly. The process to identify and repair such conflicting paths is
explained next.

3.3 Conflict Repair

The conflict repair starts by identifying conflicting paths in the solutions to the
sub-problems from the problem decomposition. All valid paths are immediately
incorporated into the overall solution to the full-size problem. The process to
detect conflicting paths is shown in Algorithm 5. It takes all sub-problems solu-
tions and returns the set of conflicting paths Q. Basically, this process searches
all sub-problem solutions and identifies all employees who are assigned to two or



An Investigation of Heuristic Decomposition to Tackle Workforce Scheduling 247

Algorithm 4. Workforce Selection Module.
Data: {Visits} Ci, {Workforce} K
Result: {Workforce} ws

1 for c ∈ Ci do
2 Workforce w = bestCostForVisit(K,c,ws);
3 ws.add(w);

4 end

more paths. It then groups those conflicting paths into sub-problems to repair.
This sub-problem to repair has one employee and the set of activities from con-
flicting paths that belong to that employee.

Algorithm 5. Conflict Path Detection Module
Data: {SolutionPaths} sub sol; solutions from solving decomposition

sub-problems
Result: {SolutionPaths} Q; Set of conflict paths

1 for {Path} s1 ∈ sub sol do
2 for Path a1 ∈ s1 do
3 SolutionPaths ConflictPath = null;
4 pathConflicted=false;
5 for s2 ∈ sub sol |s2 �= s1 do
6 for Path a2 ∈ s2 do
7 if a1.Employee = a2.Employee then
8 ConflictPath.add(a2);
9 s2.remove(a2);

10 pathConflicted = true;

11 end

12 end

13 end
14 if pathConflicted=true then
15 ConflictPath.add(a1);
16 s1.remove(a1);
17 Q.add(ConflictPath);

18 end

19 end

20 end

In order to repair conflicting paths, the MIP solver tackles the sub-problem
to repair which results in a valid path and some unassigned visits. The valid path
is incorporated to the solution of the full-size problem. The visits that remain
unassigned are tackled by the next iteration of the problem decomposition and
sub-problem solving stage followed by the conflict repair stage until no more
assignments can be made.
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3.4 Tackling Time-Dependent Activities Constraints

As described above, there are five types of time-dependent activities con-
straints: overlapping, synchronisation, minimum difference, maximum difference
and minimum-maximum difference. Such time-dependent activities constraints
are usually related to the assignment of two visits. Also, they usually require two
employees, especially the synchronisation and overlapping cases. Hence, these
constraints cannot be enforced by the conflict repair directly because the method
builds a sub-problem to repair based on only one employee. Therefore, modifica-
tion of the sub-problem to repair is necessary. This is mainly to keep the layout
of assignments when time-dependent conditions are met.

Recall that the problem decomposition and sub-problem solving stage
involves solving sub-problems in which visits share the same location and also
time-dependent visits are grouped in the same sub-problem. Then, as defined
by the MIP model, the solution to a sub-problem satisfies all time-dependent
activities constraints. In order to keep the layout of time-dependent activities,
visits of sub-problems in the conflict repair process require a fixed assigned time
for every time-dependent activity. The fixed time is applied to time window,
i.e. the earliest starting time is equal to the latest starting time for every time-
dependent activity. Once the fixed time restriction is enforced, it affects every
iteration of the process.

(a) Solution to a decomposition sub-problem (b) Conflict Repair sub-problems

Fig. 1. Example of tackling time-dependency on synchronised assignments. Sub-figure
(a) shows the solution from solving a decomposition sub-problem. Sub-figure (b) shows
two conflict repair sub-problem solutions. The assigned times from the decomposition
sub-problem solution on visits with time-dependent activities (Visit 1 and Visit 2) are
carried on to the later stage of the process. The time windows of Visit 1 and Visit 2
are fixed to the same value when preparing conflict repair sub-problem. Fixed starting
time is enforced on Visit 1 and Visit 2 until both of them are incorporated into the
final solution or the iterative process is terminated.

Figure 1 shows an example of how the modification works on a synchroni-
sation constraint. With reference to the figure, suppose that visit 1 and visit
2 must be synchronised. Because visit 1 and visit 2 are time-dependent, they
are grouped into the same decomposition sub-problem. The decomposition sub-
problem is solved which gives paths for employee A and employee B, as shown
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in Fig. 1(a). From that sub-figure, visit 1 and visit 2 are assigned to employee A
and employee B, respectively. Both visits have their starting time set at 10:30.
Suppose that both paths of employee A and employee B need to be repaired.
At this stage, the time-dependent modification is applied. It overrides the time
window of both visits and sets them to 10:30. Here, there are two sub-problems
to repair, presented in Fig. 1(b). Recall that a sub-problem to repair is defined
based on an employee who has conflicting paths. Both sub-problems apply the
new time window values forcing the start time of visit 1 and visit 2 to 10:30. The
new time window is enforced until both visits are assigned to the final solution
or the iterative process is terminated.

In the same way, the modification explained above tackles the other types
of time-dependent constraints. The time-dependent visits are grouped in the
same sub-problem and the solution of this part satisfies time-dependent activities
constraints in the decomposition step. The time-dependent modification also
applies when the time-dependent visit needs to be repaired. The modification
replaces the time window of the visit by a fixed time given by the decomposition
step. Then, this modification ensures that a solution that has gone through the
conflict repair will satisfy the time-dependent activities constraints.

4 Experiments and Results

This section describes the experiments carried out to compare the proposed
RDCR method to the greedy heuristic (GHI) in [12] and better understand the
success of each method according to features of the problem instances.

4.1 WSRP Instances Set

The RDCR method was applied to the set of WSRP instances presented in
[10,12]. Those problem instances were generated by adapting several WSRP
from the literature. The instances are categorised in four groups: Sec, Sol, HHC
and Mov. The Sec group contains instances from a security guards patrolling
scenario [20]. The Sol group are instances adapted from the Solomon dataset [21].
The HHC group are instances from a home health care scenario [11]. Finally, the
Mov group originates from instances of the vehicle routing problem with time
windows [22]. The total number of instances accumulated in these four groups
is 374.

4.2 Overview of Greedy Heuristic GHI

A greedy constructive heuristic tailored for the WSRP with time-dependent
activities constraints was proposed in [12]. The algorithm starts by sorting visits
according to some criteria such as visit duration, maximum finish time, maximum
start time, etc. Then, it selects the first unassigned visit in the list and applies an
assignment process. For each visit c, the assignment process selects all candidate
employees who can undertake visit c (considering required skills and availability).
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If the number of candidate employees is less than the number of employees
required for visit c, this visit is left unassigned. If visit c is assigned, visits that
are dependent on visit c are processed. These dependent visits c′ jump ahead
in the assignment process and are themselves processed in the same way (i.e.
processing other visits dependent on c′). The GHI stops when the unallocated
list is empty and then returns the solution.

4.3 Computational Results

The proposed RDCR method was applied to the 374 instances and the obtained
solutions were compared to the results reported by the greedy heuristic (GHI).

First, the related-samples Wilcoxon Signed Rank Test [23] was applied to
examine the differences between the two algorithms, GHI and RDCR. The sig-
nificant level of the statistical test was set at α = 0.05. Results of this statistical
test using SPSS are shown in Table 1 showing that RDCR produced better solu-
tions for 209 out of the 374 instances. However, there was no statistical significant
difference on the solution quality between the two methods.

Figures 2 and 3 compare the number of best solutions found by each of the
two methods and the average relative gap to the best known solutions. In these
figures, results are grouped by dataset. Note that the relative gap is calculated
by Δ = |z − zb|/|zb| where z represents an objective value of a solution and zb

Table 1. Statistical result from related-samples Wilcoxon signed rank test provided
by SPSS.

Total N 374

# of (RDCR < GHI), RDCR is better than RDCR 209

# of (RDCR > GHI), GHI is better than GHI 165

Test statistic 37,806

Standard error 2,092

Standardized test statistic 1.311

Asymp. Sig. (2-sided test) .190
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Fig. 2. Number of best solutions obtained by GHI and RDCR for each dataset.
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Fig. 3. Average relative gap (relative to the best known solution) obtained by GHI
and RDCR. The lower the bar the better, i.e. the closer to the average best known
solution.

is an objective value of the best known solution. Regarding the number of best
solutions, RDCR produced better results than GHI on three datasets: Sec, Sol
and HHC. Results also show that RDCR found lower values of average relative
gap on the same three datasets. On the Mov dataset, GHI performed better in
terms of number of best solutions and average relative gap.

On datasets Sec and Sol, RDCR found slightly better results than GHI as
shown by the number of best solutions and the average relative gap. In dataset
Sec, RDCR and GHI gave 11% and 18% of average relative gap respectively. This
indicates that both algorithms provide good solution quality compared to the
best known solution. On the other hand, both RDCR and GHI produced 1,216%
and 1,561% respectively for the average relative gap to the best known solution
in dataset Sol. This implies that both algorithms failed to find solutions that
are of competitive quality to the best known solution, but both algorithms are
competitive between them. It can be seen that instances in this Sol dataset are
particularly difficult as neither the GHI heuristic nor the RDCR decomposition
technique could produce solutions of similar quality to the best known solution.

On dataset HHC, the average relative gap of RDCR is much lower than the
average gap of GHI. The results show that RDCR has 8.6% relative gap while
GHI has 100%. For the HHC instances, RDCR found the best known solution
for 9 instances and GHI found the best known solution for the other 2 instances.
For these two instances, average relative gap of RDCR is 47%. However, in the
9 best solutions of RDCR, average gap of GHI is 109%. A closer look at the Sol
dataset showed that these instances have priority levels defined for the visits. It
turns out that GHI does not have sorting parameters to support such priority for
visits because the algorithms sorting parameters focus on the time and duration
of visits. On the other hand, RDCR implemented priority for visits within the
MIP model. This could be the reason that explains the better results obtained
by RDCR on this particular dataset.

On dataset Mov, GHI gives better performance. GHI delivers 8 better solu-
tions (7 best known) from 15 instances while RDCR gives 7 better solutions
(4 best known). The average relative gap of GHI is 310% which is less than the
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486% relative gap provided by RDCR. There are 5 instances which best known
solution is given by the mathematical programming solver. For these, the aver-
age relative gaps to the best known given by GHI is 315% and by RDCR is
36% respectively. It was found that the decomposition method does not show
good performance on this particular Mov dataset, especially on instances with
more than 150 visits. The main reason is that the solver cannot find optimal
solutions to the sub-problems within the given time limit. Therefore, the size
of sub-problems in these Mov instances should be decreased to allow for the
sub-problems to be solved to optimality.

Figure 4 shows the cumulative distribution of RDCR and GHI solutions over
the relative gap. It shows the number of solutions which have a relative gap to the
best known less than the corresponding value in the X-axis. Note that 0% relative
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Fig. 4. Cumulative distribution of GHI and RDCR solution over the relative gap.
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Fig. 5. Box and Whisker plots showing the distribution of computational time in sec-
onds spent by RCDR for each group of instances. The wider the box the larger the
number of instances in the group. The orange straight line presents the upper limit in
the computational time spent by GHI (fixed to 1 second). The Y-axis is in logarithmic
scale.
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gap refers to the best known solution. For this case, GHI provides 115 best known
solutions which is better than RDCR which provides 84 best solutions. This is
represented by the two leftmost points in the figure. However, from the value of
10% relative gap onwards, RDCR delivers larger number of solutions than GHI.
Overall, apart from the overall number of best known solutions, RDCR provides
higher number (or equal) of solutions than GHI for different values of relative
gap. For example, if the solution acceptance rate is set at 50% relative gap,
RDCR produces 236 solutions of this quality while GHI produces 207. Hence,
RDCR delivers overall more solutions with acceptance rate up to 100% gap to
the best known.

Figure 5 shows the distribution of computational time spent by the proposed
RDCR method when solving the WSRP instances considered here. These results
show that RDCR spends more computational time on most of the HHC instances
with an overall average time spent on each instance of 2.4 min. Note that the
highest computational time observed in these experiments is less than 74 min. On
the other hand, the computational time spent by GHI is much shorter, taking
less than one second on each instance. Therefore, GHI is clearly superior to
RDCR in terms of computational time.

4.4 Performance According to Problem Difficulty

This part seeks to better understand the performance of the two algorithms
GHI and RDCR. For this, a more detailed analysis is conducted of the instances
in which each of the algorithms performs better than the other one. Then, the
problem features are analysed in detail in order to unveil any conditions under
which each of the algorithms appears to performs particularly well.

Table 2 presents the main characteristics of the problem instances in three
groups. Set All has the 374 instances. Set GHI has all problem instances in
which GHI produced better solutions than RDCR. Set RDCR has all problem
instances in which RDCR produced better solutions than GHI. The table shows
average and standard deviation values for 8 problem characteristics: the num-
ber of employees (#Emp), the number of visits (#Visit), visit duration (Visit-
Dur), the number of time-dependent activities (#TimeDep), employee-visit ratio
(Emp/Visit), employee available hours (EmpHours), average visit time window
(VisitWindow), and planning horizon (Horizon). These values are presented in
the table in the format Mean ± SD. Those problem characteristics for which
there is a statistical significant difference between Set GHI and Set RDCR (using
t-test at significance level α = .05) are marked with *.

It seems obvious to relate the difficulty of a particular problem instance to
it size, which can be measured by the number of employees and the number of
visits. It could also be assumed that the length of the planning horizon might
have some influence on the difficulty of the problem in hand, although perhaps
to a lesser extent than the number of employees and visits. However, the analysis
presented here seeks to identify other problem characteristics that might have
an effect of the difficulty of the instances when tackled by each of the algorithms
RDCR and GHI. For example, it can be argued that having visits with longer
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Table 2. Summary of the problem features for different groups of problem instances.
The Set All includes all instances. The Set GHI includes the instances in which GHI
produces better solutions than RDCR. The Set RDCR includes the instances in which
RDCR produces better solutions than GHI. Values are displayed in the format mean
± std. dev.

# Instances in group Set all 374 Set GHI 165 Set RDCR 209

Problem size

#Emp* 22.5 ± 22.55 31.37 ± 27.86 15.49 ± 16.45

#Visit* 87.22 ± 53.23 117.6 ± 54.65 63.26 ± 37.83

Characteristics on visits and employees

VisitDur* 214.3 ± 198.8 254.6 ± 221.6 182.4 ± 173.4

#TimeDep* 13.95 ± 10.03 18.87 ± 10.63 10.37 ± 7.91

Emp/Visit* 1.164 ± 0.072 1.156 ± 0.074 1.172 ± 0.079

EmpHours 20.8 ± 11.93 21.66 ± 11.45 20.11 ± 12.31

VisitWindow 392.9 ± 297.6 406.9 ± 325.9 381.9 ± 274.2

Horizon 1248 ± 715.9 1300 ± 687.2 1207 ± 738.4
∗ indicates statistical significant difference using t-test at significance level
α = .05.

duration or large number of time-dependent activities could make the problem
instance more difficult to solve because of the higher likelihood of time conflicts
arising. In contrast, the difficulty could decrease for a problem instance that
has higher employee to visit ratio (i.e. more workers to choose from), longer
employee working hours or wider visit time windows (i.e. more flexibility for the
assignment of visits).

Considering the above, it seems from Table 2 that instances in Set RDCR
are less difficult than those in Set GHI. In respect of the problem size, instances
in Set RDCR are on average smaller than those in Set GHI, on the number of
employees (#Emp) and also the number of visits (#Visit). In addition, instances
in Set RDCR have shorter visit duration (VisitDur) and lower number of time-
dependent activities (#TimeDep) than instances in Set GHI. Moreover, note
that although the averages values of employee-visit ratio (Emp/Visit) are very
similar for sets Set RDCR and Set GHI, the difference is still statistically sig-
nificant. The differences between the two sets in respect of the remaining three
problem characteristics, employee available hours (EmpHours), visit time win-
dow (VisitWindow) and planning horizon (Horizon) were found to be not sta-
tistically significant.

Then, from the above analysis it can be argued that the RDCR approach per-
forms better than GHI on instances of lower difficulty level. However, establishing
the boundary between lower and higher difficulty is not so clear given the over-
lap in values for the 8 problem characteristics between Set RDCR and Set GHI.
Hence, the proposal here is to recommend the use of RDCR for instances with
less than 22.5 employees and less than 87 visits (the average values considering
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all 374 instances), and the use of GHI otherwise. This recommendation can be
used as a first step for choosing between RDCR and GHI.

4.5 Performance on Producing Acceptable Solutions

The previous subsection sought to identify a boundary in problem difficulty
between those instances in which each of the methods RDCR and GHI performs
better than the other one. This subsection seeks to identify instances for which
both algorithms can deliver acceptable solutions. For this, a solution that has a
relative gap of at most 100% with respect to the best known solution is considered
acceptable, otherwise it is labelled unacceptable.

The first part of the analysis splits the problem instances into two groups. The
group Accept Heur has instances for which an acceptable solution was found by at
least one of the two heuristic algorithms RDCR and GHI. The group Reject Heur
has instances for which none of RDCR or GHI delivers an acceptable solution.
Basically, this analysis seeks to identify a boundary in problem difficulty for
which the methods RDCR and GHI can perform better than an exact solver.
Table 3 shows the problem characteristics for the two groups Accept Heur and
Reject Heur. As before, each row shows the average and standard deviation
values for each of 8 problem characteristics. Those problems characteristics for
which there is a statistical significant difference between the two groups (using
t-test at significance level α = .05) are marked with *.

The results in Table 3 show that there are significant differences between the
groups Accept Heur and Reject Heur on six problem characteristics. That is,

Table 3. Summary of the problem features for different groups of problem instances.
The group Accept Heur includes instances for which an acceptable solution was found
by at least one of the two heuristic algorithms RDCR and GHI. The group Reject Heur
includes instances for which none of RDCR or GHI delivers an acceptable solution.
Values are displayed in the format mean ± std. dev.

# Instances in group Reject heur 79 Accept heur 295

Problem size

#Emp* 9.911 ± 4.249 25.87 ± 25.40

#Visit* 49.39 ± 21.17 97.34 ± 54.75

Characteristics on visits and employees

VisitDur* 43.91 ± 53.54 259.89 ± 199.09

#TimeDep* 6.32 ± 3.11 15.99 ± 10.27

Emp/Visit 1.168 ± 0.048 1.164 ± 0.078

EmpHour* 18.02 ± 13.69 21.54 ± 11.34

VisitWindow 345.60 ± 387.58 405.58 ± 268.43

Horizon* 1081.41 ± 821.62 1292.61 ± 608.71
∗ indicates statistical significant difference using t-test at signifi-
cance level α = .05.
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the group Accept Heur shows higher mean values than the group Reject Heur
for the number of employees (#Emp), the number of visits (#Visit), visit dura-
tion (VisitDur), the number of time-dependent activities (#TimeDep), employee
available hours (EmpHours), and planning horizon (Horizon). These results indi-
cate that GHI and RDCR do not provide acceptable solutions on the smaller
instances with around 10 employees and 50 visits. However, these algorithms
do well on the larger instances with around 26 employees and 97 visits. This is
because the exact solver performs very well on the smaller instances but not so
well when the problem size grows. Hence, the proposal here is to recommend the
use of the exact solver for problems with less than 15 employees and 70 visits.
For larger problem instances the solver may spend too long time finding solu-
tions hence it is better to use GHI or RDCR considering the recommendation
in the previous subsection.

The second part of the analysis analysis splits the 295 problem instances from
the group Accept Heur into groups according to whether the particular method
GHI or RDCR produces acceptable solutions or not. As before, a solution that
has a relative gap of at most 100% with respect to the best known solution is
considered acceptable, otherwise it is labelled unacceptable. Table 4 shows the
split for method GHI into groups Accept GHI with 258 instances and Reject
GHI with 37 instances. There are significant differences between the two groups
on four characteristics: the number of employees (#Emp), the number of visits
(#Visit), visit duration (VisitDur) and the number of time-dependent activities
(#TimeDep) with larger values for the group Accept GHI. These results confirm
that GHI provides acceptable solutions on the larger instances but it struggles
to produce acceptable solutions for some smaller instances.

Table 4. Summary of the problem features for different groups of problem instances.
The group Accept GHI includes instances for which an acceptable solution was found
by algorithm GHI, otherwise the instance is included in group Reject GHI. Values are
displayed in the format mean ± std. dev.

# Instances in group Reject GHI 37 Accept GHI 258

Problem size

#Emp* 15.97 ± 31.23 27.29 ± 24.19

#Visit* 54.86 ± 49.79 103.43 ± 52.77

Characteristics on visits and employees

VisitDur* 42.06 ± 53.77 291.13 ± 192.69

#TimeDep* 8.00 ± 10.80 17.14 ± 9.69

Emp/Visit 1.1471 ± 0.07873 1.166 ± 0.0779

EmpHour 23.19 ± 20.27 21.30 ± 9.44

VisitWindow 462.90 ± 468.99 397.36 ± 226.01

Horizon 1391.78 ± 1216.20 1278.38 ± 566.81
∗ indicates statistical significant difference using t-test at signifi-
cance level α = .05.
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Table 5. Summary of the problem features for different groups of problem instances.
The group Accept RDCR includes instances for which an acceptable solution was found
by algorithm RDCR, otherwise the instance is included in group Reject RDCR. Values
are displayed in the format mean ± std. dev.

# Instances in group Reject RDCR 31 Accept RDCR 264

Problem size

#Emp* 46.74 ± 54.91 23.42 ± 17.88

#Visit 155.6 ± 59.01 95.20 ± 53.95

Characteristics on visits and employees

VisitDur* 41.19 ± 62.94 285.57 ± 193.80

#TimeDep 15.35 ± 7.38 16.07 ± 10.57

Emp/Visit* 1.077 ± 0.0654 1.174 ± 0.0731

EmpHour 20.82 ± 16.58 21.62 ± 10.60

VisitWindow 407.11 ± 453.92 405.40 ± 238.84

Horizon 1249.41 ± 995.01 1297.68 ± 636.26
∗ indicates statistical significant difference using t-test at signifi-
cance level α = .05.

Table 5 shows the split for method RDCR into groups Accept RDCR with
264 instances and Reject RDCR with 31 instances. There are significant differ-
ences between the two groups on three characteristics: the number of employees
(#Emp), visit duration (VisitDur) and employee-visit ratio (Emp/Visit). The
size of instances in group Accept RDCR seems smaller than in group Reject
RDCR as given by #Emp and #Visit, although only for #Emp the difference
is significant. Instances in the group Reject RDCR have shorter visit duration
and lower employee-visit ratio. A problem instance could become more difficult
to solve if there are less workers to be assigned to visits. These results confirm
that the performance of RDCR on providing acceptable solutions suffers as the
size of the problem grows.

From the above analysis on producing acceptable solutions, some recommen-
dations can be drawn in respect of what type of approach to use according to
the problem size. Table 6 shows the type of approach recommended according to

Table 6. Type of approach recommended according to the problem size and number
of instances in each size class.

Algorithm Exact method RDCR Heuristic GHI

#Instance 79 37 227 31

Problem size Very small Small Medium Large

Average #Emp 9.91 15.97 23.42 - 27.29 49.74

Average #Visit 49.39 54.86 95.20 - 103.43 155.6
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the problem size and number of instances in each size class. The first row of the
table shows the suggested algorithm for each size class, Heuristic refers to either
GHI or RDCR. For each size class, the table shows the number of instances
(#Instance), the problem size label, the average number of employees (Average
#Emp) and the average number of visits (Average #Visit). It is suggested that
to use the exact method to solve very small instances, to use RDCR to solve
small and medium instances and to use GHI to solve medium and large instances.
The problem size class with the largest number of instances is the medium class
for which the two heuristic algorithms, GHI and RDCR, find acceptable solu-
tions. These recommendations in Table 6 were drawn from looking at the reject
groups in Tables 3, 4 and 5. Both GHI and RDCR do not perform well when
solving small instances, given that group Reject Heur in Table 3 has the small-
est average problem size. RDCR should be used for instances larger than those
in group Reject Heur, Table 4 shows that the Reject GHI group has average
problem size larger than the Reject Heur group and smaller than the Reject
RDCR group. GHI tends to be effective in the largest instance group, it can be
seen from Table 5 that the Reject RDCR group has the largest average problem
size compared to the Reject GHI group and Reject Heur. However, both RDCR
and GHI have similar performance as their acceptable solutions are similar in
number.

5 Conclusion

This paper presented a decomposition method for mixed integer programming to
solve instances of the workforce scheduling and routing problem (WSRP) with
time dependent activities constraints. The method uses heuristic partition and
selection to split a problem into sub-problems. A sub-problem solution gives a
path or sequence of visits for each employee. Each sub-problem is individually
solved by the MIP solver. Within a sub-problem solution or path, all constraints
are satisfied. Paths may conflict with paths from other sub-problems, i.e. two or
more different sequences of visits but assigned to the same employee. This can be
fixed by a conflict repair process. However, conflict repair requires modification
to support time-dependent activities constraints since the repairing process may
rearrange assignment time. Thus, the modification maintains the layout of time-
dependent activities by fixing the assigned time of the time-dependent activities.
Therefore, the solution from conflict repair does not violate any constraints.

The proposed RDCR approach is applied to solve four WSRP scenarios with
a total of 374 instances. The experimental results showed that RDCR is able
to find better solutions than the GHI heuristic for 209 out of the 374 instances.
However, the statistical test showed that RDCR does not perform significantly
different to the deterministic greedy heuristic (GHI). RDCR showed better per-
formance on three out of four datasets. The computational time required to solve
a problem instance with RDCR ranged from less than a second to 74 min. The
average computational time was under 3 min. Overall, the proposed RDCR with
time-dependent modification is able to effectively solve WSRP instances with
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time-dependent activities constraints. The method found competitive feasible
solutions to every instance and within reasonable computational time.

The paper also conducts a study to investigate the performance of RDCR
in respect of some problem features related to the problem size. The analysis
has shown that RDCR provides better solutions particularly in smaller instances.
Hence, instances with less than 87 visits and less than 22 workers should be tack-
led by RDCR to obtain higher quality solutions. Furthermore, another aim of
the study was to determine the class of problem size that can be more effectively
tackled with the heuristic approaches RDCR and GHI. For this, acceptable solu-
tions are considered to be those that have a relative gap of no more than 100%
with respect to the best known solution. The analysis revealed that RDCR and
GHI work effectively in a wide range of problem sizes. The GHI method appears
to be less effective on smaller instances while RDCR appears to be less effec-
tive on larger instances. Therefore, in order to produce acceptable solutions as
defined here, it is recommended to use an exact solver for very small instances,
to use RDCR for small and medium instances and to use GHI for medium and
large instances.

As future work it is suggested to improve the computational time of the pro-
posed RDCR approach. Such improvement might be achieved by applying dif-
ferent methods to partition the set of visits or by using more effective workforce
selection rules. Also, determining the right sub-problem size could be interesting
as it could help to balance solution quality and time spent on computation.
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