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Quantum Thermodynamics and Coherence
in Ion Channels

Samyadeb Bhattacharya and Sisir Roy

Abstract We showed that quantum mechanical superposition can sustain in the

process of ion transfer in protein membrane for a substantial period in spite of the

presence of the interactions with environmental modes of molecular vibration. The

spectral temperature, as defined in quantum thermodynamical framework plays a sig-

nificant role in maintaining the coherence. The ratio of decoherence time and dwell

time has been calculated, which can be directly related to the degree of coherence.

The results shead new light to build quantum information system of entangled ionic

states in the voltage gated biological channels.

Keywords Ion channels ⋅ Decoherence time ⋅ Dwell time ⋅ Spectral temperature

1 Introduction

The approaches towards dynamics of ion transport in protein membranes (ion chan-

nels) are generally considered to be classical and based on molecular dynamics or

Brownian dynamics. Recently, one of the present authors showed that [1] the dynam-

ics of K-ion channel can be explained using nonlinear Schrodinger equation which

is compatible with the results of MacKinnon’s experimental observation [2]. Here,

the two K-ions may form an entangled state within selectivity filter during a finite

period of time. The temperature within the channel is generally considered to be

high enough to destroy the coherence within very short period. Moreover, molecular

modes of the protein environment induce dynamical decoherence, which destroys the

quantum mechanical superposition of states in a very short period of time. So quan-
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4 S. Bhattacharya and S. Roy

tum mechanical approach in these area of research was mostly speculative and far

from experimental realization. But in recent times, some experimental demonstra-

tion of the presence of quantum coherence in the process of photosynthetic energy

transfer [3, 4] lead us to reconsider the theoretical approach and understanding. Here

we are concerned with the question that whether and under what condition a sustain-

able quantum superposition is achievable in the process of transfer of ions through

biological channels. Now it is quite a practical argument that the quantum state of the

traversing ion is strongly coupled with the molecular vibrational modes of the protein

environment and hence fast decoherence is almost absolutely unavoidable. But it is

to be noted that the traversal time of the ion through the membrane is also quite small

and it is the ratio of the time scale of decoherence with this traversal time that plays

an important role in understanding the maintenance of coherence. If the decoherence

time is larger than the traversal time of the ion, then the quantum superposition of the

ionic states is sustainable enough for the traversing entity within the period of ionic

transfer. Here we also need to consider the effect of temperature in estimating the

decoherence time. With the recent developments of quantum thermodynamics [5],

a new concept of temperature (known as spectral temperature) for micro-states at

non-equilibrium condition has been proposed, instead of the usual concept of ther-

modynamic temperature. Since ion transport through protein membrane is essen-

tially a non-equilibrium phenomena, we propose that the spectral temperature plays

important role in understanding the coherence in the channel dynamics.

2 Decoherence Time and Dwell Time

Considering the master equation of the density operator for a certain quantum sys-

tem, the decoherence time [6] can be written as

𝜏dec =
ℏ
2

2m𝛾KBT(x − x′)2
(1)

where 𝛾 is the relaxation (dissipation) parameter, T is the thermodynamic temper-

ature and 𝛥x = x − x′ is the spatial shift of the particle. Now there are numerous

definition of traversal time, among which phase time and dwell time are generally

accepted by the community [7]. Phase time is equated to dwell time with an additive

self-interference term and argued to be the time interval between the energy stor-

age and release in the barrier region [8–11]. So for non-dispersive barrier, where the

self-interference term vanishes, the dwell time can be readily interpreted as the life

time of energy storage and release in the barrier region. In a previous work [12], we

have calculated the weak value of dwell time as

𝜏D = 1
𝛾

coth
(
𝛾𝜏M

2

)
(2)
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Fig. 1 V(x) versus x with

parameters A = 14 and

B = 45

x0 x1 x2

2 0 2 4 6 8 10

200

0
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400

V x

where 𝜏M is the measurement time.

The protein membrane can be assumed as an array of molecules with certain modes

of vibration. We have mentioned earlier that the quantum states of the traversing

entity is interactively coupled to the molecular vibration modes of the protein mem-

brane. The traversing quantum entity loses energy to the vibrational modes, due to

the presence of this environmental coupling. So the protein membrane can be inter-

preted as sort of capacitive system, which can store and release energy with the dwell

time as it’s lifetime of energy storage. In this case the time interval between the open-

ing and closing of the channel gates can be taken as the measurement time (𝜏M). Now

we consider a double well potential of the form [13]

V(x) = 1
2
m𝜔2x2

[( x
a

)2
− A

( x
a

)
+ B

]
(3)

where A and B are dimensionless constants. For the particular case of asymmetric

double well,A = 14 andB = 45. The bistable nature of the potential is useful in prac-

tical situation, since the ionic transfer in the channel can be interpreted as tunneling

between the two stability regions situated at x0 and x2 (see Fig. 1).

3 Spectral Temperature and the Ratio of Decoherence
Time and Dwell Time

It is also very important to reconsider the concept of temperature in this aspect. Tem-

perature, as we know from the context of thermodynamics, is a property of equilib-

rium. The ensemble mean of the kinetic energy equals to Boltzman constant times

the temperature. So assuming ergodicity, temperature is defined as the time aver-

aged kinetic energy. But the process of ion transfer through channels is a dynamical

process interactive to the protein environment and subject to energy exchange with
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the environment. This is certainly not a situation for thermodynamic equilibrium and

hence the usual concept of thermodynamic temperature may not be suitable. Here

we introduce the concept of spectral temperature, originally formulated by Gemmer

et al. [5]. It is defined as a function of the microstates, to include the non-equilibrium

properties of the system. It is formulated as a function of energy occupation proba-

bility of the different states of a certain quantum system. This temperature evolves

with the evolution of the probability of occurrence. The inverse of the spectral tem-

perature is defined as [5]

1
KBTspec

= −
(
1 − P0+PN

2

)−1 ∑N
i=1

(
Pi+Pi−1

2

)

×

[
ln
(

Pi
Pi−1

)
−ln

(
𝜙i

𝜙i−1

)

Ei−Ei−1

]
(4)

where Pi is the probability of finding the particle within an energy compartment with

mean energy Ei, having the degree of degeneracy 𝜙i. This definition depends on the

energy probability distribution and of course, the spectrum of the concerning system.

So it cannot change in time for an isolated system and defined independent of the fact

that whether the system is in equilibrium or not. In this definition, the association

of quantum probability, which evolves in time, gives temperature a evolving feature

representing the dynamical situation between two successive equilibrium. Now here

we are approximating the bistable potential as a two-state system having only the

ground states of the asymmetric wells. So for our case of non-degenerate two-state

system, the expression of the spectral temperature reduces to

1
KBTspec

= −
(
1 −

P0 + P1
2

)−1 (P0 + P1
2

)⎡
⎢⎢⎢⎣

ln
(

P0
P1

)

E0 − E1

⎤
⎥⎥⎥⎦

(5)

where P0 and P1 are the probabilities corresponding to the ground states of the lower

and higher well respectively. Since P0 is the probability corresponding to the lowest

state, it should not decay. Now using the decay probability of the higher state (P1 ∼
e−𝛾t) within the time interval equal to the dwell time, we find

1
KBTspec

= 1
E1 − E0

coth
(
𝛾𝜏M

2

)
coth

[1
2
coth

(
𝛾𝜏M

2

)]
(6)

Now if we consider the energy loss by the particle traversing from the higher barrier

to the lower one in terms of the usual kinetic temperature (Tk) as E1 − E0 =
1
2
KBTk,

we get

Tspec
Tk

= 2 tanh
(
𝛾𝜏M

2

)
tanh

[1
2
coth

(
𝛾𝜏M

2

)]
(7)
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Fig. 2 Tspec∕Tk versus 𝛾𝜏M .

Here we keep 𝛾 as a constant

and basically study the

variation with increasing 𝜏M
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Fig. 3 𝜏dec∕𝜏D versus 𝛾𝜏M .

Here also we keep 𝛾 as a

constant and basically study

the variation with increasing

𝜏M . Here F = 2ℏ
w

√
2

m𝜖0
. As

with increment of 𝜏M , the

process becomes

quasi-static, we see that the

ratio of the two timescales

also reach a stable value

0 2 4 6 8
1.0

1.2

1.4

1.6

1.8

2.0

From Eq. (7), under the condition 𝜏M ≫
1
𝛾

, we find that Tspec ≃ Tk. i.e. the spectral

temperature is almost equal to the usual kinetic temperature, if the time interval of

gate opening and closing is very greater than the dissipation time scale. If the gate

opening and closing mechanism is slow enough to be considered as a quasi-static

process, the spectral temperature remains very close to it’s kinetic counterpart. Now

it should also be noted that though the process is sort of quasi-static one, it should

not be considered as a reversible process, because the coupling to the molecular

vibrational modes of the protein environment ensures some generation of dissipative

entropy (Figs. 2, 3, and 4).

In case of a double well potential given by (3), using (1), (2) and (7) we get

𝜏dec

𝜏D
= 2ℏ

w

√
2

m𝜖0
coth

[1
2
coth

(
𝛾𝜏M

2

)]
(8)
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Fig. 4 𝜏dec∕𝜏D versus g(1)
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where 𝜖0 = E1 − E0 is the asymmetry energy of the potential and w = 15a
2

is the

separation length between the wells. For the quasi-static condition 𝜏M ≫
1
𝛾

𝜏dec

𝜏D
≃ 4.5ℏ

w

√
2

m𝜖0
(9)

So we find that in the quasi-static region, whether the decoherence time scale is

larger than the dwell time depends on the mass of the traversing particle, the length

scale of the channel and the asymmetry energy which is basically the energy lost by

the particle during the process of traversal. The ratio of the time scales is inversely

proportional to all the mentioned parameters. i.e. greater the inertia of the traversing

particle, stronger the interaction (hence greater energy loss) and larger the traversal

length, faster shall be the decoherence and hence the situation will be more and more

classical. But if the parameter can be chosen in such a way in which the process

of decoherence is slower than the process of ionic transfer (i.e. 𝜏dec∕𝜏D > 1), then

quantum superposition will be sustainable enough within the time period of ionic

transfer.

4 Relation Between Degree of Coherence and Decoherence
Time-Dwell Time Ratio

Now we turn our attention to the “degree of coherence” for such cases of ionic trans-

fer through protein membranes and try to establish a relation of the afore mentioned

ratio of decoherence-dwell time scales with it. Convenient way to discuss coherence

in quantitative terms can be done through the introduction of normalized form of

correlation functions such as “degree of coherence” [14]
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g(n)(𝜉1...𝜉2n, t1...t2n) =
G(n)(𝜉1...𝜉2n, t1...t2n)∏2n
j=1[G(1)(𝜉j, 𝜉j, t1)]1∕2

(10)

where 𝜉 = x∕a. For our case of double well system approximated as two-state sys-

tem, (10) is reduced to

g(1) =
G(1)

12 (𝜏)√
G(1)

11 (0)G
(1)
22 (0)

(11)

where

G(1)
12 (𝜏) = ⟨𝜓1(𝜉, t)𝜓2(𝜉, t + 𝜏)⟩
= e−𝛾𝜏 ∫ ∞

−∞ 𝜓(𝜉 − 𝜉1)𝜓∗(𝜉)d𝜉
(12)

and

0 ≤ g(1) ≤ 1 (13)

For completely coherent situation, the degree of coherence is 1 and for completely

decohered case it is 0. Generally the value should lie in between. If we approximate

the potential around the left well at 𝜉 = 0 as a harmonic potential, we find that the

wavefunction can be estimated as [13]

𝜓(𝜉) =
(
𝜈

𝜋

)1∕2
exp

[
−1
2
𝜈𝜉

2
]

(14)

where 𝜈 =
√
Bm𝜔a2

ℏ

. Expressing the asymmetry energy as

𝜖0 = V(x0) − V(x2) (15)

we find that for a double well potential (A = 14 and B = 45)

𝜔 = 4
15a

√
2𝜖0
15m

= 2
w

√
2𝜖0
15m

(16)

So for the interval of dwell time given by Eq. (2), we find that the degree of coherence

g(1) = exp

[
−
√

m𝜖0
2

w
ℏ

]
exp

[
−coth

(
𝛾𝜏M

2

)]
(17)

For the quasi-static condition 𝜏M ≫ 1∕𝛾

g(1) ≈ exp

[
−
√

m𝜖0
2

w
ℏ

]
(18)
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From Eqs. (9) and (18), we can also establish a relation

𝜏dec

𝜏D
= 4.5

ln
[

1
g(1)

] (19)

From this relation we see that for completely coherent and decoherent situation, the

decoherence-dwell time ratio is infinity and zero respectively and in general situation

it lies in between. So this time-scale ratio gives us a certain measure of coherence.

As the value of this ratio gets bigger, the “quantumness” of the traversing entity

increases.

5 Conclusion

Depending on the above analysis, we suggest that the ion selectivity filter may exhibit

quantum coherence which can play crucial role in the process of selectivity and con-

duction of specific ions in biological membranes. For the time scales shorter than

that of decoherence time, quantum coherence can be expected to sustain and have

vital importance in the dynamics, despite the presence of interactive protein envi-

ronment. Our analysis shows that for a sort of quasi-static situation, where the gate

opening and closing mechanism is slower than the relaxation (dissipation) time scale,

the decoherence-dwell time ratio reaches a static value and can also be greater than

unity depending on the mass, energy and length parameters. In such situations, coher-

ent phenomena like entanglement can be of vital importance in understanding the

mechanism of selectivity and transport. In case of K+ filter, there exists two ener-

getically almost degenerate binding states, commonly referred as (1, 3) and (2, 4)

states [15–17]. Presence of quantum superposition may lead us to explain the trans-

port phenomena in terms of quantum mechanical tunneling between these two states.

The interplay between quantum coherence and environmental noise induced dephas-

ing may also be of fundamental importance. Progress in the atomic spectroscopy of

membrane proteins indicate that protein membrane organization may carry a cer-

tain coding potency, implying quantum entanglement within ion channels [15–18].

Increasing number of studies are indicating towards the probabilistic nature of ion

channel gating mechanism [2, 19]. In the light of these researches, we conclude that

it may be relevant to build certain model of quantum information system driven by

the entangled ionic states in the voltage gated selectivity filters, which can provide

necessary inferences into the biological ion channel dynamics.
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Micro-pulse Stimulation

Marie Nedvedova, Milan Chmelar, Ivo Provaznik
and Zdenek Reznicek

Abstract This paper deals with a new electrotherapeutic method for use in
physiatric treatment. The micro-pulse stimulation is based on the combination of
three electrotherapeutic methods: burst therapy, high-voltage pulsed current ther-
apy, and microelectrostimulation. Micro-pulse stimulation is special for its unusual
configuration of pulse parameters; high-voltage electric pulses are safely used as a
result of a cumulative effect of the subthreshold monophasic pulses with a very
short duration. This combination of parameters should connect the advantages of
used methods. This includes an analgesic effect without any obvious adaptation of
the stimulated tissue and making the tissue penetration easier. As the micro-pulse
stimulation was designed especially for the treatment of swelling and pain in animal
therapy, the device is small, portable, battery-operated and easy to use.

Keywords Burst therapy ⋅ High-voltage pulsed current therapy ⋅ Micro-pulse
stimulation ⋅ Subthreshold stimulation

1 Introduction

The role of electrotherapy and electrostimulation is quite extraordinary in com-
parison to other methods of physical therapy. Their usage is limited not only for
rehabilitation as a standard application but it has a great significance for the
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diagnostics, treatment and for research. Instead of the classical electrostimulation
methods with single pulses of the specified frequency, shape, duration and period,
there were found new alternatives that seem to be more effective in some appli-
cations. We can mention various types of modulation (amplitude, frequency) or
burst therapy [1–3]. Micro-pulse stimulation was designed as a type of elec-
trotherapy which could combine the advantages of the three chosen methods,
especially microelectro stimulation, high-voltage pulsed current and burst therapy.

MicroElectroStimulation (MES) is also known as MicrocurrentElectroTherapy
(MET) or MicroElectroNeuroStimulation (MENS). The prefix “micro” is common
for all modalities because of using extremely low values of electric current about
the millionth of ampere. Similar microampere values can be measured both at
humans and some animals because their bodies form the natural electromagnetic
field [4]. That is why it can be also called Biostimulation. The current values for the
MES are subthreshold and thousand times lower than for the Transcutaneous
Electrical NeuroStimulation (TENS). There are described positive therapeutic
effects of MES on all sorts of pain, it moderates inflammation and edema, evolves
the moving potential, muscular strength and relaxation [5]. Furthermore, MES
supports significantly the wound healing [6–8], treatment of patients with the
diabetes mellitus, hypertension and chronic wounds [9], obesity reduction [10],
reduction of inflammatory induced by ultraviolet irradiation [11]. But not all the
studies are so optimistic [12]. Study [13] revealed that MES could enhance apop-
tosis, the adverse effect to the tissue healing. Despite it, MES is highly promising
for very problematic tendon regeneration at horses.

High-Voltage Pulsed Current (HVPC) uses the pulsed current with relatively low
intensity, short duration (usually 10–30 µs), but voltage much higher than it is usual
in electrotherapy (up to 500 V) [1]. The device for HVPC must work in the regime
of the constant voltage. The level of the stimulation intensity is usually threshold up
to motor suprathreshold. The pulse frequency can be constant or modulated and it
directly influences the myorelaxation and analgesic effect. HVPC causes vasodi-
latation supporting the edema reduction [14], tissue regeneration and wound
healing, especially decubitis ulcers [15], venous crural ulceration [16] and diabetic
foot ulcers [17].

The Burst Therapy is based on the theory of the subthreshold pulses summation
[18]. The pulses of the burst come separately and gradually summate so that each of
them brings the membrane closer to its threshold. The membrane threshold is
reached when the pulse summation culminates in the sufficient depolarization
leading to the formation of an action potential (AP). The total number of APs agrees
with the number of bursts [19]. The summation effect requires that each pulse in the
burst follows so fast that there is not enough time for the membrane relaxation after
the subthreshold polarization. The depolarization caused by the summation of the
subthreshold pulses is expected at the higher kilohertz frequencies [20]. According
to available sources, the burst therapy has good results in the prevention of venous
thrombosis at the orthopaedic patients and postoperative cases [21] and in treatment
of the various types of arrhythmia, such as ventricular and atrial tachycardia [22].
Further, it has a noticeable analgesic effect and the great advantage lies in no
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obvious adaptation of the tissues that is a common problem in all classic elec-
trotherapeutic methods [1].

2 Device Working Principles

The goal was to construct the device combining the principles of high-voltage
pulsed current, microelectrostimulation and burst therapy. Using voltage up to
1000 V makes the tissue penetration easier, but the high voltage must be com-
pensated by the setting of other parameters to maximally keep the safety [23]:

(a) An appropriate choice of the pulse duration and working frequency prevents
inadequate load.

(b) The electric circuit is closed between the concentric electrodes that precisely
define the application area and prevent the current flow through other area.

(c) The battery power itself disables the secondary circuit formation (e.g. through
the heart); this is a prevention of the electric current injury.

Microstimulator generates high-voltage pulses (about hundreds volts) with a
very short duration (microseconds). Considering the easier construction and ther-
apeutic advantages, an accumulation of subthreshold pulses was used for formation
of the final pulse with required characteristics. Several pulses are arranged in the
burst coming with the working frequency many times lower than the repeating
frequency of each pulse. The advantage of high carrier pulse frequency is an easier
penetration into the body, again. In this case, the envelope of the whole burst can be
understood as one therapeutic pulse in classic electrotherapy. This agrees also with
the fact that the threshold voltage drops with the cumulative number of the pulses in
one series (with the burst width) [19]. The burst can be formed by both biphasic and
monophasic pulses. The experiments using the bursts in Functional ElectroStimu-
lation advert to the better efficacy of the monophasic rectangular pulses for the
lower threshold of the AP initiation [24]. In our case, we have used just the
monophasic pulses.

3 Design of the Microstimulator

The design of the Microstimulator is protected by the patent no. 304960 published
in the Bulletin No. 5/2015 by the Industrial Property Office of Czech Republic. An
exact electrotechnical scheme of the device exceeds the range of this article;
however, Fig. 1 shows a principal scheme of the Microstimulator.

The circuit consists of three 555 precision timers (marked A, B, C), two NAND
gates (D, E), switch (F) and pulse transformer (G). Generator C generates the pulses
with high frequency (about 100 kHz) that are arranged into the bursts with the
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stimulation parameters (frequency and burst width) adjusted by the astable and
monostable 555 oscillators. NAND gate D separates the burst of pulses according to
the required parameters of stimulation. NAND gate E inverts the output of gate D.
Switch F manages transfer of the pulses to the primary winding of pulse transformer
G.

The time relation of the important output signals is demonstrated in Fig. 2.
Signal no. 3 represents function of the generator C. Signal no. 1 demonstrates the
output of the astable 555 oscillator A that activates the monostable 555 oscillator B
to generation of the pulse with the required width, see signal no. 2. This way, the
equivalent number of pulses is defined and transferred from the generator, see
signal no. 4.

A final realization of the Microstimulator and measured signal output are shown
in Fig. 3. Microstimulator was designed in such a way the device is suitable for
human and also for animal electrotherapy, particularly for horses that were chosen
as the target objects for the following micro-pulse stimulation effect testing [25].

The device is small, portable, battery-operated and easy to use. The horse is a
typical skittish and restless animal with an unpredictable behaviour which could be
the reason of some dangerous situations not only for themselves but also for their
close surroundings. Therefore, a compliance with some requirements and condi-
tions was in an effort to keep considering the safety and preventive precaution when
an unpredictable situation occurs. Microstimulator is classified as a medical elec-
trical device and strict requirements for the design and function must be kept

Fig. 1 Principal scheme of microstimulator

Fig. 2 Time diagram of the output signals from the astable 555 oscillator (1), monostable 555
oscillator (2), generator (3), and switch (4)
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according to the relevant standards. The device was tested by the accredited testing
laboratory and got CE mark certification.

Two preliminary studies of the micro-pulse stimulation effects were carried out.
First experiment explored the physiological effect of the micro-pulse stimulation in
an objective way [25]. Two miniature thermodynamic sensors were applied on the
skin of two limbs when one of them was stimulated and the other one was just
considered as a reference. This type of sensor is able to detect even minor thermal
changes. Based on the results, an increased thermal activity was detected in the
stimulated limb compared to the reference. This should be caused by an increased
blood perfusion and warming-up of the stimulated area. Parallel to this experiment,
a pilot experiment investigating the therapeutic effect on the edema reduction of the
horses’ limbs was carried out with the promising result [26]. The edema treatment
relates to the blood circulation support closely, therefore the results of both studies
complement each other.

4 Conclusion

This paper presents a design of the Microstimulator; a new electrotherapeutic
device for a micro-pulse stimulation. Its therapeutic effect is based on the con-
necting of the selected electrotherapeutic methods to take the therapeutic advan-
tages of all of them; using high-voltage pulses coming with high frequency makes
tissue penetration easier and causes no adaptation of stimulated tissue. The device is
designed especially for animal electrotherapy, therefore there must be kept both the
strict safety instructions and preventive precautions to manage also unpredictable
reaction of animal. The therapeutic effects of the micro-pulse stimulation were
successfully tested on horses.

Fig. 3 The Microstimulator (b) and the shape of pulses on Microstimulator’s output (a) [23]. The
recording was made during the real measurement using oscilloscope. The therapeutic pulse is
marked clearly as an envelope of the burst
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Exploring the Therapeutic Effects
of Micro-pulse Stimulation

Marie Nedvedova, Milan Chmelar, Ivo Provaznik
and Kristina Zuffova

Abstract Electrotherapy is not so commonly used in veterinary practice as in
human. Microstimulator is a new electrotherapeutic device designed especially for
the horses’ patients. Its unusual configuration of pulse parameters makes this
method appropriate for the swelling treatment and tissue regeneration after the
minor injuries. Nine horses with swelling of the limb caused by minor injury such
as tendinitis, sprains etc. were included in the study. Micro-pulse stimulation was
applied once a day until the total regress of problems. The course of the experiment
was documented in photographs and video recordings that were significant for
evaluation of the effectiveness of micro-pulse stimulation in this application. Based
on the results, it seems the micro-pulse stimulation really has positive effect on
swelling reduction, and so the overall tissue regeneration, consisting probably in
analgesic and anti-inflammatory effects.

Keywords Burst therapy ⋅ Swelling treatment ⋅ High-voltage pulsed current
therapy ⋅ Subthreshold stimulation
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1 Introduction

The positive effect of electrotherapy was found some tens of years ago and many
companies started a successful business on manufacturing electrostimulators and
one type of device was recommended as a universal therapeutic device for a number
of problems. But this is a mistake, because even the change of one parameter of
stimulation could have totally different effect. Therefore, the possible negative
impact of the stimulation should be considered carefully as well and the task is a
choice of the relevant pulse parameters according to the therapeutic application as
well as the possible cytotoxicity [1–6]. Maybe this is one of the reasons of focusing
on the subthreshold stimulation.

Micro-pulse stimulation was designed as a type of electrotherapy which could
combine the advantages of the three chosen methods, especially microelectros-
timulation, high voltage pulsed current and burst therapy [7]. Microelectrostimu-
lation is known for its positive effect on pain [8], inflammation [9], swelling
reduction [10] and tissue healing [11–14]. High voltage pulsed current is beneficial
for the tissue regeneration, wound healing and also swelling reduction [15–18]. The
burst therapy based on subthreshold pulses summation [19] is not so common in
electrotherapy, yet. But some studies point out on its demonstrable analgesic effect
without any obvious adaptation of the stimulated tissue [20]. The combination of
these parameters seems to be efficient for the painful swelling treatment. From this
point of view, a horse seems to be appropriate for testing the therapeutic effect of
micro-pulse stimulation. The breeders face the problem of swollen horses’ limbs
quite frequently because just the limbs are the most vulnerable part at the horses
considering their usage for sport and work in harness. Usually, the treatment is quite
costly and also lengthy process because the appropriate quiescent regime is not
possible to observe due to the constant loading of the limbs. The aim of the
following experiment is to observe if the micro-pulse stimulation has any positive
effect on the reduction of swelling of the horses’ legs and if it could help to make
the whole treatment faster and less costly.

2 Experimental Design

The Microstimulator, a device for micro-pulse stimulation, was used in this study. It
generates very short (microseconds) high-voltage pulses (hundreds volts). The main
advantage of using the high voltage (peak up to 1000 V) lies in making the tissue
penetration easier. However, the high voltage must be compensated by the setting
of other parameters to keep safety maximally. An accumulation of subthreshold
pulses is used to form the final pulse of defined intensity and width [7]. The design
of the Microstimulator is described more detailed in [21].

It seems that the micro-pulse stimulation would be better and easier to test on
humans, but an important advantage of the testing on animals is at least partial
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elimination of the placebo effect. We expect that testing on animals could bring
more objective results. Especially in this application, the improvement is visible and
the condition of the horse as a target animal can be well evaluated. The procedure of
the whole experiment was approved by the ethics committee and all steps were
carried out under the veterinary supervision. The informed consent form was pre-
pared for each owner of participating horse. It documented his familiarization with
the methods and aims of the experiment, possible problems and also conditions of
the Privacy Policy. Using the handwritten signature, each owner agreed with the
participation of his horse in the study, with the publication and usage of the results.

All measured data were further provided anonymously, it means that the
alpha-numeric code Txx was assigned to each horse. There were no special limi-
tations of the breed, sex or age. The adult horses between the ages of 5 and 22
participated. The common mark and also the assumption of the subject submission
into the experiment was obvious presence of the acute swelling of some limb. Only
the swelling caused by minor injuries (such as distortion, kicking by another horse
and tendinitis) was considered. In many cases, the aching swelling is attended by
the walking with the limp or total rejecting of the walking. The studied parameters
were the swelling reduction, mobility and also soreness of the injured limb, or
wound healing. The horses with swelling of an infectious origin did not participate
in the study. In this case, the antibiotics are preferred type of medication; however,
the micro-pulse stimulation could be used as an additional supporting therapy for
the acceleration of the healing.

Altogether, nine subjects with swelling of the above-mentioned origin were
documented. The documentation included probable cause of the injury, description
of the affected area, localization and extent of the swelling, description of used
parameters and time of stimulation, reaction of horse to the stimulation and progress
of the treatment in the following days. The whole experiment was supported by
photography and video recordings that ensure demonstrative material for effec-
tiveness evaluation of the micro-pulse stimulation.

Before the stimulation, the affected limb was cleaned and gently washed with the
pure water to reduce the electric resistance of the skin. Then, the electrodes of
Microstimulator were applied on the swollen area. Microstimulator stayed in one
position for several minutes. Then, the position was changed in the proximal
direction from the affected part of the limb. This procedure was repeated once a day
for maximally 30 min at each horse, until the total regress of the problems.

3 Results

For a better interpretation of the results, a case of the 7-year Moravian Warmblood
gelding is described in detail. This horse was affected by a milder form of the mud
fever which is the disease causing irritation and dermatitis in the lower limbs. First,
only a small swelling formed in the pastern area of the left hind-limb and warmed.
The limb was very painful to touch and the horse limped. Occasionally, the owner
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cared for the affected limb by washing with the iodine solution and packing into the
wet wrap. After a week, the painful sores and scabs did not regress and the painful
swelling extended from the pastern area up to the hock of the limb, see Fig. 1a. The
first electrotherapy was carried out for 30 min and regarding the parameters of
stimulation, the intensity was steadily set on the maximal value, while the fre-
quency of the pulses was changed gradually from minimal to maximal level. After 2
days, before the second therapy, a significant swelling reduction was noticed, but
the swollen pastern area remained, see Fig. 1b. The limb was less sensitive to touch
and the horse was less nervous during the therapy. The procedure was repeated
again. Next day, the swelling and pain disappeared completely and the scabs’
healing was evident, see Fig. 1c.

The experimental results are summarized in Table 1. A progress of the treatment
in time is presented at each horse using the description of four observed parameters
—Limp (L), Swelling (S), Sensitivity and Pain (SP), and Warm (W). The values
from the range 0 to 2 classify the actual state of the parameter in particular phase of
the treatment (before therapy, after 1st and 2nd therapy). The evaluation scale has
three levels expressing the strength of appropriate symptom: 2—intensive, 1—mild,
0—practically without symptom.

4 Discussion

The swelling is the typical epiphenomenon of the acute inflammation. The
semipermeability of the blood vessels is damaged and normal penetration of water,
salts and other low-molecule-weight substances into the tissues is affected and
water retains inside bigger molecules, such as the proteins. When the tissue is
affected by inflammation, the blood vessel wall becomes permeable also for pro-
teins that get into the surrounding tissue and disrupt the osmotic pressure balance
between the interstitium and plasma; therefore the fluid is collected in the tissue. In

Fig. 1 Front view on the limbs before therapy (a), after the first (b) and second therapy (c) [7]
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addition, the function of the lymph system is also affected and the lymph flowing
becomes sluggish [22].

Based on the results of this study, a significant improvement is obvious at all
participated horses after two therapies with the micro-pulse stimulation. However,
the course of treatment was very individual depending on the extent of injury. The
longest therapy lasts 4 days; considerable improvement was registered most often
in 2 days. The results of the study and complete documentation (photography and
video recordings) of the experiment were reviewed by the independent veterinarian.
The analgesic and anti-inflammatory effects were confirmed [7]. It seems that the
principal reason of the shortened time of swelling treatment using electrostimula-
tion is based just on the influencing the blood vessel permeability. The mobility of
proteins, blood cells and lymph increases and this supports the fluid absorption in
the swollen area.

The approximate mechanism of the micro-pulse stimulation can be deduced
based on the results of the experiment [23] which was running parallel to this study.
It studied the physical principle of the stimulation effect on the living tissue. The
blood circulation in the stimulated area was monitored using the thermodynamic
sensors. Just the swelling treatment is closely associated with the blood circulation
support. Based on the results, an increased thermal activity connected with an
increased blood perfusion was detected in the stimulated limb compared to the
reference.

5 Conclusion

The presented pilot experiment explores the therapeutic effects of the micro-pulse
stimulation. There were found positive effects on the swelling and pain reduction of
the horses’ limbs. The problem of swollen leg caused by minor injury is widespread
among the horses because of their usage for sport and work in harness. Based on the

Table 1 Evaluation of the
observed parameters during
the phases of the treatment at
each horse marked with Txx
code. Each parameter (L—
Limp, S—Swelling, SP—
Sensitivity and Pain, W—

Warm) was evaluated
according to its intensity (2—
intensive, 1—mild, 0—
practically without it)

Code Before therapy After 1st
therapy

After 2nd
therapy

L S SP W L S SP W L S SP W

T01 2 1 1 1 1 1 0 0 0 0 0 0
T02 0 2 2 2 0 1 0 0 0 0 0 0
T03 0 2 2 2 0 1 1 1 0 0 0 0
T04 2 1 0 2 1 1 0 1 0 0 0 0
T05 2 2 2 2 1 1 2 1 0 0 0 0
T06 1 2 2 2 0 2 1 1 0 0 0 0
T07 2 2 2 2 1 0 0 0 0 0 0 0
T08 1 2 2 2 0 1 1 1 0 0 0 0
T09 2 2 2 2 1 1 1 1 0 1 0 0
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results, we can observe a significant shortening of the treatment time when the
stimulation is applied. This preliminary study could be the first step leading to the
realization of major research project.
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Application of BaTiO3 Perovskite Material
for Piezoelectric Multilayer Actuators

Magdalena Gromada, Mojtaba Biglar, Tomasz Trzepiecinski
and Feliks Stachowicz

Abstract In this paper, the results of the manufacturing of BaTiO3 material des-
tined for use in stacked-disk multilayer actuator production are presented. SEM
microstructures and electric properties of the fabricated pellets are presented and
discussed. The dilatometric curve was executed using the high temperature
dilatometer in order to determine at which temperature barium titanate pellets and
beams should be sintered to receive full dense sinters. Finally, the problem of metal
layer deposition on barium titanate ceramics during actuator fabrication is
considered.

Keywords Barium titanate ⋅ Piezoelectric properties ⋅ Multilayer actuator

1 Introduction

The dielectric properties of BaTiO3 are controlled by purity and microstructure
which are dependent on the methods of preparation [1]. Controlling the phase,
composition homogeneity, particle size and monodispersity are other concerns in
developing techniques for synthesizing barium titanate. The electrical properties of
ceramic materials are a direct result of their microstructure [2], while it is well
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known that there is a connection between microstructure and type of porosity, grain
size distribution and second-phase content [3]. Generally, the properties of BaTiO3

depend on the synthesis method and sintering regime.
The traditional solid-state method used in our research for BaTiO3 synthesis has

strict criteria with regard to particle size and purity of the raw material, while it is
also easy to produce non-homogeneous powders [4]. The advantages of the
solid-state reaction used in mass production are its simplicity, precise stoichiometric
control and low cost, with the main disadvantage being that the high calcining
temperature results in very large and non-uniform grain sizes [5]. As a conse-
quence, this method does not allow the production of materials with a high
dielectric constant [5]. In order to eliminate the disadvantages of the solid-state
reaction, a variety of novel wet chemical synthesis methods have been developed
[6].

In this study, we analyse the manufacture of BaTiO3 material destined for use in
stacked-disk multilayer actuator production. SEM microstructures and electric
properties of the fabricated pellets are also presented and discussed. The problem of
metal layer deposition on barium titanate ceramics during actuator fabrication is
considered.

2 Results and Discussion

The BaTiO3 pellets were obtained in a mould of external diameter 11.5 mm, with
home-made BaTiO3 granulate of weight 0.6 g and uniaxial pressing under a
pressure of 1 MPa. The beams were uniaxially pressed under a pressure of 5 MPa
in a full mould filled for beam execution with barium titanate granulate. The green
discs and beams obtained in this manner were then isostatically pressed under a
pressure of 150 MPa.

The dilatometric curve was executed using the high temperature dilatometer
from BÄHR-Gerätebau GmbH company in order to determine at which temperature
barium titanate pellets and beams should be sintered to receive full dense sinters.
On the basis of the obtained dilatometric curve (Fig. 1a), the maximal sintering
temperatures were estimated as 1250 °C. Pellets and beams were sintered in the
electric furnace with the rate of both heating and cooling equal to 100 °C/h and the
dwell time—4 h. Sintered pellets and beams are hereafter denoted as BT_0.

The electrical properties of BT_0 pellets were determined, with pellet AC
conductivity measured as a function of frequency at 150 °C as shown in Fig. 1b. It
is well known that at room temperature, conductivity is almost independent of
temperature and instead depends strongly on frequency. Analysis of AC conduc-
tivity versus frequency plot (Fig. 1b) reveals that BT_0 conductivity increases with
increasing frequency. However, there is a little signature of a plateau in the curve at
higher frequencies, beyond the measuring range. It is therefore evident that the
linear (dispersion) region represents some sort of relaxation process. The depen-
dence of AC conductivity on frequency may be influenced by carrier transport
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excited to localised states near the band edge, as well as hopping of the charge
carriers through trap sites separated by energy barriers of various heights. In other
words, AC conductivity contributes in the form of the hopping of localised and free
charge carriers [7].

Particularly, at low temperature, AC conductivity can occur through the carrier
motion over a shorter distance between sites in the potential well. In the present
study, the AC conductivity for BT_0 was found to be of the order of 10−9, which is
close related with literature. It is considered that the AC conductivity is contributed
by hopping of localized and free charges.

At room temperature, the dielectric constant value for BT_0 pellets was found to
decrease with frequency (Fig. 2a). BT_0 thus exhibits normal dielectric dispersion
because the dielectric constant (ε′ and ε′′) decreases with increasing frequency. The
phenomenon of dielectric dispersion is attributed to Maxwell–Wagner type inter-
facial polarisation in accordance with Koop’s phenomenological theory [8]. This
theory states that the conductivity of grain boundaries contributes more to dielectric
permittivity at lower frequencies and temperatures. The sintering of polycrystalline
perovskite involves the formation of grains with high conductivity. These grains are
separated by poorly conducting grain boundaries, as can been seen in SEM images,

(a) (b)

Fig. 1 The dilatometric curve of beam before sintering (a) and AC conductivity versus frequency (b)

(a) (b)

Fig. 2 Dielectric constant versus frequency (a) and dielectric loss versus frequency (b)
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and exhibit low conduction; BT_0 perovskite thus behaves as a heterogeneous
dielectric material.

In addition Ti4+ is reduced to Ti3+ and formed a conduction electron (Ti4+•e) in
order to keep charge neutrality. It can be found that dielectric permittivity measured
at lower frequency is always greater than higher frequency. With the increasing
frequency, dielectric constant decreases very fast up to 105 Hz and in frequency
range from 106 to 107 Hz it is almost constant. The higher value of dielectric
constant of 1700 may possibly also strongly depend on the density of the sample
due to the sintering process of BaTiO3.

The dielectric loss represents a combined result of electrical conduction and
orientational polarization of the matter. Figure 2b shows the variation of dielectric
loss tangent δ (tanδ) with frequency for BT_0. The investigated material shows a
normal dielectric behaviour. Dielectric loss tangent decreases with increasing fre-
quency of the alternating field, and the maximum value of 0.5 was obtained at low
frequencies. The permittivity loss curve at 30 °C shows two relaxation peaks which
occurs when the frequency jumping of electrons Ti4+ ↔ Ti3+ is equal to the
frequency of the applied AC field [9]. Moreover, the values of tanδ decrease at
higher frequency in the range 0.007–0.001. Therefore, the energy losses were due
to conductivity and dipole relaxation. The loss factor tan δ of a dielectric material is
a useful indicator of the energy loss as heat.

The first stage of actuator fabrication is frequently characterised by the problem
of metal layer deposition on barium titanate ceramics. In order to ensure the most
suitable adhesion of layers, pellets were polished using abrasive paper 320, which
also enabled the production of the expected pellet thickness of 0.71 mm and
diameter of 9.66 mm.

Two commercial products (Technicqll, Chester Molecular Metal Super) devel-
oped for metallic layer deposition were applied. Technicqll is a silver-based pro-
duct, which allows the creation of adhesive layers that conduct an electric current,
and is characterised by a low resistance equal to 0.01 Ω. The second product—
Chester Metal Super—is a two-element tixotropic epoxy-metallic composite. Both
commercial products were utilised during trials of metallic layer deposition on
BT_0 pellets. The treated samples are hereafter denoted as BT_0_S for Technicqll
and BT_0_M for Chester Molecular Metal Super treatments.

Analysis of the top-most metallic layers deposited on the barium titanate pellets
revealed their high quality at the macroscopic scale. However, in order to verify
whether the bonding layers adhered well to the ceramic pellets, SEM images of
fracture surfaces for BT_0_S (Fig. 3a, b) and BT_0_M (Fig. 3c, d) were obtained.

Considered fracture surfaces of BT_0_S and BT_0_M samples with indicated
three areas under observation are presented in Fig. 4. In both samples, areas number
1 and 3 are placed on barium titanate ceramic and area number 2 is situated on
bonding layers.

Results of weight % of chemical elements presented in these three indicated
areas for BT_0_S and BT_0_M samples, were determined. As one can expected, on
areas number 1 and 3, Ba and Ti elements are presented and the weight percent of
these elements is very similar in all area, 56.9% ± 0.4 and 23.5% ± 0.1
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respectively for Ba and Ti. In the case of BT_0_S sample, the metallic layer is
mainly composed from silver (66.4%), which is also according to expectation.
A small amount of Si (3.3%) in bonded layer comes probably from the applied
product composition. The chemical composition of Chester Molecular Metal Super

Fig. 3 SEM images of (a, b) BT_0_S and (c, d) BT_0_M fracture surfaces at two different
magnifications: (a, c) × 50 and (b, d) × 200

Fig. 4 SEM microstructure of fracture surface of BT_0_S (a) and BT_0_M (b) samples with
identified three considered areas

Application of BaTiO3 Perovskite Material for Piezoelectric … 33



was not presented on the product datasheet but from obtained results follow that this
product is composed from Fe (10.7%), Cr (25.4%), Ti (12.8%) and Si (22.3%). It
should be underlined that at both metallic layers Ti element is present but it is not
sure whether its appearance is connected with local migration from ceramic layers
to bonding one.

The first short actuator presented in Fig. 5, was made from a piece of BT_0
beams with cutting three gaps by saw. Finally, these gaps are filled in using
Technicqll product to obtain metal layers.

3 Conclusions

The investigated material shows a normal dielectric behaviour. Dielectric loss
tangent decreases with increasing frequency of the alternating field, and the max-
imum value of 0.5 was obtained at low frequencies. What is interesting, the sin-
tering temperature did not increase considerably the size of grains. The obtained in
this approach the sinter microstructure, is very similar to this presented in literature
by other authors. In order to receive better result of the barium titanate dielectric
constant, the microstructure of sinter must be improved in the direction of the
smaller grains getting.

The SEM images of both BT_0_S and BT_0_M samples reveal high quality
ceramic-metallic-ceramic bonding, with very good adhesion properties and without
any fractures. In the case of BT_0_S, additional intermediate layers between the
barium titanate and metallic material were created. These thin layers should ensure
better adhesion of appropriate materials. Therefore, Technicqll was selected for use
in further investigations.

Acknowledgements. The research leading to these results has received funding
from the People Programme (Marie Curie Actions) of the European Union’s
Seventh Framework Programme FP7/2007-2013/under REA grant agreement
No. PITN-GA-2013-606878.

Fig. 5 Photo of the actuator
manufactured from barium
titanate ceramic and three
metallic layers
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Modeling of the Waterflooding Process
in the Presence of Discontinuities in the Oil
Reservoirs

Vladimir Astafev, Elena Andriyanova and Andrey Kasatkin

Abstract The knowledge of the nature of flooding allows us to optimize the system
of oilfield development. The study of the filtration process in reservoirs with dis-
continuities, such as highly permeable cracks or impermeable barriers, has a great
importance for the oilfield development. The steady-state flow process of incom-
pressible fluid to the production well in a reservoir of constant height and perme-
ability is considered. There is a thin area in the reservoir, which might be a highly
permeable crack or impermeable barrier. The production and injection wells are
placed inside the reservoir’s external boundary. The characteristics of flooding
process are studied for different locations of the discontinuity and a pair of wells.
The flow lines of the fluid flow will be analyzed for every considered case.

Keywords Hydrodynamic model of waterflooding ⋅ Highly permeable cracks ⋅
Impermeable barriers

1 Introduction

As we know, the main part of fluid flow occurs through the more permeable zones,
therefore any deviation in the reservoir homogeneity acts on the production [1].
A characteristic feature of the development process of such reservoirs has the
deviation in the dependence well productivity and rock permeability, significant
dependence of IPR curves (Inflow Performance Relationship) on the pressure, etc.

Oil filtration modelling in reservoirs with cracks is also interesting from the point
of view of application for hydraulic fracturing. Hydraulic fracturing is currently one
of the most effective methods to increase oil production [2], especially for tight
sands and shale gas. Therefore these days it is especially important to study the
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filtration process in the reservoirs with tectonic faults, hydraulic fractures (HF) and
impermeable boundaries.

The previous our papers [3–6] have discussed the fluid flow to the single pro-
duction well in the reservoir with cracks of different permeability, and the skin
effect equations were defined for every case. These articles show the impact of such
inclusions in the reservoir on the waterflooding process. The problem is about the
fact, that in some cases injected water appears in producing well too fast, so we
need understand the mechanism of fluid flow and nature of water breakthrough
time.

So, in this work modelling of the fluid flow process from an injection well to a
production well in the presence of crack (discontinuity) with different permeability
will be discussed, the impact of such discontinuities on the nature of the fluid flow
process will be studied. The task is modified by the representation of crack in the
section view of zero thickness but finite conductivity and by the difference of
pressure above and below the section.

2 Problem Formulation

Let us consider a plane stationary flow of incompressible fluid to the vertical
production well in an isotropic porous medium. This process in the plane (x, y) is
described by the equation of incompressibility and the Darcy’s law of filtration [1]:

divV
!ðx, yÞ=0, V

!
= − ðk ̸μÞgrad p, ð1Þ

where V(x, y) is the velocity vector of fluid filtration, p(x, y) is the pressure in the
liquid, μ is the fluid viscosity and k is the reservoir permeability by the thickness h.

In early works of other authors the highly permeable area is usually represented
by ellipse [7, 8]. In our works [3–6, 9] the discontinuity in the section view of zero
thickness but finite conductivity.

Let us consider, that in the reservoir at the point M1(x1, y1) is placed the pro-
duction well with a flow rate Q1 and at the point M2(x2, y2) is placed the injection
well with a flow rate Q2. Inside the external boundary there is a crack with length
2 l and thickness 2δ (δ ≪ l) and permeability kf. Let us consider that the crack is
oriented along the axis x, and its center coincides with the origin plane (x, y).

Then, as described in work [9], the flow potential, can be represented in the
form:

ΦðzÞ= q− 1φðzÞ= lnðz − z0Þ + ∑
∞

n=0
cnz− n. ð2Þ

where q = µQ/(2πkh) is the modified flow rate, and cn are the unknown coefficients.
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In the symmetrical case [9], when the well is located on the crack line, the
fracture conductivity parameter Fcd = δkf/lk has been introduced and the flow
potential has been written in the following form:

ΦðvÞ= lnðv, v0Þ + ∑
∞

n=0

1
n

n ⋅Fcd − 1
n ⋅Fcd + 1

ðvv0Þ− n
� �

+ C0. ð3Þ

But if we consider nonsymmetrical case, when the well is located on the some
distance from the discontinuity, or we have a couple of injection and production
wells, we need to evaluate the inflow and the outflow from the crack. Thus we need
to take into account the pressure difference above and below the section, and we use
more complicated boundary conditions [5, 6]:

α0
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − ξ2

p
d
dξReðΦ+ + Φ− Þ = ImðΦ+ − Φ− Þ,

β0
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − ξ2

p
d
dξ ImðΦ+ + Φ− Þ= −ReðΦ+ − Φ− Þ;

(
ð4Þ

where −1 < ξ = x/l < 1, Φ+(ξ) and Φ−(ξ) are the flow potentials above and below
the section, coefficient a0 = δkf /lk is similar to Fcd for the hydraulic fractures and
β0 = δk/lkf is very important for the impermeable case.

3 Problem Solution

Now let us consider the case when we have a pair of wells. Flow potential can be
expressed by this equation:

φðzÞ= q1 lnðz − z1Þ + q2 lnðz − z2Þ + ∑
∞

n=0
cnz− n. ð5Þ

Further, we consider the case when q1 = 1 and q2 = −1 or the case of injection
and production wells with equal injectivity and productivity. The solution the
boundary-value problem (4) allows us to express the flow potential in the following
form:

φðvÞ= ln
ðv, v1Þ
ðv, v2Þ + ∑

∞

n= 1

n ⋅ α0 − 1
n ⋅ α0 + 1

cos nθ1
nρn1

−
cos nθ2
nρn2

� �
− i

n ⋅ β0 − 1
n ⋅ β0 + 1

sin nθ1
nρn1

−
sin nθ2
nρn2

� �� �
v− n + C0.

ð6Þ

where z = l(ν + ν−1)/2, v1 = ρ1 ⋅ eiθ1 , v2 = ρ2 ⋅ eiθ2 .
For the case, when α0 = ∞ and β0 = 0, the flow potential can be expressed as

follows:
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φðvÞ= ln
ðv, v1Þ
ðv, v2Þ − ∑

∞

n=1

1
n

vv1ð Þ− n − vv2ð Þ− nð Þ= ln
ðv, v1Þ
ðv, v2Þ

1 − 1
vv2

� �

1 − 1
vv1

� � . ð7Þ

For the case, when α0 = 0 and β0 = ∞, the flow potential can be expressed as
follows:

φðvÞ= ln
ðv, v1Þ
ðv, v2Þ − ∑

∞

n=1

1
n

vv1ð Þ− n − vv2ð Þ− nð Þ= ln
ðv, v1Þ
ðv, v2Þ

1 − 1
vv1

� �

1 − 1
vv2

� � . ð8Þ

Flow lines for this kind of potentials are shown on the Figs. 1 and 3 (left—for
the case α0 = ∞ and β0 = 0; right – for the case α0 = 0 and β0 = ∞).

On the Figs. 2 and 4 we can see the water tracer lines along the flow lines. These
results have been obtained by the use of method of calculations, published in [10].
Different colors in this pictures, shows the boundaries between the flooding stages,
so we can predict the water front at any moment, and water breakthrough time.

As we can see, the obtained flow potential equation allows us to solve the
problem for any wells and discontinuity location and for different fracture
conductivity.

Fig. 1 Streamlines of the fluid, the injection well located at the point (0, −1.5), the production
well—at the point (0, 0.5), for the values of α0 = ∞; β0 = 0 (left) and α0 = 0; β0 = ∞ (right)
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Fig. 2 Streamlines waterflooding process with tracer lines, the injection well located at the point
(0, −1.5), the production well—at the point (0, 0.5), for the values of α0 = ∞; β0 = 0 (left) and
α0 = 0; β0 = ∞ (right)

Fig. 3 Streamlines of the fluid, the injection well located at the point (−1, −1), the production
well—at the point (1, 1), for the values of α0 = ∞; β0 = 0 (left) and α0 = 0; β0 = ∞ (right)
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4 Conclusions

In this work the formulation and solution of the problem of waterflooding process at
the presence of a crack of different permeability has been done. The solution has
been obtained under consideration the discontinuity like the crack zero thickness
but finite conductivity. More general boundary conditions were considered taking
into account the pressure difference above and below the section. This solution is
suitable for any cases of various wells and discontinuity places and for different
values of fracture permeability.

In the final part of the paper the nature of fluid flow was analyzed. The tracer
lines for waterflooding process were calculated. As the result, we can predict the
water front at any time of the process and define the water breakthrough time.

As we can see, the problem has enough interest from the petroleum engineers.
Further development of the solutions is to present the flow potential through sin-
gular integral equations, which will greatly expand the applications.

Acknowledgements This work is performed on the grant of the Russian Science Foundation
(Project № 15-17-00019).

Fig. 4 Streamlines waterflooding process with tracer lines, the injection well located at the point
(−1, −1), the production well—at the point (1, 1), for the values of α0 = ∞; β0 = 0 (left) and
α0 = 0; β0 = ∞ (right)
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Terahertz Spectroscopy Applications
in Medicament Analysis

Kateřina Sulovská

Abstract Terahertz spectroscopy came to the attention of the broader scientific
community in the 90s of the 20th century with the development of science and
technology in particular, enabling to work in terahertz spectral region. Terahertz
spectroscopy has a wide possibilities of applications beginning in classical spec-
troscopy of gun powders, plastics, explosives, liquids, through terahertz imaging of
medicaments, tissues, materials or layers, to remote observation/identification of
hidden objects mainly for security purposes. The aim of this paper is to introduce
possible applications in analysis of pharmaceuticals with different amount of active
ingredient content. According to the results, the classical terahertz spectroscopy is
not as suitable as other spectroscopic methods targeted on analyzing content of
pharmaceuticals showing persistent inconveniences of this spectroscopy. All
measurements were done using the TPS Spectra 3000 instrument.

Keywords Attenuated total reflection (ATR) terahertz time-domain spec-
troscopy ⋅ Terahertz imaging ⋅ Transmittance ⋅ Absorbance ⋅ Pharmaceutical
analysis ⋅ Euthyrox

1 Introduction

Terahertz (THz) spectroscopy came to the attention of the broader scientific com-
munity in the 90s of the 20th century with the development of science and tech-
nology in particular, enabling to work in terahertz spectral region. Terahertz
spectroscopy has a wide possibilities of applications beginning in classical spec-
troscopy of gun powders, plastics, explosives, liquids, through terahertz imaging of
medicaments, tissues, materials or layers (including searching for cracks, air
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pockets, etc.), to remote observation/identification of hidden objects mainly for
security purposes (see Fig. 1). Therefore, the area for potential employment of the
THz spectroscopy is very wide [1–9].

The drug control is a pharmaceutical discipline theoretically and practically
aimed at ensuring the quality, safety and drug efficacy, together with identification
and quantity analysis of the medicament, with emphasis on detection of active
ingredients, accompanying impurities and the stability of drugs. The chemical
structure of the drug is the starting point for drug control and determination of
appropriate procedure for analyses. The identification of pharmaceuticals can be
made on ground of physical constants (melting point, distillation range, refractive
index, optical rotation or density) with utilization of physico-chemical methods
(spectral, separation and electrochemical), chemical reaction, etc.

This paper is dealing with a spectral method, which can in future serve as a
useful tool to obtain sufficient information for handling and manufacturing drugs—
the THz spectroscopy. One of the commonly used methods for examination of
pharmaceuticals in terahertz spectral region is attenuated total reflection (ATR) THz
time-domain spectroscopy [10, 11]. This method is very suitable for samples that
can be measured in a whole, e.g. tablets, plastics. Together with THz imaging, one
can get an information about the content behavior in the sample, i.e. wetting,
stability, and decomposition of content [12, 13]. Such information may be crucial
for further processes in not only developing the medicament but also for mecha-
nisms, kinetics and potential effects on pre-clinical and clinical procedures. THz
spectroscopy may be a good tool for these trials, as it stand between microwave and
infrared spectral region gap and therefore can support other spectroscopic
techniques.

The aim of this paper is therefore to demonstrate the possibility of detecting
specific vibrations and rotations of medicament content by the THz spectroscopy
with respect to the amount of active ingredient, and to evaluate the possibility of
these technique as a stand-alone method.

Fig. 1 Examples of practical applications of THz spectroscopy—THz imaging of pharmaceu-
ticals [14]
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2 Materials and Methods

As a testing medicament used in this paper was selected the Euthyrox tablets by
Merck with 75, 88 or 100 µg of levothyroxinum natricum. These pills are used for
patients with thyroid issues or as a prophylaxis as they supplement the thyroid
hormone (Fig. 2).

Tablets were measured whole as manufactured using the ATR module of the
TPS Spectra 3000 spectrometer, which measures spectra by direct contact of sample
with the module inserted on the workplace of the device. Each measurement were
done ten times, for three tablets of same dosage to obtain as accurate data as
possible.

All experiments were done on the TPSTM Spectra 3000 by TeraView Ltd., using
the ATR module with contact angle 35°. The measured data of prepared samples
are processed via device software. The spectrometer was operating with resolution
of 1.2 cm−1 (32 GHz), scanning frequency of 1800 scans per second with 30 scans
in each point. The instrument was operating in vacuum to lower the amount of
atmospheric water vapours spectra. As a reference, a module without sample was
chosen. Thickness of each sample was measured at ten different spots and averaged
for proper spectra calculations in TeraView spectrometer’s software and to get
representative values of material for a total overview of selected behaviour in THz
frequency. The measurements were done in ambient laboratory conditions. The
frequency range of the experiment was set from 0 THz to 3 THz.

3 Results and Discussion

The whole experiment was focused on changes in behavior in THz spectral region
of Euthyrox tablets with different content of active ingredients. As can be seen from
following figure, some characteristic peaks are found throughout whole spectra
between 0.5 and 2.1 THz for absorbance measurements. Aside this region, small
changes in spectra occurs. All behaviors are in agreement with basic absorbance
predicaments, supported by data obtained for the transmittance.

The main issue during assigning specific spectral peaks to rotation/vibration
positions of known molecules in pharmaceuticals is the fact, that these medicaments
always contain not only vibrations/rotations of smaller molecules, but also states of

Fig. 2 Levothyroxinum
natricum (also known as
levothyroxine sodium) [15]
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more complex molecules, their structure, and their amount in the whole medica-
ment resulting in intermolecular bonds overlaying monitored molecules (Fig. 3).

An example of this statement and presence of very similar compounds is the
vibration of aromatic rings, which are present in majority of drugs, and can be
found at 1.75 THz. The methyl torsion group vibration can be found in the spectral
region of 0–0.2 THz and is connected with the compounds of the Euthyrox tablets.
The peak at 1.15 THz belong to bond with hydrogen, while peaks between 1.45 and
1.55 THz belong to O–H vibrations, which are also contained in the Euthyrox
tablets, and are probably caused by the lattice vibrations. A very small peak around
1.75 THz belonging to N–H vibration occurs, together with the C–C vibration
small peak around 1.9 THz. Therefore, the behaviors in region from 1 to 2 THz are
the most important ones for characterization of tablets, as the region beneath
2.5 THz may contain noise and interference, even when the vacuum was used for
the measurements. Nevertheless, the region behind 2 THz contain peaks of CH3

transition between torsional levels, nitrogen bonds, O–H vibrations and vibrations
like NH2 belonging not only to active ingredient of the medicament, but there can
be also traits of compounds forming the filling.

Figure 4 depicts the information about average refractive indices of examined
medicaments. As is visible from the plot, the behavior for all three samples is
identical, with small changes in spectra at the beginning of observed spectral range
at 0–0.3 THz, which can be caused by differences in amount of filling and active
ingredient and also with noise produced by small vibrations in lattice. Such
information can be a satisfactory one in case of drug identification.

Fig. 3 Plot for averaged absorbance of particular medicaments

48 K. Sulovská



4 Conclusion

This paper presents experiment focused on the solid pills with different amount of
active ingredient (and also slightly different amount of fillings). Terahertz spec-
troscopy is said to be a potential method for distinguishing between various
pharmaceuticals or compounds in different ratios, or for their identification during
pharmaceutics study. The challenging issue of studying basic steps for identification
and analysis of drugs is presented. Results of our experiments showed that this
method has a potential for such analyses, but a more effective and accurate
techniques/procedures must be found; currently the method remains only a sup-
portive and highly experimental one. The main issue is to discover proper peak
positions belonging to chosen active ingredient without any doubt as the terahertz
spectroscopy may provide misleading data due to intermolecular vibrations of other
compounds in medicament, and to study spectral changes over time. Therefore,
further and discerning research in this sphere is necessary.
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Fig. 4 Averaged refractive indices for Euthyrox tablets
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Stability of Capillary Waves of Finite
Amplitude

Alexander Petrov, Mariana Lopushanski and Vladimir Vanovskiy

Abstract The direct Lyapunov method is used to prove the stability of the exact

Crapper solution for capillary waves. The dynamic equations of the capillary wave

are presented in the form of an infinite Euler-Lagrange chain of equations for the

Stokes coefficients. The stationary solution found for these equations is the Crapper

solution for capillary waves. With the help of energy and momentum conservation

laws the Lyapunov function is constructed. It is shown that the Lyapunov function is

positive definite with respect to any perturbations of waves surfaces, for waves with

the period multiple of wavelength.

Keywords Direct Lyapunov method ⋅ Capillary waves ⋅ Lyapunov function

1 Introduction

In [1] the exact solution of the problem of the potential plane-parallel flow of an

ideal fluid in the domain −∞ < x < ∞, −∞ < y < 𝜂(kx) was constructed, where

the function 𝜂(kx) is periodic 𝜂(kx) = 𝜂(kx + 2𝜋), the wave number k is related to

the wave length as follows 𝜆 = 2𝜋∕k. The Laplace condition p − p0 + 𝜎∕r = 0 is

satisfied on the wave surface 𝜂(kx), where r is the curvature radius of the cylinder, p
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and p0 are the fluid pressure inside and outside the cylinder, 𝜎 is the surface tension

coefficient.

The Crapper wave stability was studied in [2]. The infinite chain of linear differen-

tial equations for perturbations was obtained and the eigenvalues of these equations

were studied. Such a solution requires an excessively large number of computations.

The Lagrange method of generalized coordinates may be proposed as an alternative.

An analogic method was used in [3] to study the stability of the McLeod plane-

parallel flow [4], which models the motion of a drop with surface tension.

The direct Lyapunov method reduces the stability problem to the efficient poten-

tial energy minimum condition. The potential energy minimum condition is used to

prove the stability of the stationary motion of capillary waves in the frames of the

weakened Lyapunov stability definition [5].

In this work we present the analytic solution for the capillary waves stability prob-

lem (earlier numerical methods were used). We use the second variation of the Lya-

punov function to prove the stability of capillary waves with respect to symmetric

and non-symmetric disturbances.

2 Lyapunov Function

To describe the dynamics of capillary waves, we use the wave parametrization, intro-

duced by Stokes [6, 7]. We seek the conformal mapping of the disc |𝜁 | < 1 of the

complex plane 𝜁 with a cut on the positive part of abscissa on the domain of one

wave period on the complex plane z = x + iy in the following form

z(𝜁 ) = 𝜆

2𝜋

[

i ln 𝜁 +
∞∑

n=1
zn𝜁n

]

. (1)

The circle 𝜁 = ei𝛾 corresponds to the surface of the wave z = xs + i𝜂. We consider

the real and imaginary parts of the Laurent series coefficients zn = xn + iyn, n =
1, 2,… to be the generalizaed coordinates of the wave qi, i = 1, 2,….

The kinetic energy of the wave is the quadratic function of generalized velocities

ẋ0, q̇i, i = 1, 2,…, where x0 is the cyclic coordinate that determines the horizontal

movement of the wave, ẋ0—the wave propagation velocity.

The summands in the kinetic energy may be separated into three groups: quadratic

in ẋ0, linear in ẋ0 and independent of ẋ0

Ekin =
1
2
Mẋ20 +M1ẋ0 +M2 =

(Mẋ0 +M1)2

2M
+M∗, M∗ = M2 −

M2
1

2M
. (2)

Here M is independent of velocities, M1 and M2 are the linear and quadratic func-

tion of velocities q̇i. As Ekin is positively definite, then M∗ is also a positively definite

quadratic form of q̇i.
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Suppose that the system of Lagrange equations has a stationary solution, for which

ẋ0 = u, q̇i = 0, i = 1, 2,… .

In this solution the surface of the wave moves with velocity u, without changing its

form.

For stationary motion M∗ = 0 and, thus, the energy value is

(M0u2)
2

+ E0
pot = E0 ,

where E0
pot is the value of potential energy at a stationary point. The function E is a

Lyapunov function if it is positively definite. AsM∗ is positively definite, we consider

only the functional t

U =
(M0u)2

2M
+ Epot ,

If the stationary point is the minimum of U, the Lyapunov Theorem implies that the

stationary motion is stable.

Consider the system of coordinates in which the fluid is at rest at infinity. The

kinetic energy of one period of the stationary wave in this system is expressed

through the Stokes coefficients yn as follows [8]

Ekin =
1
2
Mẋ20, M = 𝜌𝜆

2

2𝜋
S
2
, S =

∞∑

n=1
n(x2n + y2n) . (3)

The capillary potential energy is proportional to the arc length l of one wave period

Epot = 𝜎l,

where 𝜎 is the surface tension coefficient. On the complex plane 𝜁 the arc length is

calculated as follows

l = ∮ ds = ∮
|
|
|
|

dz
d𝜁

|
|
|
|

d𝜁
i𝜁

, (4)

where the integral of the differential of the arc length ds is taken along the circle

|𝜁 | = 1.

The Stokes coefficients are not very suitable for arc length calculation l. So, an

analytical function, expressed through parameters qi, is introduced and, using the

Residue Theorem we obtain that the Lyapunov function can be expressed in the

dimensionless form as follows

U = 𝜎
𝜆

2𝜋
Ū, Ū =

S20
4S

c2 + l̄, l̄ = l
𝜆

= 1 +
∞∑

k=1
|qn|2 , (5)
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where Ū and l̄ is a dimensionless Lyapunov function and the arc length of one wave

period and c is the dimensionless wave velocity.

The assertion that the first variation of Ū equals zero allows us to find the para-

meters qn of the wave and its propagation velocity c.

3 Stationary Capillary Waves

The solution of the variational equation 𝛿Ū = 0 may be presented as follows

qi = 2bi , (6)

where b is a parameter of a family of solutions. To prove this we consider small

disturbances of coordinates with respect to stationary values

qn = 2bn + 𝜀(𝜉n + i𝜂n), n = 1, 2,… . (7)

We substitute them into function l̄ (5) and expand by parameter 𝜀. Then we will

find the expansion for the Stokes coefficients xn and yn, for functional S and for

function U:

l̄ = 1 +
∞∑

k=1

(
(2bn + 𝜀𝜉n)2 + 𝜀

2
𝜂
2
n
)
= 1 + 𝜀𝛿l̄ + 𝜀

2
𝛿
2 l̄ , (8)

S = S0 + 𝜀𝛿S + 𝜀
2
𝛿
2S , Ū = U0 + 𝜀𝛿U + 𝜀

2
𝛿
2U ,

where 𝛿 and 𝛿
2

denote the first and second variation accordingly. Then we calculate

the first variation of U, considering (6). Then we obtain the same expressions for x
and y as did Crapper. Therefore, a new deduction method for the known exact solu-

tion for the capillary wave [1] is presented. The values b = b0 = 0.454, a = 2.280
corresponds to the maximum wave development. In Fig. 1 the graphs of waves with

values b ∶= 0.1; 0.3 and maximum wave development b = 0.454 are presented.

Fig. 1 Capillary waves at

different values of

parameter b
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4 Second Variation

The second variation

𝛿
2Ū = 1

2
d2Ū
d𝜀2

|
|
|𝜀=0

is the quadratic form of variations 𝜉i, 𝜂i, i = 1, 2,…. It is expressed through the first

and second variations of functionals S and l̄. The variables 𝜉n and 𝜂n of the second

variation 𝛿
2Ū may be separated and the second variation 𝛿

2Ū may be presented as

the sum of two quadratic forms 𝛿
2Ū = 𝛿

2Ū1(𝜉) + 𝛿
2Ū2(𝜂). The first 𝛿

2Ū1(𝜉) depends

only on 𝜉 and is expressed through 𝛿
2S1 and 𝛿

2 l̄1, which depend only on 𝜉. The second

is expressed through 𝛿
2S2 and 𝛿

2 l̄2, which depend only on 𝜂.

The first quadratic form defines the stability of the wave with respect to the sym-

metric disturbances 𝜉n, the second one defines the stability with respect to the asym-

metric disturbances 𝜂n.

Let us first consider the quadratic forms of second variations for symmetric dis-

turbances

𝛿
2Ū1 =

c2
4

(
(𝛿S)2

S0
− 𝛿

2S1

)

+ 𝛿
2 l̄1 .

For 𝛿
2U1(𝜉) the following inequality holds

𝛿
2Ū1 > 𝜆min

∞∑

n=1
(𝜉n)2 , (9)

where 𝜆min is the smallest eigenvalue of the quadratic form.

The matrix amn of the quadratic form 𝛿
2Ū1 as b = 0 is diagonal and its diagonal

elements are a11 = 4, ann = (n − 1)∕n, n = 2, 3,…. The eigenvalues that correspond

to the adjoint linear operator are 𝜆n = ann. The smallest eigenvalue is equal to the

second diagonal element 𝜆min = a22 = 1∕2. For eigenvalues the expansion in powers

of b may be obtained. In Fig. 2 the dependences of the first five eigenvalues on b are

presented. The solid lines stand for the results of numeric calculations, the dashed

lines stand for the expansions in powers of b. From the graphs we see that the greater

the index of the eigenvalue is, the better it is approximated by its expansion. In the

second variation N = 20 independent variations 𝛿qi, i = 1, 2,…20 are taken into

consideration. The smallest eigenvalue 𝜆1(b) decreases monotonously until it reaches

the value 𝜆(b0) = 0.03069 and for N > 15 almost does not depend on N.

Thus, inequality (9) implies that the second variation 𝛿
2U > 0 is strictly positive

for all variations 𝛿qi. By the Lyapunov Theorem the stationary motion of capillary

wave is stable for all possible amplitude values.

The eigenvalues determine the main oscillation frequencies near stationary

motion.
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Fig. 2 Eigenvalues

(symmetric disturbances)

Consider now the quadratic form of the second variation for non-symmetric dis-

turbances

dU2 𝛿2Ū2 = −c2
4
𝛿
2S2 + 𝛿

2 l̄2 . (10)

The matrix

bmn =
1
2
𝜕
2(𝛿2Ū2)
𝜕𝜂m𝜕𝜂n

for b = 0 is diagonal and bnn = (n − 1)∕n, n = 2, 3,…. The eigenvalues are 𝜆n =
bnn.

The matrix bmn is singular, its determinant equals zero. This is due to the linear

dependence of the generalized 𝜂1, 𝜂2, 𝜂3,…, which is expressed as follows

r = 1
2

∞∑

k=1
kbk

𝜕(𝛿2U2)
𝜕𝜂k

= 0 . (11)

Equality (11) is equivalent to the fact that the linear combination of the matrix

columns b⋅n satisfies the equality

∞∑

k=1
kbkbkm = 0

and, thus, the matrix (bmn) is singular.

This can also be explained by the fact that the mapping (1) is multivalued. The

mapping 𝜁
′ = ei𝛾0 maps the circle |𝜁 | = 1 into itself, therefore the form of the wave

does not change. So, let us put the first coordinate 𝜂1 equal to zero. Then all the other

coordinates 𝜂n, n = 2, 3,… are independent.

Such choice of coordinates implies that the matrix (bmn) as b = 0 is diagonal

bmn = (n − 1)∕n𝛿mn, and the smallest eigenvalue equals the second diagonal element

𝜆min = b22 = 1∕2. For eigenvalues we may obtain expansion in powers of b. In Fig. 3
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Fig. 3 Eigenvalues

(non-symmetric

disturbances)

the dependences of the first four eigenvalues on parameter b are presented. The solid

lines stand for the numeric calculations, the dashed ones for the expansion in powers

of b. The smallest eigenvalue 𝜆1(b) monotonously decreases until 𝜆(b0) = 0.181408
and for the number of generalized coordinates N > 15 almost does not depend on N.
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High Temperature Behavior of Two
Titanium Aluminides for Blade Engine
Applications. Preliminary Study

Alexandra Banu, Alexandru Paraschiv, Luminita Georgescu
and Cristina Juganaru

Abstract The developmental tendencies in obtaining high performance of gas
turbines are chiefly connected with an increase in the engine’s capacity, its effi-
ciency, lifetime, and reduce the deleterious emissions. One way to achieve these
targets is the usage of lighter and stronger materials and enhancing the method of
parts manufacture. The present work is a part of a national project whose main goal
is to develop a new class of light alloys-coatings structures for aerospace, energy
and the automotive industry, fated to reduce pollution and to contribute to a
friendlier environment. One way to enhancing the high temperature response
against the severe environmental conditions, is by development of titanium alu-
minides with increased niobium content and two different structures: α2 + γ
(Ti2Al + TiAl), and Orto AlNbTi2. The paper present the preliminary results on
mechanical properties modification because of niobium content increased from
10 at.% to 25% and on beneficial influence of Thermal barrier coating.

Keywords Titanium aluminide ⋅ Mechanical properties ⋅ Tensile test ⋅ Creep
test

1 Introduction

Today there are increasing demands for the development of energy conversion
systems with improved efficiency and ecological compatibility. In aerospace,
energy and automotive industry, and advanced design concepts are based on
higher service temperatures, lighter weight and higher operation speeds. The
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developmental tendencies in obtaining high performance of gas turbines are chiefly
connected with an increase in the engine’s capacity, its efficiency, lifetime, relia-
bility, decrease in the fuel consumption and reduce the deleterious emissions. One
way to achieve these targets is the usage of lighter and stronger materials and
enhancing the method of parts manufacture. The main goal of our work is to
develop a new class of light alloys-coatings structures and new technologies for
aerospace, energy and the automotive industry, fated to reduce pollution and to
contribute to a friendlier environment. In this context, 30 years ago, a new class of
materials begins to develop: the Ti–Al intermetallics alloys. There has been a major
effort aimed at developing TiAl-based alloys because they have a density about one
half that of Ni-based alloys and they retain their strength up to about 750 °C. It has
been argued that if these alloys could be manufactured so that an acceptable balance
could be obtained between their high and low temperature properties they would be
used widely in aerospace engineering (gas-turbine parts), heat power engineering
(gas-turbine units), and car engine (internal combustion engine) parts [1]. The main
aim of this work was to highlight the influence of niobium content on mechanical
behavior of titanium aluminide at 850 °C. To minimize the temperature effect on
materials properties and improve their behavior during heating service, the samples
were covered with thermal barrier coating formed from two layers. The inner
metallic layer and the outer ceramic layer were obtained by Air Plasma deposition
technique. The main concern is the poor high temperature oxidability followed by
embrittlement of titanium aluminide alloys and as consequence, premature fracture
can occur in service. The present work is going to focus on studying the influence
of alloying level on the structure and mechanical properties of titanium aluminides.
In this context were studied two materials with two niobium alloying levels with
two different microstructures, α2 + γ, and Orto AlNbTi2. In order to improve the
oxidation behavior, at work temperature during mechanical tests, the samples were
covered with modified thermal barrier coatings formed from inner bonding layer
(NiCrMoY + Al2O3) and zirconia yttria outer layer.

2 Experimental Detail

The titanium aluminides whose chemical compositions are presented in the Table 1
are used in casting state. The experimental samples were machined by EDM at
specific shapes and dimension samples for mechanical properties verification. As
protective coating was studied a new system composed from a bonding layer type
(NiCr MoAlY) and an outer layer with diffusion and thermal barrier function,
Al2O3. The coatings were obtained from micro sized powders by Air Plasma
Spraying procedure. The structure of base materials and coatings were performed
by SEM + EDX techniques.

High temperatures mechanical properties were evaluated, according the ASTM
E8, by tensile testing at temperature of 850 °C (processed specimens Fig. 2) on
universal static and dynamic testing machine Instron 8802, equipped with high
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temperature system, for maximum 1000 °C, and extensometer with a measuring
basis of 40 mm. The creep tests were performed on creep testing machine SF50
Wolpert, with a maximum 50 KN force, a force measurement accuracy of ±1% and
endowed with a system of automatic compensation of force. The tests were con-
ducted in accordance with ASTM E 139 at a temperature of 850 °C.

3 Results and Discussions

3.1 Structural Evaluation

The structures of cast studied alloys presented in the Fig. 1 have been analyzed by
SEM technique. The microstructure of alloy 1 is monophasic, with well-formed
grains of α2 phase. No secondary phases were observed in the grain boundaries and
intergranular area. The grains are very fine for a cast material, the grains with sizes
ranging between 10 and 30 μm. The increasing in niobium content (alloy 2) has, as
a structural consequence, a high order level of lamellas arrangement, with trans-
formation of AlTi3 phase in AlNbTi2, a hard phase and relative uniform distribution
of alloying elements in the matrix. The XRD analysis revealed that the alloy has a
monophasic orthorhombic AlNbTi2 structure Fig. 2, and the SEM analysis revealed
a well-ordered slides aspect characterizing the Orto structure.

Table 1 The chemical
compositions of titanium
aluminides (at.%)

Alloy The structure of alloy Ti Al Nb Mo V

1 α2 + γ 52.3 40.2 4.7 – 2.8
2 Ortho AlNbTi2 50 22 25 3 –

Fig. 1 SEM secondary electrons image of alloys a alloy 1(α2 + γ) and b alloy 2 (Orto)
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Knowing that the increasing in the hard alloying elements such molybdenum
and niobium has as a consequence a deterioration of mechanical properties because
of hardening effect, for improving the mechanical properties of alloy 2 were done
the aging thermal treatments at 850 °C for 12 h followed by 990 °C for 2 h in order
to stimulate the formation of B2 phase, see Fig. 3. The samples, in final thermal
treatment state, were covered with metallo ceramic double layers using atmospheric
plasma spray technique. The SEM evaluation of coating quality before mechanical
tests showed a continuous and relative uniform layers.

3.2 High Temperature. Mechanical Properties Evaluation

3.2.1 The 850 °C Tensile Test Results

The samples prepared for tensile test are presented in the Fig. 2 (general view for
shape and surface aspect).

In order to highlight the importance of protective coatings on mechanical
properties of titanium aluminides, were performed tensile tests on alloy 1 in two
surface states: with protected layers and no covered.

Comparing the tensile behaviour of low Nb content titanium aluminide (alloy 1)
in these two surface states, can be summarized the following aspects (Fig. 3):

• the shape of deformation curve is similar for both states;
• was observed decreasing of conventional yield strength Rp02 at approx. 70 MPa

and at approx. 30 MPa of tensile strength after applying protective coatings;

Fig. 2 The general view of tensile samples before mechanical test

Fig. 3 The tensile curves at 850 °C for alloy 1 in two states: (a) noncovered sample and
(b) covered with TBC
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• was observed too increasing the value of elongation from 1.7 to 6.8% (four
times higher) and increasing the flow range at approx. 100 MPa.

On the other hand, can be shown that on the protected sample the slight hard-
ening trend of the material, after material is flowing, remains at comparable levels
to that exhibited by the uncovered sample. So, the protection does not improve the
hardening resistance of alloy 1. The broken specimen aspect is shown in Fig. 4a
and the surface appearance of rupture observed microscopically (SEM) is shown in
Fig. 4b. Because of benefic influence of thermal barrier coatings the alloy 2 samples
have been tested only in protected state.

The 850 °C tensile test results—Table 2 show that although the alloy 2 show the
more coarse appearance of surface breaking, indicating a fragile intergranular
cracking and the breaking elongation at a lower temperature, is superior of alloy 1.
That can be explained by the important volume fraction of B2 phase in
microstructure.

3.2.2 The 850 °C Creep Resistance Results

The creep resistance test of covered samples from both titanium aluminide was
performed at 850 °C with a load of 180 MPa. Both materials have a similar
behavior with specific three stages of deformation. Both materials revealed a fragile
behavior. The Extensometer used was one dedicated testing at high temperatures,
with the base measuring 40 mm and an accuracy of ±1% (class B1 acc. To ASTM
E83). Fixturing of specimens were machined from plastic deformed bar of nickel
based superalloy. The value of efforts maintained during the tests was chosen from

Table 2 The tensile test parameters values, for studied titanium alloys with TBC at 850°C

Alloy Rm, MPa Rp02, MPa A5, %

1 367.1 302.5 1.7
2 393.7 – 2.5

Fig. 4 The aspects after tensile test of alloy 1: (a) The tensile broken sample and (b) the SEM
aspect of surface of rupture (fragile, intergranular fracture)
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the results of tensile tests at elevated temperatures presented above. The creep
behaviour of α2 + γ TiAl alloys (1) at 850 °C and 180 MPa (severe conditions)
kept in good condition coverage, presented as a first creep stage in Fig. 5, even in
the outer areas intensely deformed. In these areas, examined microscopically,
micro-cracks were observed in the outer layer of alumina but the adhesion of the
coating, in its entirety, was good. This will be followed by long term test of the
experimental model.

The scanning electron microscopy of breaking surface revealed the presence of
voids specific for high temperatures break, but also the character of the intergran-
ular fracture (Fig. 6). Microscopic examination of broken specimen in the cross and
longitudinal section showed the following: We’re not observed phenomenon of
recrystallization of grain, not even close to the breaking surface, where deformation

Fig. 5 The first creep stage of alloy 1. Effort: 180 MPa; 850 °C temperature

Fig. 6 The SEM aspect of
creep surface After creep test
(alloy 1)
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is more pronounced; on the longitudinal sample, was observed, however, a rear-
rangement of the grains, with the formation of preferential orientation strip (see
Fig. 7). The breaking was initiated by the appearance of intergranular cracks seen
on the longitudinal sample. The coatings behaved well, proven adherent and
compact, except in areas where deformation of the specimen is relatively high. It
was observed on a cross section, a certain amount of diffusion of nickel and cobalt
from the bonding alloy layer in the support, to form compounds rich in nickel and
niobium Fig. 8 selected area 1. The TBC layer is compact and adherent. The high

Fig. 7 The SEM longitudinal
aspect of creep samples alloy
1 (near creep surface) with
rearrangement of the grains,
the formation of preferential
orientation strip and micro
intergranular cracks

Fig. 8 The SEM image in
transversal section on coated
creep sample. (X 2500)

High Temperature Behavior of Two Titanium Aluminides … 65



temperatures behavior of alloy (2) is determined, outside by the chemical compo-
sition or material state (molded, plastic deformation, etc.), by the mechanisms by
which heat treatments favors structural changes that influence mechanical proper-
ties. Boehlert [2] showed, citing several authors, that the alloys with predominant
orthorhombic structure are generally fragile and is therefore required such heat
treatment to maintain an appropriate level of phase volume fraction of the bcc for
improving ductility.

Smith and Porter [3] have investigated the influence of heat treatment on a
titanium orthorhombic alloy Ti-22Al-23Nb and reveal that all heat treatments to
temperatures below-transus led improve tensile strength, yield strength, elongation
and creep resistance. It has also mentioned, as was observed after application of the
coating diffusion barrier, an increase of plasticity of alloy but at this stage we cannot
say that this is due to stopping uptake of oxygen and brittle superficial or structural
changes induced by diffusion of elements Fig. 9.

4 Conclusion

The increasing of niobium content of titanium aluminides for high temperature
oxidation increasing reasons has a consequence the deterioration of mechanical
properties in terms of elongation and creep resistance. The mechanical properties of
alloys with more than 10 at.% of niobium cannot be improved significantly by heat
treatments. However, the thermal barrier coatings improve mechanical behavior of
these alloys. The next studies will be going to focus on development of a new
thermal barrier coating in order to improve the both oxidation resistance and
mechanical properties of niobium titanium aluminides.

Acknowledgements This work was funded by National Project PCCA no. 65/2012.

Fig. 9 The first creep stage
of alloy 2 curves in two state
of samples: with and without
TBC
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The Numerical Scheme for the Basset
Type Integro-Differential Equation
in Hydrodynamics

Vladimir Vanovskiy and Alexander Petrov

Abstract A high-order precision numerical scheme was proposed for the Basset

kernel integrals and the Basset type integro-differential equations that often arise in

hydrodynamics. The scheme was tested on a model integral and on a real problem of

particle focusing in a standing acoustic wave in liquid. The scheme showed around 2

orders higher speed of integral estimation compared with the existing analogs. The

obtained results show that the integral can be approximated with high order of preci-

sion and the real problem is simulated well by the proposed scheme. A variable step

technique was used to increase the precision of integro-differential equation simula-

tion even more by eliminating the discrepancy at the very start of the simulation. The

proposed numerical scheme may found its applications in many biological and med-

ical problems related to acoustophoresis or in particle sedimentation simulations.

Keywords Basset force ⋅Basset kernel ⋅ Fractional derivative ⋅ Integro-differential

equation ⋅ Acoustophoresis ⋅ BBO equation

1 Introduction

The numerical simulation of the integro-differential equations describing “history”

forces or physical systems with memory is complicated because at any step of the

numerical integration all the previous steps should be considered and the time of

execution may become quadratic in the number of simulation steps. In case of the

integrals with the singular kernels the situation may become even worse as the usual

numerical integration schemes of the Newton-Cotes family are useless.
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The example of such an integral is the Basset kernel integral described by the

integral operator

̂I(f ) = ∫
t

𝜏=0

f (𝜏)d𝜏
√
𝜋(t − 𝜏)

. (1)

The kernel is singular at 𝜏 → t and its fast computation is a big challenge in all the

problems where such a kernel appears such as Basset force consideration in hydro-

dynamics or fractional derivative calculation. Many approaches of such an integral

approximation were developed in the last years. A comprehensive review that con-

tains most of them was recently published [1]. We try to focus on the exact integral

estimation without changing the kernel as it was done in [2]. However the proposed

here approach is much simpler and the integral is calculated more than 100 times

quicker. Also the proposed approach gives the possibility for the exact estimation of

the obtained error of integration for the functions with limited corresponding order

derivative value.

2 The Numerical Scheme

The integrand function in (1) is assumed to be k − 1 times continuously differentiable

over the closed interval [0, t] and to have the kth derivative in the opened interval

(0, t) limited by some constant. The integral is assumed to be taken over the uniform

mesh containing n points with step h, t = nh. It will be shown that under such an

assumptions there exists a numerical scheme providing the integration error limited

by Mhn
√
t where M stays for some constant. The numerical scheme coefficients will

be calculated for k = 3.

The integral may be rewritten as follows

I = ̂I(f ) = −2
√

h
𝜋

∑N
i=1 ∫ i

i−1 f (hx)d
√
n − x = 2

√
h
𝜋

∑n
i=1 Ii,

Ii = − ∫ i
i−1 f (hx)d

√
n − x .

(2)

The function f on the interval ((i − 1)h, ih) may be represented by the Taylor poly-

nomial with the remainder in the Lagrange form

f (𝜏) = fi−1 + f ′i−1(𝜏 − ti−1) + f ′′i−1(𝜏 − ti−1)2∕2 +⋯
⋯ + f (k−1)i−1 (𝜏 − ti−1)k−1∕(k − 1)! + f (k)(𝜉)(𝜏 − ti−1)k∕k!,

(i − 1)h ≤ 𝜉 ≤ 𝜏 ≤ ih, ti−1 = (i − 1)h, fi = f (ti) = f (ih) .

(3)

One may substitute (3) in (2) up to the needed order of precision and after inte-

grating and approximating the result by the function values in the grid points the

scheme coefficients will be obtained. The following integral is obtained for k = 3
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Ii = − ∫ i
i−1

{
fi−1 + hf ′i−1(x − i + 1) + (h2∕2)f ′′i−1(x − i + 1)2+

+(h3∕6)f ′′′(𝜉)(x − i + 1)3
}
d
√
n − x, 𝜉 ∈ ((i − 1)h, ih)

(4)

and approximated by the weighted sum of function values in the points (i − 2)h,

(i − 1)h, ih

̃Ii ≈
(√

n − i + 1 −
√
n − i

)(
𝛼ifi−2 + 𝛽ifi−1 + γ

i
fi

)
. (5)

Three points are used for approximation because it is the minimal amount that can

provide the difference between the exact value of the integral and the approximation

value to be smaller or proportional to h3. After calculating the integral and making

an important substitution

𝜀i =
(√

n − i + 1 −
√
n − i

)2
,

the following expansion in powers of h is obtained

Ii∕
√
𝜀i = fi−1 + hf ′i−1

(
1
2
+ 𝜀i

6

)
+ h2

2
f ′′i−1

(
1
3
+ 𝜀i

6
+ 𝜀

2
i

30

)
+

+ h3

6
f ′′′(𝜉)

(
1
4
+ 3𝜀i

20
+ 𝜀

2
i

20
+ 𝜀

3
i

140

)
, 𝜉 ∈ ((i − 1)h, ih) .

(6)

After the expansion of (5) in a Taylor series and equating it with (6) up to the

second power of h the following linear system of equations together with the error

estimation is obtained

𝛼i + 𝛽i + γi = 1
γi −𝛼i = 1∕2 + 𝜀i∕6
𝛼i + γi = 1∕3 + 𝜀i∕6 + 𝜀

2
i ∕30

Ii√
𝜀i
+ h3

6
f ′′′(𝜉)

(
1
4
+ O( 1

n−i
)
)
=

=
̃Ii√
𝜀i
+ h3

6

(
γi f ′′′(𝜉′) − 𝛼if ′′′(𝜉′′)

)

𝜉, 𝜉

′ ∈ ((i − 1)h, ih)
𝜉

′′ ∈ ((i − 2)h, (i − 1)h)

⇔

𝛼i = −1∕12 + 𝜀

2
i ∕60

𝛽i = 2∕3 − 𝜀i∕6 − 𝜀

2
i ∕30

γi = 5∕12 + 𝜀i∕6 + 𝜀

2
i ∕60

|Ii−̃Ii|√
𝜀i

<

h3

6
f ′′′imax

(
11
12

+ O( 1
n−i

)
)

f ′′′imax = max(f ′′′(𝜉)),
𝜉 ∈ ((i − 2)h, ih) .

(7)

The proposed scheme estimates the integral Ii using function values in three grid

points (i − 2)h, (i − 1)h and ih. For i = 1 it means that the integrand should also

possess all the good properties on the interval (−h, 0). Speaking about higher degrees

of approximation this interval will be extended even more. A selection of asymmetric

interval ((i − k + 1)h, ih) for every Ii estimation is recommended because the use of

the grid points bigger than ih for Ii estimation leads to the implicit numerical schemes

for the problems where such integrals enter some integro-differential equation and

increases vastly the overall simulation time.
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Using (7) the whole integral (2) value and the approximation error can be

estimated

I ≈ ̃I = 2
√

h
𝜋

∑n
i=1

̃Ii = 2
√

h
𝜋

∑n
i=1

√
𝜀i
(
𝛼ifi−2 + 𝛽ifi−1 + γi fi

)
,

err = |I − ̃I| < 11
36
√
𝜋

h3
√
tf ′′′max

(
1 + O( 1√

n
)
)
, n → ∞ .

(8)

The same way the numerical scheme may be obtained for every k value but for

high k values it becomes less stable. Following [2] we will say that the scheme has

kth order of precision as the error is majorized by O(hk
√
t) (strictly speaking the

order of precision is k − 1—the highest order of polynomial which will be integrated

precisely). The scheme may be summarized as

I ≈ 2
√

h
𝜋

∑n
i=1

√
𝜀i
(
(−1∕12 + 𝜀

2
i ∕60)fi−2+

+ (2∕3 − 𝜀i∕6 − 𝜀

2
i ∕30)fi−1 + (5∕12 + 𝜀i∕6 + 𝜀

2
i ∕60)fi

)
.

(9)

The numerical schemes of the orders 1–3 are evaluated on a model function

f (𝜏) = cos 𝜏 integrated over interval [0, 50𝜋]. The answer can be expressed analyti-

cally in terms of Fresnel integral as

√
2C(10) ≈ 0.70696351315804088. The func-

tion and interval were chosen the same as in [1] in order to compare the obtained

results. All the calculations were made in Matlab environment with a modern i7

CPU. Matlab is considered to be far from the fastest computing environment and

some speed increase from 3 to 5 times may appear if the simulations were done

using Fortran as in [1].

However in (Fig. 1) one may observe that the precision of the schemes corre-

sponds to declared and calculation speed is more than two orders higher than of

the third order Daitche scheme and much better than any other scheme investigated

(a) (b)

Fig. 1 The time and error values versus step size plotted for the different order of accuracy meth-

ods. Dotted, dashed and solid lines stay for the 1st–3rd order numerical schemes correspondingly
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in [1]. Furthermore, the coefficients in the scheme depend only on n − i and may

be calculated in advance once for all the n in order to boost the simulation of the

integro-differential equation when the integral is calculated on every step.

3 The Basset Type Integro-Differential Equation Solution

The Basset-Boussinesq-Oseen equation (BBO equation) is used to describe the

motion of a small spherical particle in unsteady flow with velocity field v(x, t) at

low Reynolds numbers

(mparticle + madded)ẍ = Finertial + FStokes + FBasset + FFaxen + Fg,

mparticle =
4
3
𝜋𝜌pa3, madded =

2
3
𝜋𝜌a3,

Finertial =
4
3
𝜋𝜌a3

(
w + W

2

)
, w = 𝜕v

𝜕t
+ v 𝜕v

𝜕x
, W = 𝜕v

𝜕t
+ ẋ 𝜕v

𝜕x
,

FStokes = −6𝜋𝜇a(ẋ − v),

FBasset = −6𝜋𝜇at1∕2
𝜇

(
d
dt

)1∕2
(ẋ − v), t

𝜇

= 𝜌a2

𝜇

,

(
d
dt

)1∕2
(ẋ − v) = ∫ t

t′=0

(
d2x
dt′2

−W(t′)
)

dt′√
𝜋(t−t′)

+ ẋ(0)−v(0)√
𝜋t

,

FFaxen ∼ 𝜇a3∇2v ∼ 𝜇av(a∕𝜆)2,
Fg =

4
3
𝜋a3(𝜌p − 𝜌)g .

(10)

Here 𝜌p and 𝜌 stand for particle and fluid densities, a stands for particle radius, 𝜇

stands for fluid viscosity which we consider not to depend on density. By w and

W are denoted fluid acceleration along fluid and along the particle trajectory. The

Basset force is used in the form proposed by [3] which contains the corrections for

nonzero initial particle relative velocity with the fluid. The inertial force is used in

the Maxey-Riley form [4].

The last two forces are neglected because of their smallness and (10) is divided

by (2∕3)𝜋a3

(𝜌 + 2𝜌p)ẍ = 2𝜌w + 𝜌W − 9𝜇
a2

(
dx
dt
− v

)
+ FB,

FB = −9
√
𝜌𝜇

a

(∫ t
t′=0

(
d2x
dt′2

−W(t′)
)

dt′√
𝜋(t−t′)

+ ẋ(0)−v(0)√
𝜋t

)
.

(11)

The dimensionless acoustic wave amplitude is denoted by b ≪ 1. It is defined as

the ratio of maximal fluid velocity in the wave to the sound speed in the fluid. The

dimensionless variables q = (𝜔∕c)x, 𝜏 = 𝜔t and the dimensionless viscosity para-

meter K = 3𝜇
𝜔𝜌a2b

∼ 1 are introduced, 𝜔 stands for the wave angular frequency. The

asymptotic averaged equation for b → 0 is obtained using the Krylov-Bogoliubov

averaging technique as described in [5].

The initial and the averaged equations were modeled using a proposed numerical

scheme (9) for the Basset integral calculation. As the integrand contains second order
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Fig. 2 The asymptotic and the exact numerical solutions of the integro-differential BBO equation

(light solid line and dashed line) and the numerical solution of the same equation without the Basset

force (dotted line). The inset shows the magnified part of the dependence. 𝜏1 = 3b𝜏∕4 stands for

the “slow” dimensionless time

derivatives the 5-point grid was used in order to estimate the integrand with the

needed precision. As the initial conditions are not defined very well a step variation

technique was used [2]. The first 400 steps were calculated with a small step h∕100
and than the numerical scheme step size was reset to h.

In the (Fig. 2) the trajectories of heavy particle 𝜌p∕𝜌 = 1.5 are modeled for

b = 16∕3 ⋅ 10−4. The trajectory for small b practically coincides with the asymp-

totic solution at b → 0. The initial equation simulation took about 8 h of one core

CPU time and the averaged integro-differential equation simulation took only 170 ms

using the same numerical scheme. The ability to compare the results for these two

approaches up to such a big time (𝜏max = 60000, h = 0.05, 1.2M steps) shows the

advantage of our scheme over the one used in [5] where only the small part of the

particle trajectory was calculated.

4 Conclusion

The proposed numerical scheme for the Basset integral approximation proves to be

much simpler and faster than the analogs. It also allows some optimizations such

as the precomputed coefficients for the integro-differential equation solution and the

smaller step size in the beginning of the grid. The work of the scheme with the 3rd

order of the integral approximation was demonstrated on the example of the model

integral and in a model problem of particle focusing in the standing acoustic wave.

The proposed scheme allows the solution to be extended to much bigger interval than

in the previous works on this problem up to the moment of the particle focusing in

a standing wave pressure node.
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On the Issue of Choosing the Measuring
Zones in a Faraday Balance When
Studying Magnetic Susceptibility of Small
Samples

Alexander Sandulyak, Anna Sandulyak, Maria Polismakova,
Vera Ershova, Darya Sandulyak and Dmitriy Kiselev

Abstract By the example of polar pieces of spherical, conical and truncated
conical shape, we substantiate and implement the approach to identifying a local,
spatially limited, working zone (to position and examine magnetic susceptibility of
‘microsamples’) for the Faraday balance, viz. the zone with stable inhomogeneity of
the field. It involves obligatory obtaining and analyzing coordinate characteristics
of induction (intensity) in the interpolar area, at this, sinuous characteristics, i.e. the
ones with an inflexion, should be give preference to out of the traditional nonlinear
characteristics. Then, the well-linearized zone near the inflexion point (the corre-
sponding derivative here demonstrates an extremum) most fully satisfies the
requirement (to a working zone) for preserving the field inhomogeneity constancy.
It is established that in comparison with the spherical polar pieces, the conical ones
provide a working zone that is closer to the axial line, whereas the truncated conical
polar pieces ensure the zone farther from their axial line.

Keywords Faraday balance ⋅ Measurement working zone ⋅ Coordinate char-
acteristic of intensity (induction) ⋅ Sinuosity characteristic ⋅ Gradient extremum

1 Introduction the Framework of the Approach

A Faraday balance is usually used to obtain information on magnetic susceptibility
χ for samples of low volume V, both solid and dispersed ones (e.g. samples of ferro-
or ferrimagnetic powders which represent disperse phase of many technological
media subjected to magnetophoresis and magnetic control [1–6]). When we create a
field with intensity H (induction B = μ0H) and inhomogeneity gradH (gradB)
between the polar pieces, the magnetic (ponderomotive) force F affecting the
studied ‘microsample’ becomes the main measured quantity. Then if we employ the

A. Sandulyak ⋅ A. Sandulyak (✉) ⋅ M. Polismakova ⋅ V. Ershova ⋅ D. Sandulyak ⋅
D. Kiselev
Moscow Technological University, Stromynka 20, 107076 Moscow, Russian Federation
e-mail: anna.sandulyak@mail.ru

© Springer International Publishing AG 2018
K. Ntalianis and A. Croitoru (eds.), Applied Physics, System Science
and Computers, Lecture Notes in Electrical Engineering 428,
DOI 10.1007/978-3-319-53934-8_10

77



known functional expression F = μ0 ⋅ χ ⋅V ⋅HgradH = χ ⋅V ⋅BgradB/μ0 (where
μ0 = 4π ⋅ 10–7 H/m is a magnetic constant) with some values of the constituent
variables, it becomes possible to define values χ by back calculating (for ferro- and
ferrimagnetics—the values χ of its nonlinear field dependence).

The key requirements to implementing the Faraday ponderomotive method
usually include the demand for rigorous positioning of the sample studied, i.e. in the
zone of interpolar area (working zone) where the constant field inhomogeneity
condition is observed. However, the issue of ensuring the zone with stable field
inhomogeneity (the choice of polar pieces shape) and the diagnostics of this zone is
sadly not given due consideration. The features necessary to define these conditions
are virtually absent; the available recommendations are quite vague and hardly
suitable for specific practical application.

To give an unbiased estimation on the acceptability of the polar pieces choice
and to have the data on the inhomogeneity (gradient) characteristic of some
direction x, permeating the interpolar area, e.g. in the line of ponderomotive force,
we must initially have the coordinate characteristic, i.e. the dependence of
parameter H or B on x. Such a characteristic, specifically, parameter B, obtained e.g.
by small stepwise movement of the Hall sensor represented in graphic and/or
analytical form, allows us to find the coordinate characteristic of the gradient, i.e.
parameter gradB = dB/dx. Judging by it, we can define, firstly, whether there is (or
is not) the zone in question in some given interpolar area, i.e. the zone with stable
values gradB, and secondly, we can estimate the coordinates of its location, which
means, the coordinates of positioning the studied sample.

Thus, it is suffice to pose a question on identifying a linear (or near-linear)
segment, even a short one (commensurable with the sample dimensions), of
dependence B on x. The presence of such a segment will mean that this is the place
where gradB = dB/dx = Const, and its coordinates will definitely point at the
location of the working zone.

Here we must specially bespeak that for the polar pieces of traditional and
specific shapes dependences B (or H) on x in general are usually objectively
non-linear, and this somewhat contradicts to the whole concept of detecting their
linear segment. However, this inconsistency can be eliminated by an approach
which essentially stipulates the choice of polar pieces of the shape (not obligatory
something special) that would ensure the key characteristic B (or H) is sinuous, i.e.
it has a bend (inflexion). Then its segment (short in relation to all expanded non-
linear characteristic) near the inflexion point can be considered close to the desired
linear one, and value gradB (gradH) almost stable. This argument can be addi-
tionally (and quite illustratively) supported by the corresponding derivative of the
obtained dependence B (or H) on x, i.e. a coordinate characteristic gradB (gradH)
which will have an extremum (conforming to the defined inflexion) in the vicinity
of which values gradB (gradH) are practically stable.

The research into magnetization (by the field with intensity H0) of the ball chain
[7, 8] also points to the acceptable (for a Faraday balance) shape of the polar pieces.
It is these nonlinear characteristics with a noticeable inflexion for the field with
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intensity H (H ≫ H0), that are inherent to the gap areas between opposing
spherical surfaces in the normal direction from centre-to-centre line of balls. In the
inflexion point of characteristic H, there is a pronounced extremum of characteristic
dH/dx [7, 8]. It means, that from the perspective of creating the required working
zone, the use of spherical polar pieces (Fig. 1a) is one of the satisfactory solutions
for choosing the polar pieces for a Faraday balance (clearly, as non-contacting
semi-spherical bodies).

2 Research Outcomes and Their Discussion

Figure 2 (points) exhibits the results of measuring induction B in the symmetry
plane of the area between polar spherical pieces (diameter is 100 mm, mutual
distancing is 10 mm) located at different x distances from the axial line (coil feeding
current is 16A). The inflexion of the obtained coordinate characteristic B is clearly
observed, which tells about a possible linear approximation of the data in the
vicinity of the inflexion point (shown by dashed lines), thus proving the stability of
value gradB here.

Fig. 1 Options of creating local (located near the abscissa of the inflexion point of the coordinate
characteristic of intensity or induction and, respectively, the abscissa of the gradient extremum)
working zones between spherical a, conical b and truncated conical c poles; the working zones are
conditionally highlighted according to results in Figs. 2, 3, 4, and 5

Fig. 2 Coordinate
characteristic of the field
induction between polar
pieces of spherical shape;
dots—experiment, lines—
calculation
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The extreme view of characteristic gradB in Fig. 3 illustratively proves the same:
near the extremum value gradB is actually virtually stable. To obtain characteristic
gradB, we should resort to analytical (phenomenological) approximation of char-
acteristic B (Fig. 2, dots) with its further differentiation. It is reasonable in this
context to use, for example, an approximating function in the form of a polynomial
of the 4th, or 5th degree at the most (in Fig. 2 this is practically one unified line
which describes the original feed experimental data well).

Characteristics gradB = dB/dx obtained for 5th and 4th degree polynoms are
pronounced extreme ones and correlate between each other (Fig. 3 the dashed and
solid lines respectively). Their mutual separation is noticeable only at relatively
high and low values x, here even with the sign reversal (Fig. 3). However, taking
into the account that these data are of no interest for solving the given task, the
preference in this case should be given to the 4th degree polynom, even more so
that it provides an opportunity to get a formula for calculating the extremum
abscissa x = xextr of characteristic gradB in the analytical form. We should only
make double differentiation of this polynom, zero out and solve the deduced
quadratic equation.

The results of calculating abscises xextr conform exactly to the results which are
provided by software (to name a few: Advanced Grapher, Excel). At that, the
obtained value xextr = 14.8 mm is close to values xextr = 14.1 mm when using the
5th degree polynom.

As to the size of the working zone itself (the area between the given spherical
pieces), i.e. the zone of practically stable value gradB it ranges (by x) from 12 to
17 mm, the corresponding interval of x in Figs. 2 and 3 is specially highlighted. At
that, the proper size of this zone, i.e. the size of the sample studied, should not
exceed here 5 mm.

The same approach to identifying the working zone and based on deriving and
analyzing a coordinate characteristic of induction B (intensity H) of the field in
interpolar area is applicable to other shapes of polar pieces, including traditional

Fig. 3 Coordinate
characteristic of induction
gradient (by data in Fig. 2);
dashed and solid lines—
calculation by expressions
obtained by polynomial
differentiation according to
the 5th and 4th degree for
coordinate characteristic of
induction

80 A. Sandulyak et al.



ones. Figures 4 and 5 feature coordinate nonlinear characteristics B in the area
between same-size and mutually distanced polar pieces but of conical shape
(Fig. 1b, the vertex angle of 900) and truncated conical shape (Fig. 1c, diameters
100/40 mm).

We can clearly see in Figs. 4 and 5 that each of these characteristics is sinuous
which allows us to speak about the applicability (as a matter of principle) of these
pieces for a Faraday balance. Near the inflexion point the corresponding segment of
characteristic B yields to artificial linearization (it is illustrated by straight dashed
lines in Figs. 4 and 5), which indicates practically stable values of parameter
gradB here (in other words—near the extremum of the corresponding characteristic
gradB).

Fig. 4 Coordinate characteristic of field induction between polar pieces of conical shape (Fig. 1b)

Fig. 5 Coordinate characteristic of field induction between polar pieces of truncated conical shape
(Fig. 1c)
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It is worth mentioning that in comparison with the spherical pieces (Figs. 1a, 2
and 3), the location of the working zone between the conical (Fig. 1b) and truncated
conical ones (Fig. 1c) differs greatly. Thus, in these cases (see Figs. 4 and 5,
individual intervals of x are shadowed) the working zones are limited by x values,
i.e. by the distances to the poles axial lines from 2 to 6 mm respectively (i.e. closer
to the axial line) and from 23 to 28 mm (i.e. farther from the axial line).

3 Conclusion

The paper considers the issue covered rather poorly in modern literature, it concerns
identifying a working zone with spatial constraints, zones in the inter-polar area of
Faraday balance—the zones for positioning the small-sized samples studied when
examining their magnetic susceptibility. We observed that such identification can
be productive when the specially obtained coordinate characteristic of induction
(intensity) of the field between the polar pieces (it is usually nonlinear and defying
the desired, even partial, linear approximation—in order to ascertain the induction
gradient values that are stable here, which corresponds to the accepted condition of
the sample positioning) is sinuous, i.e. it has an inflexion. In this case, there is an
opportunity to objectively perform linear approximation of a relatively short seg-
ment of this characteristic, i.e. in the vicinity of the inflexion point, with additional
illustration of the corresponding extreme form of the induction gradient charac-
teristic, near the extremum of which the values of the gradient are relatively stable.
The research is conducted on defining the location of the working zones between
the polar pieces of spherical, conical and truncated conical shape (diameter of
100 mm, mutual distancing of 10 mm). It has been established that the working
zones in them are localized within the following ranges: from 12 to 17 mm, from 2
to 6 mm, and from 23 to 28 mm respectively.
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Energy Aware Autonomous Deployment
for Mobile Wireless Sensor Networks:
Cellular Automata Approach

Shahinaz M. Al-Tabbakh and Eman Shaaban

Abstract Wireless sensor networks are formed of thousands of nodes that need to
be deployed to maintain good sensing coverage area. Deployment of a wireless
sensor network in a hostile or hazardous environment is a challenging problem. To
address this problem, a bundle of sensors to be deployed is initially placed in a
definite region within the area of the network. Then the sensor nodes are diffused
cooperatively and gradually to increase coverage area. This paper proposes a
self-deployment heuristic approach for WSN based on the Four Quadrants
Deployment Model (FQDM). It studies the effect of applying a realistic energy
model to FQDM, and proposes an extended version of FQDM to enhance the
coverage at border areas. The proposed approach relocates the sensors in a way that
maximizes the coverage while minimizing energy consumption. Results show that
it gives a good coverage for definite region while conserving energy of sensors.

Keywords Sensor networks ⋅ IOT ⋅ Sensor deployment ⋅ Sensor coverage ⋅
Cellular automata

1 Introduction

Wireless Sensor Network (WSN) is a promising technology as it is the basis of
future “Internet Of Things”. In WSNs, the sensors are capable of communicating
with each other and in a multi-hop way propagating sensing information to data
sinks and operations centers. In the last few years, wireless sensor networking has
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been a very active research area in both academia and industry with a wide variety
of applications such as area monitoring, environmental sensing, industry automa-
tion, structural monitoring, water and wastewater monitoring, surveillance, health
monitoring, tracking of materials, and many others. Recently, numerous researches
are conducted regarding diverse challenges in wireless sensor networks. These
challenges include coverage and connectivity issues, MAC protocol design, routing
protocol design, power saving, and data gathering and fusion. However, the per-
formance of the proposed solutions strongly depends on the way sensors are
deployed in the sensed area. Sensors deployment is still an active research area in
WSN, where the main objective of these researches is maximizing the area cov-
erage while preserving connectivity and minimizing energy consumption.

Cellular automata CA is a discrete mathematical model for systems consisting of
large number of simple identical components with local interactions in which space
and time are discrete. A cellular automaton works on a grid of cells, and each cell
can assume a state from a finite set of states. The cells update their states syn-
chronously on discrete steps according to a local rule. The new state of each cell
depends on the previous states of a set of cells, including the cell itself, and
constitutes its neighborhood. The state of all cells in the lattice is described by a
configuration. The rule and the initial configuration of the CA specify the evolution
of CA that tells how each configuration is changed in one step. Cellular automata
perform complex computations with a high degree of efficiency and robustness [1].

The neighbourhood of a cell might be defined as the set of cells located at equal
distance from the cell. Two commonly used neighborhoods include Moore and Von
Neumann neighbourhood. Figure 1a shows the eight Moore neighborhoods cells of
cell(0, 0): cell(1, 0), cell(−1, 0), cell(0, 1), cell(0, −1), cell(1, 1), cell(1, −1), cell
(−1, 1), cell(−1, −1). Figure 1b shows the four Von Neumann neighborhood cells
of cell(0, 0): cell(1, 0), cell(−1, 0), cell(0, 1), cell(0, −1).

Given that sensors of WSNs have limited bandwidth and processing capability
that communicates only with its neighbour’s processors, proposed solutions for
WSN have distributed processing nature to ensure efficiency and scalability. This is
similar to CA where the communication between constituent cells is limited to local
interaction. Each individual cell in CA is in a specific state which changes over time
depending on the states of its local neighbours.

(a)                    
(b)

(-1,-1) (-1,0) (-1,1) (-1,0)

(0,-1) (0,0) (0,1) (0,-1) (0,0) (0,1)

(1,-1) (1,0) (1,1) (1,0)

Fig. 1 CA neighborhood:
a Moore. b Von Neumann

88 S.M. Al-Tabbakh and E. Shaaban



This paper proposes a feasible self-deployment heuristic approach for WSN
based on the Four Quadrants Deployment Model (FQDM) proposed by Choudhury
in [2]. FQDM is a cellular automata model that divides the neighborhood of a cell
into four quadrants (North West, North East, South West and South East), and
sensors try to find out the directions where they can move to increase the coverage.
However FQDM is an ideal deployment approach as it assumes unlimited energy
source for sensor nodes, and does not take into account the real energy consumption
rates for movement and communication of the sensors nor their residual energy
during deployment. Also FQDM reaches a saturated state where no coverage
improvement is obtained. Hence FQDM does not give a good coverage especially
at border areas. The objective of this paper is to study the effect of applying a
realistic energy model to FQDM, and propose an extended version of FQDM to
enhance the coverage at border area. The goal of the proposed approach is to
relocate the sensors in a way that maximizes the coverage while minimizing energy
consumption.

The rest of paper is organized as follows: Sect. 2 surveys researches related to
coverage problem. Section 3 presents network model and assumptions. Section 4
describes the energy-aware realistic version of the Four Quadrant Deployment
Model (FQDM). Section 5 presents the proposed Drift Towards Corners Algorithm
(DTCA). The performance of FQDM and DTCA is evaluated and compared
through conducting a simulation study presented in Sect. 6. Section 7 concludes the
paper.

2 Related Work

The deployment of sensors to achieve the maximum coverage of grid area with
minimum number of mobile sensors is proven to be NP-hard problem [3]. Many
researches have targeted the area coverage problem, and proposed several heuristics
to find sub-optimal solutions. In this section we briefly discuss some of the related
works.

Authors in [4] proposed an autonomous sensor deployment algorithm to opti-
mize energy consumption and solve energy holes problem for unattended mobile
sensor networks. It divides the target area into multiple equal width rings‚ and
solves a mathematical problem that models sensor nodes layout and energy-aware
transmission mechanism to maximize network coverage and reduce communication
cost. The simulation results demonstrate its effectiveness in terms of coverage and
network lifetime.

Another optimal placement algorithm based on a “mosaicked technology” such
that different types of mobile sensors organize themselves forming a mosaicked
pattern to achieve efficient coverage with minimum cost is proposed in [5]. To
converge to the optimal state, a swarm intelligence (SI)-based sensor movement
algorithm is developed to drive the randomly deployed sensors self-organizing
themselves and reach the optimal placement state. Simulation results are presented
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to demonstrate the effectiveness of the mosaic placement and the SI-based move-
ment. Other solutions of this problem in some class of work [6–8] are inspired from
physics where the sensor node determines its movement direction based on the
force received from its neighbours. Other strategies are the grid-based [9, 10] which
provide a deterministic deployment where the position of the sensor nodes is fixed
according to a special grid pattern such as a triangular lattice, a square grid or a
hexagonal grid.

Quite number of researches in coverage for wireless sensor networks is presented
in the last decade using cellular automata by deterministic algorithm and proba-
bilistic algorithm [2, 11–13]. In [11] proposes a cellular learning automata-based
deployment strategy which guides the movements of unaware location sensor nodes
within the area of the network. The learning automaton in each node in cooperation
with the learning automata in the neighbouring nodes controls the movements of the
node in order to attain high coverage. The work in [12] focuses on a subset of
topology control algorithms (duty cycling and scheduling while maintaining con-
nectivity and coverage) and use the cellular automata simulation approach to
experimentally investigate which type of neighborhood should be preferred. The
algorithm in [13] determines the movement direction of a sensor based on the
weighted number of its neighbours in the positive and in the negative direction.

Choudhury in [2] proposes a cellular automata based Four Quadrants Deploy-
ment Model (FQDM) that divides the neighbourhood of a cell into four quadrants
(North West, North East, South West and South East), and sensors try to find out
the directions where they can move to increase the coverage. However FQDM is an
ideal deployment approach as it assumes unlimited energy source for sensor nodes,
and does not take into account the real energy consumption rates for movement and
communication of the sensors nor their residual energy during deployment.
Moreover FQDM does not give a good coverage at border areas. Hence the
objective of this paper is to study the effect of applying a realistic energy model to
FQDM, and propose an extended version of FQDM to enhance the coverage at
border area. The goal of the proposed heuristic approach is to relocate the sensors in
a way that maximizes the coverage while minimizing energy consumption.

3 Network Model and Assumptions

The monitored area is assumed to be a grid of cells where the state of the cell
indicates the existence or the absence of a mobile sensor. We consider a mobile
WSN with a set of sensors initially accumulated on a center of two dimensional
area. Sensor nodes are homogenous in terms of the communication range, sensing
range, power consumption rate, and initial energy values. The sensing radius Rs and
communication range Rc of mobile sensors are Moore’s neighbourhood, and are
taken up to two and four layers respectively. When Rc <= 2Rs sensor deployments
that maximize coverage of WSNs maintaining the connectivity of its nodes [3]. In
each time epoch, a sensor can move a maximum of one cell in any direction. Each
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sensor tracks its energy reserve. Obstacle free terrain is assumed in the deployment.
The sensors are allowed to spread gradually according to CA rules as we discuss in
the following section.

4 Energy Aware Four Quadrant Deployment Model

Energy aware FQDM is a feasible self-deployment heuristic approach for WSN
based on FQDM. FQDM is a cellular automata model that divides the neighbor-
hood of a cell into four quadrants (North West NW, North East NE, South West SA
and South East SE), and sensors follow CA rules to find out the quadrant where
they can move to increase the coverage. However FQDM is an ideal deployment
approach as it assumes unlimited energy source for sensor nodes, and does not take
into account the real energy consumption rates for movement and communication
of the sensors nor their residual energy during deployment. Each time epoch of
FQDM is divided into two phases: In the first phase, each sensor determines
whether it should move or not, and direction of movement, and the weight value
according to following equation:

Wx = 4 *N1+ 3 *N2+ 2 *N3+ 1 *N4 ð1Þ

where Ni is the number of sensors in quadrant x at distance exactly i from the
current cell [2]. A higher weight is given for sensors that are closer to the current
sensor. Each sensor determines the maximum and the minimum weight values for
its four quadrants. If the minimum value is less than k1 and the maximum value is
more than k2, then the sensor chooses the quadrant with the minimum weight value
to direct to. Where k1, k2 are two chosen adjusted positive integers. For each
quadrant, there are two nearest position where the sensor node can move to. As
shown in Fig. 2. sensor i, j can move to cell 1 or 2 in NE, for SE it can move to cell

Fig. 2 FQDM deployment
model
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3 or 4, for SW it can move to cell 5 or 6, and cell 7 or 8 for NW. In the second
phase, the sensor moves to previously chosen cell if that cell is empty.

For each time epoch of energy aware FQDM, sensor node in the field exchanges
a status packet with its neighbors up to radius four (communication range) that
inform each other about its grid position.

The energy status of each node is updated by calculating the energy cost for
communication (transmit and receiving), and motion taking into consideration the
residual energy of each node. Each sensor iterates the procedures of the two phases
for each time epoch until it reaches a steady state where its residual energy reaches a
previously set threshold value Eth, or a final configuration is obtained. At this state,
the sensor node remains still to save energy, however it shares its status with its
neighbors. For each quadrant a negative weight −1 is assigned to a steady state
node.

5 Proposed Drifting Towards Corners Algorithm (DTCA)

To enhance the coverage of the monitored area specially at corners, we proposed a
Drifting Towards Corners Algorithm (DTCA). Energy aware FQDM is initially
applied until we reach an epoch where no significant coverage improvement is
observed. Then DTCA changes the transition rules of a subset of sensor nodes
whose residual energy reaches a previously set threshold value in order to improve
the obtained coverage. DTCA assumed that the whole monitored area is divided
into four equivalent adjacent partitions: North East (NE), North West (NW), South
East (SE) and South West (SW). It also assumes that the sensors are aware of which
partition they belong to in each epoch. Sensors that reach their steady state (residual
energy reached a threshold value) start a timer of T epochs to save energy. After
elapsing the period T, the sensor opts randomly to migrate to one corner of its
partition with different probabilities, and updates its energy status as illustrated in
Fig. 3. The impact of variation of these probability settings was heuristically

Fig. 3 DTCA deployment
model
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investigated to distribute the sensors as evenly as possible while conserving their
energy as much as this is possible. Different probability settings are assigned as
follows.

The sensor node in the North West partition of the area is assigned a highest
probability 60% to move to north west neighborhood positions cell(i − 1, j − 1) or
cell(i − 1, j) to maximize the coverage of border area, and 10% to move back to
opposite corner SW cell(i + 1, j + 1) or cell(i + 1, j) to prevent hole creation. It is
also assigned a probability 15% to move to cell(i, j − 1) or cell(i + 1, j − 1) in SW
and 15% move to cell (i − 1, j + 1) or cell(i, j + 1) in NE to distribute the sensors
as evenly as possible.

The sensor node in the North East partition of the area is assigned a highest
probability 60% to move to north east neighborhood positions cell(i − 1, j + 1) or
cell(i, j + 1) to maximize the coverage of border area, and 10% to move back to
opposite corner cell(i, j − 1) or cell(i + 1, j − 1) to prevent hole creation. It is also
assigned probability 15% to move to cell(i − 1, j) or cell(i − 1, j − 1) in NW and
15% move to cell (i + 1, j + 1) or cell(i + 1, j) in SW to distribute the sensors as
evenly as possible.

The sensor node in the South West partition of the area is assigned a highest
probability 60% to move to south west neighborhood positions cell(i, j − 1) or cell
(i + 1, j − 1) to maximize the coverage of border area, and 10% to move back to
opposite corner cell(i − 1, j + 1) or cell(i, j + 1) to prevent hole creation. It is also
assigned probability 15% to move to cell(i + 1, j) or cell(i + 1, j + 1) in SE and
15% to move to cell(i − 1, j − 1) or cell(i − 1, j) in NW to distribute the sensors as
evenly as possible.

The sensor node in the South East partition of the area is assigned a highest
probability 60% to move to south east neighborhood positions cell(i + 1, j) or cell
(i + 1, j + 1) to maximize the coverage of border area, and 10% to move back to
opposite corner cell(i − 1, j − 1) or cell(i − 1, j) to prevent hole creation. It is also
assigned a probability 15% to move to cell(i, j − 1) or cell(i + 1, j − 1) in SW, and
15% to move to cell(i − 1, j + 1) or cell(i, j + 1) in NE to distribute the sensors as
evenly as possible. DTCA algorithm is listed in Fig. 4.

6 Performance Evaluation

We evaluated the coverage of FQDM deployment model in a bounded area with
realistic energy model and compare its performance with DTCA deployment model
through conducting an extensive simulation study. To save WSN energy during
deployment in FQDM, sensors opt to stop moving when their energy reserves reach
a given threshold value Eth specified by the designer. Setting a proper value for
energy threshold highly affects the network lifetime. Our goal is to study and
compare the effect of different energy thresholds on the deployment performance
for both FQDM and DTCA. This section describes the simulation environment,
performance metrics, and analyses of the obtained results.
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6.1 Simulation Environment and Performance Metrics

To evaluate the performance of the energy aware FQDM, we simulated an envi-
ronment of two dimension 100 × 100 grid in Matlab. We applied the Energy
model in [14] that simulate the well-known IEEE 802.15.4 Mica2 wireless sensor

Set energy threshold to Eth;

Do while coverage is improving

Each sensor in WSN applies Energy-aware FQDM;

End Do

Repeat

Select steady state nodes {Sth } with residual energy <=Eth

For each sensor S in {Sth }

{

Wait for T epochs

If S is located in NW Then

Assign 60% probability to move to cell(i-1, j-1) or cell(i-1, j) // to maximize coverage

Assign 10% probability to move to cell(i+1, j+1) or cell(i+1, j) // to prevent hole creation

Assign 15% probability to move to cell(i, j-1) or cell(i+1, j-1) // for even distribution 

Assign 15% probability to move to cell(i-1, j+1) or cell(i, j+1) // for even distribution

ElseIf  S is located in NE Then

Assign 60% probability to move to cell(i-1, j+1) or cell(i, j+1)  // to maximize coverage

Assign 10% probability to move to cell(i, j-1) or cell(i+1, j-1) // to prevent hole creation

Assign 15% probability to move to cell(i-1, j-1) or cell(i-1, j-1) // for even distribution 

Assign 15% probability to move to cell(i+1, j+1) or cell(i+1, j) // for even distribution

ElseIf  S is located in SW Then

Assign 60% probability to move to cell(i, j-1) or cell(i+1, j-1)  // to maximize coverage

Assign 10% probability to move to cell(i-1, j+1) or cell(i, j+1) // to prevent hole creation

Assign 15% probability to move to cell(i+1, j) or cell(i+1, j+1) // for even distribution 

Assign 15% probability to move to cell(i-1, j-1) or cell(i-1, j) // for even distribution

ElseIf  S is located in SE Then

Assign 60% probability to move to cell(i+1, j) or cell(i+1, j+1)   // to maximize coverage

Assign 10% probability to move to cell(i-1, j-1) or cell(i-1, j) // to prevent hole creation

Assign 15% probability to move to cell(i, j-1) or cell(i+1, j-1) // for even distribution 

Assign 15% probability to move to cell(i-1, j+1) or cell(i, j+1) // for even distribution

EndIf

Relocate sensor S and update its energy status; 

}

For each sensor S not in {Sth}

Apply Energy-aware FQDM;

Until maximum coverage is achieved

Fig. 4 DTCA algorithm
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mote. Energy Tx = 3.12 μJ/bit. Energy Rx = 2.34 μJ/bit. Energy motion = 90
mJ/m. Each sensor is assigned an initial energy of 500 J. Different experiments are
carried out to deploy a bundle of sensors N in bounded square field of dimension
100 * 100. We set N equal to 1225 after conducting many simulation experiments
to get the best value. The sensors N are initially placed in the center of a two
dimensions 100 × 100 grid. Each cell has two states: state 1 (white) to indicate that
the cell has a sensor node, while empty cell is set to state 0 (black).

The performance is evaluated using the following metrics:

• Area coverage percentage: the percentage of total grids covered by at least one
sensor node.

• Deployment time: the required time epochs to get the final configuration.
• Residual energy percentage: the ratio of total energy reserved on sensor nodes to

the total initial energy when the final configuration is reached.
• Number of relocations: total number of movement done by sensor nodes of the

network while they are deployed.
• Steady state nodes: the ratio of nodes that reached Eth to the total deployed

nodes while they are deployed.
• k-coverage: a sensor deployment pattern where each cell in the area is covered

by at least k deployed sensor nodes.

6.2 Results Analysis

Figure 5a shows the initial position of sensor nodes on the field while Fig. 5b, c
indicate the deployment pattern of 1225 sensors at 400 time epoch for FQDM and
DTCA. Figure 6 shows the area coverage percentage for FQDM and DTCA with
residual energy threshold Eth adjusted to 200J and 300J respectively. Figure 7
shows how the total residual energy is affected.

a. Initial Position b. FQDM c. DTCA

Fig. 5 Deployment pattern of 1225 sensors at 400 time epoch for FQDM and DTCA
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Results show that with increasing time epochs, DTCA achieves the highest area
coverage during the deployment for Eth = 200j. The deployment pattern obtained
by DTCA achieves a maximum coverage of 97% with saving 45% residual energy
percentage at time epoch 375, while FQDM achieves 91% with almost the same
residual energy saving 46% at the same time epoch and energy threshold.

With FQDM, varying Eth has no significant effect on the coverage percentage
though it consumes a considerable higher amount of energy. It achieves a maximum
coverage of 91% with 46% residual energy percentage for Eth = 200j‚ and 89%
coverage with 52% residual energy percentage for Eth = 300j. However varying
Eth highly affects the coverage percentage and residual energy for DTCA, it
achieve a maximum coverage of 97% with 45% residual energy percentage for
Eth = 200j, and 89% coverage with 52% residual energy percentage for 300j. From
the simulation results we can deduce that with a given node density and adjusted
energy threshold our proposed algorithm DTCA to enhance FQDM can converge to
a global optimal distribution.

Figure 8 shows the total number of relocations during deployment for FQDM
and DTCA with Eth equals to 200j and 300j respectively.

Fig. 6 Area coverage
percentage for FQDM and
DTCA with different Eth

Fig. 7 Residual energy for
FQDM and DTCA with
different Eth
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Results show that with increasing epochs, the number of relocations is increased
constantly. Intuitively, steady state sensors growth with increasing number of
relocations results in hindering further relocation and coverage improving. How-
ever it extends the lifetime of the network. Figure 9 shows the percentage of steady
state nodes during deployment for both FQDM and DTCA with Eth equals to 200j
and 300j respectively.

Interestingly we also observe that in DTCA deployment, the minimum residual
energy gets close to the average residual energy (the total residual energy divided
by the number of sensors) when reaching the final configuration. This demonstrates

Fig. 9 Steady state nodes for FQDM and DTCA with different Eth

Fig. 8 Total relocations for FQDM and DTCA with different Eth
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that DTCA has the ability to balance the energy consumption of WSN sensors and
avoid overburdening some of the nodes.

It should be mentioned that although energy aware FQDM and DTCA are not
designed for k-coverage requirement where each cell is covered by at least k
sensors, they provide a good results for applications with k-coverage requirements.
Table 1 shows k-coverage results at 375 epoch for DTCA and FQDM with different
Eth. We noticed that 67% of the monitored area is covered by at least 3 sensors for
DTCA with Eth = 200j, and 66% of the area for DTCA with Eth = 300j. For
energy aware FQDM, 64% of the monitored area is covered by at least 3 sensors
with Eth = 200j, and 66% of the area with Eth = 300j.

7 Conclusion

This paper proposes an energy aware autonomous deployment heuristic approach
for mobile WSNs based on Four Quadrants Deployment Model (FQDM). The
objective of the paper is to study the effect of applying a realistic energy model to
FQDM, and propose an extended version DTCA to enhance the coverage at border
areas by relocating the sensors in a way that maximizes the coverage as much as
possible while minimizing energy consumption. We evaluate the coverage of
FQDM in a bounded square area and compare its performance with DTCA. Sim-
ulation results demonstrate that DTCA can converge to a global optimal distribu-
tion. It gives a significant higher coverage while conserving energy of sensors.
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An Optimal Process for Average
Value-at-Risk Portfolios in Financial
Management

Yuji Yoshida

Abstract A dynamic average value-at-risk portfolio model under uncertainty is

discussed. At each period analytical solutions for the problem are obtained. By

dynamic programming, an optimality equation for optimal average value-at-risks is

derived. It is shown that the optimal average value-at-risk portfolios are solutions of

the optimality equation.

Keywords Average value-at-risk ⋅ Optimal portfolio ⋅ Dynamic risk allocation ⋅
Risk probability ⋅ Bankruptcy ⋅ Dynamic programming

1 Introduction

In financial asset management, portfolio technique is important for hedging the risk

and it is used to make asset management stable. As a classical portfolio theory,

Markowitz’s mean-variance model is studied bymany researchers and fruitful results

have been achieved, and the variance-minimizing is also important to minimize the

risk in portfolio [5, 7–9]. Recently, value-at-risk (VaR) is used widely in finance to

estimate the risk of worst-scenarios. VaR is a risk-sensitive criterion based on per-

centiles, and it is one of the standard criteria in asset management [3, 6, 12–14].

VaR is a kind of risk values of the asset prices at a specified risk-level probability

and it is for selecting portfolios to get rid of bad scenarios in investment. An exten-

sion of VaR is average value-at-risk (AVaR), and it is known that AVaR is a coher-
ent risk measure but VaR is not coherent [1]. Markowitz’s mean-variance criterion

and variance-minimizing criterion are represented by quadratic programming, and

AVaR criterion is analyzed based on the results regarding Markowitz’s criterion. In

this paper dynamic AVaR portfolio selection problem is proposed in order to max-

imize both of AVaR and the expected rates of return, and owing to AVaR we can
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maximize the expected rate of return after due consideration of the worst-scenarios.

This paper derives analytical solutions for the AVaR portfolio problem at each step,

which is strongly related to the bankruptcy and the falling in the asset prices [4].

Introducing AVaR based on conditional probability, we discuss a dynamic optimiza-

tion problem and we derive the optimality equation and the optimal solution for the

model by dynamic programming.

2 A Dynamic Portfolio Model

First we explain a portfolio model with n stocks, where n is a positive integer. Let

{0, 1, 2,… ,T} be the time space with an expiration date T , and ℝ denotes the set of

all real numbers. Let (𝛺,,P) be a probability space, where  is a 𝜎-field and P
is a non-atomic probability on a sample space𝛺. For an asset i = 1, 2,… , n, a stock
price process {Si

t}
T
t=0 is given by rates of return Ri

t [10, 11]:

Si
t = Si

t−1(1 + Ri
t) (1)

for t = 1, 2,… ,T , where {Ri
t}

T
t=1 is an integrable sequence of independent real-

valued random variables. Hence (w1
t ,w

2
t ,… ,wn

t ) is called a portfolio weight vector
if it satisfies

∑n
i=1 wi = 1, and further the portfolio is said to allow for short selling if

wi
t ≥ 0 for all i = 1, 2,… , n. Then the rate of return with a portfolio (w1

t ,w
2
t ,… ,wn

t )
is given by

Rt = w1
t R1

t + w2
t R2

t +⋯ + wn
t Rn

t . (2)

Therefore, the reward at time t(= 1, 2,… ,T) follows

St = St−1

n∑

i=1
wi

t(1 + Ri
t) = St−1(1 + Rt). (3)

This paper deals with a dynamic portfolio model for stock price processes {Si
t}

T
t=0.

The falling of asset prices is one of the most important risks in stock markets. The

theoretical bankruptcy at time t occurs on scenarios 𝜔 satisfying St(𝜔) ≤ 0, i.e. it
follows 1 + Rt(𝜔) ≤ 0 from (3). Similarly, for a constant 𝛿 ∈ [0, 1], a set of sample

paths {𝜔 ∈ 𝛺 ∣ 1 + Rt(𝜔) ≤ 1 − 𝛿} = {𝜔 ∈ 𝛺 ∣ Rt(𝜔) ≤ −𝛿} is the event of scenar-
ios where the asset price St will fall from the current price St−1 to a lower level than

100(1 − 𝛿) % of the current price St−1, i.e. the rate of falling is 100 𝛿%. The parame-

ter 𝛿 is called the rate of falling. Then the probability of falling is also given by

p
𝛿

= P(Rt ≤ −𝛿). (4)
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For example, p
𝛿

denotes the probability of the falling below par value if ‘𝛿 = 0’ and
it indicates the probability of the bankruptcy if ‘𝛿 = 1’. In this paper, we discuss

dynamic portfolio optimization regarding the rate of falling 𝛿.

For a positive probability p, VaR regarding the rate of return Rt is given by a real

number v satisfying

P(Rt ≤ v) = p (5)

since P is non-atomic. VaR v is the upper bound of the rate of return Rt at the worst

scenarios under a given risk probability p, and then VaR v in (5) is denoted by

VaRp(Rt). From (4) and (5), for a risk probability p = p
𝛿

, the rate of falling is

𝛿 = −VaRp(Rt). (6)

In next section we discuss the minimization of the rate of falling (6). In this paper,

we deal with a case where VaR v in (5) has the following representation.

(VaR v) = (the mean) − (a positive constant 𝜅p) × (the standard deviation), (7)

where the positive constant 𝜅p is given corresponding to the probability p. Equation
(7) holds if the distribution of the rate of return Rt is Gaussian [2, 6].

3 A Dynamic AVaR Portfolio Model

First we introduce mathematical notations of average value-at-risk [12, 13]. Let 

be the set of all integrable -adapted real-valued random variables X on 𝛺 with

a continuous distribution function x ↦ FX(x) = P(X < x) for which there exists a

non-empty open interval I such that FX(⋅) ∶ I → (0, 1) is strictly increasing and

onto. Then there exists a strictly increasing and continuous inverse function F−1
X ∶

(0, 1) → I. We note that FX(⋅) ∶ I → (0, 1) and F−1
X ∶ (0, 1) → I are one-to-one and

onto. The value-at-risk (VaR) at a probability p(∈ (0, 1)) is given by the percentile

of the distribution function FX , i.e. VaRp(X) = sup{x ∈ I ∣ FX(x) ≤ p}. Then we

have FX(VaRp(X)) = p and VaRp(X) = F−1
X (p). The average value-at-risk (AVaR) at

a probability p is given by

AVaRp(X) =
1
p ∫

p

0
VaRq(X) dq (8)

for p ∈ (0, 1). It is known that AVaR is a coherent risk measure [1] but VaR is

not coherent. From (3), AVaR for the reward St at time t is given by AVaRp(St) =
AVaRp

(
St−1(1 + Rt)

)
. To discuss the dynamics, we introduce VaR based on con-

ditional expectations. Let  be a sub-𝜎-field of . Define a map x ↦ FX(x ∣ ) =
P(X < x ∣ ) = E(1{X<x} ∣ ). We introduce VaR of X(∈ ) under a condition  at a



104 Y. Yoshida

probability p by VaRp(X ∣ ) = sup{x ∈ I ∣ FX(x ∣ ) ≤ p}. Then AVaR under a con-
dition  is given by AVaRp(X ∣ ) = 1

p
∫

p
0 VaRq(X ∣ ) dq for p ∈ (0, 1), and we note

AVaRp(X ∣ ) is a -measurable random variable and FX(AVaRp(X ∣ ) ∣ ) ≤ p for

p ∈ (0, 1). From (3), portfolio weights (w1
t ,w

2
t ,… ,wn

t ) are decided sequentially and
predictably. We note that St is estimated under information t−1 up to time t − 1.
Then VaR of St under information t−1 at a probability p is AVaRp(St ∣ t−1) =
AVaRp

(
St−1(1 + Rt) ∣ t−1

)
. This term means the risk of worst scenarios which

occur on the transition from time t − 1 to time t. Therefore, taking the sum of these

risks which occur at each time, we demonstrate the following dynamic portfolio

problem regarding the total AVaR under information {t−1}T
t=1. Let a discount rate

𝛽 be a positive constant and take S0 = 1 for simplicity. Define the set of portfolios

by = {(w1
,w2

,… ,wn) ∈ ℝn ∣
∑n

i=1 wi = 1 and wi ≥ 0 (i = 1, 2,… , n)}.

Dynamic problem for AVaR: Maximize the total AVaR

E

( T∑

t=1
𝛽

t−1
AVaRp(St ∣ t−1)

)

=
T∑

t=1
𝛽

t−1
t−1∏

s=1
(1 + E(Rs)) ⋅ (1 + AVaRp(Rt))

(9)

with portfolio weights (w1
t ,w

2
t ,… ,wn

t ) ∈  (t = 1, 2,… ,T).

By dynamic programming, we obtain the following equations.

Theorem 1 The optimal AVaR in Dynamic problem for AVaR is given by v1 which is
defined inductively by the sequence {vt} of sub-total AVaR after time t − 1 satisfying
the following backward optimality equations:

vt−1 = max
(w1

,…,wn)∈

{

1 + AVaRp

( n∑

i=1
wiRi

t−1

)

+ 𝛽

(

1 +
n∑

i=1
wiE(Ri

t−1)

)

vt

}

(10)

for t = 2, 3,… ,T, and

vT = max
(w1

,…,wn)∈

{

1 + AVaRp

( n∑

i=1
wiRi

T

)}

. (11)

4 An Optimal Portfolio for AVaR

First we estimate the rate of return with a portfolio [12, 13]. Let the mean, the vari-

ance and the covariance of the rate of return Ri
t, which is given in (1), respectively by

𝜇

i
t = E(Ri

t), (𝜎
i
t )
2 = E((Ri

t − 𝜇

i
t)
2) and 𝜎ij

t = E((Ri
t − 𝜇

i
t)(R

j
t − 𝜇

j
t)) for i, j = 1, 2,… , n.

Hence we assume that the determinant of the variance-covariance matrix 𝛴t = [𝜎ij
t ]

is not zero and there exists its inverse matrix 𝛴

−1
t . This assumption is natural and
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it can be realized easily by taking care of the combinations of assets. For a port-

folio (w1
,w2

,… ,wn) ∈  , we calculate the expectation and the variance regard-

ing Rt =
∑n

i=1 wiRi
t. The expectation 𝜇t of the rate of return Rt with the portfolio is

𝜇t = E(Rt) =
∑n

i=1 wiE(Ri
t) =

∑n
i=1 wi

𝜇

i
t .On the other hand, the variance (𝜎t)2 of the

rate of return Rt with the portfolio is (𝜎t)2 = E((Rt − 𝜇t)2) =
∑n

i=1
∑n

j=1 wiwj
𝜎

ij
t for

i = 1, 2,… , n. Therefore, for a positive probability p, AVaR of the rate of return Rt

is evaluated as AVaRp(Rt) =
∑n

i=1 wi
𝜇

i
t − 𝜅

√∑n
i=1

∑n
j=1 wiwj

𝜎

ij
t with a positive con-

stant 𝜅 = 1
p
∫

p
0 𝜅q dq with 𝜅p in (7). Let 𝟏 be a unit vector and let 𝜇t = [𝜇i

t], 𝛴t = [𝜎ij
t ],

At = 𝟏T𝛴−1
t 𝟏,Bt = 𝟏T𝛴−1

t 𝜇t,Ct = 𝜇

T
t𝛴

−1
t 𝜇t and 𝛥t = AtCt − B2

t , where T denotes the

transpose of a vector. Now step by step we discuss a portfolio problem to minimize

the rate of falling. First, we deal with a variance-minimizing problem. For a given

constant 𝛾 , which is the total expected rate of return to be guaranteed for portfolios,

we consider the following quadratic programming with respect to portfolios.

Variance-minimizing (P1): Minimize the variance
∑n

i=1
∑n

j=1 wiwj
𝜎

ij
t with

respect to portfolios (w1
,w2

,… ,wn) satisfying
∑n

i=1 wi = 1 under a condition∑n
i=1 wi

𝜇

i
t = 𝛾.

Lemma 1 [12, 13]. The solution of the variance-minimizing (P1) is given by w =
𝜉𝛴

−1𝟏 + 𝜂𝛴

−1
𝜇 and then the corresponding variance is 𝜌 = A𝛾2−2B𝛾+C

𝛥

.

Solution w in Lemma 1 is called a minimal risk portfolio, and a set  = {(𝜌, 𝜇) ∣
𝜌 = A(𝜇)2−2B𝜇+C

𝛥

and 𝜇 ≥
B
A
} is also called the efficient frontier [7, 8], where 𝜌 is a

variance and 𝜇 is an expected rate of return for acceptable minimal risk portfolios.

Next we consider a risk-sensitive model in order to deal with a portfolio problem

to minimize the rate of falling in the third step. For a constant 𝛾 , we discuss the

following risk-sensitive portfolio problem.

Risk-sensitive problem (P2): Maximize risk-sensitive expected rate of return

n∑

i=1
wi
𝜇

i
t − 𝜅

√
√
√
√

n∑

i=1

n∑

j=1
wiwj

𝜎

ij
t (12)

with respect to portfolios (w1
,w2

,… ,wn) (
∑n

i=1 wi = 1) under the condition∑n
i=1 wi

𝜇

i
t = 𝛾.

Lemma 2 Let A and 𝛥 be positive. If 𝜅 satisfies 𝜅2
> 𝛥∕A, then a function v ∶ ℝ →

ℝ given by v(𝛾) = 𝛾 − 𝜅

√
A𝛾2−2B𝛾+C

𝛥

(𝛾 ∈ ℝ) is concave and it has the maximum

v(𝛾∗) = B−
√

A𝜅2−𝛥
A

at 𝛾∗ = B
A
+ 𝛥

A
√

A𝜅2−𝛥
.
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Nowwe discuss the following portfolio problem tominimize the rate of falling (6)

without allowance for short selling. The rate of falling (6) is given by the following

(13).

Portfolio minimizing the risk of falling (P3): Minimize the risk of falling

𝛿 = −AVaRp(Rt) = −
n∑

i=1
wi
𝜇

i
t + 𝜅

√
√
√
√

n∑

i=1

n∑

j=1
wiwj

𝜎

ij
t (13)

with portfolio weights (w1
,w2

,… ,wn) ∈  .

Hence since we have infw(13) = inf
𝛾

(infw∶
∑n

i=1 wi
𝜇

i
t=𝛾 (13)) = − sup

𝛾

(12), by

Lemma 2 we arrive at the following analytical solutions for (P3).

Lemma 3 Let A and 𝛥 be positive, and let 𝜅 satisfy 𝜅

2
> C. Then an optimal solu-

tion for (P3) is given by w∗ = 𝜉𝛴

−1𝟏 + 𝜂𝛴

−1
𝜇, and then the corresponding rate of

falling is 𝛿(𝛾∗) = −B−
√

A𝜅2−𝛥
A

at the expected rate of return 𝛾∗ = B
A
+ 𝛥

A
√

A𝜅2−𝛥
, where

𝜉 = C−B𝛾∗

𝛥

and 𝜂 = A𝛾∗−B
𝛥

.

Condition (V). vt > 0 for all t = 1, 2,… ,T .

Condition (V) is a natural one because if Condition (V) is not satisfied at some

time t, it has already gone bankrupt. Under Condition (V), from Theorem 1 and

Lemma 3, we obtain the following results. We can calculate numerical optimal solu-

tions by the optimality equation in Theorem 2 and numerical optimal solutions at

each time given in Lemma 3.

Theorem 2 Suppose Condition (V) is satisfied. The optimal AVaR v1 in Theorem 1 is
given by the sequence {vt} of sub-total AVaR after time t − 1 satisfying the following
backward optimality equations:

vt−1 = max
(w1

,…,wn)∈
(1 + 𝛽vt)

⎛
⎜
⎜
⎝

1 +
n∑

i=1
wi
𝜇

i
t−1 −

𝜅

1 + 𝛽vt

√
√
√
√

n∑

i=1

n∑

j=1
wiwj

𝜎

ij
t−1

⎞
⎟
⎟
⎠

(14)

for t = 2, 3,… ,T, and

vT = max
(w1

,…,wn)∈

⎛
⎜
⎜
⎝

1 +
n∑

i=1
wi
𝜇

i
T − 𝜅

√
√
√
√

n∑

i=1

n∑

j=1
wiwj

𝜎

ij
T

⎞
⎟
⎟
⎠

. (15)
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On Quantification of the Hidden
Distributed Generation Capacity
and Its Effects

Vladislav Samoylenko, Stanislav Eroshenko and Andrew Pazderin

Abstract The energy efficiency starts from energy accounting. At the level of
strategic planning, that means the formation energy balances. In terms of distributed
generation (DG), the problem at hand is how to ensure a correct estimation of the
installed capacity of DG in cases when it operates standalone. This “hidden” DG
may sufficiently influence the power system operation. The paper presents the
results of investigations devoted to DG penetration assessment. A novel approach
to existing and prospective DG assessment is proposed, which combines statistical,
economic and geographical methods. The approach provides DG power ranging
according to the sphere of its application. It is suitable to predict the centers of DG
interconnection.

Keywords DG ⋅ CHP ⋅ Energy efficiency ⋅ Installed capacity ⋅ Develop-
ment plans

1 Introduction

Currently, in many documents that describe perspectives of the energy sector, the
reference is made to the necessity for distributed generation (DG) development [1,
2]. DG is usually defined as a set of modular installations of about several MW
(Gcal/h) installed capacity, producing electricity and heat at the point of con-
sumption and not using an electrical grid to transmit it [3, 4]. At the areas of severe
climatic conditions and the areas where the cogeneration is essential (both include
the Russian Federation), preference is usually given to hydrocarbon-fueled DG.
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However, the documents or their sections devoted to DG are often declarative:
they promote the necessity for DG development, but do not take into account and
do not clarify the mechanism of development. In other words, they do not respond
fully to the questions as to where and why DG emerges, who are the main stake-
holders, what benefits the region gain from DG implementation.

Furthermore, at the level of strategic planning, every power system needs the
formation of generation and consumption balances. In terms of DG, the problem at
hand is how to ensure a correct estimation of the installed capacity and the power
available from DG, which is not scheduled, in cases when it operates standalone or
just doesn’t participate in the market. This “hidden” DG may sufficiently influence
the power system operation as well as the region energy infrastructure development.
For this reason, it should be taken into account in energy development plans.

The work presented includes compiled statistics of the DG success in Russia for
different types of business entities; the active types of economic entities being
potential DG stakeholders are considered; existing and prospective DG assessment
is proposed, which combines statistical, economic and geographical methods [5, 6].

2 DG Penetration Level

The initial data sources for the quantification of DG are provided by:

• DG Interconnection Acts (for existing and prospective objects);
• Energy Development Plans (for existing objects);
• Opensource Data (for existing objects).

Interconnection acts make available the quantification of the interconnected DG
according to the whole complex of the official requirements. Interconnection acts
database is shared by authorities, such as the System Operator and Interregional
Grid Company. Energy development plans enable to account existing and
prospective objects in different areas of the region. The open source data is mostly
lists of projects implemented by different design companies and corresponding
analytical reviews.

The data collected show the level of DG at about 500 MW that is 4.9% of the
region generation installed capacity (Fig. 1). It is much more than 1.2–2.0%

Fig. 1 The initial data sources
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declared by the authorities. Also, the dynamics of the installed capacity is available,
which makes it possible to make forecasts up to 2020. Currently, the share of DG
does not exceed 4.9% of the installed capacity. The slowdown is due to general
energy consumption reduction and the development of all types of civil engineering
infrastructures. It is unlikely that the percentage of the DG installed capacity in the
region energy system will exceed 6% up to 2020.

Then, it is necessary to consider the DG features possessed by the particular
districts of the region.

3 DG Development Forecasting

First of all, the economic aspect is considered. It provides for the economic
development of the region due to the profit gained by certain companies by
reducing energy costs in case of DG utilization. Nevertheless, the reduction of
region energy prices as a result of the market competition is unlikely to occur in the
short-term perspective for a number of technological and organizational reasons.

The main technological background of the DG development (Fig. 2) is related
to:
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Fig. 2 The main technological background of the DG development a the availability of power
grid infrastructure in the region; distant rural areas and villages without the grid interconnection;
b cogeneration centers and main gas consumption centers
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• the availability of the power grid infrastructure, including load of 35–110 kV
power substations, the need for the electrification of distant rural areas and
villages (Fig. 2a); DG capacity is also specified;

• the availability of external heat supply systems and the account of the possible
consumption of low- and medium-grade heat for industrial purposes (green
areas); the extent of development of gas distribution networks as the main fuel
infrastructure; the use of local fuels as an alternative fuel infrastructure (these are
given in Fig. 2b).

According to the research methods of economic and geographical zoning, a DG
forecast map for the Sverdlovsk region of Russia has been obtained. It points out
the specific groups of consumers that use energy produced by DG and marks it with
corresponding numbers. Two-digit numbering allows dividing the groups into
subgroups by the DG power which is directly proportional to the second digit.
Hereinafter the numbers are given in italics.

The groups of typical DG-owners are listed in Table 1. The most high-powered
DG projects are in mining {1} and construction industries {6.3} (16–25 MW),
ferrous and non-ferrous metallurgy {2.2} (14–22 MW), as well as heavy engi-
neering {3.3} (10–20 MW). Medium-power DG is used for the production of
construction and decoration materials {6.2} (4–12 MW), metalworking companies
{2.1} and integrated engineering {3.2} (4.5–6 MW).

Also, it is used to supply auxiliary needs of gas industry as well as for pipeline
transportation of oil gas {5.1, 5.2} (1.7–10 MW). DG of capacity ranging from 6 to
18 MW is used for modern residential and office buildings energy supply {4}.

Low-power DG supplies the instrument-making industry {3.1}, chemical and
production of innovative materials {6.1} (1–2 MW). DG is popular for power
supply of transport and logistics centers and bases {7}, light industry {11} (0.5–
1.5 MW). There is a potential for DG in the region to generate energy by waste
processing {10}.

DG in the Sverdlovsk region is concentrated mostly in densely populated areas,
especially in the industrial urban areas with a lot of companies, like Yekaterinburg
city (the region center) and satellite towns. The positive dynamics can be expected
from districts close to Yekaterinburg due to the suburbanization of economic
activity.

In terms of technology, agriculture is convenient for DG application because of
the smooth load curve and the inertia of the main production processes. DG is
required by livestock farms, poultry farms, dairy, meat and bread factories {9.1}
(1–4 MW), greenhouse farms {9.2} (4.5–9 MW). In this regard, a positive DG
trend can be expected in agro-industrial areas.
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The development of DG, using local fuels is possible due to the availability of an
integrated production cycle, such as waste or by-products of primary production
suitable as a fuel (sawdust, peat) and the use of a gasifier for syngas {8.1, 8.2} (0.5–
1 MW). The payback period is acceptable for such social projects for the devel-
opment of rural areas. In addition, unlike the grid to be serviced and the plants to be
supplied with diesel power, such DG is almost autonomous.

The map is presented in Fig. 3. The boundaries of the DG and consumer groups
are painted in accordance with Table 1.

Fig. 3 A forecast DG map for Sverdlovsk region
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4 Conclusions

Geographical mapping is known to be an effective tool for decision making in
power industry, especially regarding power generation siting and sizing tasks.
Provided methodology provides more precise DG installed capacity assessment and

Table 1 The groups of consumers using DG

Mark DG power (MW) DG purpose
№ Color Electricity Heat

1. Mining industry

1 16–25 16–50 Minerals mining

2. Metallurgy

2.1 4.5–6 4.5–10 Metal working

2.2 14–22 14–45 Ferrous and non-ferrous metallurgy

3. Machinery construction

3.1 1–2 1–2 Machinery, instrument-making industry

3.2 4.5–6 4.5–12 Complex engineering industry

3.3 10–20 10–30 Heavy engineering industry

4. Power industry

4 6–18 6–36 Residential and office energy supply

5. Gas industry

5.1 1.7–4 1.7–5 Gas industry auxiliary

5.2 4–10 4–15 Gas compressors

6. Materials production and construction industry

6.1 0.5–1 0.5–1 Chemical materials

6.2 4–12 4–24 Decoration materials

6.3 16–25 16–50 Building materials

7. Transport and logistics

7 0.5–2.5 1–15 Transport and logistics hubs and bases

8. Dendrochemistry

8.1 0.5–1* 0.5–1* Woodworking

8.2 1–2 1–4 Resin industry

9. Agrarian industry

9.1 1–4 1–8 Poultry, meat, dairy, bread-baking plants

9.2 4.5–9 4.5–18 Greenhouses

10. Waste utilization

10 0.5–1 0.5–1 Waste processing and utilization

11. Light industry

11 0.5–2 1–2 Light industry
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gives the possibility to perform approximate perspective DG forecasting. As far as
DG development is influenced by different factors simultaneously, technical and
economic criteria are to be taken into account. DG business-success statistical
analysis gave us the possibility to obtain typical ranges of DG installed capacities
according to the sphere of its application.

For a given case study, the share of distributed generation in 2020 perspective
planning is expected to be about 6% of total power generation capacities. DG covers
4.9% of power balance against 1.2–2.0% estimated for earlier periods. About 80%
of DG is used by small and medium-sized business companies, 20%—large com-
panies. The most expected spheres of DG development and the corresponding
expected DG installed capacities are directly correlated to economic performance of
the district under consideration. In terms of Sverdlovsk region, which was taken as
a case study, the leading spheres of industry are metallurgy and transport with DG
capacity ranges 4.0–45.0 and 1.0–2.0, correspondingly. Almost all the DGs use gas
as a fuel. This is due to a wide range of power generation based on gas, easy-to use
gas fuel infrastructure. However, provided methodology can be expanded for
renewable energy source application in case energy source potential is adequately
assessed.
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Modeling the Operating Costs
for Production of the Hydrolyzate

Hana Vaskova and Karel Kolomaznik

Abstract Nowadays, the waste management is an important issue. In this paper a
mathematic modeling of the main operating costs for production of collagen
hydrolyzate from leather shavings is presented. The model is based on physical and
chemical ongoing processes in the reactor and other parts of the production system,
such as kinetics of the hydrolysis, mass and dry matter balances and protein balance
in equilibrium. The aim is to determine optimal time of hydrolysis reaction, optimal
mass fraction of decomposed protein and hence the main operating costs. The
modeling is performed for a batch reactor and pilot plant conditions.

Keywords Collagen hydrolyzate ⋅ Modeling ⋅ Operating costs ⋅ Protein ⋅
Waste

1 Introduction

Leather industry contributes significantly to the production of several types of waste
and pollutes the environment in the long-term. In the production of leather the
utilization of a feedstock, the raw hides, is only about 20%. The rest consists of
solid wastes and waste water containing in particular chromium, since the chrome
tanning is still the most common method of tanning globally. Only in tanneries
million tons of waste is generated annually [1].

Processes based on hydrolysis reaction offer a reasonable solution for the pro-
cessing of certain part of these wastes. The ways for reduction of the amount of
waste are needful, otherwise, waste end up in landfills or incinerators, what brings a
risk of leakage into the soil and groundwater or pollution of the air [2]. However,
necessary condition for implementation of new technologies for waste treatment is
their economic aspect. In terms of processing a waste generated from the leather
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industry, one option consists in separating collagen protein (or its processed form)
and its further utilization.

Mathematical modeling has gained a great importance recently for the analysis
and prediction of behavior of processes and phenomena in various areas. Modeling
enables to penetrate through the analysis into a nature of a problem and to obtain
useful information, deeper, more thorough understanding, to influence real pro-
cesses and to prepare the way for better, optimized design or control of the modeled
system.

2 Treatment of Leather Waste

Hydrolysis, as a decomposition reaction is significantly used in technological
processes for the purpose of fermentation of matrices (e.g. leather wastes) for
subsequent analysis of the studied material. Hydrolysis of collagen material in
alkaline or acidic medium is used also in a complex dechromation process of leather
industry wastes, such as shavings. One component—chromium or protein is sub-
jected to liquefaction. In this study, the protein is liquified and after further treat-
ment can be effectively utilized in forms of gelatin or protein hydrolyzates.

2.1 The Dechromation Process

The complex processing of leather shavings can be, in simplified way, divided into
three stages as follows.

Collagen protein is liquefied and separated from the chromium sludge in the first
stage. Chromium sludge is subjected to revitalization for obtaining chromium in a
form of salts for further leather tanning [3]. One part of resulting gelatinous protein,
a high-quality gelatin, finds cost-effective usage and applications in pharmacy, food
industry or cosmetics. The rest of gelatinous protein is further processed. Enzyme
activity leads in alkaline conditions to molar mass decrease of gelatinous hydro-
lyzate. Further splitting of protein chain can continue by the act of acid. The
hydrolyzate with lower molar mass is acquired subsequently and can find appli-
cation as biostimulator in agriculture [4].

2.2 The Production System

The production system for producing of the hydrolysate is composed of three
fundamental elements: the reactor, the filter and the vacuum evaporator. The sim-
plified diagram is shown in Fig. 1 [5]. Feedstocks in the reactor are leather waste,
water and an alkali. Together they create a reaction mixture. When the desired
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degree of hydrolysis is reached, hot heterogeneous mixture is filtered and the
resulting filtrate is transferred to an evaporator, where the concentration of
hydrolysed substance is increased.

3 Mathematical Model

The main operating costs for production of the hydrolyzate are expressed as a
function of N, see Eq. (1). The function of N is considered for a batch reactor.

N =PtKE +mWHKP + Q̇Z tKP, ð1Þ

where first term represents the cost of power consumption to drive the stirrer, the
second term describes the cost of the desired product concentration and the third
term is heat loss. Physical quantities and constants occurring in the mathematical
model are listed in Table 1.

A function of n is considered as a target function. The function corresponds to
the operating costs for production of hydrolyzate relating to 1 kg of product con-
taining 30% of dry matter. The function of n is

n=
N
mD

=
PtKE +mWHKP + Q̇Z tKP

mD
, ð2Þ

where mD is a mass of the product—the hydrolyzate of collagen protein. The value
of mD is calculated from mass balances and dry matter balances of the reactor,

Fig. 1 Diagram of the production system for a production of gelatinous hydrolyzate
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the filter and the evaporator. The balances describe the physicochemical processes
occurring in reactor and other parts of the production system.

The specific expression of function of n is based on the kinetics of hydrolysis in
the reactor to determine the optimal time of reaction, on the mass balance of protein
in a steady state and on the balance of the evaporator. Assuming, the hydrolysis in
the reactor proceeds according to first-order kinetics, i.e. the reaction rate depends
on the concentration of the unreacted protein, the reaction is described by differ-
ential equation

daE
dt

= k aR − aEð Þ. ð3Þ

A solution of the Eq. (3) gives the information about time t of the reaction

t= −
1
k
lnðaR − aE

aR
Þ. ð4Þ

Considering the balance of the evaporator to determine the mass of evaporated
water and assuming that the mass fraction of dry matter in the filtrate corresponds to
the proportion of decomposed protein, the function of n is

n= −
PKE + Q̇ZKP

kmD
lnð1− aE

aR
Þ+HKPðaDaE − 1Þ. ð5Þ

Table 1 Physical quantities and assignments for the mathematical model

Symbol Physical quantity Value [Unit]

P Electric power of stirrer of hydrolysis reactor 104 [W]
t Time – [s]
KE Price of electricity 1.25. 10−6 [CZK/Ws] (∼4.62 ×

10−8 EUR/Ws)
mW Mass of evaporated water – [kg]
H Specific latent heat of vaporization 2.3 × 106 [J/kg]
KP Prize of steam 0.6. 10−6 [CZK/Ws] (∼ 2.2 × 10−8

EUR/Ws)

Q̇Z Loss of heat flow through a heat transfer area
of the reactor

2.4 × 105 [W]

mD Mass of hydrolyzate 2 × 103 [kg]
aE Mass fraction of decomposed proteins in

hydrolyzate
– [l]

k Velocity constant of hydrolysis reaction 1.7 × 10−4 [s−1]
aR Mass fraction of protein in filtrate at

equilibrium
– [l]

aD Final mass fraction of hydrolyzate 0.3 [l]
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For minimizing operating costs, it is necessary to determine the extreme of the
function of n. The concentration aE is then given by the expression (6)

aE =
ffiffiffiffiffiffiffiffi

βaD
p ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

βaD +4αaR
p

− βaD
2α

, ð6Þ

where the coefficients α and β are given by (7) and (8)

α=
PKE +Q ̇ZKP

kmD
, ð7Þ

β=HKP. ð8Þ

Substituting (6) into the Eq. (4) we obtain the expression for the optimal time

t= −
1
k
lnð1−

ffiffiffiffiffiffiffiffi

βaD
p ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

βaD +4αaR
p

− βaD
2αaR

Þ. ð9Þ

3.1 Optimum Values of Variables

Modeling is performed for a batch reactor usable for pilot plant experiments, i.e.
when processing materials on the order of tons. The optimal values of the search
parameters t, aE and aR are obtained after substituting the known parameters from
Table 1. Optimal time for the reaction based on the calculation is 5 h and 10 min,
the optimal mass fraction of decomposed protein is 0.0386 with the mass fraction of
protein in filtrate in equilibrium 0.0403. The target function of n was modeled in
Wolfram Mathematica software. The dependence of the operating costs on the
concentration aE is shown in Fig. 2.

Fig. 2 The dependence of
the operating costs on the
concentration of collagen
hydrolyzate aE
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The current price related to 1 kg of collagen hydrolyzate with optimal mass
fraction aE is calculated on 10.60 CZK (∼0.39 EUR). Currently, a number of
products for nutrition and joints support (a collagen hydrolyzate) available on
markets, are sold from about 250–300 CZK/kg (∼9.2–11 EUR/kg).

The steep decline to an optimum value of aE and even sharper rise of the
dependence clearly demonstrate sense of mathematical-physical modeling and
contribution to the economic evaluation of the collagen hydrolyzate production
process.

4 Conclusion

Mathematical model of main operating costs for the collagen hydrolyzate acquired
from leather waste was presented in this paper. Hydrolysis reaction seems to be
reasonable solution for safe and environmentally friendly method for reduction of
waste gained from leather manufacturing sector. This method offers also econom-
ically effective way of waste reduction as the waste (e.g. shavings) still contains
material usable in a form of gelatin or collagen hydrolyzate. Both of these forms are
economically interesting. Reaching the optimal time of the reaction evaluated from
the presented model brings another savings especially in energy required to operate
the production system.
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The Problems of Data Security
in Cloud Computing and Its Solution
Using Petri Nets

Zoltán Balogh and Martin Magdin

Abstract Cloud is understood as a storage which provides space for data storage.
The concept of Cloud and Cloud computing has a wider range. It can be charac-
terized as providing services and various applications which are saved on servers
while there is access to them through Internet. It is possible to work with data in
cloud not only online mode but also in offline—it means to use the state of
short-term connection and thus save data in mobile connection. Provided that the
service is paid, the advantage of it is that the users do not pay for their software but
for its use. Scientific publications state that the most often flaw of the service is its
vulnerability in the form of data security. It is the reason why nowadays, all the
attention is paid to this problematic field. In the report a data security design in
Cloud computing will be described and also all the results will be stated that have
been acquired through experiments to verify the overall security of a chosen cloud
storage. According to measurements of chosen parameters of a basic and an
extended cloud storage model, it has been found out that the security increase of
data stored in cloud storage brings also worsening of other parameters of the
storage. This is particularly the case of the access speed to data that (if they are
automatically encrypted) can be influenced by the computing power of a particular
PC hardware.
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1 Introduction

The concept of cloud is now a highly inflected term. Some experts explain this concept
as a dominant computing model in IT infrastructures, enabling flexible, ubiquitous,
on-demand and cost-effective access to a wide pool of shared resources [4].

Cloud Computing has emerged from the most promising business concept to
new fast growing business trend. Cloud Computing provides the ability to utilize
resources from distributed computing environments via Internet. Cloud Computing
is the promising hosting platform that allows the resources and collection of
applications usage in the shared infrastructure with pools of computers and storage
resources [17]. The proliferation of the cloud paradigm has created a strong trend to
transfer traditional services and applications to the cloud [18]. With the ubiquitous
nature of social networks and cloud computing, we are starting to explore a new
way to interact with and exploit these developing paradigms [11]. The gradual
development of the Internet infrastructure and improving the various providers of
services allow to accept the cloud paradigm and enjoying the following two key
offerings [1, 6]:

(a) low costs from the point of view of invest on hardware or software,
(b) reduction of costs from the point of management of complex IT systems.

These two economic factors they are economy of scale enables additional
decrease in total costs, as numerous small-scale and typically underutilized data
centers are replaced by larger infrastructures that target higher resource efficiency [5].

With the rapid shift to the cloud computing paradigm, one of the most critical
issues faced by system administrators is the construction and management of
systems in a manner that eliminates or hides their complexity from the end users,
and, at the same time, maintain their control, flexibility, dependability, and security
[9]. Next generation cloud systems will require a paradigm shift in how they are
constructed and managed. Conventional control and management platforms are
facing considerable challenges regarding flexibility, dependability and security that
next generation systems must handle [10].

Security, trust, and privacy always remain challenges for organizations that
adopt cloud computing and big data. Although there are demands for businesses to
move their data to the cloud and centralize management for data centers, services
and applications are designed to reduce cost and increase operational efficiency.
System design and deployment based on current security practices should be
simultaneously enforced to ensure compliance of all data and services with
up-to-date patches and policies. A risk-based approach to the development of a
security program that recognizes (and funds) appropriate controls will ensure
protection of all users and confidentiality, integrity, and availability of data [7].

Security is one of the main attributes of information technology. By access to
cloud services and data through the Internet, the importance of security is increased
because data is at bigger amount of security risk. Within various cloud service
models, data responsibility is shared by more groups. Data is the most important for
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the organization which owns them and uses the cloud services for storage. That is
the reason why the organization should be aware of all risks which exist for data
stored in cloud.

From the year 2013 was created many architectures that directly support data
security in cloud repositories. Most often we meet with the protection on the basis
of software solution.

By Mukundha [15] we can observed the fast change in the cloud network by the
Software Defined Networking (SDN) paradigm that differentiate the control plane
from the data plane to give the flexibility for programmability and centralized
control of the cloud networks, SDN networks not only provide simplification of
cloud network management it also provides more security with SDN by imple-
menting firewalls with in the SDNs (Fig. 1).

The security of cloud repositories deserves our special attention for the chal-
lenges it brings and also the opportunities to enhance the network security. In the
paper Modeling of Data Security in Cloud Computing (Balogh and Turčáni [3];
paper was published in 10th Annual IEEE International Systems Conference; http://
2016.ieeesyscon.org/) we have designed the way of modeling of data security in
cloud repositories. In the next section is short explanation of our proposal.

2 Data Security Modeling in Cloud Computing

Data in cloud computing is stored, transmitted and there is access to it through
various layers of cloud computing in order to all data security attributes to be
guaranteed such as confidentiality, integrity and availability. It is necessary to deal
with data security in all layers of cloud computing. Therefore we designed
expanded fourth-level model of data security in cloud computing (standard cloud
storage uses three-level data security model) (Fig. 2).

Fig. 1 Security SDN architecture with firewall in cloud networks [15]
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Fig. 2 Expanded data security model in cloud computing (our creation)
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Fig. 3 Cloud storage model design with expanded security (our creation)
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Data security model in cloud computing was designed as an expansion of the
current standard use of data storage model in cloud computing. The standard model
is used for example in Dropbox, Seafile or in other services to store or to work with.
The base is an object data storage which was built on a server cluster creating n
servers. Above the object storage there was the cloud file system which was pro-
vided by the application server (Dropbox, Seafile). In the following figure is an
architecture model design of a secure data storage in cloud computing (Fig. 3).

To demonstrate architecture model operation of cloud storage with expanded
security, Petri nets have been created, shown in Fig. 4. Petri nets are a mathematical
means appropriate to model system, composing of parallel components in mutual
interaction. By the use of Petri nets, it would be easier to discreetly simulate and
also to understand how the security model operates. Then each step that has been
made while securing data in cloud storage would be easily described. The definition
of Petri nets according to [2]:

Fig. 4 Petri nets model for data security in cloud computing (our creation)
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Petri nets is a trio N = (P, T, F) where P ≠ 0 is a finite set of places, T ≠ 0 is a
finite set of transitions and F is transition float.

F: P ×Tð ÞU T×Pð Þ→N0

With this designed model of a complex data security in cloud computing has
adequately increased data security in all three attributes of data security which are
confidentiality, integrity and availability. In the next section is analysis of the
likelihood of overcoming the security of cloud repositories and experiment
describing the creation of cloud repositories and increasing its security.

3 An Experiment of Creating a Cloud Storage
and Increasing Its Security

In the previous part, there was a designed and described model of extended data
security in cloud storage. In this section, with an experiment the standard model
would be compared with a model of extended security, a two-level authentication
and data encryption in peace. The parameters for comparing the two models were
gained based on experience of 7 years from the company LAN Systems Ltd. Those
have been chosen which are considered to be the most important for the majority of
users:

• the speed of setting up the data cloud storage,
• the speed of data synchronization between the client and cloud storage,
• costs of data storage.

For the experiment we have chosen a hardware and a software of the cloud
storage provider which belong to the most spread among the cloud storage users
according to the experiences of the company LAN Systems Ltd.

The cloud storage has been chosen from the company Dropbox (https://www.
dropbox.com) because it is the most spread. For data deciphering in peace, the
application Boxcryptor (https://boxcryptor.com) has been chosen because it is
possible to implement it relatively quickly.

3.1 The Basic Parameters of the Hardware and Software
for the Experiment

Hardware of the computer on which the Dropbox client has been installed:
CPU: Intel Core i3-2100 3,1 Ghz, RAM: 8 GB, HDD: SSD HDD, OS:

Microsoft Windows 7 Professional Service Pack 1 64 bit, The speed of Internet
connection: 100 Mbps, Cloud storage: Dropbox with a size of 50 GB.
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3.2 Standard Security Model Description of Dropbox Cloud
Storage

Authentication: one-level with name and password [8].
Data protection while transfer: SSL a AES-256 bit [8].
Data protection in peace: ciphering on Dropbox server with encryption method

AES-256 bit with the access permission of the chosen workers of the company
Dropbox. The data owner does not have access to the list of the third persons who
have access to his data. The cipher key was saved on Dropbox servers and the data
owner does not have access to them [8].

Quick data restore: Dropbox cloud storage saves all edits and deletions up to
30 days. Thus, it is possible to restore all the files up to 30 days that have been
deleted. It is also possible to restore the previous versions of files which are not
older than 30 days [8]

Data integrity check: is not implemented.

3.3 Extended Security Model Description of Dropbox Cloud
Storage

Authentication: a two-step authentication is turned on:

1. Step: name and password
2. Step: A safe code from the phone, sent as a message or generated by a phone

application [8]

Data protection while transfer: SSL a AES-256 bit [8]
Data protection in peace:

1. Level: ciphering on Dropbox server with encryption method AES-256 bit with
the access permission of the chosen workers of the company Dropbox. The data
owner does not have access to the list of the third persons who have access to his
data. The cipher key was saved on Dropbox servers and the data owner does not
have access to them [8].

2. Level: encryption on a client’s device with the application Boxcryptor that uses
encryption AES and RSA. The cipher key is saved on the client’s device and the
provider of Dropbox cloud service has no access [16].

Quick data restore: Dropbox cloud storage saves all edits and deletions up to
30 days. Thus, it is possible to restore all the files up to 30 days that have been
deleted. It is also possible to restore the previous versions of files which are not
older than 30 days [8].
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3.4 Measurement Description of the Chosen Cloud Storage
Parameters

The first step was to create a cloud storage with a standard security that had four
operations: the creation of Dropbox account, download and installation the clients
Dropbox into the client’s device, authentication of the clients Dropbox on the
client’s device and finally, its configuration on the device.

The next step was a creation of a cloud storage with an extended security but
which contained 10 following operations:

1. Creation of Dropbox account.
2. Turning on the second step of authentication.
3. Downloading and installation of client’s Dropbox into the client’s device.
4. The first step of authentication of client’s Dropbox on a cloud storage.
5. The second step of authentication.
6. Configuration of client’s Dropbox on the client’s device.
7. Registration of Boxcryptor account.
8. Downloading and installation of client’s Boxcryptor on a client’s device.
9. Authentication of client’s Boxcryptor into the Boxcryptor server.

10. Configuration of the client’s Boxcryptor on a client’s device.

The third step was to measure the synchronization time of testing data for both
variants of cloud storage security. Within this measurement testing data synchro-
nization speed were measured in sizes of 100, 200, 300, 400, 500, 1000, 1500,
2000, 3000 and 4000 MB. The data were created from the shared data of the LAN
Systems Ltd. in which there were various types of files pdf, doc, png, txt, rar. The
production data were used in order to get closer to the environment within the
experiment in which the cloud storage is used in production [14].

The last step was calculation of monthly expenses on one user for both variants
of cloud storage security.

4 The Results of the Experiment

4.1 Time Measurement of the Account in Cloud Storage

Creating an account in the Dropbox cloud storage with account registration,
installation and setting the client in the standard security model lasted 6 min and
30 s. After the extended security model (that has been designed by us) with
two-level authentication and data encryption in peace, the time of installation has
increased to 13 min and 15 s because an account was needed to be created, and the
encryption application Boxcryptor was needed to be installed t set. In the following
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chart, the measured values were stated and there is the graphical difference of times
in Fig. 5 (Table 1).

4.2 Time Measurement of Testing Data Synchronization

When measuring time of synchronization of various testing data sizes between the
cloud storage and its client it has been found out that there are significant differ-
ences between the synchronization time of the standard data security model and the
extended one. In data encryption in peace, the data synchronization time increases
several times between the cloud storage and its client.

After the measurements in the experiment, it has been found out that synchro-
nized data were saved more slowly into the cloud file of the client and conse-
quently, they synchronize more slowly with the cloud storage. The slow storage of
testing data into the file was caused by the fact that data were encrypted before
storing them into this file. Since the encryption is power consuming for the CPU,
additional measurements were completed within the experiment in order to find out
in what extent the CPU influences the synchronization time of testing data with
cloud storage (Table 2).

Fig. 5 The installation time
of one account for one user

Table 1 Time measurement
of account for one user in
cloud storage

Time of installation
(minutes: seconds)

Standard model 6:30
Extended model 13:15

Table 2 Time measurements of testing data synchronization (Mb/s)

Model 100
MB

200
MB

300
MB

400
MB

500
MB

1000
MB

1500
MB

2000
MB

3000
MB

4000
MB

Standard
model (s)

31 48 72 85 105 120 218 260 356 413

Extended
model (s)

252 622 840 1170 1436 1848 3348 4154 5850 7080

The Problems of Data Security in Cloud Computing … 131



While measuring the speed of data synchronization encrypted in peace it has
been observed that the synchronization of testing data (of already encrypted data)
itself took significantly longer. The synchronization increase of encrypted data in
peace with cloud storage has been caused by low effectiveness of encrypted data
compression for data transfer by computer network [13] (Fig. 6).

4.3 Additional Measurements of Sequential Read and Write
on PC with Various Computing Power

To find out how a PC hardware power influences the speed of synchronization and
the work with testing data in cloud storage, speed measurements of sequential read
and write into cloud file on a PC with various computing power have been
completed.

The measurements were completed into cloud file in the standard data security
model where there were no data encryptions in peace completed, and in the
extended data security model where the data encryption in peace took place by the
application Boxcryptor (Table 3).

The power of CPU of each PC is according to source PASSMARK 2015.

Fig. 6 Synchronization time of client’s cloud with cloud storage

Table 3 Hardware of each testing computers

PC1 PC2 PC3 PC4

CPU Intel Pentium Dual
Core T4300 2,1 Ghz

Intel Pentium
3558 1,7 Ghz

Intel Core
i3-2100 3,1 Ghz

AMD Phenom 2
X4 965 3,4 Ghz

RAM 3 GB 4 GB 8 GB 8 GB
HDD 2,5” HDD

5400 rpm
SSD
OCZ ARC
100

RAID10 HDD
7200 rpm SATA

SSD Intel 720

CPU power
PassMark

1246 1765 3612 4267
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In Table 4, measurement results of sequential read on a PC with various com-
puting power are stated. Then in Table 5, measurement results of sequential data
write on a PC with various computing power.

4.4 Calculation of Monthly Cost for One User of Cloud
Storage

In Table 6 there are monthly costs of one user on standard and extended security
model. The differences on monthly costs on one user have been presented in a
diagram on Fig. 7.

Table 4 Measurements of sequential read (Mb/s) on various PC

PC1 (Mb/s) PC2 (Mb/s) PC3 (Mb/s) PC4 (Mb/s)

Standard model 53,35 418 216,51 249,25
Extended model 19,66 26,57 46,45 47,15

Table 5 Measurements of sequential write (Mb/s) on various PC

PC1 (Mb/s) PC2 (Mb/s) PC3 (Mb/s) PC4 (Mb/s)

Standard model 24,59 364,2 132,7 132,04
Extended model 19,5 27,33 38 47,4

Table 6 Monthly costs on
one user of cloud storage
(EUR)

EUR

Standard model 12
Extended model 18

Fig. 7 Monthly costs on one
user

The Problems of Data Security in Cloud Computing … 133



5 Conclusion

According to measurements of chosen parameters of a standard and an extended
cloud storage model, it has been found out that the security increase of data stored
in cloud storage brings also worsening of other parameters of the storage. The time
of account creation for one user has increased twice on average and the monthly
costs have increased by one third on average. In absolute numbers and small
number of users, it is not big increase of costs and time, but in a bigger number of
users, there is a bigger increase and it needs to be taken into account when
designing the security of a cloud storage. The most significant difference between
the standard and the extended model of data storage in cloud computing is the data
synchronization time with cloud storage. With an additional measurement access
speed to data, it can be observed that there was a considerable difference in access
speed to data that have not been encrypted in peace and to data that have been
encrypted in peace. The speed of access to data is influenced by the computing
power of the PC’s hardware in automatically encrypted data in peace. The access
deceleration to data when encrypting in peace was caused by the fact that the data
are decrypted and consequently encrypted while accessing them. Then deceleration
of data synchronization with cloud storage when encrypting data in peace was
caused by a low effectiveness for encrypted data when transferring them through a
computer network. Data storage with the possibility of encryption in data storage is
currently a trend that is justified. A typical example of the use of encrypted data
storage is storing large amounts of data (example: Comparing individual facial
features—see Magdin, Turcani, Hudec), which is achieved by datamining [12].

According to this experiment it can be stated that when designing the cloud
storage model, it is recommended for cloud storage users to determine before
designing what requirements they do have for securing their own data. Alterna-
tively, they can divide data into groups with different level of required security.
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Designing of the Pseudorandom
Number Generators on the Basis
of Two-Dimensional Cellular Automata

Stepan Bilan, Mykola Bilan, Ruslan Motornyuk, Andrii Bilan
and Sergii Bilan

Abstract In this paper three pseudorandom number generators are considered
which are built on cellular automata. Structures and generator models, and the
organization of a cellular automaton for each generator are studied. Two pseudo-
random number generators are built on the asynchronous cellular automata, and the
third generator is implemented on the synchronous cellular automata. The structure
of cell that realizes the first two pseudorandom number generators is described.
There is the analysis of the proposed pseudorandom number generators uses NIST
test and also describes their main characteristics.
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1 Introduction

Formation and obtaining pseudorandom numbers is a necessary operation that is
widely used in different fields. Today, the need for the pseudorandom number
generators (PRNG) has significantly increased. At the same time there is a need in
the PRNG with the certain properties for each problem. These properties satisfy its
positive solution [1, 2]. PRNG are implemented on the basis of the different
mathematical, hardware and software approaches. The PRNG got the widespread
popularity and development, which are implemented on the basis of cellular auto-
mata (CA). The first generator that was implemented on the one-dimensional CA has
been proposed by S. Wolfram [3]. PRNGs, which are implemented on the hybrid
CAs were considered in later works [4, 5]. The combination of rules for different CA
cells are used in such generators. There were proposed some developed PRNGs,
which are based on CA, that are implemented with usage of few CAs and additional
generator. Additional generator is built on the linear feedback shift register (LFSR)
[6, 7]. Different approaches are used to analyze the properties of the PRNG. They are
implemented as software products that are available in the Internet in appropriate
sites [8–10]. They include such software as: ENT, DIEHARD, NIST and etc.

The paper analyzes three PRNGs based on the CA and there are the results of
using NIST tests for analysis presented here.

2 PRNG Based on the CA that the Additional Bits Using

The first PRNG is implemented on CA in which only one cell (the active cell)
changes its own state at each timestep. In such a CA the neighborhood of cells are
constitute in such a way so that the one active cell could be selected out of the
whole neighborhood of active cell. This cell will be set in active state. Each active
cell has one informational output and N informational inputs, N active inputs and N
active outputs. Behavior of CA can be described by the following model.

bi t+1ð Þ= f biNj
tð Þ

h i
, if ∃bi, actNj

tð Þ=1

bi tð Þ, in other case

(
, ð1Þ

where biNj
tð Þ—signals on the information outputs of the cells that constitute the cell

neighborhood of i-th cell at time t; bi, actNj
tð Þ—signal at the j-th activation input of i-th

cell and this signal comes from activation output of the cell that belongs to the cell
neighborhood of i-th cell at time t j=1,N

� �
; N—the amount of neighbor cells, that

makes the neighborhood of the i-th cell.
The model shows the process of selecting of the active cell in the next

timestep. The activating signal can be transmitted only to one cell of this
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neighborhood. At the same time the state of the active cell changes according to the
function f[]. Each cell can hold the main (informational) and additional (active)
states. The pictorial representation of the active signal transmission and the infor-
mation state changes are represented on the Fig. 1.

Bits of the pseudorandom binary sequences are composed from the bits that
come out from activated cells outputs in each timestep. For elimination of the cycles
an additional bit is used which is also taken out of one of the CA cells. The
information state of a cell is formed around the Moore’s neighborhood by the
following model.

bj t+1ð Þ= bj, 1 tð Þ⊕ bj, 2 tð Þ⊕⋯⊕ bj, 8 tð Þ⊕ badd tð Þ⊕ bj tð Þ, ð2Þ

where bj, 1 tð Þ, . . . , bj, 8 tð Þ—the main informational state of cells, that make the
Moore neighborhood for the cells with active state at time t; badd tð Þ—informational
state of the cell, the value of which is added according to XOR function to the state
of the active cell at time t (additional bit value).

Each cell is connected with neighborhood cells by circuits of activation. The
activating signal is transmitted by these circuits. The active cell analyzes the
information state of neighborhood cells, forms the “1” signal on one of the active
outputs, which is defined by a function of being activated and by the signals of
neighborhood cells.

The cell of neighborhood is selected on the odd timesteps of the generator that is
at the state of logic “1” and has bigger code of numbering among the neighborhood
cells, which have the state of the log. “1”. In the even-numbered timestep the
neighborhood cell of the active cell is selected, it has a state of logic “0” and has
bigger value of numbering among the rest neighborhood cells in the zero state.

PRNG consists of two CA: the basic and additional (КAadd) one. There is the
initial state of CA stored in CAadd. This state is stored during N × M timesteps in
the CAadd (where N × M—the size of two-dimensional CA). Additional bits in
each timestep are selected from CAadd cells. A signal of “1” on the active output of
cell allows to connect its data-output to the output of the generator with the help of
switching system (SC). The example of generator operation is represented on
Fig. 2.

Fig. 1 The example of active signal transmission and the information state changes
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The second PRNG constructed on the basis of a single CA. The scanning
process of the current state of the cells CA is implemented in it. It allows reducing
the time wasted for generating pseudorandom sequence. In such a PRNG the cells
functioning in the same way. An example of the PRNG functioning is represented
on Fig. 3.

3 PRNG Based on the CA with Heterogeneous Cells

The generators that are suggested above have a set of structural disadvantages.
These generators uses a complicated switching circuitry for the constant switching
the generator output to the data-output of active cells CA. Both generators have a
large amount of connections, which deteriorate the reliability of functioning.

PRNG that contains the CA with homogeneous and heterogeneous cells is
proposed in this work. Homogeneous cells are called all CA cells, which perform
the same functions, and heterogeneous cells—are the cells that perform functions
different from homogeneous cell function.

At the initial time all the CA cells are set in the state of the logical “1” and “0”,
and all of them perform the same function. They are homogeneous cells. There is a

Fig. 2 An example of the first generator functioning

Fig. 3 Example of the PRNG with the inner CA scanning
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chosen cell, which date-output is connected to the output of the PRNG. Then, the
few cells are selected among all the cells of CA. These cells will perform another
function. These cells are heterogeneous ones. The XOR function is chosen for
homogeneous cells, which perform this function above the signals of the neigh-
borhood cells and the signal of its own state. Heterogeneous cells perform the
majoritarian function of the signals from neighborhood cells and its own state.

At each timestep the CA state is recorded to the memory unit (MU), and it is also
being compared with all the previous states, which are recorded in the MU. If the
MU meaning does not equal the current state of CA, the comparison unit
(CU) produces a signal to the control input MU and allows recording the current
state of the CA inside of it. If the state of CA equals one of the MU code, CU resets
the MU down to zero and CA changes the coordinates of the heterogeneous cells. In
the next timesteps PRNG works in a similar way. The function of calculating new
coordinates of heterogeneous cells is selected in advance. Figure 4 depicts the
example of PRNG work.

The Fig. 4 shows the work of third PRNG. Formed bits are read from the
data-output of the main cell at each timestep. This PRNG allows to increase sig-
nificantly the repeating period, however, it has a low speed.

4 Analysis of the Quality of the PRNG Work Based on CA

Currently the quality of PRNG is evaluated by means of specially designed tests.
These tests make it possible to determine the generator behavior and to determine
the optimum range of the initial settings. Among all the tests the DIEHARD and
NIST tests have the greatest authority. To use them, you have to create the files of
appropriate format that store the generated bit sequence. ENT and NIST tests were
used in this paper for the analysis of the proposed PRNG. These tests were used for
the series of bit sequences from each PRNG. They gave positive results for
sequences of different length [11].

There were NIST tests used for the analyses of these generators. And each of the
tests was implemented in a separate program. Each program allows selecting the
necessary parameters to perform the comprehensive analysis of the PRNG

Fig. 4 An example of PRNG operation is based on the CA with heterogeneous cells
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behavior. The results of the analyzing the behavior of all three PRNGs are shown in
Table 1. The symbol “+” indicates the positive result, and “−”—the negative one.
If “±” is present in the table cell, this means that there were negative results among
positive ones but these negative results do not exceed the permissible limits.

The second PRNG has the significantly greater operating speed because it
spends the least time on the formation of a single bit of sequence. The third PRNG
has poor operating speed performance. However, the third PRNG has the greatest
length of the repeating period. The experiment showed that if the number of
heterogeneous cells is more than 3, then there are not any coincidences of the CA
states. In this case the third PRNG will have the highest speed operation.

Table 1 Results of the analysis of the first and second PRNGs (Only the Moore neighborhood)
and third PRNG (Only the Neumann neighborhood)

Name of test The length of the bit
sequence

Test result Test results for
given number
of
heterogeneous
cells

PRNG1 PRNG2 PRNG3

1 2 3 4

The Frequency (Monobit) Test 104, 106 + + ± + + +
Frequency Test within a Block 104, 106 + + ± + + +
The Runs Test 106 – + ± + + +
Tests for the
Longest-Run-of-Ones in a Block

750000 + + ± + + +
128, 6272 + + ± + + +

The Binary Matrix Rank Test 104–106 – – – – – –

The Discrete Fourier Transform
Test

103, 104–106 + + ± + + +

The Non-overlapping Template
Matching Test

103–106 + + ± ± + +

The Overlapping Template
Matching Test

106 – – – – – –

Maurer’s “Universal Statistical”
Test

904960 + + ± ± + +

The Lempel–Ziv Compression
Test

106 + + ± ± + +

The Linear Complexity Test 106 + + ± + + +
The Serial Test 128, 103 + + ± ± + +
The Approximate Entropy Test 104, 105 + + ± ± + +
The Cumulative Sums (Cusums)
Test

104, 103–106 + + + + + +

The Random Excursions Test 106 + + ± ± + +
The Random Excursions Variant
Test

106 + + – ± + +
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5 Conclusion

The made PRNG analysis showed that the application of CA allows us to construct
the PRNG that can compete with existing generators according to the main char-
acteristics. The test application has shown that the PRNG based on CA has good
characteristics, as they have positive results for the majority of tests. Research shows
that the initial number of single cells and the size of the CA has the main influence on
the quality of the PRNG. PRNGs showed the most effective work when the cells
were in the logic state “1” and their amount was variable from 35 to 70%. The best
CA size is determined from 17 × 17 to 30 × 30 of cells. The additional bit was
formed by cells of CA itself, which excluded the applying of the external source of
random numbers. Experimental research of PRNG based on the CA with hetero-
geneous cells allowed determining the amount of the initial CA cells with “1” state
and size of CA, which give a positive result. Also results allowed to determine the
number of heterogeneous cells (more than 3), in which there are almost no repeats. It
was found that there is no need in the intermediate comparing. PRNG on the CA has
high speed of random sequence generating without intermediate comparison.
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A Mixed Fixed Point and Floating Point
Graphics Pipeline

Ovidiu Sicoe and Mircea Popa

Abstract The current paper presents the results obtained by modifying a graphics
pipeline implementation so that it partially operates with fixed-point numbers and
partially with floating-point numbers. This was achieved by instrumenting a soft-
ware implementation of the OpenGL ES 1.1 specification so that it uses the desired
format for representing real numbers. The targeted outcome was to find a balance
between the areas of the pipeline where the two different number formats were used
so that the obtained output was similar. A variation in the format and precision of
the fixed point number was also implemented and its impact on the output was
studied.

Keywords Fixed-point ⋅ Floating-point ⋅ Graphics pipeline ⋅ Instrumentation

1 Introduction

Modern graphics processing units (GPUs) used in personal computers provide huge
data throughput [1]. They are general purpose GPUs, designed to perform in all
cases. Improvements can be made by specialized GPUs, designed to perform for
particular applications. Such GPUs could be implemented using FPGAs [2]. We
propose a study for optimizing the graphics pipeline of such an FPGA implemented
GPU by analyzing the impact of using different formats for representing real
numbers along the stages of the pipeline.
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2 Graphics Pipeline

Most of the graphics hardware works based on a multistage pipeline in which each
step is specialized in doing a certain operation. Initial graphics pipelines were fixed
[3], meaning that the user could use a limited set of standard transformations that
could be applied to the processed data. Nowadays, the trend is to make the pipeline
more and more flexible [3], allowing more complex effects to be applied during the
data flow.

In order to use and control the graphics pipeline, certain application programing
interfaces (APIs) were conceived. Two of the most known and used are OpenGL
[4] and DirectX [5]. Those APIs are the interface to the graphic hardware and come
as an abstraction of its capabilities. They are implemented in the driver, thus having
little differences between each vendor.

Being an open specification, OpenGL was quickly adopted by different plat-
forms and operating systems, allowing for easy, cross-platform graphics content
deployment. We have chosen to instrument our own software implementation of the
OpenGL ES 1.1 specification due to the simplicity of the concept and because it
targets embedded systems.

Figure 1 presents the main stages of the abstraction of a graphics pipeline
described by the OpenGL ES 1.1 specification.

In a fixed pipeline, like the one described by OpenGL ES 1.1 specification, most
of the heavy real number computations happen in the Per-Vertex Operations stage,
mainly implying matrix to matrix or matrix to vector computations [6], followed by
the Rasterization stage.

3 Real Numbers Representations

Accurate real numbers cannot be represented in binary computers, so approxima-
tions are used. For this, there are several formats that suite different needs. Two of
the most known and used are floating-point format and fixed-point format.

Fig. 1 OpenGL ES 1.1 pipeline [4]
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3.1 Fixed-Point Numbers

The fixed-point number format always has a given number of bits for both the
fractional part and the integer part. For example, the number 2.5 can be represented
on a 16:16 format (16 bits for integer part and 16 bits for the fractional part) as
0000000000000010:1000000000000000.

The general rule is that the integer bits have ratios starting from 20 to 2i−1, where i is
the number of integer bits. On the other hand, the fractional bits have ratios from 2−1 to
2−f, where f is the number of fractional bits. This can be better observed in Fig. 2.

It can be easily observed that the precision of a fixed-point number is 2f. The
main advantage of fixed-point representation is that the operations can be executed
using the integer arithmetic and logic unit (ALU), so they are faster than the
floating-point operations.

3.2 Floating-Point Numbers

For floating point, the point doesn’t have a stationary position, thus the name
floating. The general form of such a number is depicted in Fig. 3.

The mathematical interpretation of those bits according to the IEEE 754 spec-
ification [7] is x = −1sign ⋅ 1 ⋅ mantissa ⋅ bexponent−bias, where b is the numera-
tion base of the representation and bias is 2size(exponent) − 1. Following this, 2.5 is
represented as 0.011111111.01000000000000000000000 as a single precision
floating-point number.

4 Graphics Pipeline Instrumentation

We have conceived a software implementation of the OpenGL ES 1.1 specification
so that we could easily change the number representation across the logical stages
of the pipeline. For this, we have provided hooks that are executed at the beginning
and at the end of each stage, respectively.

Fig. 2 Fixed-point format

Fig. 3 Floating-point format
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We have also implemented an abstraction for real numbers and provided two
concrete implementations, one for fixed point numbers and one for floating point
numbers. This way, we could easily exchange the two different representations at
any point of the execution, even at runtime.

For the fixed point representation, we have used 5:5, 10:10, 15:15, 16:16, 20:20
and 30:30 formats, while for the floating point representation, we have only used
the IEEE 754 single precision format, with the exponent represented on 8 bits and
the mantissa on 23 bits.

We have chosen the following instrumentation points, according to Fig. 1,
taking into consideration the operations that were involved in between them:

• the start of the pipeline, before the Per-Vertex Operations stage
• after the Per-Vertex Operations stage and before the Rasterization

The Per-Vertex Operations stage is the most computation intensive, so we tried
to see how a loss in precision during this stage would in fluence the final output. For
this, we have considered that the reference images would be the ones that result
from using the floating point representation across the whole pipeline. The next
steps have been to replace the floating point number format during the Per-Vertex
Operations stage with the fixed point format, taking into consideration different
precisions. Here are the resulting combinations that we have used:

For each such combination we have generated 100 images, with the drawn
object rotated by 2° around the vector (−1; −1; −1) each frame. For example,
Fig. 4a shows the first reference image by using floating point representation along
the complete pipeline. Additionally, we have created difference images for each
fixed point image, relative to the floating point counterpart, as briefly depicted
in Fig. 4.

(a) FP (b) 5:5 (c) difference

Fig. 4 Frame 0 images
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5 Results

The results we have obtained had shown that a full use of fixed point numbers
across the complete pipeline would need a rather big increase in the size of the
format, the 30:30 format being the only one that provided results almost identical to
the original full FP rendering, as depicted in Fig. 5. Although the Fig. 5c seems
black not highlighting any difference, there are actually 8 pixels different.

As depicted in Fig. 4, the differences are quite significant, so we tried to find a
tradeoff between the output accuracy and the used formats, as depicted in Table 1.
The output difference images pointed out that the formats presented at line 9 in the
same Table 1 would yield outputs pretty close to the original floating point images.

Figure 6 presents the biggest difference between the outputs of the original full
FP pipeline and the hybrid one using 16:16 fixed point combined with floating point
numbers. A total of 161 pixels are different, out of the whole 640,000 pixels
contained by the image.

(a) FP (b) 30:30 (c) difference

Fig. 5 Frame 30 images

Table 1 Precision
combinations

Per-Vertex operations Rasterization

1 FPa FP
2 5:5b 5:5
3 10:10 10:10
4 15:15 15:15
5 20:20 20:20
6 30:30 30:30
7 10:10 FP
8 15:15 FP
9 16:16 FP
10 20:20 FP
11 30:30 FP
aFloating point
bFixed point format precision as integer size: fraction size
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6 Conclusions

We succeeded in comparing the outputs of a graphics pipeline that used different
real number representations, either in a single format across the whole pipeline,
either using mixed fixed and floating point representations along the stages.

We also drew the conclusion that the best mix of real number representations
across the pipeline, without a significant increase in resources, but still preserving
the original output, would be represented by a 16:16 fixed point representation
being used in the Per-Vertex Operations stage and a floating point format being
involved in the Rasterization and onward stages.
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Functional Verification of AMS-SoC
Models Using Hardware Emulation
Platforms

Hanan Tawfik, Mohamed AbdElSalam, Mona Safar
and Ashraf Salem

Abstract SystemC-AMS extensions to SystemC have been used in several
applications to model the analog part of a heterogeneous SoC. The SoC is usually a
pure simulation model where the digital part is modeled using SystemC. If an
emulation verification environment is used, the digital part of the SoC would be
running on the emulator while the analog part, modeled with SystemC-AMS, would
be running on the co-model machine connected to emulator. In this paper, we
propose an approach to interface SystemC-AMS models running on the emulator
co-model machine with digital models running on the emulator. The verification
challenge, addressed by this approach, lies in the fact that execution semantics of
models running on the co-model machine connected to the emulator are inherently
untimed, and SystemC-AMS is a timed environment with a time wheel completely
independent from the emulation time wheel. Our approach presents execution
dynamics to address this problem. We also describe a case study that demonstrates
the validity of the proposed approach.
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SystemC-AMS
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1 Introduction

The main advantage of HW emulation in industry is full System-on-Chip
(SoC) functional verification. SoC functional verification deals with protocols
validation and correctness of functional behavior of each component in SoC design
[1–3]. System-on-Chips (SoCs) nowadays, are heterogeneous in nature. They
contain components from different domains such as digital, analog and RF com-
ponents. This represents a big challenge when trying to functionally verify all
components working together before final prototyping. In a system level pure
simulation environment, digital components can already be modeled using Sys-
temC [4]. To model analog/mixed signals behavior, defining a new extension to
SystemC named SystemC-AMS, was necessary [5]. This extension allows SystemC
and SystemC-AMS to co-exist in the same simulation environment and to com-
municate as well using the converter ports provided [6, 7].

There could be some cases where the digital part of a SoC is provided in RTL
format running on a hardware emulator. In this case, the SystemC-AMS model
running on an emulator host machine will have to exchange data with the digital
part running on the hardware emulator. However according to [8], if the emulator
environment implements the SCE-MI standard, then only untimed SystemC can be
used for implementing models or testbenches running on the host machine.
SystemC-AMS models are timed and although allowed to run with emulation, their
simulation time is non-correlated to the emulation time.

In this paper, we present an approach to address this interface/co-verification
challenge between SystemC-AMS models, running on a host machine, and the
digital RTL logic running on the emulator. We have also implemented a proof of
concept to demonstrate the validity of the proposed approach (Fig. 1).

The rest of this paper is organized as follows. Section 2 provides some back-
ground about SystemC-AMS extension and Direct Programming Interface (DPI).
Section 3 goes through the previous related work. Section 4 proposes execution
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dynamics to solve the interface challenge between SystemC-AMS and any HDL
design running on a hardware emulator using DPI. Section 5 describes the case
study used to demonstrate our proof of concept. Section 6 concludes the paper.

2 Background

SystemC-AMS is an extension to SystemC. It allows the modeling of
analog/mixed-signals systems at different level of abstractions. It can be used for
different use cases: executable specification, virtual prototyping, architecture
exploration and integration validation. SystemC-AMS provides three different
models of computations [7, 9]:

Timed Data Flow. The system is modeled as a set of modules connected together
where data samples flow from one module to another. The activation of a module
depends upon the time step specified by the user. The port rate of the module is also
specified by the user to determine the number of data samples, per activation, which
is to be read or written by this specific module. A set of connected TDF modules is
called a TDF cluster. To the SystemC scheduler, the TDF cluster is considered as a
normal SystemC module, that will be scheduled similarly to the other pure SystemC
modules. When the TDF cluster is selected to run, the SystemC-AMS scheduler
blocks the SystemC scheduler and activates the modules inside the cluster. The
activation occurs according to a static schedule that has been constructed based on
the port rates and time steps previously defined by the user for each module in the
cluster [7]. This static scheduling approach speeds up the simulation significantly
[11].

Signal Flow (LSF). It allows the modeling of continuous-time non-conservative
systems. The models are described using LSF pre-defined primitives like adders,
integrators and differentiators. During elaboration phase, based on the description
provided, SystemC-AMS composes a corresponding system of linear equations that
can be solved by a dedicated solver that uses numerical methods to be applied at
appropriate timesteps [7].

Electrical Linear Networks (ELN). It allows the modeling of continuous-time
conservative systems. The models are described using ELN electrical network
primitives like resistors, capacitors and inductor. During elaboration phase, the
SystemC-AMS composes, based on the description provided, a corresponding
system of equations that can be solved by a dedicated solver using numerical
methods that are applied at appropriate timesteps [7].

In this paper, our focus is directed toward the TDF MoC and its interaction with
a digital model running on an emulator. SystemC-AMS library is released in the
form of proof of concept (PoC) releases. Latest stable release available is
SystemC-AMS PoC 1.0.1. The work presented in this paper is based on
SystemC-AMS PoC 2.0 Beta which is the latest release for this library. Although
still in beta state, it has the advantage of supporting the set of dynamic TDF
features, which mainly includes the TDF cluster activation based on events, and
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dynamic time step assignment during simulation time [10]. The event-based TDF
cluster activation is used in the approach proposed in this paper for proper inter-
facing with the hardware emulator.

The Direct Programming Interface (DPI) [12], defines the concept of import
functions that will be used by the approach proposed in this paper. The import
function is called from the transactor (usually written using a mix of System Verilog
and Verilog) and is defined in the SystemC/C++ part in a layer usually called DPI
proxy. An import function is used to transfer data from HDL to SystemC/C++ or
vice versa. In [8], the concept of controlled and uncontrolled clock was also
introduced. The uncontrolled clock is a free running clock that never gets inter-
rupted. The controlled clock has the same time period as the uncontrolled clock but
it can be freezed by the emulator in order for a transactor to complete an ongoing
transaction and this to ensure correct operation of the DUT. When an import
function is called, the controlled clock is usually stopped until the call returns.

3 Related Work

A large number of publications covers the use of SystemC-AMS (for analog
mixed/signal components) coupled with SystemC (for digital components) to model
heterogeneous SoC. In [13], wireless sensor network nodes have been modeled. In
[14] the modeling of near-field communication transceiver has been explored. In
[15], the model for a CMOS video sensor is implemented where SystemC-AMS
interfaces with SystemC-TLM using the wrapper described in [11]. To our
knowledge, the work in this paper is the first to establish a bridge between
SystemC-AMS and the emulation technology.

4 Execution Dynamics

The execution semantics of models running on the co-model machine connected to
the emulator are inherently untimed, and SystemC-AMS is a timed environment
with a time wheel completely independent from the emulation time wheel.

The execution dynamics are composed of 2 phases: Phase 1: Initialization.
Initialization phase: should happen at the beginning of the emulation while no

other import calls are running. During this phase, a clock calculator C++ object is
used to calculate, approximately, the clock period of the uncontrolled clock of the
emulator. This value is used later in any TDF modules in SystemC-AMS that
calculates quantities that are a function of time. Figure 2a demonstrates the oper-
ation. An import call is called and the clock calculator entity records the current
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time t1. A second import function is called, one clock cycle later, and the clock
calculator entity record the current time t2. It calculates the clock period by sub-
tracting t1 from t2 and store the value.

Phase 2: Data transfer.
Time keeper update: During the data transfer operation, elapsed time is tracked

using the time keeper entity which is basically a counter that gets updated each DPI
call with the number of controlled clocks elapsed so far on the emulator side. Given
the number of controlled clocks elapsed and the uncontrolled clock period obtained
in the initialization phase, the approximate elapsed amount of time can be calcu-
lated (As mentioned the uncontrolled clock period is equal to the controlled clock
period but the number of clock cycles elapsed is not the same given the controlled
clock freezing time). This time being tracked by the time keeper can be used in TDF
clusters that generate quantities that are function of time.

Data exchange: We assume that the testbench has two TDF clusters, one for
each direction (directions are relative to the model running on the emulator host
machine). The Tx direction cluster transfers data to the emulator and the Rx
direction cluster receives data from the emulator. Data is transferred and received
through two DPI import functions, one for each direction. In each of the import
functions, corresponding TDF clusters are activated through events, using the new
capabilities offered in SystemC-AMS 2.0 Beta [10]. Figure 2b demonstrates the
operation described below:

Tx direction:① Import function is called, from the transactor running on the emulator, with
an empty output parameter to be filled with data generated from the testbench side. ②
Import function activates the TDF cluster which was blocked on an event event_tx_tdf. The
import function blocks on another event event_tx_import waiting for the response from the
cluster. ③ Once the cluster is ready with the data, it unblocks the import function blocked
on event_tx_import and wait for next cluster activation on the event event_tx_tdf during
next DPI import call. ④ Import function returns with the data generated from the TDF
cluster back to the transactor.

Rx direction: ①′ Import function is called from the transactor running on the emulator with
an input parameter filled with data generated from the testbench side. ②′ Import function
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activates the TDF cluster which was blocked on an event event_rx_tdf. The import function
blocks on another event event_rx_import waiting for the cluster to consume the data.

5 Case Study

In order to verify the validity of our proposed interfacing approach, we have
implemented a case study with a Tx TDF cluster composed of two TDF modules
and an Rx cluster composed of a single TDF module. On the emulator side, a
simple transactor module is implemented that receives the data from Tx direction
and loop it back to the Rx direction (directions are relative to the model running on
the host machine). Import functions for Tx and Rx direction are called every clock
cycle Fig. 3 shows the case study’s architecture.

The different TDF modules in the clusters are listed below under their respective
directions:

Tx Direction:
Sine wave generator. The implementation has been reused from the example
provided in [7]. This TDF module depends on time, so it will be using the time
tracked by the time keeper to generate the values.

Flash ADC. An implementation of a 3 bit ADC with its circuit described [16].

Rx Direction:
Kelvin divider DAC (String DAC). An implementation of a 3 bit DAC with its
circuit described in [17].

The operation is similar to the steps provided in the previous section. During the
initialization phase, the clock period is determined. During data transfer phase, the
time keeper is updated with each import function call and used for generating an
analog value which is passed as an input to the ADC module, scheduled to run next.
The ADC module converts the analog input value into a 3 bit value then unblocks
the import function which returns the generated value to the transactor. In the Rx
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direction, another import function is called to activate the cluster and then blocks
until it executes. The DAC reads the value received from the transactor and con-
verts it back into an analog value. Upon completion the cluster unblocks the import
function in order to give it a chance to fetch another value from the transactor. Each
cluster will be activated again whenever the import function, corresponding to the
direction the cluster is used for, is called. The result expected is that the sine wave
generated in Tx direction should be approximately reconstructed in the Rx direc-
tion. Figure 3 shows the generated waveform versus the reconstructed one. The
amount of distortion shown in the reconstructed waveform is a factor of the
accuracy of the ADC and DAC process.

Table 1 lists runtime statistics about the main import functions used in the case
study. Those statistics include the total time consumed by each import function
throughout the whole run, the average execution time for a single call and the
number of times each import function has been called. SendValue is the import
function used for the Rx direction and is labeled as one-way because it transfers
data in one direction only, from RTL to software. GetValue is the import function
used for the Tx direction and is labeled as two-way because it is called from RTL to
software and returns back to RTL after fetching the required data from software.
CalculateClockPeriod is a one-way import function that is used during the initial-
ization phase to calculate the clock period. Those numbers has been collected while
running the case study on a hardware emulator [3] with an operating frequency of
694 kHz.

6 Conclusion

In this paper we have demonstrated the execution dynamics to interface a
SystemC-AMS model running on an emulator host machine with a digital design
running on an emulator. Future work will be exploring the possibility of sending
multiple analog values in a single import function in order to minimize context
switching between emulation and System-C AMS simulation. In this case, con-
trolled clock would need to freeze less frequently, leading to a better runtime
performance.

Table 1 Import DPI statistics

Import DPI call Total time
consumed

Average time/call
(μs)

Number of time
called

SendValue (One-way) 9 s, 999503 μs 2 3,786,459
CalculateClockPeriod
(One-way)

4 μs 2 2

GetValue (Two-way) 88 s, 371095 μs 23 3,786,459
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Influence of the Antenna’s Height
to the Standing Waves Ratio When
Performing the Electromagnetic
Susceptibility Tests in Anechoic Chambers

Martin Pospisilik, Milan Adamek and Petr Neumann

Abstract Immunity tests to radiated electromagnetic field are one of the most
common tests performed within the framework of the electromagnetic compati-
bility. These tests are performed inside a shielded chamber provided the require-
ments given by the appropriate standards are kept. As the levels of the generated
fields can be high and the output power of the transmitting amplifiers cannot be
infinite, it is necessary to achieve a good performance of the transmitting antenna.
By means of the real experiment the author of this paper shows how the height of
the antenna placed above the conductive floor can affect the antenna’s voltage
standing waves ratio and how this phenomenon affects the parameters of the whole
measurement system.

Keywords EMC ⋅ Susceptibility test ⋅ Semi anechoic chamber ⋅ Transmitting
antenna ⋅ Voltage standing wave ratio ⋅ Transmitting power

1 Introduction

Testing of electromagnetic susceptibility became one of the important disciplines as
the complexity of electrical systems that must operate together has increased. In
1968, H.M. Schilke, one of the founders of the field of science related to the
electromagnetic compatibility, claimed: “The system itself may be perfectly reli-
able, but practically worthless in operation unless it is not electromagnetically
compatible at the same time.” [1]. Since that time constructers faced many problems
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raising at the field of mutual electromagnetic compatibility of devices being in a
concurrent operation. For example, as described in [2], in 1984 the NATO airplane
“Tornado” crashed in Germany after its circuits interfered with a powerful trans-
mitter in Holkirchen. In 1982, the British cruiser Sheffield was sunk by Argentine
aircraft in the Falklands War, partly because its defence system abetting the enemy
rockets was switched. Due to its electromagnetic incompatibility, it interfered with
radio communication, crucial for the cruiser’s crew. According to [3], there were
several accidents reported in the Czech Republic.

Therefore, the electronic devices should be tested for their immunity to the
radiated electromagnetic field.

1.1 Standardization

In Europe the current basic definition of the test of the electromagnetic suscepti-
bility of common devices against the radiated electromagnetic field is provided by
the standard EN 61000-4-3 [4]. It defines the frequency ranges, modulations and
intensities that are to be developed in the area in which the tested device is placed.
The field intensity levels specified by the standard [4] are enlisted usually between 1
and 10 V/m.

Fig. 1 Basic configuration of the immunity test [5]
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1.2 Basic Configuration of the Test

The basic configuration of the test is depicted in Fig. 1. The tested device is placed
in an anechoic chamber on a non-conductive table. It is irradiated by the modulated
electromagnetic field generated by an antenna placed in the distance specified by
the standards. The field intensity is checked inside the space called Uniform field
area. Its dimensions as well as the tolerance for the intensity levels are specified
in [4].

2 Problem Description

When the configuration as depicted in Fig. 1 is used, there exists a risk of inter-
actions between the metal floor of the chamber and the transmitting antenna,
resulting in changes in the antenna’s impedance. This causes the impedance
matching of the antenna to the amplifier is corrupted, resulting in the occurrence of
standing waves on the cable between the antenna and the amplifier. The quantity of
standing waves can generally be described as a voltage standing waves ratio
(VSWR) by Eq. (1). It defines the ration between the maximum (Vmax) and min-
imum (Vmin) amplitude of the standing wave. Also the amplitudes of the incident
(Vi) and the reflected (Vr) waves can be applied.

VSWR=
Vmax

Vmin
=

Vi +Vr

Vi −Vr
ð1Þ

The amount of energy reflected back from the point of impedance mismatch can
be described by means of the reflection coefficient ρ.

ρ=
Vr

Vi
ð2Þ

Therefore the Eq. (3) can be applied.

VSWR=
1+ ρ

1− ρ
ð3Þ

The efficiency of transmitting the energy to the space is then affected by mis-
match losses that are caused by the reflections from the antenna. According to [6]
the mismatch loss ratio (ML) is the ratio of incident power to the difference between
incident and reflected power:

Influence of the Antenna’s Height to the Standing Waves … 163



ML=10 log10
Pi

Pi −Pr
= − 10 log10 1− ρ2

� � ½dB� ð4Þ

In (4), Pi stands for the incident power (generated by the amplifier) while Pr
stands for the reflected power, that is not transmitted but loads the cable and the
amplifier in the form of the standing waves.

In terms of the voltage standing wave ratio (VSWR) the following equation can
be applied [6]:

ML= − 10 log10 1−
VSWR− 1
VSWR+1

� �2
 !

½dB� ð5Þ

3 Experiment Description

The experiment was held in the semi-anechoic chamber Frankonia SAC-3 Plus that
is placed at the Faculty of Applied Informatics of Tomas Bata University in Zlin
[7]. The signal was generated by the generator Rohde & Schwarz SMF 100 A and
amplified by the amplifier Amplifier Research 150W1000. The signal was trans-
mitted with the antenna Rohde&Schwarz HL046E. The frequencies and the mod-
ulation were set in accordance with the standard EN 61000-4-3, but the frequency
range was limited to 250 MHz as the hereby described effects were observed in the
frequency range from 80 to 150 MHz. The power of the amplifier was set by means
of a feedback field probe ETS Lindgren HI-6005 that was located in the middle of
the Uniform field area. The required level of the electromagnetic field was set to
10 V/m and the polarization of the antenna was angled to vertical. The instruments
were driven by EMC 32 software. The configuration of the semi-anechoic chamber
was as depicted in Fig. 1, using the absorbers placed on the floor.

During the experiment, the antenna’s height above the floor was consequently
changed from 90 to 135 cm with the step of 5 cm. For each of the heights the
transmitting frequencies from 80 to 250 MHz were applied increasingly with the
step of 1% and the response of the chamber (field level at the position of the probe)
as well as the response of the transmitting system (output power of the amplifier and
voltage standing waves ratio).

4 Results and Discussion

The results obtained by the experiment has shown that for vertical antenna’s
polarization the setting of its operating height can be critical in terms of VSWR and
power losses, especially at the frequencies below approximately 200 MHz.
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In Fig. 2 the VSWR dependence on frequency and the antenna’s height above
the conductive floor is depicted. In Fig. 3 there is depicted the dependence of the
output power of the amplifiers needed to generate the required field intensity
strength of 10 V/m at the point where the feedback sensor was placed on the
antenna height and the frequency. Although the level of the power generated by the
amplifier does not directly reflect the antenna’s VSWR as there may be reflections
inside the chamber that affect the level measured by the sensor, a certain correlation
between the measured values of the amplifier’s output power and the measured
antenna’s VSWR has been observed by means of the following method. For each of
the antenna’s height, the maximum of VSWR and of the output power has been
registered regardless of the carrier frequency. From these values the graph depicted
in Fig. 4 has been compiled.

In this graph, the dependencies of three different variables on the antenna’s
height are depicted in order to show the abovementioned correlation:

• Maximum VSWR observed in the range from 80 to 250 MHz,
• Maximum amplifier’s power generated between 80 and 250 MHz,
• Hypothetical output power that would be needed to generate the required

intensity provided VSWR was as low as 1 in the whole frequency range cal-
culated according to Eq. (5).

According to Fig. 4, it can be stated that for antenna’s heights above approxi-
mately 110 cm the need for transmitting power mostly depends on the antenna’s
VSWR that changes with the antenna’s height. If the reflections on the antenna
were cancelled, the transmitting power needed to achieve the required level 10 V/m
in the distance of 3 m from the antenna would be from 40 to 55 W.

Fig. 2 VSWR versus antenna’s height and carrier frequency
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With the currently achieved VSWR the required output power varied from
approximately 52 W at the antenna’s height of 115 cm to approximately 142 W at
110 cm. For the antenna’s heights below 110 cm the real output power needed to
achieve the required field intensity has been even higher than expected.

Fig. 3 VSWR versus antenna’s height and carrier frequency

Fig. 4 VSWR, real output power and hypothetical output power at VSWR = 1 versus antenna’s
height
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A capacitive coupling between the floor and the antenna is suspected to cause this
phenomenon.

Finally, this experiment shows how complex the issues on radiation of the EM
field inside the semianechoic chambers are. In the past, the authors performed other
types of experiments that could also be interesting for the audience, for example [8].

5 Conclusions

This paper describes the experiment in which the dependence of the transmitting
antenna’s VSWR was observed according to its height above the conductive floor.
A typical situation of EMC susceptibility test in a semi anechoic chamber has been
modeled. According to this experiment it can be generally stated that when verti-
cally polarized, the coupling between the antenna and the chamber’s floor affects
the antenna’s VSWR which results in increased requirements on the power of the
transmitting amplifiers. Because the standard EN 61000-4-3 does not accurately
specify the antenna’s height, it is advisable to search for the optimal antenna’s
height prior to performing of the uniform field area calibration.
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Carstairs-McCarthy’s Morphological
Rules of English Language
in RDFCFL Graphs

Alena Lukasová, Martin Žáček and Marek Vajgl

Abstract The article presents an approach to express morphology and syntax rules
or specifications of basic terminology of the English language in RDFCFL graphic
metalanguage following the methodology of Andrew Carstairs-McCarthy’s book.
The formal modelling of English linguistics follows here two levels: syntactical
(investigating lexical and functional categories of speech, in particular rules of their
merging into larger units) and semantic-based morphology of the English language
which covers the importance of language morphemes.

Keywords RDF model ⋅ Clausal form logic (CFL) ⋅ RDFCFL formal system

1 Motivation

An RDF modelling principle of real world and human activities has become more
or less one of the leading approaches within artificial intelligence in the last decade.
Databases of RDF-linked basic statements describe a lot of most important areas of
real life. RDF modelling of a domain of real life has brought into knowledge
representation a strong demand on precise specifications of concepts within their
broader connections with other concepts of a modelled domain. From the point of
view of precise concept formal representation, Linguistics generally belongs to the
same category as exact sciences like Mathematics or Computer Science. No wonder
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that some specialists in formal modelling of human thinking did not miss a pos-
sibility to make an experiment with meta-language expressing basic linguistic
concepts and to formulate linguistic research methodology by the RDF model
formal tools.

2 Introduction

The authors of the paper completed the original RDF model by introducing general
or existential statements (see [1]) as necessary conditions of formal deduction
corresponding to the natural human mental activity. Moreover, they have extended
the RDF model with “if – then” form of sentences following the Richard’s method
known as “clausal form logics” (CFL [2]).

We present here an experiment to express ground terminology of the English
language morphology and syntax on the base of first order logic’s graphic tools
RDFCFL [3]. It seems that our meta-language representation of English gram-
matical rules taking into account predicate logic’s semantic principle with its high
expressivity and easy-to-read graph-based form could generally bring new aspects
into language theory.

The aim of this paper is modelling of linguistics at two levels

• syntactical: investigating lexical and functional categories of speech, in partic-
ular rules of their merging into higher units; here a graph-based tool of formal
expressing became the RDFCFL metalanguage,

• semantical: semantic-based morphology of a particular language which covers
the importance of language morphemes; here it is better to use simple semantic
(associative) networks together with some explaining by example.

All the life people learn to form sentences according to certain rules. Any natural
language has its own rules, e.g. the English language form sentences using a simple
formula SVOMPT (Subject, Verb, Objects, Manner, Place, Time), while the
Czech language has a structure that is much more complicated.

In order to model a natural language, it is necessary to find suitable means in the
form of a formal system. As a default, the English language with its fairly simple
morphology rules has been chosen for our experiment.

3 Drawing Sentences About English Linguistics by Means
of RDFCFL Graph Language or Semantic Network

Richards [4] proposed the Clausal Form Logic (CFL) built on the base of the FOPL
and well corresponding with common using of the conditional “if—then” state-
ment. Generally, a conditional statement (clause) says that the consequent
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composed as a disjunction of some predicate atoms follows from the antecedent
composed as a conjunction of some predicate atoms.

The approach allows us to formulate clauses in the form

⟨antecedent⟩ ⟨implies⟩ ⟨consequent⟩ ð1Þ

Selecting a formal language for a knowledge representation is crucial. The
formal basis should become here the first order predicate logic (FOPL) base for its
high expressivity and a wide range of already developed formal deduction tools.

Knowledge Representation (originally those contained in Web resources), which
are based on a domain ontology usually has been created in the framework of RDF
(Resource Description Framework) model. An RDF model manipulates the
semantic aspect of terms specified through URI references to resources in which
their meanings are always elucidated by means of a certain position in a relevant
ontology. The graphic RDF model in its form is easy and simple to understand even
for the users who do not have experience with formal modelling. The idea is based
on a simple statement concerning relations between items (resources) in the form of
basic vector (Fig. 1).

The vector pattern corresponds with the SVO part of the general SVOMPT
pattern of the English grammar.

The graph version of the vector representation uses notation of the Clausal Form
Logic (CFL [5]).

Developments in the field of formal knowledge representation clearly show that
the language of the FOPL and specifically its clausal form (in text or graph version)
is an appropriate formal language that can virtually represent any assertion for-
mulated in a natural language.

The graphic form of the CFL language [4] became the main idea of the RDFCFL
graph language used here. Clauses use dashed lines in the cases of antecedent
vectors and full lines for vectors of clause consequent.

By means of adding elements of Description logic [5] into the RDF model it has
been possible to communicate with the web language OWL that also increases its
expressiveness. Both languages in their text format are based on the XML syntax,
making it easy for their machine processing.

Besides the RDFCFL representation of a clause we also use a simpler tool
semantic network expressing interrelations of concepts in English linguistic known
a long time before informatics ordered them among formal modelling tools. We use

Fig. 1 Basic vector
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here the semantic network principle in the cases where the semantics of clauses is
more important than syntax of their corresponding rules.

Example
The RDFCFL graphic clausal statement of the form (1) in the following figure

expresses the fact (Fig. 2):
Words as building blocks of a language collected in its vocabulary expressed.

• by a collection of simple atomic statements of the form (1) like “word1 is item
of a vocabulary”,

• by means of an advanced RDF constructor rdf: bag (thick full line).

To each name of the graph items RDF CFL orders a URI identifier within a
chosen ontology (top-level or domain specified) conventional to the topic of
linguistics.

In the book [6] Andrew Carstairs-McCarthy specifies the concept of word as
follows:

“Words are units of language which are basic in two senses:

1. in that they have meanings that are unpredictable and so must be listed in
dictionaries and

2. in that they are the building-blocks out of which phrases and sentences are
formed.” (Figs. 3 and 4).

Fig. 2 Words are building blocks of a language
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4 Conclusion

We see a usability of our RDFCFL approach in two directions:

1. As an easy-to-understand tool of representation of language grammatical rules.
It is possible to use only a simple semantic network.

2. The approach based on logical principles could push authors of definitions or
specifications of rules to hold within special grammar categories to specify
carefully what are items of clauses, antecedents—prerequisites and consequents
—conclusions of clauses represented truth-full general sentences.

3. As a part of the knowledge base of general rules in domain ontology for con-
crete natural language because it gives a possibility of rewriting also into OWL
language.

4. As a general part of the knowledge base together with further clauses describing
the represented world gives a possibility to obtain new conclusions by means of
the RDFCFL formal system.

Fig. 3 2 Ad 1 semantic network expressing the role of dictionary to explain an unpredictable
word

Fig. 4 Ad 2 pattern of the role of words as building blocks of phrases or sentences

Carstairs-McCarthy’s Morphological Rules … 173



Further work will be in this area: Creating words would inflexion and derivation,
work with morphemes.
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Mathematical Modeling and Computer
Simulation of Simple Permutation
Brainteaser in MS Excel

Michal Musilek, Stepan Hubalovsky and Marie Hubalovska

Abstract Originally, the concept of the system and the system approach was used
only in the natural sciences and technical disciplines. Currently, systems approach
begins to be applied in other scientific disciplines such sociology, psychology and
other social sciences, which deal with the behavior of the society. The system
theory is closely related to modeling and computer simulation that are understand as
one of the way of scientific research. Education has to reflect the application of
scientific principles and therefore the principles of system approach, modeling and
simulation should be applied even to pedagogical science and education. This new
educational method should be implemented to learning of prospective teachers. The
paper describes the implementation of principles of system approach, modeling and
computer simulation to learning of prospective teacher of informatics in form of
computer simulation of a simple permutation brainteaser.

Keywords Modeling ⋅ Computer simulation ⋅ Informatics ⋅ Education ⋅
Case study ⋅ Permutation brainteaser

1 Introduction

The education should reflect current trends of scientific knowledge. One of the
approaches that are widely implement to scientific work are principles of system
approach together with scientific modeling and computer simulation. Moreover
computer simulation is now understand as “the third way” of the science [1].
System approach, modeling and simulation are implemented not only in the natural
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sciences and technical disciplines, but also in economy, humanities, sociology and
other social science. Many of universities has principles of system approach,
modeling and simulation already implemented in their study programs.

The education has to reflect the application of scientific principles and therefore
the principles of system approach, modeling and simulation should be applied to
pedagogical science and education see e.g. [2, 3]. These principles should be
successively applied in lower stages of the school education, in secondary schools.
Implementation of system approach, modeling and simulation can support devel-
opment of key competencies, particularly development of key competency for
solving the problems, discovering and creativity [4, 5]. Development of the key
competency by means of implementation of system approach, modeling and sim-
ulation requires from the teacher well knowledge of these principles, the teacher
should be able to apply modeling and simulation in educational process.

The implementation of the method of modeling and computer simulation in
education supports pupils and students discover and understand science’s phe-
nomenon and processes, it helps them understand technical equipment, it develops
algorithmic as well as programming thinking and it develops computational, logical
and mathematical thinking. Application of principles modeling and simulation
develops student’s intuition. Last but not least the method modeling and simulation
helps to increase of ICT competency of pupils and students—see e.g. [4, 6].
Computer simulation together with visualization enable better understanding of the
basic features of the real systems and develop their discovering. It is also essential
that the teaching by means of simulation is much cheaper and faster than the
teaching carried by real experiment. In some cases providing the real experiment
cannot be feasible. Modeling and simulation can be and should be applied in all
subjects of secondary school curricula thus it helps to complex development of
children’s personality.

The authors present in this paper the case study of implementation of principles
of system theory, modeling and computer simulation to learning of prospective
teacher of informatics within the study specialization Teaching of Informatics
accredited by Department of Informatics, Faculty of Science, University of Hradec
Kralove in their compulsory subject Modeling and Simulation. The paper illustrates
problem analysis (system identification), creation of conceptual model and simu-
lation program of solution and visualization of simple permutation brainteaser.

2 Case Study—Solution of Permutation Brainteaser
in Programming Language Visual Basic for Application
in MS Excel Spreadsheet

The students within the lectures of subject Modeling and simulation in study
program Teaching of informatics are acquainted with the system theory, scientific
modeling and simulation as well as with application of these principles in learning
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at secondary schools. The seminar are focused to development of skills and
knowledge in identification of real system and creation conceptual model and
computer simulation program.

Within the subject the student has to create and pass the final project. The main
requirement for students is to create computer simulation program of selected
problem, phenomenon or process.

In the following text there is in the form of case study demonstrated example of
final project created by students in the last academic year. The presented project
represents the simulation of the permutation brainteaser programmed in Visual
Basic for Application (VBA) implemented to MS Excel Spreadsheet.

2.1 Problem Analysis

Although the puzzle can be solved intuitively (the permutation puzzle is very
simple), the finding of automatic solution is not entirely elementary. Conversely, for
a number of undergraduate students can be intuitive solution problem. Finally,
those who are able to solve the puzzle intuitively are not sure that their solution is
optimal (e.g. in terms of the number of steps used).

Before the algorithm as well as program of the solution of permutation puzzle
will be described, it will be proved that mentioned puzzle is indeed permutation
puzzle whose arbitrary mixing is permutations of basic positions and various
possible moves also represent certain permutations and their chaining can be
modeled by combining of the permutations.

Denote puzzle segments according to Fig. 1 by numbers 1, 2, 3, 4, 5, 6, 7 and 8.
Then we the following four elementary strokes can be performed by counter-
clockwise rotation of the circle segments:

1. Rotation of the left circle by angle 90° counterclockwise: the basic permutation
(1, 2, 3, 4, 5, 6, 7, 8) is permuted to (4, 1, 2, 3, 5, 6, 7 8). Let name of the move
is “A”.

2. Rotation of the right circle by angle 90° counterclockwise: the basic permutation
(1, 2, 3, 4, 5, 6, 7, 8) is permuted to (1, 2, 3, 4, 8, 5, 6, 7). Let name of the move
is “B”.

3. Movement the upper half of both circles so that the upper right semicircle is
exactly above the lower left semicircle followed by rotation thus created circle

Fig. 1 Numbering of the
segments of permutation
brainteaser
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by angle 90° counterclockwise: the original permutation (1, 2, 3, 4, 5, 6, 7, 8) we
is permuted to (1, 2, 6, 3, 4, 5, 7, 8). Finally the upper half of both circles are
returned to the starting position. Let name of the move is “C”.

4. Movement the upper half of both circles so that the upper left semicircle is
exactly above the lower right semicircle followed by rotation thus created circle
by angle 90° counterclockwise: the original permutation (1, 2, 6, 3, 4, 5, 7, 8) we
is permuted to (8, 1, 3, 4, 5, 6, 2, 7). Finally the upper half of both circles are
returned to the starting position. Let name of the move is “D”.

Note that in each of these elementary strokes A, B, C, or D the positions of four
segments of the puzzle are changed at once. This begs the question: How these
elementary strokes can be combined (how the permutation can be composes), so the
positions only two segments will be changed? If only the position of two segments
is changed, the two segments are mutually replace, without changing the position of
any of the remaining six segments.

The task can be extended as follows: Does exist the sequence of the elementary
moves {A, B, C, D} so that just two elements are in different positions than their
original positions are and other six elements return to their original positions.
Intuitive finding of such sequences of movements is difficult, so the solution can be
created in any simulation software or programming language.

2.2 Design of Computer Simulation Program

Visual Basic for Application of MS Excel Spreadsheet can be understood as “ap-
propriate tool” for solution of the permutation puzzle—see e.g. [7].

First, the function Set() will be created. The function defines the initial state of
the puzzle (the variable H of type array contains the actual permutation of the
segments of the puzzle):

Function Set() As Variant 
  Dim H As Variant 
  H = Array(0, 1, 2, 3, 4, 5, 6, 7, 8) 
  Set = H 
End Function 

Another function Move (H, i) realizes the various elementary moves of the set
{A, B, C, D}. The specific motion is defined by input of the second parameter i.
The value of i = 1 represents move A, i = 2 represents the move B, i = 3 rep-
resents move of C and finally i = 4 represents move of D. Inside the functions are
permuted only the elements that change their order within given permutation. The
first argument represents the state of the puzzle before making the turn. The state of
the puzzle after the turn is represented by the return value of the function
(Move = H).
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Function Move(H As Variant, i) As Variant 
  If i = 1 Then 
    p = H(4) 
    H(4) = H(3) 
    H(3) = H(2) 
    H(2) = H(1)  
  End If 

… similar conditions are used for i = 2, i = 3 and i = 4…

  Move = H 
End Function 

The last procedure Calculation () searches and writes (to Excel Active-
sheet) the sequence of elementary strokes that have changed just two values of the
elements, while the six element remains in original place. The procedure consist of
nine nested cycles, because it was experimentally discovered that the shortest
sequence satisfying the requirements consists nine elementary movements of the set
{A, B, C, D}. The procedure consist of nine nested cycles of type For (see http://
musilek.eu/michal/).

The procedure Calculation () can be run as macro in activesheet of Excel
workbook. The macro will fill the first two columns of the excel table and lists a
total of 96 different sequences and their corresponding resulting permutations. By
inspection the listed sequence it is evident, that a quarter of the sequences represents
three consecutive repetitive sequence of turns X, Y and Z, which can be labeled as
XYZXYZXYZ, or short (XYZ)3. For such periodically repeated sequence (three
repetitions of the same ordered strokes) there are three other sequences without any
specified regularity. Thus the number of strokes is reduced to quarter, therefore
from 96 to 24 sequences. The 24 sequences are shown in Table 1.

The strokes A and B or C and D are immediately carried in some sequences. The
order A and B (C and D) doesn’t affect each other, i.e. it does not depend on
execution of order of strokes, AB = BA and CD = DC. This allows exclude
always one of the sequences leading to the same result—such redundant sequences
are indicated in Table 1 by gray fill of the cells. The number of the sequence is
reduced to 16. Generally, the commutative law cannot apply to the connection of
the permutations.

Sequences shown in Table 1, solve 16 of the possible 28 two-element combi-
nations of eight elements. There are total 28 combinations.

The remaining of given 12 combinations can be easily obtained by rotation of
the given segment to suitable place, followed by performing some of the exchanges
from Table 1 and finally returning the replaced segment back to the correct
position.

The finding the sequence of commands solving the change of any two segments
of a permutation puzzle show both, that any possible state of mixing of the seg-
ments can be solved as well as the algorithm of the solution was designed.
For practical use it is not necessary to know all the sequences listed in Table 1, but
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only four sequences can be selected, one from each group in Table 1, i.e. sequences
for:

1. replacement of elements from one circle adjacent by sides;
2. replacement of elements from one circle adjacent by vertex;
3. replacement of elements from different circles, that after appropriate shift adjoin

by side;
4. replacement of elements from different circles, that after appropriate shift adjoin

by vertex.

Computer simulation written in form of program in Visual Basic for Applica-
tions helps us to find a set of sequences for easy solution of the permutation puzzle.
The solution is not optimal in terms of the number of steps used. Finding the
shortest solution excludes the scope of this paper.

Table 1 Sequences of brainteaser solution

Element’s exchange Final
permutation

Sequences

Adjacent by sides 1,4 42315678 DACDACDAC (DAC)3

2,3 13245678 CADCADCAD (CAD)3

5,8 12348675 CBDCBDCBD (CBD)3

6,7 12345768 DBCDBCDBC (DBC)3

Adjacent by vertex 1,3 32145678 CDACDACDA (CDA)3

DCADCADCA (DCA)3

2,4 14325678 ACDACDACD (ACD)3

ADCADCADC (ADC)3

5,7 12347658 CDBCDBCDB (CDB)3

DCBDCBDCB (DCB)3

6,8 12345876 BCDBCDBCD (BCD)3

BDCBDCBDC (BDC)3

In different circles, after move,
adjacent by sides

1,8 82345671 ADBADBADB (ADB)3

2,7 17345628 BDABDABDA (BDA)3

3,6 12645378 ACBACBACB (ACB)3

4,5 12354678 BCABCABCA (BCA)3

In different circles, after move,
adjacent by vertex

1,7 72345618 ABDABDABD (ABD)3

BADBADBAD (BAD)3

2,8 18345672 DABDABDAB (DAB)3

DBADBADBA (DBA)3

3,5 12543678 ABCABCABC (ABC)3

BACBACBAC (BAC)3

4,6 12365478 CABCABCAB (CAB)3

CBACBACBA (CBA)3
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3 Conclusion

The paper describes one of the possible way, how to provide the students of study
program Teaching of informatics by the strategy of implementation the system
approach, modeling and computer simulation to secondary school education. The
case study present student’s final projects in subject of Modeling and simulation.
The paper presents the mathematical analysis of the permutation teaser. The model
in form of computational algorithm is designed by process chart and process table.
The simulation of the solution was programmed in Visual Basic for Application in
MS Excel that easily enables transformation of the computational algorithm to
simulation. The mathematic analysis of the permutation as well as simulation
program are suitable for development of logical thinking of students. The simula-
tion can be used as supporting tool in secondary stage of education.
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Research of Methods of Learning
of Programming Objects-First
and Object-Later

Ondrej Korinek and Stepan Hubalovsky

Abstract There are several ways to achieve the goals. Some ways are more direct
and faster, and others are slower. Some ways lead to a goal, while others do not. It
depends on the chosen way—procedure to achieve the chosen goals. A similar
problem is experienced by teachers of programming. They often solves the fun-
damental problem of what programming style is best for introducing learning of
programming. The goal of the learning of programming is to design and creation of
object-oriented programming applications. Ways to reach the goals is several. Some
teachers begin to teach the students by object-oriented design, which is followed by
structured designs. Other teachers prefer completely opposite approach. They teach
a structured design first followed by object-oriented constructs. These two methods
of teaching of object-oriented programming are known Objects-First and
Objects-Later techniques of learning of programming. These techniques are the
most common practices of teaching programming. The paper presents results
of research of application of above mentioned techniques to learning of
object-oriented structures. The research was conducted among the students of study
program Teaching of Education, Faculty of Science, University of Hradec Kralove
in the academic years 2013/2014 and 2014/2015.

Keywords Programming methods ⋅ Objects-First ⋅ Objects-Later

1 Introduction

Object-oriented programming paradigm is currently the most common method of
programs design. The main concepts are class, object instance, constructor, method,
encapsulation, polymorphism, inheritance, interfaces and design patterns [1].
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Object-oriented programming can be taught in different ways. There are known
large number of different learning methods for implementation concepts of
object-oriented programming.

The well-known methods are Objects-First, Objects-Later, Model-First or
Design Patterns First.

The most common methods of learning of programming are Objects-First,
Objects and-Later, respectively. Although these methods are methodologically
different they are complementary in programming practice and using some basic
programming terms, e.g. the variable data type, basic control design, analysis,
implementation, etc.

2 Theoretical Background

2.1 Objects-First Method of Learning of Programming

The basic object-oriented constructions are first explained in the Object-First
method of learning of programming. The structured constructions are explained
later. The structured constructions are sequences, conditions and cycles. Structured
construction are taught based on more complex, object-oriented projects.

The disadvantages of this method of teaching of programming are as follows:

• Abstraction of object structures;
• A large number of new concepts (object-oriented concepts, description of the

development environment);
• Low attractiveness of discussed examples;
• Complexity of object-oriented design.

Despite the mentioned disadvantages the method is common method of learning
of programming. Structured design can be better understood on more complex and
more practical examples.

2.2 Objects-Later Method of Learning of Programming

The basic structured constructions (sequence, condition and cycle) are explained in
the object-later method of learning of programming first followed by learning of
object structures. Structured constructions are explained based on simple examples.
The structured examples do not have the practical applications. It may be for some
students unattractive and discouraging. The disadvantages of the method of
teaching of programming are as follows:

• Small attractiveness of training examples
• Simple artificial training examples;
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• Little time for training of object-oriented constructions;
• Misunderstanding of object structures;
• Gaining bad habit of thinking in the design of programs.

Despite the mentioned disadvantages the method is common method of learning
of programming.

3 Research of Objects-First and Object-Later Methods
in Learning of Programming at University of Hradec
Kralove

Many authors deal with the comparison of Objects-First and Objects-Later learning
methods of programming [2, 3]. A potential problem of the previous researches, can
be e.g. the separation of students into groups as well as the methods of verification
of student knowledge. Despite the diversity of above mentioned researches, the
authors came to similar conclusions: The learning methods Objects-First
resp. Objects-Later show no noticeable differences.

The research of the Objects-First and Objects-Later methods in Learning of
Programming was conducted at Faculty of Science University of Hradec Kralove in
the academic years 2013/2014 and 2014/2015. The partial results were published
in the papers [4–6]. The research was conducted among students of the first grade in
the subject Programming 1.

3.1 Comparison of the Learning Methods of Programming

Students were divided into two homogeneous groups in the subject Programming 1
according to the results of the course Algorithms and Data Structures (hereinafter
ALGDS). The detailed information can be found in [7, 8]. Students pass Post-test,
Re-test 1 and Re-test 2 Post-test is past in the middle of the course. Re-test 1 is past
at the end of the course. Re-test 2 can be past only by the student who have
succeeded in the Post-test and Re test 1. Post-test and Re-test 1 consist of similar
tasks based on the curriculum listed in Table 1. The curriculum is the same in both
groups of students after Post-test - see Table 2. The tests consist of a theoretical part
as well as practical part. Both parts are divided into structured constructions as well
as object-oriented constructions. The object-oriented part of test consists of the
following tasks:

1. Definition constructor data items and properties
2. Definition of methods
3. Create an instance method calls and use the program

The groups were taught by different teachers. The results of student’s tests can
be influenced by the personality of the teacher as well as different teaching methods.
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The regular meeting between the teachers were organized to minimized mentioned
factors.

The result of the research presented in this paper compare the results of the exam
test of students taught by Objects-First method with the results of the exam test of
students taught by Objects-Later method of learning of programming. The
Objects-First group of student pass the subject Programming 1 in academic year
2013/14 while the Objects-Later group of student pass the subject Programming 1
in academic year 2014/15. Comparing the results of the exam tests passed in
different academic years, may involve certain disadvantages:

• Comparability of the groups;
• Other skills of students;
• Various experience of students with subject of Programming 1.

The above mentioned disadvantages are minimized by entrance test students
(Pre-test) in the subject ALGDS, based on the students are divided into the groups.
Testing of the students is based on a variety of test tasks.

3.2 The Results of Research—Evaluation of Post-test
of Object First Gourp and Object Later Groups
of Student

The Post test results of students were compared between two groups of students:

1. The first group of students learned by Objects-First method in the academic year
2013/2014 (consists of 14 students);

2. The second group of students learned by Objects-Later method in the academic
year 2014/2015 (consists of 18 students).

Table 1 Curriculum of the
course Programming 1 before
Post-test

Objects-Later Objects-First

Basic commands Fundamentals of OOP in C #
One-dimensional array Basic commands
Matrix One-dimensional array
Square matrix Matrix
Fundamentals of OOP in C # Square matrix

Table 2 Curriculum of the
course Programming 1 after
Post-test

Objects-Later Objects-First

Sorting algorithms Sorting algorithms
Working with files Working with files
Binary files, file system Binary files, file system
Program parameters Program parameters

186 O. Korinek and S. Hubalovsky



The Table 3 shows the distribution of Pre-test results of students of both groups.
The Table 3 shows that the better results are achieved by students of

Objects-Later group. It can be caused by less number of students in the
Objects-First group in the academic year 2013/2014.

To determine whether the median of the Post-test results of student is the same
for both group of students the nonparametric Mann-Whitney test was used. Table 4

Table 3 Distribution of Pre-test results of students of Object-First group and Object-Later group

Grade of pre-test Objects-First (2013/2014) Objects-Later (2014/2015)

1 5 7
2 1 3
3 5 5
4 3 3
Total 14 18

Table 4 Statistical evaluation of results of Post-test

Objects-First group Objects-Later group

Total results

Value p—Mann—Whitney 1
Rejection of the null hypothesis No
Statistically significant difference No
Average test result of the students 46.3% 47.7%
Object part—total results

Value p—Mann—Whitney 0.425
Rejection of the null hypothesis No
Statistically significant difference No
Average test result of the students 44.2% 29.1%
Object part—constructor

Value p—Mann—Whitney 0.143
Rejection of the null hypothesis No
Statistically significant difference No
Average test result of the students 55.4% 30.4%
Object part—methods

Value p—Mann—Whitney 0.805
Rejection of the null hypothesis No
Statistically significant difference No
Average test result of the students 35.9% 31.3%
Object part—instances

Value p—Mann—Whitney 0.115
Rejection of the null hypothesis No
Statistically significant difference No
Average test result of the students 50.9% 25.0%
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shows the results of non-parametric test of the total test section as well as object test
section. Object test section is divided into three subsections. The Table 4 shows:

• The calculated p-value non-parametric test;
• The evaluation whether the null hypothesis is rejected (based on value of p);
• The decision, whether between both groups of students is statistically significant

differences;
• The average test result of the students;

The significance level was set α = 0.05.
The results of the Table 4 shows that the first group of student (Object First

group) has (as expected) better results in object test section of the Post-test (despite
their worse results in the Pre-test). The statistical difference between the groups is
not significant. The students of Objects-First group have better results in all three
parts of object sub-sections. Both groups have roughly similar results in the defi-
nition of methods. On the other hand the students of Object-Later group have better
overall results of the Post-test. Unfortunately the statistical results are partly
influenced in the Objects-Later group by two students who were unsuccessful in the
subject Programming 1 in the previous academic year (they pass the subject Pro-
gramming 1 for the second time). Research eliminating the effect of the repeated
students exceeds the scope of this paper and it will be published later.

4 Conclusion

The paper characterized by two methods of learning of programming Objects-First
and Objects-Later. The result of the research conducted at the Faculty of Science,
University of Hradec Kralove in the academic years 2013/2014 and 2014/2015
confirm the results of other researches [1–3]—Object First and Object Later
learning methods in programming show no noticeable differences. The research
presented in the paper minimize the impact of the teacher (both groups were taught
by the same teacher) on the other hand the research were influenced by different
groups of students as well as by repeated students.
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Multichannel Queueing Systems and Their
Simulation

Miloš Šeda, Jindřiška Šedová and Miroslav Horký

Abstract This paper is concerned with multichannel queueing systems showing
how to derive their characteristics if the requirement arrivals correspond to a
Poisson process and the service times have the exponential distribution. However,
the requirements of stationarity, regularity, and independence of increases needed to
model these processes by Markov chains and to define the transition probabilities
may not be satisfied, or no information may be available on such parameters. Using
randomly generated data, we propose a strategy of processing the requirements in
multichannel systems and a way of evaluating the probabilities necessary to express
the characteristics of the systems comparing these results with the theoretical ones.
It has been discovered that with, as the number of outputs increases, the simulation
results converge to the theoretical ones.

Keywords Queueing system ⋅ Poisson process ⋅ System transition

1 Introduction

The Danish mathematician A.K. Erlang formulated the fundamentals of the
queueing theory about hundred years ago, but its current classification was pro-
posed by the English mathematician D.G. Kendall. All details may be found, e.g.,
in [1–4, 6, 7].

Generally, at random moments, customers (requirements) enter the system and
require servicing. Service options may be limited, e.g., the number of service
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channels (or service lines). If at least one serving line is empty, the demand entering
the system is immediately processed. However, the service time is also random in
nature because the performance requirements may vary. If all service lines are busy,
then the requirements (customers) must wait for their turn in a queue for the
processing of previous requirements, or be rejected.

Here, we restrict our considerations on systems of the form A/B/C/D/E/F, where

A. characterises the probability distribution of random variable period (interval)
between the requirement arrivals to the system,

B. the probability distribution of random variable service time of a requirement,
C. is the number of parallel service channels, in the case of “unrestricted” (i.e. very

large) number of channels is usual to express the parameter C by ∞,
D. integer indicating the maximum number of requirements in the system (i.e. the

capacity of the system), unless explicitly restricted, expressed by ∞,
E. integer expressing the maximum number of requirements in the input stream (or

in a resource requirements), if it is unlimited, ∞ is used,
F. queue type (FIFO/LIFO/SIRO/PRI).

Let us first assume that parameters A and B equal to M, i.e. intervals between the
arrivals of requirements and requirement-service-time are mutually stochastically
independent and have exponential distribution, this means that the input stream
represents a Poisson (Markov) process, that satisfies the following properties:

(1) Stationarity (homogeneity over time)—the number of events in equally long
time intervals is constant; (2) Regularity—the probability of more than one event at
a sufficiently small interval of length Δt is negligibly small. This means that in, the
interval (t, t + Δt), there is either exactly one event with probability λ Δt or no
event with probability 1 – λ Δt. In other words, in a Poisson process, the only
system transition to the next “higher” state is possible or the system remains in the
same condition; (3) Independence of increases—the number of events that occur in
one time interval does not depend on the number of events in other intervals.

2 The M/M/n/n/∞/FIFO System

To derive the characteristics of the system, it is convenient to describe the system
activity by a graph of system transitions. The nodes of the graph represent the states
and the directed edges transitions from one state to another. The evaluation of these
edges is described by the probability of transition from one state to another. State Sn
or more specifically, Sn(t) for fixed t∈ 〈0, ∞), is a random variable and indicates
that, at time t, n requirements are in the system. If m requirements, m > n > 1, are
in the system M/M/n/n/∞/FIFO, then each requirement is operating in a service
channel and the remaining m-n are waiting in the queue. Transitions between states
that differ in the number of requirements in a system can be understood as a process
of birth and death where the requirement birth represents the requirement entry into
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the system and death corresponds to a requirement leaving from the system after
being processed.

We assume a Poisson stream of requirements with a parameter λ and an expo-
nential distribution of service time with parameter μ, and the queueing system
behaviour described by the Markov processes. Due to the regularity, only transition
probabilities P(Si → Sj), where either i = j or i and j differ by 1 have sense.

Using the regularity property and the method of calculating the total probability
and neglecting the powers of the interval length Δt, from the partial probabilities of
conjunction and disjunction of independent events, we get the transition
probabilities.

For example, transition probability P(S0 → S0) corresponds to the probability of
the event that, during the time interval of length Δt, no requirement enters the
system, transition probability P(Sk → Sk−1), n > k≥ 1, is the probability of the
event that, during the time interval of length Δt, no requirement enters the system
and at the same time one requirement will be served and leaves the system, tran-
sition probability P(Sk → Sk), k≥ 1, is equal to the probability of the event that,
during the time interval of length Δt, no requirement enters the system and no
requirement leaves the system, or, during this interval, one requirement enters and
one requirement will be served, etc. Let us summarise the previous considerations:

PðSk− 1 → SkÞ= λΔt, k=1, . . . , n ð1Þ

PðSk → SkÞ= ð1− λΔtÞð1− kμΔtÞ≈1− ðλ+ kμÞΔt, k=0, . . . ð2Þ

PðSk+1 → SkÞ= ðk+1ÞμΔt, k=0, . . . , n− 1 ð3Þ

Let pk(t) denote the probability that, at time t, just k requirements are in the
system. Using the previous equations, we can calculate p0(t), p1(t), …, pk(t), …,
pn(t).

p0ðt+ΔtÞ=PðS0 → S0Þ+PðS1 → S0Þ= p0ðtÞ.ð1− λΔtÞ+ p1ðtÞ ⋅ μΔt ð4Þ

p1ðt+ΔtÞ=PðS0 → S1Þ+PðS1 → S1Þ+PðS2 → S1Þ
= p0ðtÞ ⋅ λΔt+ p1ðtÞ ⋅ ½1− ðλ+ μÞΔt�+ p2ðtÞ ⋅ 2μΔt
. . .

ð5Þ

pkðt+ΔtÞ=PðSk− 1 → SkÞ+PðSk → SkÞ+PðSk+1 → SkÞ
= pk− 1ðtÞ ⋅ λΔt+ pkðtÞ ⋅ ½1− ðλ+ kμÞΔt� + pk+1ðtÞ ⋅ ðk+1ÞμΔt, k=2, . . . , n− 1

ð6Þ

However, if all channels are occupied and the queue is nonempty, the last
equation changes to (7).
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pkðt+ΔtÞ= pk− 1ðtÞ ⋅ λΔt+ pkðtÞ ⋅ ½1− ðλ+ nμÞΔt�+ pk+1ðtÞ ⋅ nμΔt, k≥ n ð7Þ

After easy simplification of Eqs. (4), (6) and (7), a limit transition for Δt → 0
we get a set of first-order ordinary differential equations. Since the initial conditions
may also be simply expressed, we can derive that

p0 = ∑
n− 1

k=0

ψ k

k!
+

ψn

n!
1

1− ψ
n

� �− 1

ð8Þ

pk =
ψ k

k!
p0, k=1, . . . , n− 1 ð9Þ

pk =
ψ k

n!
nn

nk
p0, k≥ n ð10Þ

These equations may now be used to derive other important characteristics of the
M/M/n/n/∞/FIFO system, which include:

1. Mean number of requirements in the system:

EðNsÞ= ns = ∑
∞

k=0
k pk ð11Þ

2. Mean number of requirements in the queue (mean queue length):

EðNf Þ= nf = ∑
∞

k = n
ðk− nÞpk ð12Þ

3. Mean number of free service channels:

EðNcÞ= nc = ∑
n− 1

k=0
ðn− kÞpk ð13Þ

4. Mean time spent by a requirement in the system:

EðTsÞ= ts =
ns
λ

ð14Þ
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5. Mean waiting time of a requirement in the queue:

EðTf Þ= tf =
nf
λ

ð15Þ

3 Simulation of Queueing Processes

As, in practice, some assumptions may not be satisfied, particularly the Poisson
(Markov) process properties of stationarity and the independence of increases, such
as the number of clients in shops and railway stations substantially changing during
the daytime, the formulas that we have derived, may not be entirely accurate.
However, queueing systems can also be studied by Monte Carlo simulations, which
generate random numbers representing the moment of the requirements entering
into the system and the service time.

In Fig. 1, a queuing system with two service channels, 15 requirements, and the
FIFO queue type is considered. We can see that for 2 + 4 = 6 min from total
70 min there is no requirement in the system, that means

p0 =
⟨903, 905⟩+ ⟨930, 934⟩

⟨900, 1010⟩
=

2+ 4
70

=
6
70

= 0.086

Fig. 1 System with two channels
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Similarly, we estimate p1, …, p5 and compute characteristics (11)–(15).
In [5], the M/M/n/n/∞/FIFO system was implemented in MATLAB using

simulation data from a supermarket.
It makes it possible to enter λ (mean intensity of the input), μ (mean service

intensity), the number of service lines n (then it is checked if λ/nμ < 1), and the
number of requirements. For these data, the probabilities pk(t) and the
above-mentioned characteristics are computed.

To understand the behaviour of the system, the program also offers graphical
output of simulations. In Fig. 2, four graphs are shown for a system with three lines,
which show requirement arrival times, requirement service times, requirement
waiting times for service and finishing times of services for these requirements.

Now we compare the analytical solution with the values obtained by simulation
for different numbers of requirements. In the analytical part, we use formulas
(8)–(10), and the corresponding characteristics (11), etc. Simulations were run for
50, 200, and 500 requirements (clients). Table 1 sums up the results of the ana-
lytical formulas and simulations.

We can see that, if the number of requirements increases, then the difference
between the analytical and the simulation results decreases. For 50 requirements,
the difference is about 12%, but for 500 requirements, only 5%. Based on these
achievements, we can conclude that the computer implementation of the simulation
model reasonably approximates the M/M/n/n/∞/FIFO system.

Fig. 2 Simulation of the M/M/n/n/∞ system for λ = 45, μ = 18, n = 3, and 45 requirements
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4 Conclusions

This paper describes an approach to modelling a queuing system with the use of
Markov process properties and, for an M/M/n/n/∞/FIFO system, it derives its
characteristics in detail. These derivations are based on the assumptions of sta-
tionarity, regularity, and independence of Markov processes.

In real situations, some of the assumptions may not be satisfied, particularly the
stationarity and the independence of increases, or even the distribution of stochastic
variables may not be known at all. For these reasons, the calculations of transition
probabilities that do not take this fact into account may give imprecise results.
Therefore, we propose a simulation approach, a strategy of requirement processing
implemented in MATLAB based on the number of service lines, and a way of
computing the characteristics from time intervals with the same number of
requirements. However, the approximation of a theoretical model by the simulation
model using real or randomly generated data depends on the number of require-
ments (and, therefore, on the time horizon length of the whole processing). The
higher the number of requirements, the more the simulation results match the
theoretical ones.
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Table 1 A comparison of analytical and simulation results

Analytical evaluation mean values Simulation results number of
requirements
50 200 500

E(Ts)-E(Tf) 3.33333 3.64353 3.5118 3.45478
E(Tf) 4.68165 3.06941 4.17567 5.21177
E(Ts) 8.01498 6.71293 7.68747 8.66655
E(Ns) 6.01124 5.09125 5.62803 6.23332
E(Nf) 3.51124 2.30994 3.05703 3.74851
E(Ns)-E(Tf) 2.5 2.78131 2.57101 2.48481
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On Computational Evaluation of Stress
Concentration Using Micropolar Elasticity

Victor A. Eremeyev, Andrzej Skrzat and Feliks Stachowicz

Abstract We discuss the implementation the finite element approach to the linear
micropolar elasticity in order to perform the analysis of the stress concentration near
holes and notches. Within the micropolar elasticity we analyze the behaviour of
such microstructured solids as foams and bones. With developed new finite element
few problems are analyzed where the influence of the microstructure may be
important. The provided comparison of solutions obtained within the micropolar
and classical elasticity show the influence of micropolar properties on stress con-
centration near notches and contact areas.

Keywords Cosserat continuum ⋅ Micropolar elasticity ⋅ FEM ⋅ Stress con-
centration ⋅ Porous media

1 Introduction

Nowadays the interest grows to extended models of continuum mechanics in order
to model micro- and nanostructured materials which demonstrate complex inner
structure. Among these generalized models there are the surface elasticity,
micropolar or Cosserat continua, microstretched and micromomorphic media,
surface elasticity, media with internal variables, gradient elasticity, etc. In partic-
ular, the micropolar model [6, 7] proposed by Cosserat brothers more than hundred
years ago found applications for modeling such materials as porous solids,
bones, masonries, composites, see [3, 8, 10, 12, 13] and reference therein.
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Within the Cosserat continuum model the translations and rotations determine the
kinematics of the medium and the stress and couple stress tensors are introduced.
The micropolar properties of material may be important near singularities or to
describe observed experimentally size-effect [1, 9, 11]. Let us also note that for such
complex media even more general models of continuum mechanics may be useful,
see for example [2]. Effective solution of boundary value problems requires
advanced numerical code such as the finite element method. For the moment
commercial FEM software gives the possibility to use user defined elements and
user defined procedure for implementation of nonstandard material models. Here
we developed new finite element and implement it in ABAQUS.

The paper is organized as follows. In Sect. 2 we present the basic equations of
the linear micropolar elasticity. The equilibrium equations, static and kinematic
boundary conditions and constitutive equations are given. In Sect. 3 we discuss the
finite element modelling for the micropolar solids.

2 Basic Governing Equations of the Micropolar Elasticity

Following [6, 7] we recall here the basic equations of the linear micropolar elas-
ticity of isotropic solids. The kinematic of a micropolar solid is described by two
fields that the field of translations ui and the field of rotations θi. The latter is
responsible for the description of moment interactions of the material particles.
Hereinafter the Latin indices take on values 1, 2, or 3 and we use the Einstein
summation rule over repeating indices. The equilibrium equations take the form

tji, j + fi =0, mji, j + eimntmn + ci =0, ð1Þ

where tij and mij are the stress and couple stress tensors, respectively, eijk is the
Levi-Civita third-order tensor, and fi and ci are external forces and couples. Unlike
the linear elasticity tensors tij and mij are not symmetric. Equations (1) constitute the
local balance of momentum and moment of momentum, respectively.

The static and kinematic boundary conditions have the following form

nitij
��
At
=ϕj, nimij

��
At
= ηj, uijAu

= u0i , θijAu
= θ0i , ð2Þ

where ni is the unit vector of external normal to the boundary A = At∪ Au, ϕj and ηj
are external forces and couples given on At, and ui

0 and θi
0 are given on Au surface

fields of translations and rotations, respectively.
In what follows we are restricting ourselves by isotropic case. Using the Voigt

notation modified for the micropolar elasticity and introducing the stress and
moment stress vectors with stretch and wryness vectors by the formulae
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Tf g= t11, t22, t33, t12, t21, t23, t32, t13, t31f gT , ð3Þ

Mf g= m11, m22, m33, m12, m21, m23, m32, m13, m31f gT , ð4Þ

Ef g= ε11, ε22, ε33, ε12, ε21, ε23, ε32, ε13, ε31f gT , ð5Þ

Kf g= κ11, κ22, κ33, κ12, κ21, κ23, κ32, κ13, κ31f gT , ð6Þ

we represent the constitutive equations in the following unified form

σMf g= C½ � εMf g, C½ �= A 0
0 B

� �
, σMf g= T

M

� �
, εMf g= E

K

� �
, ð7Þ

with 18 × 18 stiffness matrix [C], where A and B are three-diagonal 9 × 9
matrices which is not shown here. The values of used micropoalar elastic moduli
can be found from direct experiments provided in [10, 13] or using homogenization
[3, 8, 12]. Analysis of general constitutive equations of anisotropic micropolar
solids is performed in [4, 5, 7].

3 Implementation of Micropolar Elasticity
into Commercial Code

In order to solve various boundary value problems a special 8-node micropolar
isoparametric finite element has been developed in the form of UEL (user element)
procedure for commercial ABAQUS program. Requirements considering the UEL
procedure in ABAQUS program are very restricted. UEL procedure is called twice
for each finite element and for each Gaussian point. In the first call the element
stiffness is welcomed. Very often UEL procedure calls UELMAT (user material
procedure) necessary to obtain the relation between stress and strain tensors (or
between stress and strain increments). Another call of UEL procedure is necessary
to compute residual forces—element nodal forces resulting from element stresses—
which essential in the monitoring of convergence in nonlinear problems. This
second call may also require another call of UELMAT procedure. The typical call
of UEL procedure is presented below
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The most important parameters are amatrx (element stiffness matrix) and rhs
(right-hand side vector of residuals necessary to check the convergence of com-
putation). In the most simple case of static linear analysis the rhs parameter can be
omitted because the convergence (equilibrium equations at nodes) is achieved in the
first iteration. The meaning of other parameters is described in ABAQUS docu-
mentation. UEL procedure can be slightly simplified if contains constitutive
properties—the call of UELMAT procedure is not necessary, therefore. Short
description of micropolar elasticity 8-node isoparametric element implementation
consists of several steps

• In the loop over the Gaussian points (2 × 2 × 2 Gaussian procedure is used)

1. Find the shape functions at each Gaussian point and their derivatives with
respect to natural coordinates

2. Find the Jacobian matrix, numerically compute its inverse and determinant
3. Find the shape functions derivatives with respect to Cartesian coordinates x,

y, z
4. Find the matrix of shape functions derivatives D (the relation between strain

components and nodal displacements and microrotations)
5. Find the constitutive matric C (the relation between stress and strain tensors)
6. Compute DTCD (for the 2 point Gaussian quadrature all weights are equal to

ones) and add it as the contribution to the stiffness matrix which uses the
determinant of Jacobian matrix as the multipier

• Find the element nodal forces resulting from element stresses and subtract them
from the external nodal forces in order to compute residuals (necessary to check
the rate of the solution convergence)

• Make other computations e.g. update the strain energy

The whole procedure is typical for the isoparametric finite element formulation
in 3D problems with the exception of considered degrees of freedom (in micropolar
elasticity there are three displacement components and additionally three micro-
rotations) and strain and stress measures (strain and stress tensors contain more
components and are not symmetric). In UEL implementation of micropolar elas-
ticity the same shape functions are used for displacement and microrotations

Niðξ, η, μÞ= 1
8

1+ ξξið Þ 1+ ηηið Þ 1+ μμið Þ,

where ξi, ηi and µi are the nodal coordinates in the local coordinate system. For the
Eringen strain measure the matrix of the shape functions derivatives is:
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εxx

εyy

εzz

εxy

εyx

εyz

εzy

εxz

εzx

κxx

κyy

κzz

κxy

κyx

κyz

κzy

κxz

κzx

8>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>:

9>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>=
>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>;

=

f1, x 0 0 0 0 0 . . . f8, x 0 0 0 0 0

0 f1, y 0 0 0 0 . . . 0 f8, y 0 0 0 0

0 0 f1, z 0 0 0 . . . 0 0 f8, z 0 0 0

0 f1, x 0 0 0 f1 . . . 0 f8, x 0 0 0 f8
f1, y 0 0 0 0 − f1 . . . f8, y 0 0 0 0 − f8
0 0 f1, y f1 0 0 . . . 0 0 f8, y f8 0 0

0 f1, z 0 − f1 0 0 . . . 0 f8, z 0 − f8 0 0

0 0 f1, x 0 − f1 0 . . . 0 0 f8, x 0 − f8 0

f1, z 0 0 0 f1 0 . . . f8, z 0 0 0 f8 0

0 0 0 f1, x 0 0 . . . 0 0 0 f8, x 0 0

0 0 0 0 f1, y 0 . . . 0 0 0 0 f8, y 0

0 0 0 0 0 f1, z . . . 0 0 0 0 0 f8, z
0 0 0 f1, y 0 0 . . . 0 0 0 f8, y 0 0

0 0 0 0 f1, x 0 . . . 0 0 0 0 f8, x 0

0 0 0 0 f1, z 0 . . . 0 0 0 0 f8, z 0

0 0 0 0 0 f1, y . . . 0 0 0 0 0 f8, y
0 0 0 f1, z 0 0 . . . 0 0 0 f8, z 0 0

0 0 0 0 0 f1, x . . . 0 0 0 0 0 f8, x

2
6666666666666666666666666666666666666664

3
7777777777777777777777777777777777777775

u1x
u1y
u1z
θ1x
θ1y

θ1z
. . .

u8x
u8y
u8z
θ8x
θ8y

θ8z

8>>>>>>>>>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>>>>>>>>>:

9>>>>>>>>>>>>>>>>>>>>>>>>>>>>=
>>>>>>>>>>>>>>>>>>>>>>>>>>>>;

,

where ui
j and θi

j are the i-th displacement or microrotation components in the j-th
node, respectively.

4 Examples

Using the presented above finite element we analyzed few 3D static problems for
solids with certain singularities such as notch or small contact area. For comparison
with the linear elasticity let us note that the micropolar elasticity provides the same
solutions if all microrotations are fixed, or if only two material data are used (shear
or Young’s modulus and Poisson ratio) while the other material data are assumed to
be zeros.

In Fig. 1 the stressed state in the rectangular plate with two notches under
tension is presented with comparison with commercial software for classic elas-
ticity. One can see that excellent convergence of the distribution of stress and stress
magnitudes (not shown for micropolar software) is achieved. It proves that the
results obtained be the UEL procedure are reliable.

Another benchmark test considers the Hertzian contact between the cylinder and
the flat plate which is an example of the nonlinear problem. The main problem
arising in this type of analysis is that ABAQUS program does not recognize the
volumes and faces of user elements—user element is represented by the set of
nodes. The only possible contact formulation is the contact between the surface
(ordinary finite elements implemented in ABAQUS) and the set of nodes
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(UEL elements), therefore. In this benchmark test the cylinder is modelled with the
micropolar user elements, while the plate is made of ordinary 3D finite elements.
Surface-nodes contact formulation is less precise than the contact between two
surfaces, but reasonable results can be achieved for sufficiently dense meshes.
Obtained results confirmed well known Hertz formulas. In Fig. 2 the distribution of
couple stress myy (y is the vertical axis) in the vicinity of the contact zone is shown.

5 Conclusions

The new 8-node hybrid micropolar isoparametric element and its implementation in
ABAQUS is discussed. We analyzed few 3D benchmark problems of the
micropolar elasticity. Comparison of classical and micropolar solutions is carefully
discussed. Numerical tests have shown that couple stress appears almost in the
vicinity of singularities that is near notches and contact area. In other words the
influence of the micropolar properties is almost related to singularities of size of
the same order as length-scale parameters of the micropolar elasticity.

Acknowledgements Authors acknowledge the support by the People Program (Marie Curie ITN
transfer) of the European Union’s Seventh Framework Programme for research, technological
development and demonstration under grant agreement No PITN-GA-2013-606878.

Fig. 1 Comparison of von Mises stress (Pa) obtained by use of commercial software (left) and
micropolar user procedure (right)

Fig. 2 The distribution of
couple stress myy near the
contact zone
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An Algorithm for Edge Detection
of the Image for Application in WSN

Adrian Shehu, Astrit Hulaj and Xhevahir Bajrami

Abstract The conversion of the image in black and white image is a very
important factor in the case of WSNs. This conversion affects the image size
reduction. In other words, it affects energy saving and bandwidth transmission of
sensor nodes. However, in this case, we can have a loss of details of image char-
acteristics. With purpose of preserving the image characteristics, the edge detection
as accurately as possible is a key factor. So, in this paper, we will present a new
algorithm which enables the efficient realization of pixels detection that corresponds
to the edges of the image captured by the sensor nodes. The results obtained with
the application of this algorithm will be compared with results obtained from the
application of traditional Filters.

Keywords Edge detection ⋅ Sensor ⋅ Image ⋅ Filter ⋅ Algorithm

1 Introduction

Edge Detection is the process of locating the pixels that correspond to the edge of
the image. Edge detection affects the image size reduction and filters out infor-
mation that can be considered as less important, but maintaining important struc-
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tural properties of the image. Reducing the size of the image is directly related to
the reduction of the transmission power of a sensor node. This reduction affects the
saving of energy in WSN. This is directly related to the lifetime of WSN.

Since edges in most cases represent the object boundaries, edge detection is
widely used in image segmentation, where in this case the images are divided into
zones, which correspond to different objects.

2 The Problem Description

The application of WSN along the state borderline is characterized by many
challenges [1]. One of these challenges is the power supply. Power supply of sensor
nodes is vital to the operation of WSNs. In other words, energy is WSN lifetime
itself.

The task of a sensor node is the capture, processing and routing of images
thought the network to the nearest Border Police Station. However, it is required to
be realized with minimum energy consumption. One of the methods to realize an
energy saving is conversion images captured by WSN in black and white images.
Conversion to black and white image affects the image size reduces. Reducing the
image size impact the reduction of the transmission power of sensor node. By
reducing transmission power, energy consumption is reduced. This directly affects
the lifetime of the sensor node. A black and white image with 128 × 128 pixels
has a size of 2 kB. The same image with greyscale has a size of 16 kB. The formula
for the file size in kBytes is:

Size of an image=
ðrowsÞ * ðcolumnsÞ * bit depth
8 ðconvert to bytesÞ * 1024 ð1Þ

However, it should be noted that through the black and white images it can’t be
seen all specific details of the objects. Today, with purpose of the detection these
details of images some algorithms are presented. With details, we will understand
detection pixels that represent edges of the image. In this paper, a new algorithm for
edges detection in the framework of an image is presented.

3 Existing Filters for Edge Detection

With edge detection, we understand each mathematical method which is used for
identification of points in a digital image in which the brightness of the image
rapidly changes or more formally, where are discontinuities. To realize the detec-
tion of edges in an image, the main purpose is to capture important events that occur
within the image. Usually, the edges are presented at the boundary between the two
different regions in an image. Points at which the intensity varies rapidly are
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organized by lines that represent the image edges. Today there are some types of
filters that enable the edges detection in a digital image, as: Sobel, Prewitt, Roberts,
Laplacian, Canny, etc.

3.1 Sobel Filter

Sobel filter is a filter that is used for edges detection. Edges Detection is realized
through calculating the intensity gradient of the image at each pixel inside the
image. This filter finds the direction of increasing the intensity from brighter to
darker part, and the ratio of change in this direction. The Sobel Filter consists of a
pair of 3 × 3 convolution kernels. One kernel matrix is simply the other rotated by
90°. These kernel matrices are shown in [2, 3].

3.2 Prewitt Filter

The working principle of the Prewitt filter is similar to Sobel filter. Mathematically,
Prewitt filter also consists of a pair of 3 × 3 convolution kernels. One kernel
matrix is simply the other rotated by 90°. However, Prewitt Filter, unlike the Sobel
Filter, uses other kernel matrices. These kernel matrices are shown in [2]. This filter
uses first order derivative for calculate the difference of intensity of pixels in an
edge region.

3.3 Robert Filter

Robert Filter, as Sobel and Prewitt filter uses first order derivative for the edges
detection. Also, the application logic is similar to that of the Sobel and Prewitt filter.
Robert filter uses a pair 2 × 2 convolution masks. These masks are designed to
respond maximally to edges running at 45° to the pixel grid, one mask for each of
the two perpendicular orientations [3]. These matrices are rotated with each other
for 90°. These kernel matrices are shown in [3].

3.4 Laplacian Filter

The Laplacian Filter of an image highlights regions of rapid intensity change and is
therefore often used for edge detection [4]. The Laplacian is often applied to an image
that has first been smoothed with something approximating a Gaussian Smoothing
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filter in order to reduce its sensitivity to noise [5]. The Laplacian filter is an operator of
the second order derivative. More about Laplacian Filter you can read in [4].

3.5 Canny Filter

Canny Edge Detector technique is very important for detecting edges in an image.
This operator isolates noise from an image before finding, edges of an image
without affecting the features of the image, and then applying the tendency to find
the edges and the critical value for threshold [3].

4 The Proposed Algorithm

So far, many methods have been applied for image edges detection. However, we
will present a new algorithm. This algorithm can be summarized as follows.

Let’s take an image A(i,j) as input image with dimensions m × n. Where i take
values i ϵ (1….m) and j take values j ϵ (1…n).

The algorithm goes through these steps: 
Step1. Read input colors image; 
Step 2. Give value for Thresh;
Step 3. Convert read image to grayscale image,  A(i,j); 
Step 4.  Return the size of matrix A(i,j) in separate variables m and n; 
Step 5. Create the output using zeros with the data type for image A(i,j); 
Step 6. Implementation using loops for rows and columns; 
Step 7. Application 3x3 filter within loops;
Step 8. Gradient magnitude  calculation; 
Step 9. Apply condition for finding edges in the image;
Step 10. Give value for Factor;
Step 11. Find edges including Thresh and Factor values;
Step 12. Display image after edges detection.   

5 Results and Discussions

In this section we will present and discussions the results obtained with the
application of existing filters for edges detection within an image, and these results
will be compared with results obtained with the application of the new algorithm.
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Results were derived by using MATLAB 2014 and an image with 153 × 329
pixels. In Fig. 1 are presented the results obtained with the application of Roberts
Filter. In Fig. 2, are presented the results obtained with the application of Prewitt
Filter. In Fig. 3 are presented the results obtained with the application of Sobel
Filter. In Fig. 4 are presented the results obtained with the application of Laplace
Filter. In Fig. 5 are presented the results obtained with the application of Canny
Filter. While in Fig. 6 are presented the results obtained as a result of applying the
proposed algorithm in this paper.

Original Image Gray Image Edge Detected Image

Fig. 1 Roberts Filter

Original Image Gray Image Edge Detected Image

Fig. 2 Prewitt Filter

Original Image Gray Image Edge Detected Image

Fig. 3 Sobel Filter

Original Image Gray Image Edge Detected Image

Fig. 4 Laplace Filter
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From the results shown in Fig. 1, we can see that Roberts Filter does not provide
the desired results. Comparing the results shown in Fig. 1 with the results presented
in Fig. 6, we can see that in the case of Roberts Filter, we have lost many pixels
along the edges.

From the results shown in Fig. 2, we can see that Prwitt Filter, same as the
Roberts Filter doesn’t provide the desired results. Comparing the results shown in
Fig. 1 with the presented results in Fig. 6, we can see that also in the case of
Roberts Filter, we have lost many pixels along the edges.

From the results shown in Fig. 3, we can see that Sobel Filter, same as the
Roberts and Prwitt Filter doesn’t provide good results for edges detection. If the
results obtained with the application of Sobel Filter compared with the presented
results in Fig. 6 we can see that in the case of Sobel Filter we have a lot of pixels no
detected along the edges.

From the results shown in Fig. 4, we can see that Laplace Filter, provide better
results than Robert, Prwitt and Sobel Filter. However, if the results obtained with
the application of Laplace Filter compared with the presented results in Fig. 6 we
can see that in the case of Laplace Filter we have least pixels the detected along the
edges. Especially, we can see changes in the tail, fingers and wings of the eagle.

From the results shown in Fig. 5, we can see that Canny Filter, provide best
results than Laplace, Robert, Prwitt and Sobel Filter. However, if the results
obtained with the application of Canny Filter compared with the presented results in
Fig. 6 we can see that in the case of application of Canny Filter isn’t reached to
edges detection in the tail of the eagle.

Another difference we can see at the bottom of the left wing of the eagle (Right
in the Fig. 5). From Figs. 5 and 6 we can see that in the case of application of
Canny Filter detected edges are less highlighted than in the case of the results

Original Image Gray Image Edge Detected Image

Fig. 5 Canny Filter

Original Image Gray Image Edge Detected Image

Fig. 6 New algorithm
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obtained by our proposed algorithm. The same changes we can see also to the toes
of the Eagle. However, despite this, the application of Canny Filter, as shown in
Fig. 5 offers a better correlation of pixels, especially those pixels that are detected
within the Eagle.

From the results shown in Fig. 2, it can be seen that with the application of our
proposed algorithm, we can obtain very good results in the detection of edges
within the image captured by the sensor nodes or any other electronic device. If the
results presented in Fig. 6 are compared with the results presented in Figs. 1, 2, 3, 4
and 5 it can be seen that the proposed algorithm enables a very good detection of
pixels that represent the edges of the image.

6 Conclusions

In this paper we presented an algorithm which is very efficient in the detection of
pixels that correspond to the edges of the image. From comparing the results
obtained with the application of traditional filters with those obtained with the
application of the proposed algorithm, it can be seen that the proposed algorithm
provides very good results and concrete. Therefore, based on the results presented
and analyzed we can conclude that the proposed algorithm is very suitable to be
applied for edges detection of the image.

In the future, this algorithm should be applied to the image in which noise has
been present, and practically in the sensor, as and other electronic devices, as to
look at the results of practical application of this algorithm.
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A Mathematical Model of the Behavior
of SIP Signaling and Media Messages

Naser K.A. Alajmi, Hadeel Saleh Haj Aliwi, Kamal Alieyan
and Muhammad-Imran Sarwar

Abstract Over the last few years, many multimedia conferencing and Voice over
Internet Protocol (VoIP) applications have been developed due to the use of sig-
naling protocols in providing video, audio and text chatting services between at
least two participants. This paper studies the behavior of the widely common
signaling protocol; Session Initiation Protocol (SIP) in terms of the behavior of the
signaling and media messages, as well as the delay time during call setup, call
teardown, and media sessions.

Keywords Signaling protocol ⋅ Media conferencing ⋅ VoIP ⋅ SIP

1 Introduction

With the appearance of numerous multimedia conferencing and Voice over Internet
protocols [1, 2], the decision to choose the appropriate protocol to be utilized in
such a service has become very difficult since each protocol has its own privileges
which differ from the corresponding privileges of the other protocols.

Choosing SIP protocol [3] to be discussed is due to many reasons; SIP is an
interesting alternative compared to the conventional VoIP protocols. Nowadays,
SIP is being deployed by service providers for their VoIP service offerings. SIP
protocol offers significant features that are not provided by other existent VoIP
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signaling protocols. Furthermore, many researchers have shown that SIP is slightly
better than H.323 [4], MGCP [5] and RSW [6, 7] in terms of quality of services.

2 SIP Protocol

SIP is an application-layer control protocol [8, 9] that can establish, modify, and
terminate multimedia sessions (conferences) such as Internet telephony calls [10].
SIP can also invite participants to already existing sessions, such as multicast
conferences. Media can be added to (and removed from) an existing session. SIP
transparently supports name mapping and redirection services, which supports
personal mobility-users can maintain a single externally visible identifier regardless
of their network location [11, 12].

SIP protocol enables Internet endpoints (called user agents) to discover one
another and to agree on a characterization of a session they would like to share. For
locating prospective session participants, and for other functions, SIP enables the
creation of an infrastructure of network hosts (called proxy servers) to which user
agents can send registrations, invitations to sessions, and other requests. SIP is an
agile, general-purpose tool for creating, modifying, and terminating sessions that
works independently of underlying transport protocols and without dependency on
the type of session that is being established [13]. SIP does not carry any voice or
video data itself. It merely allows two endpoints to set up connection to transfer that
traffic between each other via Real-time Transport Protocol (RTP) [14]

User Datagram Protocol (UDP) and Transport Control Protocol (TCP) [14] are
transport protocols used to transfer audio and video data. SIP protocol has many
features such as the service of text-based which allows easy implementation in
object oriented programming languages, flexibility, extensibility, less signaling,
transport layer-protocol neutral and parallel search. SIP uses many signaling mes-
sages in order to handle the communication between two nodes or more. SIP makes
use of the request methods: INVITE, ACK, OPTIONS, BYE, CANCEL, etc. in
order to control the call setup and call teardown [15].

3 SIP Messages Analysis

Each control protocol has three types of sessions; registration session, call setup and
teardown sessions, and media data session. In this section each protocol session
type is presented by number I varies from 1 to 3 as number as the session types, so
when i = 1 means the current message is related to the registration session, and
same when i = 2 and 3. In this paper, only the behavior of the signaling and media
data messages will be discussed.
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I =
1⟶Registration Message
2⟶Signaling Message
3⟶Media data Message

8
<

:

Each one of the aforementioned messages has lists of messages type related to a
certain session. For example, the signaling messages can be either initiate message
or ringing message or accept message or terminate message. SIP signaling message
type is presented by number j varies from 1 to 7 as number as the signaling
messages.

J =

1⟶ INVITE

2⟶TRYING

3⟶RINGING

4⟶OK

5⟶BYE

6⟶CANCEL

7⟶ACK

8
>>>>>>>>>>><

>>>>>>>>>>>:

As the protocol message type is presented by I, so as an example when i = 2 and
j = 5 means the message is related to the SIP signaling session which is BYE. As a
result, to identify exactly each protocol message belongs to which session and what
is the message type during that session, each SIP message can be presented by I
which is the number of the session and J which is the number of the message inside
the session i.

SIPMessage Type=Mij ð1Þ

During the SIP signaling session, if client 1 sends message to client 2 (except
OK message), the latest should notify client 1 of receiving the message successfully
before receiving the next message. Otherwise, no message has to be sent back to
client 1. If the SIP message sent from client 1 to client 2 is presented by the function
Yn, so the notification message sent back to client 1 is presented by the function
Yn+1. With more details:
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As each SIP message is defined by the number of session and the number of the
message inside the session, therefore:

In media session, j represents the order of a certain media message. J varies from
1 to r where 1 represents the order of the first SIP message, r is an integer positive
number represents the order of the last SIP message respectively. Assuming that
N is the number of messages, so number of SIP media messages = (the order of the
last media message − the order of the first media message) + 1. Thus,

NM3j = ðr− 1Þ+1= r ð2Þ

Since the payload of SIP client carried by RTP header in the media session, by
assuming that payload is presented by PL, so

RTPPL =M3j ð3Þ
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4 SIP Session Time Analyses

In SIP Environment, two main sessions has to be considered which are signaling
session and media session. Signaling session is divided into two sessions; setup
session and teardown session. The delay time of each message is the difference
between the message sending time from client 1 and the message’s receiving time
by client 2. In order to calculate the time spent to complete the call setup session,
the time difference between the first SIP message sent by client 1 and the last SIP
message received by client 2 during the setup session should be measured.
Assuming that T presents the message time, TS presents the sent time of the
message, and TR presents the received time of the message.

TM2j = TR M2j −TS M2j ð4Þ

TSetupSIP = TR ACK −TS INVITE ð5Þ

Hence,

TSetupSIP = TR M27 −TS M21 ð6Þ

In order to calculate the time spent to complete the call teardown session, the
time difference between BYE message sending time and OK message arrival time
should be calculated.

TTeardownSIP = TR OK −TS BYE ð7Þ

Hence,

TTeardownSIP = TR M24 −TS M25 ð8Þ

Similar to the signaling message sending/receiving status, the delay time of each
media message is the difference between its sent and arrival times.

TM3j = TR M3j −TS M3j ð9Þ

In order to calculate the time spent to complete the media session, the time
difference between BYE message sending time and ACK message arrival time
(once the call answered) has to be calculated.

TMediaSIP =TS BYE − TR ACK ð10Þ

TMediaSIP = TS M25 − TR M27 ð11Þ
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5 Conclusion

This paper provided a mathematical analysis of the behavior of the SIP protocol in
terms of the signaling and media messages, and the time of each call setup, call
teardown, and media sessions.
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Blood Vessel Segmentation from Color
Retinal Images Using K-Means Clustering
and 2D Gabor Wavelet

Aziah Ali, Wan Mimi Diyana Wan Zaki and Aini Hussain

Abstract This paper presents a new unsupervised method for segmenting blood
vessels in digital retinal images. The proposed method uses K-means clustering to
binarize grayscale vessel-enhanced images derived from green channel image and
Gabor wavelet feature image. The binary images are then combined using logical
OR to produce segmented vessels. The method was evaluated on the publicly
available DRIVE database and the results compared to published literature. The
method proved to have comparable performance to other published unsupervised
methods while being simple and fast to implement. In the future, the proposed
method can be further improved to be applied in real clinical setting to assist the
physicians in diagnosing ocular diseases through an automated screening system.

Keywords Retinal image ⋅ Blood vessel segmentation ⋅ K-means clustering ⋅
Gabor wavelet

1 Introduction

Accurate detection and measurement of retinal blood vessels from digital retinal
image is very important for early screening of disease onset and also in quantifying
the severity of ocular diseases. A reliable method of segmenting the retinal blood
vessels is necessary towards the development of automated diagnosis system for
retinal images. While manual segmentation is possible, the amount of effort and
time needed for even a small set of images could eventually become prohibitive.
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This is one of the reasons a large number of researchers have been investigating the
topic of automatic segmentation of retinal blood vessels in the recent years.

An extensive summary of previous works on blood vessel segmentation
methodologies was presented in [1], where the methods of segmenting retinal blood
vessels were divided into five main approaches namely pattern classification,
matched filtering, morphological processing, vessel tracking and multi-scale
approaches.

Pattern recognition approach with supervised classification method have been
employed in [2–4], and in [5] Soares et al. proposed the use of Gaussian Mixture
Models classifier to classify Gabor wavelet features extracted from retinal images.
Matched filtering method was initially proposed by Chauduri in [6] which inspired
more extended work by Hoover [7] and Zhang [8]. Zana and Klein [9] adopted
morphological processing method to segment retinal blood vessels while Mendonca
et al. [10] combined it with centerline detection. In [11], Strisciuglio employed a set
of trainable B-COSFIRE filters to better capture the elongated structure of retinal
blood vessels.

This paper proposes an unsupervised method to perform automated segmenta-
tion of blood vessels on retinal images that is inspired by the use of Gabor wavelet
filter in a number of previous studies, for example in [5, 12]. As opposed to the use
of supervised classification methods to binarize the Gabor feature in previous
studies, we propose the use of K-means clustering to binarize the Gabor wavelet
feature, which is simpler to implement and more efficient for processing a huge
number of retinal images.

2 Proposed Method

The proposed method of automatic retinal vessel segmentation is divided into four
main parts. In Part 1, pre-processing is performed on the green channel image
obtained from the original color retinal and then enhanced to highlight blood
vessels. In Part 2, the green channel image is inverted and Gabor wavelet feature is
extracted. The Gabor feature then undergoes vessel-enhancement process. In Part 3
of the proposed method, K-means clustering are performed on the two
vessel-enhanced images from the previous part separately, resulting in binary
images that later go through post-processing. The final segmentation output is then
produced in Part 4 by combining the two binary images using logical OR operation
after which a final post-processing step is performed.

Pre-processing. Since green channel of the color retinal image provides highest
contrast between retinal background and blood vessels, it will be used as the initial
input in the proposed method. The Field-of-View (FOV) region in the green
channel image is expanded according to Soares’s recommendation in order to
minimize effects from the high contrast between FOV and black background [5].
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Blood vessels on the padded green channel image are then first enhanced using
contrast-limited adaptive histogram equalization (CLAHE) method. After the
contrast is adjusted, the mean image is obtained by convolving the contrast-adjusted
image with a mean arithmetic kernel. The mean image is later subtracted from the
contrast-adjusted image and the resulting image is contrast-adjusted again to further
enhance the vessels resulting in a vessel-enhanced image.

Gabor Wavelet. We used the same parameters as proposed by Soares in [5] in
our method to derive Gabor wavelet response of inverted green channel image
obtained from the previous step. The Gabor wavelet response is further processed to
produce a vessel-enhanced Gabor wavelet feature image. Figure 1 shows a sample
of green channel image with its corresponding contrast-adjusted and
vessel-enhanced images for both green channel and Gabor feature.

Binary Thresholding. After obtaining both vessel-enhanced images from green
channel and Gabor wavelet feature, K-means clustering is performed on both
grayscale images to produce binary vessel images. The number of cluster for
K-means clustering is set to two clusters, one for a vessel pixel (value 1) and
another for background pixel (value 0). The output of this step normally contains
noisy pixels which are mostly background pixels detected as disconnected vessel
pixels. The objective of the next step is to remove as much of these noisy pixels as
possible, without removing actual vessel pixels.

Image Post-processing. In this step, noisy pixels and small regions that mostly
do not represent blood vessels are removed. This is achieved by adopting a mor-
phological operation called opening to remove any connected vessel pixels con-
taining less than a threshold value, which has been empirically determined to be 50
pixels for green channel binary image and 25 pixels for Gabor feature binary image.

Binary Image Combination. After the images have been individually
post-processed, they are then combined using the logical OR operation to produce a
single binary image. A final post-processing step using morphological opening is
performed on the combination output. The result is a binary image representing the
vessels from both green channel and Gabor feature binary images, as illustrated in
Fig. 2.

Fig. 1 Sample green channel image and its corresponding pre-processing output: a Green channel
image with padded FOV, b contrast-adjusted green channel image, c vessel-enhanced green
channel image, d contrast-adjusted Gabor feature image, and e vessel-enhanced Gabor feature
image
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3 Results and Discussion

3.1 Image Database

Our proposed method was evaluated using retinal images from the publicly
available DRIVE database [7]. The database contains 40 color retinal images which
are divided into two sets, namely training set and test set. The image size is 565 by
584 pixels with 8 bits per color channel and they were captured using a Canon CR5
non-mydriatic camera with a field of view of 45°. For each image in the database,
the authors also provide its corresponding mask image and a manual segmentation
image. For the test set, a second set of manually segmented images are also
included. In our evaluation, we used the test set for testing with the first set of
manual segmentation (1st human observer) as ground truth. We use the second
manual segmentation (2nd human observer) set as the target benchmark for our
method.

3.2 Performance Metric

A number of different performance measure have been described in the literature to
evaluate vessel segmentation algorithm. For performance measure assessment in
this study, only pixels within the FOV are considered. A true positive (TP) is
defined as a pixel identified as vessel by the algorithm and is also specified as vessel
in ground truth image. A false positive (FP) is a vessel identified as vessel by the
algorithm but specified as non-vessel in ground truth image. Any vessel identified
as non-vessels by the algorithm but marked as vessel in ground truth is a false
negative (FN) and true negatives (TN) are pixels identified as non-vessels by both
algorithm and ground truth image. The counted values for all TP, FP, TN and FN
can be used to calculate the performance measure of a vessel segmentation algo-
rithm. We have selected a number of usual measures used in previous literature
which includes Accuracy rate (ACC), Sensitivity (SN), Specificity (SP) and Mat-
thews Correlation Coefficient (MCC) in order to quantify the performance of our

Fig. 2 Clustering, post-processing and binary image combination outputs: a Binary image from
green channel, b post-processed green channel image, c binary image from Gabor feature,
d post-processed Gabor feature image, and e result of OR operation on images 2(b) and 2(d)
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proposed method. We used the same formulas specified in [11] to calculate the
performance metric for our results.

3.3 Experimental Results

Before the binary images were combined, performance measures were calculated
for binary images from green channel and binary images from Gabor feature image
individually. 2nd human observer’s performance was obtained by comparing the
2nd observer’s segmentation to the 1st observer’s segmentation outputs which were
used as the ground truth in this study. From the results in Table 1, segmentation
outputs using only green channel image performs better than the outputs using only
Gabor feature image on all metrics considered except sensitivity. However sample
binary images from both feature in Fig. 2 indicates that Gabor feature (Fig. 2d) is
better in capturing finer vessels compared to green channel image. This could be
due to the chosen value of 2 pixels for Gaussian envelope scale parameter, σ that
highlights fine vessels well. While this is true, some of the larger vessels appear
hollow due to the central vessel reflex on Gabor binary image. This can be com-
plemented by the binary image from green channel that preserves most of the large
vessels well, contributing to a much improved results when the two binary images
combined as shown in the last row of Table 1.

Results for Zana, Chaudhuri and Jiang are calculated using the output images
provided on DRIVE database website, while other results are obtained from the
published literature. The proposed method has an average accuracy of 0.9425

Table 1 Performance of
proposed method compared to
other published methods

Methods SN SP ACC MCC

2nd human
observer

0.7763 0.9723 0.9470 0.7660

Green channel
image

0.5987 0.9884 0.9378 0.7021

Gabor feature
image

0.6062 0.9787 0.9306 0.6716

Zanaa [9] 0.6697 0.9830 0.9429 0.7315
Chaudhuria [6] 0.2706 0.9887 0.8969 0.4236
Jianga [13] 0.6480 0.9623 0.9218 0.6509
Strisciuglio [11] 0.7655 0.9704 0.9442 0.7475
Mendonca [10] 0.7344 0.9764 0.9452 –

Proposed
method

0.7206 0.9757 0.9425 0.7400

aResults calculated from provided binary images on DRIVE
website
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which are comparable to other methods’ results with highest accuracy of 0.9452 by
Mendonca. The proposed method’s sensitivity value of 0.7206 is higher than Zana,
Chauduri, and Jiang but slightly lower than Strisciuglio and Mendonca. In terms of
specificity, the proposed method has the value of 0.9757 which is comparable to
other published methods. Strisciuglio’s method recorded highest MCC value of
0.7475 while the proposed method has the second highest MCC value of 0.7400.
Specificity value of our method also exceeds those of second observer’s manual
segmentation results. Figure 3 compares 2 sample outputs with their corresponding
manual segmentation outputs, i.e. the ground truth.

4 Conclusion

We proposed a novel retinal blood vessel segmentation method that combines
binary images obtained from the vessel-enhanced green channel image and
vessel-enhanced Gabor feature image. The binary images are produced using
unsupervised K-means clustering and combined using logical OR operation. The
combination of binary images increased the performance of individual features by
complementing each other well. The results achieved (SN = 0.7206, SP = 0.9757,
ACC = 0.9425 and MCC = 0.7400) are comparable to published unsupervised
methods. The proposed method is efficient since it does not involve sophisticated
calculations nor prior training of labeled images. In future work, other methods of
image combination will be investigated to improve the overall performance of the
segmentation method.

Acknowledgements This research is supported by MOHE Malaysia (FRGS/1/2015/TK04/
UKM/01/3) and UKM (DIP-2015-012). We thank Assoc. Prof. Dr. Jemaima Che Hamzah from
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Fig. 3 Sample vessel segmentation outputs of Image 12 and 2 from DRIVE database. a Ground
truth Image 12 from DRIVE database, b final segmented vessels of Image 12, c Ground truth
Image 2 from DRIVE database, and d final segmented vessels of Image 2
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Training Samples Construction for Energy
Utilities Operational Assets Management

Alexandra Khalyasmaa and Stanislav Eroshenko

Abstract The paper is concerned with the training sets formation problems in the
intelligent information analytical systems for electrical grid equipment technical
state assessment and repair programs formation with the purpose of the power grid
companies’ plant assets management. The basic principles of the developed intel-
ligent information analytical system are presented in the paper. The problems
associated with the training sets formation for electrical grid equipment are also
described and the basic requirements to them are defined. Within the framework of
the presented paper the analysis of the training set size impact on the equipment
state identification accuracy in the context of 110 kV power transformers state
identification was performed.

Keywords Plant assets ⋅ Training set ⋅ Analytical system ⋅ Electrical
equipment

1 Introduction

Nowadays different information analytical systems intended to electrical grid
equipment technical state assessment at substations, equipment residual life analysis
and power grid companies (utilities) plant assets management have become pop-
ular. It comes from the fact that under the modern conditions the hardware and
software are sufficiently developed which allows for the large data volumes
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accumulation [1]. The large data volume in its turn gives the opportunity to receive
the useful analytical information on the basis of which the new knowledge can be
obtained and possible correlations and interrelations can be found. Different arti-
ficial intelligence methods such as the neural networks, the fuzzy inference, the
genetic algorithms, the machine learning [2] etc. are used for operational efficiency
improvement in the modern information analytical systems. Each method has its
advantages and disadvantages, but the system training principle is used in practi-
cally all the methods as far as the new system knowledge is obtained just by means
of training. Nowadays there exist a great number of the networks learning methods,
for instance: the supervised learning, the unsupervised learning, the statistical
learning, the self-organization etc. [3].

It is unlikely that the unsupervised learning can be used during the equipment
technical state and residual life assessment as far as the problem is finally reduced to
the analysis of equipment state and defects specified by the governing documents.
In other words the present system has always both input and output vector. The
electrical grid equipment diagnostics and tests results are used as the training set. It
is the parameters set (inputs) which characterizes the equipment state as far as
diagnoses and defects (outputs) corresponding to the present parameters sets. It is
obvious that the efficiency of the information analytical system with the supervised
learning depends heavily on the training set quality.

Not so much the high percentage of erroneous diagnoses (defects) as the pos-
sibility of the information analytical system further training is the major problem of
the defective training set. In this case the latter is of particular importance as far as it
is too difficult to find the equipment failures and defects statistics sufficient for the
high-quality training set formation. Firstly, the problem is in that the total damage
rate of equipment is not so high, for instance according to [4] it is 0.5–2.5% per a
year for power transformers (the average value is ∼1%). It means that for the
middle-size grid company with seventy 110 kV substations on the balance sheet
with consideration of reserve facilities etc., the total number of 110 kV transformers
will be approximately 150, and, consequently, the transformers damage rate will be
approximately 2 transformers per a year.

In this case it will take approximately 50 years for the required representative
sample formation at least by the sufficient minimum quantity condition. It is not
necessarily that over this period we will obtain any and all equipment defects types,
specified by the governing documents, moreover, the equipment fleet even the fleet
of the same type equipment comprises different modifications and in this case the
defects parameters of one modification can differ markedly from another one. In
other words, the training set formation is one of the key problems during the
intelligent information analytical systems implementation, that is why the paper is
concerned with the presented problem solving.
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2 The Intelligent Information Analytical System
Description

The intelligent information analytical system (IIA) developed by the authors is
designed for the electrical equipment state identification, maintenance and repair
cycles optimization. IIA is based on the Takagi-Sugeno fuzzy knowledge base
(neuro fuzzy inference), which is described in detail in [5]. Actually the neuro fuzzy
inference structure and adjustment optimization are reduced to the iterative deter-
mination problem of the membership functions optimal number and type as far as
the production rules and training sets etc. The Takagi-Sugeno algorithm was taken
as the fuzzy inference algorithm because of the fact that the present algorithm is the
universal approximator of functions, which in case of the large number of the input
parameters has the advantage over the other neuro fuzzy inference algorithms.
According to [6] when modeling the multifactorial problems, for instance the
equipment technical state assessment problem, it is appropriate to use the
Takagi-Sugeno algorithm. The network in the Takagi-Sugeno algorithm comprises
5 layers and the linear function of the input variables is used as the conclusive rule

y1ðxÞ= pi0 + ∑
N

j=1
pijxj ð1Þ

where N is the number of the X set parameters; pi0, pi1, . . . , piN are the
Takagi-Sugeno polynomial parameters.

2.1 The Fuzzy Parameters Identification Problems

The fuzzy knowledge base was used due to the fact that the equipment parameters
analyzed during the system operation can indicate the different equipment states
(defects types) at the same time with different degrees of membership to these
states. The state analysis of two TRDN-25000/110/10 type transformers (T1 and
T2) was performed for illustrative purposes. The results of chromatographic anal-
ysis of dissolved in oil gases (DGA) over the period of 2005–2015 were taken as
initial data. The concentrations of the following gases were analyzed: methane
(CH4), acetylene (C2H2), ethylene (C2H4), ethane (C2H6), hydrogen (H2), carbon
oxide (CO), and carbon dioxide CO2 by six different methods: Rodgers method,
Dornenburg method, IEC standard, nomograms method, ETRA method, Duval’s
triangle, and also experts estimates method. The detailed analysis is presented in
[7].

Among all the measurements the gases boundary concentrations exceedance was
observed only in two cases: in case of oil sampling from T1 transformer (T11) and
in case of oil sampling from T2 transformer (T21). In other cases all concentrations
values of the dissolved in oil gases are within the boundary values range. In spite of
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this fact many DGA methods allow the defect identification without gases con-
centrations exceedance criterion. The results of DGA data analysis by different
methods are presented in Table 1. As it is seen from Table 1 each method identifies
the transformer state in its own way and the methods results are not always the
same. In this case the unique identification of the transformer state is difficult,
moreover the degree of membership to a particular state is also various due to the
differences in the boundary concentrations values for each method. It should be
mentioned that for each method the particular state possibility will also differ as
well as in the previous case due to the differences in the boundary concentrations
values and also due to the differences in the states gradation in each particular
method.

All the above mentioned shows that the use of the fuzzy knowledge base is
well-founded, moreover the necessity of the training sets formation by state (de-
fects) on the basis of the precedent information is obvious. In other words, in
different cases for the same transformer type, but, for instance, being operated in
different climatic conditions, the same gases concentrations values in one case show
that there is an incipient defect, in other case—that there is the outlier. Therefore
special attention should be given to the training sets creation for quality improve-
ment of the technical state assessment results and decisions concerning its further
operation.

2.2 Equipment Types Structure in the Training Set

On the first step the initial training set is formed for each equipment type (trans-
former, circuit breaker, disconnector etc.) with consideration of each type division
into the main subtypes. For instance, the “power transformer” type comprises the
following subtypes: autotransformers; 110–220 kV transformers; 35 kV trans-
formers; 6–20 kV oil transformers; 6–35 kV dry-type transformers. The present
grading is based on the equipment design features, equipment operation mode
parameters as far as the techniques of diagnostics and tests during which the present
parameters are defined. For each subtype the training set is initial, as far as the
uplearning is a cyclic process in the developed system. Only new precedents (inputs
and the corresponding outputs) are included in the holdout training set. In case of
the precedents repetition the network will not be uplearned, the training set will
remain constant from the last uplearning stage. As it was mentioned above, the
present decision is caused by the problems of equipment defects statistics accu-
mulation, and training without the training set completion leads to the increase in
the errors probability during the equipment state identification.
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2.3 The Training Set Size

The training set size has a significant impact and it should be sufficient for correct
and certain equipment state identification. It is generally accepted that if the
dependency between the analyzed variables is heavy it can be identified even is case
of small set. If the training set size is insufficient it means that there are few possible
combinations of the present variables values and consequently the possibility of the
values combination identification which show the heavy dependence is relatively
high. In the technical assessment problem the dependence between the analyzed
variables is week therefore the present dependence can be identified only for suf-
ficiently large set.

At the same time the smaller size of the required training set as compared to the
traditional multilayer neural network [8] is the neuro fuzzy inference advantage
which makes possible the sufficient training set formation even under the condition
of the limited data. Analysis of the training set size impact on the equipment state
identification accuracy in the context of 110 kV power transformers state identifi-
cation was performed in the paper. For each element of 110 kV power transformer
its own neuro fuzzy inference structure was developed. The developed system
adjustment accuracy was evaluated on the basis of the training and test sets of
different size for 110 kV power oil transformers of the similar power and the same
type structure. The sets mentioned above are presented in Table 2. Due to the high
dimension of the current problem its verification was performed on the basis of the
diagnostic data of the following elements: transformer oil (in the transformer tank)
—on the basis of the chromatographic analysis data of the dissolved in oil gases;

Table 2 Basic network parameters for the transformers state assessment

The pairs number
in the training set

30 40 50 60 70 80 90 100

The pairs number
in the test set

74 74 74 74 74 74 74 74

Number of nodes 524 524 524 524 524 524 524 524
Number of linear
parameters

243 243 243 243 243 243 243 243

Number of
nonlinear
parameters

45 45 45 45 45 45 45 45

Total number of
parameters

288 288 288 288 288 288 288 288

The fuzzy rules
number

243 243 243 243 243 243 243 243

Average training
error (%)

10.2 9.4 8.5 7.8 6.8 6.7 6.5 6.3

Average testing
error (%)

0.1081 0.0682 0.0594 0.0524 0.0495 0.0489 0.0488 0.0486
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magnetic core—on the basis of no load measurements data; solid insulation—on the
basis of the measurements data of the winding insulation resistance; general state of
windings—on the basis of the windings’ ohmic resistances and also on the basis of
the transformer production and overhaul year (the operational lifetime data).

The training set size impact on the equipment state identification accuracy was
verified during the obtained data analysis. It is seen from Table 2 that the more the
training set size the less the average training and testing errors, that is the more the
equipment state identification accuracy. Consequently, the sufficient amount of
statistical data should be accumulated during the training set formation, in this case
more than 70 pairs are required for the presented problem solving. As it is seen
from Table 2 when using 70 and more pairs there is a slight reduction in the
prediction error. In this case the set structure, information value and completeness
in addition to the training set size have an impact on the identification results
accuracy. It is described in detail by the authors in [9, 10].

3 Conclusions

Determination of the minimum required training set size is one of the basic prob-
lems during the transformer equipment technical state assessment and reliable
identification of the equipment state on the basis of neuro fuzzy inference. In order
to exclude the system model overfitting it is also required to use the independent
data for training and test sets, in this case the test and training sets should meet the
same requirements concerning the set structure, completeness etc. The requirements
mentioned above are explained by the fact that the system model further operation
and the equipment state identification accuracy depend on the system model
adjustment. And on the real objects the defective training and test sets can lead to
the incorrectly identified equipment state and consequently to the false staff
operation.
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A Host Program Implementation
for Linux File System Tracing Method
Using the Kprobes Linux Dynamic
Instrumentation System

Sang-Young Cho

Abstract A storage performance analysis tool is crucial to finding performance
bottlenecks in I/O storage systems and developing efficient storage system archi-
tectures or algorithms. This work is based on an integrated performance analysis
tool for Linux file systems. The tool provides actual time information for Linux file
system functions. In contrast to other existing tools, the tool provides a filtering
mechanism, a graphical interface, and system-level analysis information without a
heavy load of measurement. This paper describes a host program implementation
for the performance analysis tool. It may be used by Linux developers or end-users
for analyzing file system layers or measuring software performance to find bot-
tlenecks in Linux file systems.

Keywords Linux filesystem ⋅ Performance analysis ⋅ EXT4 ⋅ Kernel trace

1 Introduction

Though the application performance of an Android-based device can be affected by
many factors, the most influential factor is the performance of the underlying I/O
storage system [1]. The storage system is a collection of software layers such as
SQLite, EXT4, a block device driver, and a storage media driver. Each software
module of the I/O storage system has been utilized for hard-disk storage media.
Several performance issues began to occur when the integrated I/O storage system
is applied to battery-powered mobile devices that are using NAND-based media.
Therefore, many studies have been devoted to improving the performance of I/O
storage systems.
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Existing benchmarking tools measure storage system performance in various
ways. The most well-known tool is IOzone [2], which provides numerous testing
environments and data views with read/write speed and I/O turnaround time.
IOzone shows performance results in statistical values, but it is difficult to use in
Android-based systems. AndroBench [3] was developed to benchmark the storage
performance of Android-based mobile devices at the application layer. These tools
can give the overall performance behavior at the system level, but they lack the
ability to report detailed inter- or intra-function behaviors that are useful for ana-
lyzing exact timing behaviors.

There are many function-level performance analysis tools, also known as
function tracers [4–8], such as ftrace, perf, strace, dtrace, and blktrace. These tools
allow users to trace almost all function-level events within the Linux kernel
including file system domain functions. However, the tools do not provide any
convenient interfaces to interpret or to filter the trace results, so users find it difficult
to translate the trace results into useful information for analysis. To get system-level
performance information, several tools should be used at the same time and each
tool’s trace information should be integrated to generate a wholistic view of
system-level performance data.

In this paper, we describe a host program implementation for the performance
analysis tool. It may be used by Linux developers or end-users for analyzing file
system layers or measuring software performance to find bottlenecks in Linux file
systems.

This paper is organized as follows. In Sect. 2, we introduce the Linux file system
layers as well as the Kprobes Linux dynamic instrumentation system. Section 3
elaborates on the design of the Linux tracing tool and its host program imple-
mentation issues are discussed. The paper is concluded in Sect. 4.

2 Related Studies

2.1 Linux Filesystem Layer and Write System
Call Operation

The Linux file system can be analyzed by investigating the function call sequence
of the kernel when a read or write system call has been invoked by a user process.
All of the performance analysis information is acquired by collecting the timing
data of every invoked function’s call and return, which is then processed in order to
draw a complete picture of the read/write process. Though read and write system
calls are all frequently invoked file-related functions in the Linux file system, write
is the most influential system call on the entire storage system’s performance if the
file system is constructed on NAND-based storage media. This is because the write
operation of NAND-based media is more time-consuming than the read operation
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and the journaling operation is performed during the write operations. Therefore,
we focus on analyzing the Linux file system’s write operation.

Figure 1 shows an example of the Linux file system’s layers. The Linux file
system has a layered structure that is divided into layers of VFS (Virtual File
System), EXT4 (for example), a generic block layer, the I/O scheduler layer and
block device driver, and physical storage media. Various file systems can co-exist
in a Linux system through the VFS interface. The generic block layer supports the
block-based device I/O. Each block device has its own queue and I/O requests are
inserted at the I/O scheduler layer. When storage media are eMMC or UFS devices,
the MMC block device driver, MMC core, and MMC host driver are in charge of
media accesses for storage I/O.

2.2 The Kprobles Linux Dynamic Instrumentation System

A static or dynamic Linux kernel tracepoint is a kind of breakpoint that provides a
hook to call a function (probe) to extract kernel behavior information [9]. Static
tracepoints cannot be inserted at run-time but they can be located at any points
throughout the program. Dynamic tracepoints can be easily inserted or enabled
during run-time, but they incur some overhead and are usually placed at function
entry and exit points. Kprobes enables us to dynamically break into any kernel
routine and collect debugging and performance information non-disruptively. The
Kprobes instrumentation is built as a kernel module. Thus, rather than having to
recompile and reboot the system with an instrumented kernel, a kprobe instru-
mentation module can be written, compiled, and loaded on the system. There is no
need to reboot the system. Once the instrumentation module has served its purpose,
it can be unloaded, and the kernel returned to its normal operation.

Fig. 1 An example of the
Linux file system’s layers
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There are currently three types of probes: kprobes, jprobes, and kretprobes (also
called return probes). A kprobe can be inserted on virtually any instruction in the
kernel. A jprobe is inserted at the entry point of a kernel function, and provides
convenient access to the function’s arguments. A return probe fires when a specified
function returns. Kretprobes also provides an optional user-specified handler which
runs on function entry. The performance analysis tool of this paper was aimed at
dynamic focusing. Probing overhead may not be significant because our main
concern lies not on debugging information such as local variable investigation, but
on the functions’ timing information. The main focus of this work is the execution
time of each function in relation to file-related operations. Therefore, we modify
“kretprobe” to invoke entry and exit handlers for each kernel function.

Kretprobe can be applied within a kernel module using the following function
calls: int register_kretprobes(struct kretprobe *p) and void unregister_kretprobes
(struct kretprobe *p).

3 Software Structure and Operation Scenario

Figure 2 shows the software structure and the operating scenario of the storage
performance analysis tool.

A kernel module has been implemented under Fedora 3.13 using the kretprobe
interface to store the tracing data of the Linux filesystem on main memory. The
collected data is written on a text file after executing a test application that has file
access operations. To do this, user sets up the testing environment including writing
a test program and choosing functions to trace. The testing environment setting is
written as a text file and transmitted through Xshell via serial communication. The
target Linux system receives the text file and configures a corresponding test
environment based on the information of the file. The kernel module that controls
the whole trace operation starts gathering tracing data with kretprobe interface. The
result file is transferred to a Windows host PC through Xshell and analyzed by a
viewer program that is developed under .NET framework 4 in C# language.

Fig. 2 The structure and operating scenario of the storage performance analysis tool
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The viewer program provides the storage performance analysis information using
visualized interface such as graph, grid view and trees.

The host control program initiates filesystem tracing and shows tracing results in
graphical views. Figure 3 shows the main window and a pop-up function selection
window of the host control program. The Kprobes mechanism requires function
names to call an entry and the return handler. These names must be registered using
the Kprobes API. This means the user must know the exact names of the functions
he/she wishes to trace. It is not easy to remember all of the function names.
Furthermore, function names may change from version to version in Linux kernels.
The host control program provides function names in four versions of Linux ker-
nels. The names are classified according to the file system layers. Therefore the user
can select a Linux version and a specific layer. The program lists the function
names for the chosen layer so that the user can select the functions that the user
wants to trace. The selected function names and trace environment setting infor-
mation are written to an input file and transferred to the trace control program of a
target system.

It is very important for a tracing tool to provide an intuitive and informative
interface. The tool presented here supports three types of viewing interfaces. The
graph view interface as shown in Fig. 4a displays the cumulative time of each
function of a result file in single mode view. The view enables the user to find
time-consuming functions at a glance. It also supports a multiple mode view where
several test results can be compared to verify algorithmic performance enhance-
ments or the differences in performance of various file access modes. The grid view
interface of Fig. 4b shows the map data of a result file analysis. A file access system
call in the Linux Ext4 file system is performed by three threads: the main thread that
makes system calls, the jdb2 thread for journalling, and the mmcqd thread for

Fig. 3 The main window and a pop-up function selection window of the host program
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low-level I/O. The tool in this paper can trace all the functions called by the three
threads and the traced data is displayed in three different grids. By providing the
layer information of each function, the user can easily recognize the overhead of
layers during file system access. The tree view interface in Fig. 4c displays the
whole call graph of all the individual function calls using the tree data structure of a
result file. The call graph display can be merged or expanded at a function so as to
hide all functions called by a specific function. This helps the user see only the part
of the call graph that is of interest. A pop-up window is used to show node time
information when the mouse is located at a specific function name.

4 Conclusion

In this paper, we describe the design and implementation of a powerful Linux file
system analysis tool that provides filtering services, a graphical interface, and
system-level analysis information without incurring heavy penalties. The tool
mainly consists of an in-kernel tracing module and a host control program that runs

Fig. 4 User interface of the host viewer program
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on a host PC. The host control program is developed on .NET framework 4 in C#.
The kernel module has low probing overhead compared to other existing tools. The
host control program sets up a performance tracing environment and provides three
types of performance viewers after analyzing a result file generated by the kernel
trace module.
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Simulation VANET Networks
on a Random and Realistic Spatial
Scenario

Suad Kasapovic and Lejla Banjanovic-Mehmedovic

Abstract The paper describes the use of VANET simulator to demonstrate the
potential and importance of their application in a network of vehicles, as well as
some of the network performance that can be predicted in this way. Using VANET
simulator is shown scenario analysis of selected traffic parameters and network
performance, based on the coupling traffic simulator VanetMobiSim and network
simulator ns2. Vanet simulator using OpenStreetMap for the insertion of real map
of the city.

Keywords VANET ⋅ Networks ⋅ Simulation ⋅ ITS ⋅ VanetMobiSim ⋅ ns2

1 Introduction

VANET (Vehicular Ad hoc NETwork) network play a key role in ITS (Intelligent
Transport Systems). VANET comprises a number of technologies and active areas
of research, standardization and development. Therefore, issues of stability, scal-
ability, reliability, and network security vehicles is a challenge [1]. In VANET
network, mobile nodes are vehicles. Network topology changes often and very
quickly because of their high mobility and speed. For test purpose of VANET
networks, software simulations can play a major role in imitating real world sce-
narios because it simple, easy and cheap [2]. Comparative survey of several pub-
licly available mobility generators, network simulators, and VANET simulators are
presented in [3, 4]. This paper presents a one of available VANET simulation
software and their components and characteristics with simulation environment.
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2 Vehicular Mobility Simulation for VANET

This article presents the simulation of network traffic vehicles using two modules of
VANET simulator. In one case, VanetMobiSim is used as a traffic simulator, and in
the second case, ns2 is used as a network simulator [5].

Traffic simulator VanetMobiSim includes a number of models of mobility, and
parsers for geographic data sources in different formats and modules for data
visualization (Fig. 1).

It is based on the concept of switching modules, so that this software tool easily
expandable. Its main drawback is that it offers a poor documentation. A set of
extensions that contain VanetMobiSim, divided into spatial model and a
set-oriented model of mobility vehicles [6, 7]. The spatial model of the vehicle is
made up of spatial elements such as traffic lights or multi-lane road, their attributes
and ways of linking these spatial elements. The spatial model is made up of
topological data obtained (user-defined, random, geographic data files). Within it,
there is a set of models of mobility vehicles such as: Intelligent Driving Model with
Intersection Management (IDS_IM)—a model that perfectly describes the rela-
tionship vehicle-to-vehicle and managed intersections and Intelligent Driving
Model with Lane Changing (IDM_LC)—model that includes overtaking other
vehicles, communicate with IDM_IM management changes lane and accelerate or
slow the vehicle. VanetMobiSim provides many opportunities to create a realistic
scenario. The simulation scenario for VanetMobiSim defined in XML format.
VanetMobiSim simulator requires a Java Development Kit (JDK) and Apache Ant,
tasked with developing Java applications. For the first scenario analyzed in this

VANET scenario 
definition 

(VanetMobiSim)

Communications 
definition (ns-2)

VanetMobiSim

Vehicular traffic 
traces generator

Ns-2

MANET networks 
simulator

Vehicular 
traffic traces 

file (ns-2)

VANET simulation 
traces file

Fig. 1 VANET simulator based on coupling VanetMobiSim and ns-2
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article is used Random Spatial Model. With <seed> tag specifies the random
numbers of vehicles VanetMobiSim. With an instance of the class x.mobisim.
extensions.NSOutput defined file format and with ns2 simulation selected time of
400 s, which is defined by instance: x.mobisim.simulations.TimeSimulation. Spatial
environment is added with the help of instance x.spatialmodel.core.SpatialModel.
Spatial environment provides support for different types of roads and leaves the
possibility of the existence of the traffic lights at intersections. Support for traffic
lights added by instance x.spatialmodel.extensions.TrafficLight. It is possible to
define the time interval between changes color traffic lights, expressed in ms.
The XML file is implemented with random option, known as SpaceGraph using
instances x.spacegraph.SpaceGraph. It creates random graph constructed using the
Voronoi tessellation method to set random points. Characteristics of clusters (areas)
are given using the <cluster> tag. In the analyzed a random scenario density cluster
has a value of 0.000001 clusters/m2, which means that the surface area of
4,000,000 m2 divided into 400 clusters. The <ratio> determines the percentage of
certain types of cluster on the simulation area, <speed> tag specifies the maximum
permissible speed in m/s on the segment path created with this kind of cluster.
Group nodes are added to the simulation using <nodegroup> tag. The presented
scenario includes only some of the possible specifications, such as maximum and
minimum speed, although VanetMobiSim includes many more features that can be
configured. During simulation, GUI environment shows the spatial model and its
constituent elements such as roads and facilities. Figure 2 shows random scenario
spatial model.

When the simulation is complete, a file named ns_trace is created. Ns_trace file
contains traces of mobility necessary for ns2 simulation. At the start of the simu-
lation are given x, y and z coordinates of each of the 10 monitored nodes. The first
two coordinates describe the position of the nodes in the simulation area. The third
coordinate describes time observation of the vehicle in the area of simulation, in
seconds. Any change time of 0.1 s, gets the current position of the nodes. After
some time, some of the nodes disappear, because the duration of each node sub-
stantially less than 400 s. After losing a node, occurs another node with the same
label and the new duration. On the other hand, the ns2 network simulation and
provides simulation-level package through many different protocols in wired or
wireless network (the ability to use mobile nodes) [8]. The mobility of the nodes
can be specified either directly in the simulation file, or by using the mobility trace
files. To run the simulation, it is necessary to define the script by using the TCL
programming language. General simulation specifications, such as the duration of
the simulation, the simulation space, as well as some characteristics of networks and
channels are defined. After completing the simulation, ns2 stops communication
and closes out.tr file containing information of the routing during simulation, as
well as scenario.nam file. From out.tr files can know more about the simulation. On
the output file out.tr can apply a filter to the selected part of the simulation. For
these purposes can be used awk scripts. Example start awk filter is awk -f filter.awk
out.tr. After completion of the awk scripts output.txt file contains traces such as the
number of sent and received packets or bits.
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3 Simulation Using a Map Part of the City of Sarajevo

For the simulation can be used and a real map part of the city. In the real case, in
this paper is used map of Sarajevo along with tools Openstreetmaps [9]. After using
Openstreetmap find specific area to perform simulations (in this example the core of
the city of Sarajevo) takes on the desired map. The already initiated the simulator,
choose the folder sarajevo.osm and imported into the simulator. When taking a
map, we will choose XML as the desired file format. The simulator is tested by
opening the folder sarajevo.xml and loading the script file sarajevo_scenarij.xml.
The urban part of the script, configured the way with two different directions. As for
the attributes of the vehicle, there are different speeds, as well as the level of traffic
congestion. For vehicles has set the maximum speed and acceleration of the vehicle
that can be achieved. During the simulation you can display and some additional
information about the scenario, such as the communication distance, vehicle ID etc.
The movement of nodes and data transmission starts at t = 0 s. Simulation is used
with quite a large number of vehicles and wireless communication includes all
active vehicles. Figure 3 shows a transport map of the selected area of Sarajevo by
VANET simulator.

The blue arrow represents the area of observation related to transport and
communication. It analyzes the traffic in the street Hamdije Čemerlića in Sarajevo,

Fig. 2 Illustration of the selected scenarios
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at a distance of 192.8 m. For all vehicles that are observed, showing the commu-
nication distance as well as their ID code. Traces of simulations show that the total
number of active vehicles during the simulation is 20, and all the vehicles are
covered by wireless communication. The value of the mean velocity of the vehicle
is 49.43 km/h. The mean distance that vehicles crossing for a period of 60 s is
700.22 m.

4 Algorithmic Flow and Simulation Results

In terms of implementation of the simulator, it is first necessary to install the
simulator ad hoc network VanetMobiSim then define spatial scenario parameters.
After starting the.xml script creates the output file with the extension.txt. Then, after
the installation of a network simulator ns2 and start.tcl script, it create at the output
file with extension.tr and.nam. Tcl script takes as input a vehicular traffic traces file.
Thereafter, using filters such as awk script performs simulation analysis. As a result
of the examples presented here are given the ratio of the received packet (PDR—
Packet Delivery Ratio) and the ratio of lost packets (PLR—Packet Loss Ratio).
PDR is the ratio between the number of packets received at the destination node and
the number of packets transmitted from the source node and indicates the success of
the delivery of packages from source to destination. In order to calculate these data,
should be defined by two counters, one that should increase for each successfully
received packet to the destination node, and another that would increase each time
you send a package. Figure 4 graphically shows the dependence of the number of
packages of the duration of the simulation.

Fig. 3 Simulation VANET communication on a map of Sarajevo
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After completing simulations and the obtained values, as an example shown by
the ratio of received and lost packets, i.e., PDR and PLR value: 73.8% and 26.2%
respectively. Figure 4 shows the change in the value of the PDR and PLR during
the simulation time and where you see that at the end of the simulation the biggest
success of transmitted packets.

5 Conclusion

The vehicular safety application should be thoroughly tested before it is deployed in
a real world to use. Due to the high mobility of nodes and high speed of the vehicle,
routing data packets through VANET network is a very complex process. Disen-
tangling herself density traffic, which affects the reliability of delivery of the
package. Before you embark on the implementation of projects with VANET
networks, is of great importance to make high-quality simulation as similar real
scenario, in order to reduce costs in the implementation of the project. The simu-
lation should be “closer to the” real scenario, traffic and network performance.
Network simulators are used to evaluate network performances and the traffic
simulators are used for traffic engineering in a variety of conditions. Required
solution is to use traffic and network simulator together, with proper coordination.
Such attempts are given in [10, 11].
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Sensor Module for Monitoring Wine
Fermentation Process

Dimitrija Angelkov and Cveta Martinovska Bande

Abstract This paper presents a module for monitoring the grape fermentation
process constructed of low cost sensors for temperature, wine acidity (pH), alcohol
and carbon dioxide released gases. Sensor values are recorded over the wine fer-
mentation process and are sent through wireless modules in real time to a server.
Constituent part of the module is a microcontroller PIC16F877A. It processes data
received from sensors and sends them to the server through Ethernet controller
ENC28J60. The main advantage of this low cost prototype is the possibility to be
used by small winemakers for control and monitoring of a grape fermentation
process. The proposed system has been tested in a winery in the Tikves region and
it fulfilled the initial expectations.

Keywords Sensor network ⋅ Wine fermentation ⋅ Temperature sensor

1 Introduction

Over the past decade sensor networks have gained increased attention due to the
applications in different areas, such as agriculture [1], environment monitoring [2],
air pollution [3], health care [4–7], positioning and tracking [8], localizations, traffic
detection and avoiding road congestion [9], etc. Recent applications of wireless
sensor networks are systems for recognition of human activity and behavior which
enables ambient assisted living and home automated systems [10]. There are many
systems that use sensor networks based on different technologies, applications and
standards [11, 12].

This paper describes implementation of a system for remote monitoring and
control of sensor module installed in a winery. The aim is to monitor the conditions
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in the winery as well as weather conditions for growing grapes. Sensors located in
the vineyard are used to gain knowledge about relations between soil and air
conditions and interventions like fertilization, treatment with chemicals and irri-
gation. Parameters relevant for these systems are: solar irradiation and temperature
which affect the sugar level and the ripeness of grapes, and air humidity which
stimulates the development of some fungi and could lead to spread of infections.

The temperature in the fermentation process has impact on wine characteristics
and quality. In the process of wine fermentation microorganisms transform must
into wine. Microorganisms use grape’s sugar to produce alcohol and CO2. As a
result of the fermentation process the heat of the must increases. In order to preserve
the microorganisms alive and for proper fermentation the temperature has to be
maintained at about 30 °C. The designed sensor prototype enables efficient moni-
toring of the parameters important for wine fermentation and production using low
cost equipment.

There are many studies that report on developed sensor systems for monitoring
and control of wine production process [13] including temperature [14] sensing
phenolic components [15] or sulfites in wines [16]. Several systems are proposed
for classification of wines according to grape types and geographic origin [17–21].
For wine quality during winemaking process is important to measure some grape
quality parameters, including pH-value, tartaric acid and malic acid. To assess these
quality parameters of wine grapes during ripening different methods are developed
[22, 23].

2 Structure of the Portable Sensor Module

The microcontroller PIC16F877A is the main component of the system. This
component processes sensors data, transforms them from analog to digital and
sends the data to the server through Ethernet module ENC28J60. Our aim was to
develop small, portable device that can be inserted in the wine barrels, therefore the
size of the board was important for preparing the sensor module. Other reasons for
selection of this device were its high performance and low power consumption
which have influence over the system autonomy. The proposed sensor module is
applicable for small wineries. The owners of these wineries are not ready to invest
in technology so we searched for the cheap components that we can easily integrate
and program.

Among the many producers that offer commercial solutions we have chosen PIC
family of microcontrollers developed by Microchip Technology Inc. Important
properties of the PIC microcontrollers are wide availability, low cost, ease of
reprogramming with built-in EEPROM and many development tools. Microchip
Technology offers simple and economic development board PICDEM 2 Plus
(Fig. 1), software MPLAB ICD 3, low price microcontroller, with low consumption
and many applications and examples available on Internet. These reasons made this
company the best option for development of our prototype.
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PICDEM 2 Plus includes port for communication with the computer, in-circuit
programmer/debugger module for testing of the programs, access to the
input/output ports of the microcontroller and the necessary software and drivers for
the computer.

2.1 Description of the Microcontroller PIC16F877A

The microcontroller PIC16F877A is selected from the set of microcontrollers
developed by Microchip Technology due to the compatibility with PICDEM 2 Plus
development board. This microcontroller includes internal temperature sensor and
integrated analog-to-digital convertor, programmable in C, and has small price and
low power consumption.

The module for ADC conversion supports fast, 10 bits analog-to-digital con-
versions. It is configured with two control registers: control register ADCON0 and
control register ADCON1. The module is powered up with ADCON0 bit 0.
ADCON0 register controls the operation of the A/D module, while the ADCON1
register configures the functions of the port pins. The port pins can be configured as
analog inputs (RA3 can also be the voltage reference) or as digital I/O. Every time
the ADC module prepares and stores the conversion result in the register pair
ADRESH:ADRESL the data transfer controller is triggered without any software
intervention. The central processing unit is stopped to avoid any connection over
the data bus during the data transfer. When data transfer operation is finished then
CPU continues its work. In order to activate the integrated temperature sensor in the
microcontroller analog input has to be selected. With this sensor the microcontroller
uses the internal voltage reference. The way of accessing the ADC registers is the
same when external temperature sensor is used. As an external temperature sensor
is used LM35 precision integrated-circuit.

Fig. 1 PICDEM 2 Plus
development board
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2.2 Connecting the Microcontroller with the Network
Controller

The communication between the microcontroller PIC16F877A and the network
controller ENC28J60is established through 5 pins: RC0, RC1, RC3, RC4 and RC5.
Except RC4 the other pins are directly connected with the network module
ENC28J60 (Fig. 2).

Fig. 2 Electric scheme for data transmission from temperature sensor to the server through the
network module ENC28J60
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The microcontroller PIC16F877A and the Ethernet controller ENC28J60 operate
on different voltages. While the microcontroller operating voltage is 5 V the net-
work module has operating voltage range of 3.14–3.45 V. For that reason the
integrated circuit 74HCT08N is used as a logic multiplier which in this combination
acts as amplifier for the logic signal that comes from the network controller.

3 Design and Development of the Prototype

To create the prototype we used advanced integrated development environment
FLOWCODE, developed by Matrix Technology Solutions, which includes tem-
plates for popular development boards such as Microchip devices. It enables
debugging during the development of the program after installing the drivers on the
computer (Fig. 3). The program developed in C language was embedded into the
microcontroller. After that the microcontroller without the computer can be used.

Using the design suite Proteus (Fig. 4) which is a product of Labcenter Elec-
tronics we designed a scheme to test the connections. Figure 4 shows schematic
design of the components. Using this software tool we designed the prototype, first
with internal temperature sensor and then with external temperature sensor
LM35DZ.

Figure 5 shows the box with sensors fixed on the wine reservoir. The sensor
module for monitoring and recording sensor data which is shown on Fig. 6 sends
values over Internet in real time.

4 Sensor Network

The next step of our project was to create a sensor network where one computer will
store the data from sensors installed on each of the reservoirs in the winery. To
connect the server which stores the data and each of the sensor modules installed in
the reservoirs we used the integrated circuit FT232BM (Fig. 7). The FT232BM
circuit was connected with the computer using USB port and served as a USB to
serial UART interface with data transfer rates from 300 baud to 3 Mbaud.

In the process of communication each of the reservoirs has a dedicated port, such
as COM3, COM4, etc. USB Hub device is used to solve the problem with the small
number of USB ports. The values from the sensors installed in the reservoirs are
read with time sharing. Each of the reservoirs has sets of sensors with microcon-
troller. The microcontroller through the UART protocol communicates with the
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Fig. 3 Block diagram and panel of the simulation
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integrated circuit FT232BM. Communication is performed using pin 25 for TXD
and 24 for RXD of the FT232BM with RS-232 transceiver MAX232ECWE which
transforms the voltage of the logic signals using specified UART protocol.

Fig. 4 Design and simulation of the electric circuit in PROTEUS

Fig. 5 Module for
monitoring and recording
sensor data
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5 Conclusion

This paper describes application of Internet based control of sensor network for
monitoring the fermentation process in a winery. The design of such a control
system includes requirements specifications, architecture design, algorithm design
and control interface for data access.

Fig. 6 Box with sensors fixed on a reservoir

Fig. 7 Electric circuit USB2COM for the connection between the computer and reservoirs with
installed communication and sensor modules
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Specifically the paper presents design of sensor network for monitoring the
conditions like temperature and humidity in the winery and monitoring the fer-
mentation of wine by controlling the level of CO2, alcohol and temperature in the
barrels. Data from sensors are processed with PIC16F877A microcontroller and
sent to the server via Ethernet controller ENC28J60.

We expect that the data collected while using the system will be useful for wine
producers and will contribute to better quality of wines. The stored data can be
analyzed in order to reveal correlations between environmental parameters and the
resulting quality of the wine.
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Study the Transmittance Properties
of Light Sources Under Simulated Hazy
Condition

Haibo Yuan, Xiaoli Zhou, Zheqian Zhang and Fanghui Xu

Abstract With the rapid development of industrialization, pollutant from industry
and automobile has a big influence on the air quality of cities. With the high
humidity caused by the urban microclimate, the visibility is greatly reduced due to
the hazy weather formed by the accumulation of pollutant and vapor. In this paper,
a hazy simulation environment is established to measure the transmittance of LED
lamps, metal halide lamps and sodium lamps. First, we studied their transmittance
under the fog condition (liquid) as well as the haze condition (solid). Then, the
comparison among transmittance of light sources under different hazy environment
is shown. The results are useful to the road lighting design.

Keywords Hazy weather ⋅ LED lamp ⋅ Halide lamp ⋅ Sodium lamp ⋅
Atmospheric aerosol

1 Introduction

All the studies of visibility of the target is under ideal conditions for road lighting or
other visual environment, that is the gaseous medium (air) is dry, clean, and
attenuation of light energy can be neglected. But in actually, all kinds of outdoor
lighting in different weather conditions, especially for bad weather such as hazy
condition, actual illumination value may be far lower than the theoretical calcula-
tion value. It is necessary to carry out the related research on the performance of
light sources in bad weather conditions to ensure that the actual lighting effect can
meet the requirements of relevant standards.
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Hazy weather, regarded as atmospheric aerosol, appear frequently in recent years
[1–3]. The light from light sources reduced rapidly in severe weathers due to
atmospheric aerosols’ extinction for light. The present studies are concentrated on
optical engineer and meteorology, the former aims to interpret the adsorption of
monochromatic light (e.g. laser) because of the atmospheric aerosols, the latter
tends to uncover the adsorption of natural light (e.g. sunlight) and the influence of
scattering or determination of visibility owing to atmospheric aerosols [4, 5]. Lots
of literatures mentioned how to measure the optical adsorption behaviors of aero-
sols quantitatively, however experimental data were rarely referred to and the
previous researches were not systematically. In the lighting field, it’s more realistic
to understand the transmission properties of lamps under the condition of atmo-
spheric aerosol. Most of the studies were focused on the special light sources such
as laser, which can’t be used in road lighting. The studies are meaningless for
electronic light sources, especially for HID or LED lamps which have a compound
spectrum. Reference [6] accomplished the experiment with only several different
low-power LEDs to study the transmittance in fog conditions, Ref. [7] investigated
the optimal transmittance wavelength in fog weather, they compared the trans-
mission of light at a certain distance under different thickness of the fog. The results
showed the best wavelength is 578 nm. Whereas this study is useless for outdoor
lighting since the light sources for outdoor lighting are mostly compound light. In
this paper, LEDs with various wavelengths and color temperatures, metal halide
lamps and sodium lamps are used to study the transmittance in fog and haze
conditions.

2 Set-Up of the Experimental Device

2.1 Simulation of the Uniform Hazy Condition

The formation of fog requires plenty of water vapor in air and thermal cools sharply
or flows past a cold surface, i.e. rather high humidity, or proper temperature and
suitable wind. The fog must be uniform, stable and controllable in the experiments.
In this paper an ultrasonic humidifier is used to produce fog, minute droplets of
water is formed by making the atomization piece remain in high frequent resonance
with ultrasonic wave (1.7 MHz), the diameters of the water droplets is 5 μm which
are in agreement with the diameter of fog in nature, which is from 4 to 10 μm. The
uniformity of fog is guaranteed by a fan attached to the humidifier, and different
thickness of fog is obtained through changing the gears of humidifier. Haze is
aerosol system composed of non-aqueous materials, such as dirt, sulfuric acid, nitric
acid and hydrocarbon. The diameters of particles of haze mainly range from 0.001
to 10 μm. The relative humidity is small when haze happens, while the relative
humidity in fog is saturated. In this paper, we simulate haze by using air blower to
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blow plant ashes into a box, through changing the quantity of plant ashes into the
box, we can achieve different densities of simulative haze.

The schematic diagram of hazy simulation device is shown in Fig. 1. This
experiment is to be completed under the dark environment to exclude the external
interference. This paper uses a large dark box of 4.2 m × 1.2 m × 1.2 m
(length × width × height). The floor of the box is spliced by two pieces of wood,
bracket is made of wood, and its surface is covered by a black plastic. The light
sources is installed at the end of the box, blow head of the humidifier and power
supply is fixed on both sides of the box by opening holes. There are slots at 1, 2,
and 3 m away from the light sources. Each slot is equipped with a long board and a
short one. Inserting the short board can only close slots, however, insert the long
one can separate the box into two independent space. We can test illumination value
of the different distance by changing the position of the long board. Make a hole at
the center of the long board to insert the detector of photometer. There is a guide in
the corresponding location in the box to ensure that the detector is fixed.

2.2 Determination the Thickness of Haze

The air conditioner is used to keep room temperature stable to achieve the same
initial humidity. After setting the thickness of fog or haze, illumination values are
detected when the light source is stable. The data is recorded when haze inside the
box reaches uniform state, in which the illumination value is stable. The humidifier
or blower is turned off before recording data in order to avoid the influence of air

The black box

Light souces

The holder
detector

Baffle plate

Humidifier spray head
/Blower export

Humidifier/Blower

Fig. 1 Schematic diagram of hazy simulation device
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flow on the results. For example, in the fog condition, when adjusting the
humidifier knob in the same position, blowing fog into the dark box and conducting
a number of tests for 40 W incandescent lamp, the illumination values detected at
1 m away is shown in Table 1.

Form Table 1, the average value of illumination is 280.2 lx, the standard
deviation S is 1.54 lx, S/Eavg ≈ 0.5% through calculation. That is a relatively
uniform fog field can be obtained after fixing the humidifier gear for a period of
time. On this basis, fog thickness is divided into 1–3 three levels, and draw a tick at
the corresponding position of the knob to mark. The state that humidifier is not
open is defined as 0 gear. The fog thickness increases from 1 to 3 gear. The amount
of blown dust is changed to get different thickness of haze. Two different haze
thickness is tested in this paper, 0 gear presents no haze and haze thickness
increases from 1 to 2 gear.

2.3 Light Sources for the Experiment

LED lamps of different colors and different color temperature, incandescent lamps,
metal halide lamps and high pressure sodium lamps are chosen to do the experi-
ment; relevant information of lamps is shown in Table 2.

Table 1 Results for
incandescent lamp

The number of
experiments

1 2 3 4 5 6

E (lx) 282 278 279 282 281 279

Table 2 Parameters of the experiment lamps

No Type of the lamps Power (W) Remarks

1 Incandescent lamp 40 40 W
2 Metal halide lamp 400 PHILIPS HPI-T400
3 High pressure sodium lamp 150 150 W
4 Red LED 48 Main wavelength of 625 nm
5 Green LED 48 Main wavelength of 660 nm
6 Blue LED 48 Main wavelength of 470 nm
7 Yellow LED 48 Main wavelength of 575 nm
8 White LED 48 Color temperature of 3200 K
9 White LED 48 Color temperature of 4500 K
10 White LED 48 Color temperature of 6500 K
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3 Transmittance of Light Sources Through Different
Thickness of Fog

The dark box is set in a ventilated state, and air conditioner is turned on (20 °C, 1
gear wind velocity). Twenty minutes later, put the light source into the dark box
and connect the power. In this paper, the illumination is detected at a distance of
2 m from the light source. Long board is inserted in the slot at 2 m; other slots are
closed with short board. Insert the detector of photometer into the hole at the center
of the long board, and the blow head of the humidifier nozzle aim at the vent hole.
Turn on the power; record the illumination value 30 min later when the system is
stable. Open the humidifier and raise to the first gear, record the illumination value
until the data does not change. Change humidifier gears and repeat the above steps.
Remove the lamps and dry water within the box when complete the test, measure
another lamps after 20 min of ventilation. All the results for tested light sources are
shown in Table 3. Gear 0 is the illumination value without fog, gear 1, 2, 3 are the
measured illumination value for the fog thickness gradually increasing, transmit-
tance of different fog thickness is the illumination values under that thickness divide
with the value without fog, that is

T=E ̸E0 ð1Þ

T is transmittance, E is illumination value in the fog, and E0 is illumination value
without fog.

Figure 2 is the illumination of a variety of light sources at different thickness of
fog. It shows that the transmittance of all the light sources significantly decreased
with the thickness of fog increasing.

Table 3 Transmittance of light sources under different thickness of fog

Illumination Transmittance
Gear 0 Gear 1 Gear 2 Gear 3 Gear 1 Gear 2 Gear 3

Red LED 169 151.8 30.3 16.9 0.898 0.179 0.10
Green LED 297 270 50.5 31.9 0.909 0.170 0.107
Blue LED 63.9 54 14.3 6.8 0.845 0.224 0.106
Yellow LED 167.4 171 43 21.1 1.022 0.257 0.126
White LED (3200 K) 320 321 95 42.5 1.003 0.297 0.132
White LED (4500 K) 356 315 60.6 32 0.884 0.170 0.090
White LED (6500 K) 400 340 65.9 36 0.850 0.165 0.09

High pressure sodium lamp 1140 1130 220 160 0.991 0.193 0.1409
Metal halide lamp 3340 3300 1180 530 0.988 0.353 0.159
Incandescent lamp 24.1 23.6 7 4 0.979 0.290 0.166
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Figure 3 shows the transmittance of different light sources in the maximum
thickness of the fog (humidity is more than 90%).

The incandescent lamp has the best performance through the fog in all the types
of lamps. For different color LEDs, the order of performance through fog is yellow,
green, blue and red. The 3200 K White LED has best performance in white LEDs
with different color temperature. Further analysis of LEDs’ performance through
fog is shown in Fig. 4. The performance through fog first increase and then
decrease with wavelength increasing, that is to say there is an optimal wavelength,
yellow due to the study, for using in the fog condition. This is consistent with prior
research. Transmittance of monochromatic radiation in atmosphere depends on two
factors: the absorption and scattering of the atmosphere. Therefore, the
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transmittance of monochromatic light in the fog also depends on absorption and
scattering of fog.

The absorption of different medium to different wavelengths of light are not the
same, when use a humidifier to produce fog, the main Component is water vapor.
There is such a law of the moisture absorption of light of different colors: the longer
the wavelength, the more absorbent. And Light is scattered mainly by Mie scat-
tering and Rayleigh scattering. Rayleigh scattering study the scattering phe-
nomenon of particles that the particle diameter is much smaller than the
wavelength. Mie scattering mainly study the scattering phenomenon that particle
diameter is greater than 10. The scattered light intensity is inversely proportional to
the fourth power of the incident wavelength in Rayleigh scattering. Namely, the
shorter the wavelength, the greater the scattering coefficient. That is to say, the
greater the attenuation coefficient, The lower transmittance. Scattered light intensity
is almost independent of the wavelength in Mie scattering. Therefore, considered
the absorption and scattering two factors, there is such a wavelength that the sum of
absorption and scattering is the minimum, so that transmittance is the maximum.
And the results obtained in our experiments is that the transmittance of yellow band
is the best, which agrees with the literature [7].

4 Transmittance of Light Sources Through Different
Thickness of Haze

The Measurement methods in the haze is similar to in the fog, the blower hole is
aligned with vent, measure dust with dosage cup in the box outlet, change the
amount of blown dust to adjust different haze thickness. Two different thickness are
measured in this paper, the experimental data is shown in Table 4. Gear 0 is data
without haze, Gear 1, 2 are data with haze. Transmittance of different haze thick-
ness is defined the illumination values under that thickness divide with the value
without haze.

The transmittance of various lamps in haze at different thickness is shown in
Fig. 5, the comparison of transmittance of lamps in haze at the same thickness is
shown in Fig. 6.

RED LED

Yellow 
LED

Green LED
Blue LED

0

0.05

0.1

0.15

0 1 2 3 4 5

T
ra
ns
m
itt
an

ce

Fig. 4 Transmittance of
LEDs

Study the Transmittance Properties of Light Sources … 269



It can be conclude from Figs. 5 and 6 that:

(1) The transmittance of all light sources decrease with the thickness of haze
increasing.

(2) Different lamps has different performance through haze, the order of the
transmittance is LED, Metal Halide lamp, Incandescent lamp and sodium
lamp. LED has best performance among all the light sources.

(3) For white LED, the higher the color temperature, the better performance
through haze.

(4) For LEDs with different color, the order of the performance through haze is
yellow, red, green and blue in higher thickness of haze.

Table 4 Illumination values in different thickness of haze

Type of lamp Illumination values Transmittance
No haze Gear 1 Gear 2 Gear 1 Gear 2

Incandescent lamp 17.9 17.1 11.5 0.956 0.642
High pressure sodium lamp 60.6 46.2 28.5 0.762 0.470
White LED (3500 K) 243 228 174.3 0.938 0.717
White LED (4500 K) 265 247 202 0.932 0.762
White LED (6500 K) 281 273 218 0.972 0.776
Red LED 122.5 119.7 80.9 0.977 0.660
Yellow LED 92.2 90.1 70.4 0.977 0.764
Blue LED 79.4 78.1 49.2 0.984 0.620
Green LED 229 215 149.9 0.939 0.655
Metal halide lamp 544 485 328 0.892 0.603
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5 Conclusion

A uniform hazy simulated environment is produced in this paper, and experiment is
carried out to study the performance of different light sources, such as LEDs with
different color and color temperature, incandescent lamp, metal halide lamp and
sodium lamp, through fog and haze respectively. The results show that light sources
of different types and different colors through fog and haze have different
performance.
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Numerical Study on the Thermal Fatigue
of Cryogenic Vacuum Insulated Pipe

Jae-Hoon Lee, Si-Pom Kim, Rock-Won Jeon and Geun-Ho Lee

Abstract A vacuum insulated pipe used to transport LNG was exposed to repeated
thermal loads at an extremely low temperature in order to study its thermal-fatigue
lifetime. To prevent fatigue failure, the lifetime of vulnerable parts needs to be
estimated beforehand; therefore, thermal stress and thermal deformation were first
observed using thermal-structural coupling analysis. Based on the results, the
structural safety of the vacuum insulated pipe was evaluated. Furthermore, fatigue
life was evaluated according to the design parameters by applying the boundary
condition of thermal fatigue analysis based on the results from the
thermal-structural coupling analysis.

Keywords Vacuum insulated pipe ⋅ Bellows type ⋅ Joint type ⋅ Thermal-
structural analysis ⋅ Thermal fatigue analysis

1 Introduction

Natural gas is one of the world’s three major energy resources including petroleum
and coal, and its production and demand rate are increasing [1]. As a result, the
development of natural gas transport and storage technology is accelerating. The
use of natural gas as fuel is also increasing; however, the pipe used for LNG
transport is exposed to various environments, and approximately 0.15% of the LNG

J.-H. Lee (✉) ⋅ S.-P. Kim (✉) ⋅ R.-W. Jeon ⋅ G.-H. Lee
Department of Mechanical Engineering, Dong-a University, Busan City,
Republic of Korea
e-mail: dhxowkd31019@naver.com

S.-P. Kim
e-mail: spkim@dau.ac.kr

R.-W. Jeon
e-mail: rockwoni@naver.com

G.-H. Lee
e-mail: lgh6072@gmail.com

© Springer International Publishing AG 2018
K. Ntalianis and A. Croitoru (eds.), Applied Physics, System Science
and Computers, Lecture Notes in Electrical Engineering 428,
DOI 10.1007/978-3-319-53934-8_33

273



evaporate sowing to temperature differences. This evaporation, known as boil-off
gas (BOG), has an adverse effect on the transport and storage of LNG [2, 3]. To
prevent BOG, a vacuum insulated pipe was introduced to cut off the flow of
external heat. A vacuum insulated pipe is a double-structure pipe with a vacuum
layer that helps to minimize heat conduction/convection [4]. The disadvantage of
vacuum insulated pipe is that it is affected by the adverse thermal load generated by
the low-temperature LNG owing to structural problems. The continuous and
repeated thermal load of the LNG flowing in the pipe causes thermal fatigue in the
pipe [5]. Research on the durability of vacuum insulated pipe and fatigue problems
is sparse, and the fatigue fracture mechanism needs to be studied. When the vacuum
of a vacuum insulated pipe is lost, the insulation performance drops abruptly as the
convective heat transfer increases through the insulating material; the pipe breaks as
a result of the sudden pressure change, and subsequently, other equipment may be
damaged [6]. Therefore, fatigue fracture needs to be prevented by predicting the
vulnerable areas in the vacuum insulated pipe using thermal fatigue analysis [7, 8].

In this study, a thermal fatigue analysis was performed for the cryogenic vacuum
insulated pipe according to pipe type and diameter. Thermal stress and thermal
deformation were observed by thermal structural coupling analysis, and the struc-
tural stability of the vacuum insulated pipe was evaluated. Moreover, based on the
temperature distribution, stress distribution, and strain changes obtained from the
thermal structural coupling analysis and applying them as the boundary conditions
in the thermal fatigue analysis, the fatigue life was evaluated according to the
design factors of the vacuum insulated pipe. The results are provided as basic data
for the thermal fatigue study.

2 Numerical Analysis

2.1 Finite Element Method Model

The vacuum insulated pipe used as the model in the numerical analysis was a
circular pipe, and its model was reduced in size by applying the symmetry condition
for modeling. The model used in the actual numerical analysis was 1/16 the size of
the vacuum insulated pipe. The types of pipe and parameters used in the numerical
calculation are shown in Fig. 1 and Table 1, respectively.

(a) bellows type    (b) joint type 

Fig. 1 Types of vacuum insulated pipe

274 J.-H. Lee et al.



The pipe length in Table 1 is the total length of the numerical model applied in
the calculation, and the materials commonly used for the insulation and pipe were
selected for the numerical analysis also.

2.2 Thermal Structural Coupling Analysis

A transient thermal analysis suitable for the time-dependent transient analysis was
completed before the thermal structural coupling analysis. The total calculation time
was set to 30 min, and the transient thermal analysis was carried out at 1-s intervals
to increase precision.

The temperature distribution acquired by the transient thermal analysis was
applied in the thermal structural coupling analysis, while forced deformation was
applied as the boundary condition at both ends of the pipe. The conditions for
thermal and thermal structural coupling analysis are summarized in Table 2. The
thermal stress and thermal deformation data were obtained for the thermal fatigue
analysis.

2.3 Thermal Fatigue Analysis

The thermal fatigue analysis was performed based on the stress distribution
obtained from the thermal structural coupling analysis. The parameters used in the
numerical calculation are shown in Table 3.

Table 1 Design parameters of vacuum insulated pipe

Vacuum insulated pipe type Bellows, joint
Pipe length (mm) 2000
Pipe radius (mm) 15, 50, 100, 150
Insulation material radius (mm) 15
Insulation material Polyurethane
Pipe material SUS304

Table 2 Boundary condition for thermal structural coupling analysis

Inner tube temperature −179 °C
Outer tube temperature 22 °C
Convective heat transfer coefficient 6.5 W/m2 K
Radiation rate of pipe 0.1
Radiation rate of insulation material 0.2
Internal pressure condition 320 bar
Vacuum pressure 10−3 Torr (−6.6661e−7 MPa)
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The surface roughness weakens the fatigue behavior. In this study, the surface
was treated to enhance the fatigue strength. In addition, the structure analysis result
in terms of multi-axis load was converted to a single-axis load for depiction on the
S-N diagram.

3 Results and Discussions

3.1 Thermal Structural Coupling Analysis

The thermal stress and thermal deformation according to the diameter and type of
vacuum insulated pipe results of the thermal structural coupling analysis are shown
in Fig. 2.

Based on the result of the thermal structural coupling analysis, the maximum
thermal stress and thermal deformation occurred at both ends and the middle of the
pipe for both the joint type and the bellows type. Changes in thermal stress and
thermal deformation increased as the pipe diameter increased, and the maximum
joint-pipe thermal stress and thermal deformation at the largest diameter of 150 A
were 228.34 MPa and 0.1 mm, respectively. However, the maximum thermal stress
was much less than the allowable stress of SUS304, and the thermal deformation
was negligible, making it structurally stable.

Table 3 Parameter for
thermal fatigue analysis

Surface roughness factor Polished
Short-axis stress condition Von-Mises stress
Stress life estimation Goodman corrected equation
Load type Ratio

(a) Thermal stress (b) Thermal deformation 

Fig. 2 Thermal structural coupling analysis result for vacuum insulated pipe
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3.2 Thermal Fatigue

The results of thermal fatigue analysis using the thermal stress data of thermal
structural coupling analysis for different sizes and types of pipe are shown in Figs. 3
and 4.

Based on the thermal fatigue analysis results, the 150A case showed the lowest
fatigue lifetime. The fatigue lifetimes of the bellows-type and join-type pipes were
3.572E6 and 1.744E6, respectively, proving that the bellow-type pipe structure is
more stable. The fatigue lifetime decreases at the curved surface for both pipe types
due to the stress distribution obtained from the thermal-structural coupling analysis.
This result demonstrates that pipe fatigue lifetime is inversely proportional to its
stress level. The thermal fatigue results according to fatigue lifetime, type, and pipe
size are shown in Fig. 5.

(a) 15A (b) 50A (c) 100A (d) 150A

Fig. 3 Thermal fatigue analysis of bellows-type pipe

(a) 15A (b) 50A (c) 100A (d) 150A

Fig. 4 Thermal fatigue analysis of joint-type pipe
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Of the four pipe sizes, the bellows type was found to be the safest considering
the fatigue lifetime, but since the fatigue lifetime varied with the size of the pipe,
additional studies using a variation of pipe diameters are needed.

4 Conclusions

In this study, the structural safety of vacuum insulated pipe was evaluated by
thermal and thermal structural coupling analysis. Based on the results of these
analyses, a thermal fatigue analysis was carried out, and the conclusions are as
follows.

1. We found a lack of examples of fatigue lifetime calculated by thermal fatigue
analysis for vacuum insulated pipe. The results of this study can be used as basic
data for estimating the lifetime of a vacuum insulated pipe.

2. The thermal structural coupling analysis showed that the thermal stress and
thermal deformation were higher for the joint-type pipe (228.34 MPa and
0.1 mm, respectively) than the bellows-type pipe, but the thermal stress was still
lower than the SUS304 allowable stress, and thus, the joint-type pipe is con-
sidered structurally stable.

3. The thermal fatigue analysis showed that the minimum fatigue lifetime of the
bellows-type pipe (3.572E6) was higher than that of the joint-type (1.744E6) for
a pipe size of 150A; therefore, the bellows-type is recommended for a 150A
pipe.

4. The effect of pipe size on fatigue lifetime needs to be further investigated.

Acknowledgements This work was supported by the Materials and Components Technology
Development Program of MOTIE/KEIT. [10046500/Development of Cryogenic (−196 °C), high
pressure (320 bar) welded insulation piping and valve jacket.]

(a) bellows type (b) joint type  

Fig. 5 Thermal fatigue according to type and size of pipe
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Unconventional Usage of Entropy
in the Field of Web Usage Data
Preprocessing and Machine
Translation Evaluation

Michal Munk and Ľubomír Benko

Abstract This paper focuses on an unconventional usage of entropy. On one side it
deals with preprocessing phase, especially the session identification using the
Reference Length method. Entropy, in this case, offers an alternative to determining
the ratio of auxiliary pages that is important for this method. With the approach
introduced in this paper, the need of a sitemap becomes void. On the other hand, the
paper looks at entropy in the case of reliability analysis of Machine Translation
metrics. In this case, entropy offers also an alternative mean to validate the metrics.

Keywords Entropy ⋅ Data preprocessing ⋅ Reference length ⋅ Machine
translation

1 Introduction

Entropy offers a lot of possibilities to many fields of study. This paper focuses on
Information Entropy introduced by Shannon and its unorthodox usage in two fields—
Web Usage Mining and Machine Translation evaluation. Entropy can be used as a
measure of disorder, where lower entropy means order and higher entropy on the
contrary disorder. Following the definitions by Shannon [1], entropy can be used as a
measure of uncertainty in a data set.

The rest of the paper is structured as follows: in Sect. 2 is summarized the
related work of other authors about entropy and maximum entropy. In the field of
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Web Usage Mining was the aim of the paper to create an alternative way to
calculate the ratio of auxiliary pages for the session identification method Reference
Length. This is dealt with in Sect. 3. To validate Machine Translation metrics were
usually used Cronbach’s alpha or Standardized alpha. Section 4 deals with another
aim of the paper, to analyze entropy as an alternative mean to evaluate the metrics.
Subsequently, the discussion and future work are offered in the last section.

2 Related Work

The first concept of entropy originates from thermodynamics [2], where it was used
to provide a statement of the second law of thermodynamics on the irreversibility of
the evolution, i.e. an isolated system cannot pass from a state of higher entropy to a
state of lower entropy [3]. Shannon (1948) was the first to re-define entropy and
mutual information, for this purpose he used a thought experiment to propose a
measure of uncertainty in a discrete distribution based on the Boltzmann entropy of
classical statistical mechanics [3]. Entropy can be described as a measure of the
expected content of the information or uncertainty probability distribution. It is also
described as the degree of disorder or randomness in a system. Based on Shannon’s
definition [1, 4], given a class random variable C with a discrete probability dis-
tribution pi =Pr C= ci½ �f gki=1, ∑

k
i=1 pi =1 where ci is the ith class. Then the

entropy H Cð Þ is defined as H Cð Þ= − ∑k
i=1 pi log pi, while the function decreases

from infinity to zero and pi takes values from interval 0–1 [1, 4].
E.T. Jaynes formulated [5] the principle of Maximum Entropy and transformed

that way entropy to a modeling tool. Maximum Entropy is used to estimate
unknown parameters of a multinomial discrete choice problem, whereas the Gen-
eralized Maximum Entropy includes noise terms in the multinomial information
constraints [3].

3 Entropy in the Field of Web Usage Data Preprocessing

Data preprocessing is a crucial part of Web Usage Mining and based on another
experiment [6] especially session identification can prove important. Authors in [7]
combine the maximum entropy model for the recommendation system. Their results
showed that the recommendation system can achieve better accuracy than standard
Markov model for page recommendation. It also provided a better interpretation of
web users’ navigational behavior. Authors in [8] focused on comparing the per-
formance of maximum entropy with Naïve Bayes and Support Vector Machine,
where the entropy outperformed both of them.

In the experiment [6] was the assumption about the ratio of auxiliary pages
estimated for the session identification method Reference Length based on the
sitemap. Based on the ratio can be determined the cutoff time C= − ln 1− pð Þ

λ [6]. The
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sitemap can offer an accurate estimate of the ratio but can be problematic if the
examined web portal was changed in the meantime. In that case is the log file the
only possible option to get the necessary data. One option would be to extract the
sitemap from the log file using a complicated algorithm.

The experiment was conducted on a log file of a course of virtual learning
environment (VLE) portal. The log file was prepared using standard data mining
techniques same as in [9]. The final log file was imported to a database where were
conducted several experiments involving the entropy, on the basis of which could
be distinguished navigation pages from the content pages from one another. The
aim was to create an algorithm that would be able to calculate entropy for a specific
page on the basis of a random variable Length that represents the length of the time
spent on each web page of the portal. With the use of the algorithm was created the
variable Relative Time, which represented the relative time spent on the page by the
user. From this variable was derived MaxEnt for each page and created a new data
matrix (Table 1) that contained MaxEnt of each page. Subsequently was calculated
the average length of all accesses on the web portal and served as the cutoff time
that divides the pages to auxiliary and content pages. Pages with smaller MaxEnt
than the MaxEnt of the average length of time spent across the whole portal will be
classified as auxiliary pages. On the opposite pages with higher MaxEnt will be
content pages.

In the log file of the course of VLE portal were identified 58 pages. Using the
algorithm were 10 pages classified as auxiliary and the rest (48 pages) was clas-
sified as content pages (Table 2). Therefore the ratio of auxiliary pages of the web
portal is 17.24%. Another option for specifying the time threshold of time spent on
the web portal were quartiles. The time was calculated by QSTT =QIII +1.5Q, where
QIII represents the upper quartile and Q represents the quartile range. Using the
quartiles were 9 pages classified as auxiliary and 49 pages were identified as content
pages. Compared to the calculation of the ratio of auxiliary pages based on the
sitemap (15.34%) that was based on previous research [6], is the ratio calculated
based on MaxEnt average time spent on the whole portal higher by almost 2%. But
the ratio calculated based on MaxEnt quartiles of the time spent on the whole portal
was almost similar (15.51%) to the sitemap calculation. In comparison to the
subjective estimate of the ratio (25%), that was determined by the administrator of
the web portal, the estimates calculated from the sitemap or MaxEnt offer more
accurate results. The influence of more accurately calculated ratio of auxiliary pages
in the session identification phase was described in more detail by authors in [6].

Table 1 Data matrix
extended by maximum
entropy

URL ID Length Relative Time MaxEnt

58450 24 0.0039636 7.9789487
661 138 0.0001486 12.7156915
69022 48 0.0008319 10.5307314
69022 6 0.0001039 13.2311711

⋮ ⋮ ⋮ ⋮
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4 Entropy in the Field of Machine Translation Evaluation

Entropy can be used not only in the phase of preprocessing but also for analysis of
reliability. Authors experiment with entropy also in the field of Machine Transla-
tion. Authors in [10] offer a complex survey of data selection methods in Machine
Translation. They also describe articles that focused on cross-entropy which has
become the most commonly used approach in data selection. Authors in [11]
introduce a novel framework based on maximum entropy for word alignment.
Based on the experiment the authors improved the alignment quality and translation
quality as measured by standard reliability metrics.

PER, WER, and CDER metrics are called metrics of error rate, i.e. the higher
values of these metrics, the lower the translation quality. On the other hand, metrics
Precision, Recall, F-measure, and BLEUs are called metrics of accuracy, i.e. the
higher values of these metrics, the better the translation quality. The automatic
metrics defining Machine Translation error rate and representing the automatic
evaluation of Machine Translation are considered highly reliable based on the direct
estimation of reliability. The aim of this experiment was to assess the reliability of
the automatic evaluation of machine translation for inflectional languages using
traditional methods and entropy; in this case on-line statistical machine translation
system was used.

All items (Table 3) correlate (Avg inter-metrics correlation: 0.885) with the total
score of evaluation and after their eliminating the coefficient of reliability has not
increased except the WER metric (Cronbach’s alpha: 0.947; Standardized alpha:
0.950). After elimination of the metric WER, the coefficient of reliability—Cron-
bach’s alpha increased from 0.947 to 0.964, but that it is negligible.

For the entropy calculation (Table 3), in the case of analysis of automatic metrics
characterizing the error rate of Machine Translation evaluation, individual metrics
in comparison over accuracy metrics were used. Entropy was calculated for each
sentence analyzed using the specific metrics and for the comparison was used the

Table 2 Ratio of auxiliary pages based on different calculations

Auxiliary pages Content pages Ratio (%)

Subjective estimate – – 25
Sitemap calculation 29 189 15.34
MaxEnt of average 10 48 17.24
MaxEnt of quartiles 9 49 15.51

Table 3 Statistics of automatic metrics of error rate

Metrics-total correlation Alpha if deleted Metrics-total accuracy entropy

PER 0.878 0.934 0.934
WER 0.845 0.964 0.852
CDER 0.958 0.869 0.895
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average entropy of all sentences. From the Shannon definition of entropy [1], if the
entropy is closer to 1, then the system is more irregular. The results of the entropy
for each of the error rate metric relate with the coefficient of reliability—Cron-
bach’s alpha.

Even though the reliability analysis of automatic metrics characterizing the error
rate of Machine Translation evaluation showed that the WER metric is the most
deviated from the other automatic metrics of automatic Machine Translation
evaluation (PER or CDER) in translation quality assessment. It is understandable
seeing that, the WER metric is very strict to syntax errors (word order).

The estimations of the entropy of automatic metrics of accuracy were similarly
calculated as in the case of metrics of error rate. Also, in this case, was used the
average entropy of all sentences for each metric and the results relate with the
coefficient of reliability—Cronbach’s alpha with negligible variations. In the case
of entropy, it also showed that the metric BLEU-4 deviates the most from the other
metrics.

We explain this by the fact that BLEU-4 metric measures a score of a sequence
of four words (including articles and prepositions) and sometimes it is very com-
plicated to achieve an output with such a sequence by systems of machine
translation.

5 Discussion and Future Work

As has been shown in this paper it is possible with the use of Maximum Entropy to
divide the pages of the web portal to auxiliary and content pages. This can be used
in the method Reference Length of session identification of data preprocessing of
log files. The ratio of auxiliary pages for the Reference Length method can be then
calculated with similar accuracy as if calculated from the sitemap. Since it is
possible to work also with historical data, there could not be available an appro-
priate sitemap of the web portal of that time. Therefore the possibility to estimate
the ratio of the auxiliary pages without the sitemap of the web portal is beneficial.
An important role plays also a thoroughly made log file cleaning from unnecessary
data because poorly cleaned log may generate an inaccurate ratio of auxiliary pages.
The experiment was realized only on log file of a course of VLE portal, the future
work could be focused also on web portals with anonymous accesses because of a
bigger variance of the structure of such portals. Also these kind of portals (for
example e-shops) contain bigger log files that could prove more difficult to analyze
for the algorithm. Future work could be also focused on determining the size of the
page content. It would be assumed that the high entropy would suggest the high
proportion of the content of a particular page. That would inform the web portal
administrator of content-rich pages. On basis of such information, the page could be
divided into more pages with less content and thus improve browsing of the web
portal for users. The principle could be based on research [12] which calculated
page rank for each page of the web portal.
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The next aim of the paper was focused on verifying the reliability of the auto-
matic metrics for Machine Translation evaluation. Three different measures of
reliability were used—Cronbach’s alpha, Standardized alpha, and entropy—to
estimate reliability. Cronbach’s alpha and Standardized alpha were very similar,
i.e. individual automatic metrics for Machine Translation evaluation have the same
variability. The use of entropy provided alternative means to validate the reliability
of metrics and the results relate to results of Cronbach’s alpha and Standardized
alpha.
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Advantages of Intelligent Multimedia
Application

Eva Milkova and Abdel-Badeeh M. Salem

Abstract The aim of subjects dealing with graph theory and combinatorial opti-
mization is above all to develop and deepen students’ capacity for logical and
algorithmic thinking. It should also support the ability to form images in mind.
Students should be able to describe various situations with the aid of graphs, solve
the given problem expressed by the graph, and translate the solution back into the
initial situation. As a lot of our students are visual learners it is useful to complete
teaching and learning using various multimedia applications. One of the programs
enabling visual representation of basic graph-concepts and graph-algorithms is
introduced in the paper, as well as relevant educational principles, which have been
applied in the course of many years. The paper can serve to the teachers and
instructors as an inspirational material when dealing with graph theory and com-
binatorial optimization.

1 Introduction

Information and communication technology has changed many things in the world
and has substantially influenced also education. Demonstration and visualization
using suitable multimedia applications make the subject much clearer and com-
prehensible. Students need images and visualization in addition to words. Science
learning is about creating images in mind, and teaching should support such image
formation [1].

E. Milkova (✉)
University of Hradec Králové, Rokitanskeho 62,
50002 Hradec Kralove, Czech Republic
e-mail: eva.milkova@uhk.cz

A.-B.M. Salem
Faculty of Computer and Information Sciences,
Ain Shams University, Abbassia, Cairo, Egypt
e-mail: abmsalem@yahoo.com

© Springer International Publishing AG 2018
K. Ntalianis and A. Croitoru (eds.), Applied Physics, System Science
and Computers, Lecture Notes in Electrical Engineering 428,
DOI 10.1007/978-3-319-53934-8_35

287



Intelligent learning system has been focusing on acquiring and building the
student’s knowledge, experience, to minimize their weaknesses and boost their
strengths. It allows flexibility in teaching methods, achieving many of the same
benefits as one-on-one instruction (cf. [2]).

Graph theory and combinatorial optimization, the areas located at the intersec-
tion of applied mathematics and operations research, belong to fundamental parts of
computer science. For the reasons that students could get a deeper insight into a
problem and were able to solve it using a suitable algorithm, it is necessary to
ensure especially in the instruction of subjects dealing with these areas that the
students are first informed about the necessary graph-concepts and they thoroughly
understand their properties (corresponding theorems and their proofs). There are
various pedagogical ways to achieve this.

Our approach is based on the following basic teaching principles that we have
been applying in our teaching for many years.

When starting an explanation of new subject matter, we introduce a particular
problem with a real life example, logical task or puzzle as a prototype of the
explained concept or algorithm and properly discuss suitable graph-representation
of a problem. Student engagement is crucial for successful education. Practical
tasks attract students to know more about the explained subject matter and to apply
gained knowledge (cf. [3]). If an interesting enjoyable task is assessed to each
topic, students recall the explained subject matter much better and their engage-
ment progresses when looking for similar examples.

We examine each problem from more than one point of view and discuss various
approaches to the given problem solution with respect to the already explained
subject matter. Using the constructed knowledge and suitable modification of the
problem solution we proceed to new subject matter. In this way students get deeper
insight into each problem and entirely understand it.

In addition towordswe visualize the particular issue aswell as it is possible. For the
subjects dealing with the graph theory and combinatorial optimization was created
GrAlg program that is closer presented in Sect. 2. Visual attributes of a problem or
situation are the primary, and most influential, connection to meaning and under-
standing. Visualization used before symbolic development increases the likelihood
that students will remember the mathematical concept being taught. Mathematics
reasoning both takes from and gives the other parts of the mind. Thanks to graphs, we
primates grasp mathematics with our eyes and our mind’s eye [4].

We thoroughly practice the explained topic on various examples, discuss stu-
dents’ own examples describing the topic and encourage them to solve similar
examples. Practical and enjoyable examples serve very well as good tool for
finding out if students are able to describe a given task with the aid of graphs, i.e.
find a graph-representation of the task, solve it and translate the solution back into
the initial situation. When solving tasks using graph theory knowledge, it isn’t
always easy to find immediately the needed graph-representation.

The aim of the paper is to introduce the multimedia program GrAlg enabling
visual representation of basic graph-concepts and graph-algorithms with respect to
above mentioned principles.
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2 Multimedia Support—GrAlg Program

In the introductory course dealing with graph theory and graph algorithms we
explain and discuss only the algorithms on simple undirected graphs (cf. [5–8]). In
Fig. 1 the graph whose edges illustrate the interactions between these algorithms is
presented. Numbers of vertices indicate the order in which the algorithms are
gradually discussed in the lectures.

Technology and social media have not only become a part of school life, but
have also begun to have a significant effect on the forms and methods of teaching
and learning [10]. Along with large software products dealing with a wide spec-
trum of objects developed by a team of professionals there are also various smaller
programs dealing with objects appropriate to course subject matter created by a
student on a script given by the teacher with regard to student’s needs. In this way
the students receive study material closely corresponding with their reasoning.
Student-author forms the content of the application, according to teacher’s docu-
ments and guidelines, but on the other hand he/she formally captures the visual
sensibilities of their fellow-students (cf. [11]).

One of the most important applications among programs created within students’
theses for the subjects dealing with the graph theory and combinatorial optimization
is the GrAlg program [12].

Fig. 1 Mutual relation among given graph algorithms. 1. MST = Minimum spanning tree
problem, 2. Tarry = Tarry’s approach to maze problem, 3. Trémaux = Trémaux’s approach to
maze problem, 4. E-J = Edmonds-Johnson’s approach to maze problem, 5. Eulerian Trail = al-
gorithm determining an Eulerian trail, 6. Trails = algorithm determining a minimum trail cover, 7.
Train = algorithm solving the Chinese Postman Problem, 8. BFS = Breadth-First-Search, 9.
DFS = Depth-First-Search, 10. Components = algorithm determining components, Cut
Edge = algorithm determining if an edge is/isn’t cut edge, 11. Shortest Path = algorithm
determining the length (according number of edges) of the shortest path between two vertices,
Circles = algorithms determining circles with given properties (in more detail—see [9]), 12. Cut
Vertex = algorithm determining if a vertex is/isn’t cut vertex, Blocks = algorithm determining
blocks, 13. Dijkstra = Dijkstra’s algorithm
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2.1 GrAlg Program—Brief Description

The program is created in the Delphi environment and its main purpose is the easy
creation and modification of graphs and the possibility to emphasize with colours
basic graph-concepts and graph algorithms on graphs created within the program.

There are the following main possibilities of the program:
The program enables the creation of a new graph represented by figure, editing

it, saving graph in the program, in its matrix representation and also saving graph in
bmp format.

It also makes it possible to display some graph properties of the given graph.
The program enables to add colour to vertices and edges, to add text next

vertices, and to change positions of vertices and edges by “drop and draw a vertex
(an edge respectively)”.

The program allows the user to open more than one window so that two (or
more) objects or algorithms can be compared at once. Window size can be adjusted
as needed (see Fig. 2).

In the GrAlg program there is the option to run programs visualizing all of the
subjects explained algorithms in a way from which the whole process and used data
structures can clearly be seen (see Fig. 2).

The program is available on http://lide.uhk.cz/prf/ucitel/milkoev1/en_index.htm,
the page GRAFALG/Lectures.

Fig. 2 Two open windows of the GrAlg program with BFS algorithm visualization (left window)
and found appropriate BFS tree (in the window)
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2.2 GrAlg Program—Advantages from Teacher Point
of View

The GrAlg program enables the teacher to complete his/her explanation within
lectures in such a way that the topic is more comprehensible; the possibility to use
colours allows the teacher to emphasize needed objects and relations, the option to
open more than one window enables him/her to explain the problem from more
points of view and show mutual relations among used concepts and algorithms. The
possibility to save each created graph in bmt format allows him/her easy insertion
of needed graphs into the study material (all graphs in this paper were prepared with
the program) and thus saves his/her time when preparing text material and
presentations.

2.3 GrAlg Program—Advantages from Student Point
of View

Using the GrAlg program students can revise subject-matter within the area of
graph theory and more deeply understand it. They can use not only graphs prepared
by the teacher but also graphs created by themselves, explore the properties of these
graphs and monitor the behaviour of algorithms. The possibility to open more than
one window enables them to follow mutual relations among used concepts and
algorithms. The option “Save Graph in bmp format” enables them easy creation
needed graphs for their tasks (texts and/or presentations) where they describe
various practical situations with the aid of graphs and solve the given problem.

3 Conclusion and Future Work

Mathematics is one of the oldest sciences however the area known as Combinatorial
Optimization close connected with Graph Theory and Computer Science is quite
young. Modern technology provides access to education and learning in the areas
(and not only in them) in a modern way attractive for students.

We agree with the authors of [13], who underpin that the core of enhancing
mathematical thinking is conscious questioning (discussion) where the numbers do
not have to be used. Students need to apprehend vocabulary, definitions and
implement/shift aspects of a problem situation into understanding, solving and then
connecting new knowledge into their mental concepts. Deeper questioning is the
means for students to make sense of mathematics and digital tools should be
effectively used to promote student questioning.
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Intended learning may fail to be achieved for many reasons and if the purpose of the
mathematical tasks is confined or limited to ‘solving’, rather than ‘learning from solving’, it
is likely that learners may neither learn nor enjoy engaging with the problem [13].

In the paper we have presented our teaching principles together with intelligent
multimedia application GrAlg, a useful complement of the subjects dealing with the
graph theory and combinatorial optimization. This program which visualises the
discussed concepts and graph algorithms, and which enables their comparison, gives
students the opportunity to get deeper insight into the subject matter and to enhance
their facility to solve everyday life practical situations. Students gain many useful
ideas and inspiration for their own solutions to tasks within various research areas.

At present we are dealing with a research concerning visualization of theorems
and their proofs explained within the above mentioned courses.
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FFLD-Based Modeling of Fractional-Order
State Space LTI MIMO Systems

Krzysztof J. Latawiec, Rafał Stanisławski, Marian Łukaniszyn,
Marek Rydel and Bogusław R. Szkuta

Abstract This paper introduces a multivariable version of the Grünwald-Letnikov

fractional-order difference (FD) and approximates it with a powerful combination

of finite fractional difference (FFD) and finite Laguerre-based difference (FLD) to

yield finite fractional/Laguerre-based difference (FFLD). The multivariable FFLD

is effectively used to model fractional-order state-space LTI MIMO systems.

Keywords Grünwald-Letnikov fractional difference ⋅ Laguerre-based difference ⋅
Multivariable fractional difference ⋅ Fractional order systems ⋅ State space systems

Nomenclature

CFLD Combined fractional/Laguerre-based difference

FD Grünwald-Letnikov fractional-order difference

FFD Finite fractional difference

FFLD Finite fractional/Laguerre-based difference

FLD Finite Laguerre-based difference

GL Grünwald-Letnikov

LD Laguerre-based difference

OBF Orthonormal basis functions
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1 Introduction

Various approximations to the Grünwald-Letnikov fractional difference (FD) have

been pursued in order to prevent its computational explosion problem [1–11]. Our

main reservation against a plethora of approximation approaches results form the

fact that the proposed approximating IIR/FIR/OBF filters are quite arbitrary in that

they do not use any a priori knowledge about the mathematical (not to say physical)

structure of the Grünwald-Letnikov FD. Therefore, an alternative approach relying

on the approximation of the FD filter with its truncated, finite-length versions is

advocated here [1, 2]. In analogy to finite impulse response (FIR) the term finite

FD, or FFD, has been coined [12, 13]. New, effective combinations of FFD with

Laguerre filters have led to the introduction of Finite Laguerre-based difference (or

FLD) [14, 15] and Finite Fractional/Laguerre-based difference (or FFLD) [14, 15].

In the FFLD, the FFD contribution covers the high-frequency properties of FD, while

its medium/low-frequency range is modeled by the FLD share. The FFLD provides

excellent performance, both in terms of high approximation accuracy and low com-

putational load [15]. Up to date, FFLD has been employed in the single-input/single-

output (SISO) environment [16, 17]. Here we extend the applicability of the FFLD

to modeling of multivariable state-space systems.

This paper is organized as follows. Having introduced the approximation problem

for the Grünwald-Letnikov difference in Sect. 1, the FD modeling task by means of

FFD is recalled and extended to the multivariable case in Sect. 2. In a similar way,

Laguerre-based fractional differences LD and CFLD together with their approxima-

tions FLD and FFLD, are resumed in Sect. 3. A unified multivariable framework

for FD/LD/CFLD and their approximators FFD/FLD/FFLD is presented in Sect. 4.

An FFLD-based application to fractional-order state space modeling is given in two

implementation schemes in Sect. 5. Conclusions of Sect. 6 complete the paper.

2 Fractional Difference and Finite Fractional Difference

It is well known that the Grünwald-Letnikov fractional order difference (FD)

𝛥
𝛼

FDx(t) = x(t) +
t∑

j=1
Pj(𝛼)x(t − j) t = 0, 1,… (1)

can be described as [12]

𝛥
𝛼

FDx(t) = x(t) +
∞∑

j=1
Pj(𝛼)x(t − j)

= x(t) + XFD(t) t = 0, 1,… (2)
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with x(l) = 0∀l < 0, Pj(𝛼) = (−1)j
(
𝛼

j

)
and 𝛼 ∈ (0, 2) is the fractional order. Here we

admit the signal x(t) to be an nx-vector, thus introducing the multivariable FD.

The simplest time-domain approximation to FD, avoiding its possible computa-

tional explosion, is the finite fractional difference (FFD) defined as [12]

𝛥
𝛼

FFDx(t) = x(t) +
J∑

j=1
Pj(𝛼)x(t)q−j (3)

where J = min(t, J) and J is the upper bound for j when t > J. It is well known that

the FFD suffers from the steady-state error problem.

2.1 Multivariable FFD

In the multivariable FD case, the signal x(t) is assumed to be an nx-vector. For

the multivariable FFD case, we discriminate between various bounds J = Jr, r =
1,… , nx, with Jr = min(t, Jr), thus accounting for various dynamics in the xi-to-

(𝛥𝛼x)i channels, i = 1,… , nx. This way we introduce the multivariable version of

FFD.

3 Laguerre-Based Fractional Differences and Their
Approximators

Firstly, the Laguerre-based (fractional) difference (LD) is recalled [14], which, like

the FD, is valid for both scalar and multivariable cases

𝛥
𝛼

LDx(t) = x(t) +
∞∑

j=1
cjLj(q−1)x(t)

= x(t) + XLD(t) t = 0, 1,… (4)

with x(l) = 0∀l < 0, Lj(q−1) and cj, j = 1, 2,…, are the Laguerre filters and weight-

ing parameters, respectively. Interestingly, in the scalar case, values of cj have been

derived that provided the equivalence of LD and FD in the sense that XLD ≡ XFD
[14].

Again, to cope with the computational explosion problem, a finite approximation

to LD, called FLD, has been defined [14] for the scalar case
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𝛥
𝛼

FLDx(t) = x(t) +
M∑

j=1
cjLj(q−1)x(t)

= x(t) + xFLD(t) t = 0, 1,… (5)

where M is the number of the Laguerre filters used do calculate the difference FLD

and cj, j = 1, 2,… ,M, are computed as for LD in Eq. (4). For the multivariable case,

the signal x(t) is an nx-vector and Ms, s = 1,… , nx, is substituted for M.

Also, another Laguerre-based (fractional) difference, being a combination of the

FFD and LD, called CFLD, has been defined for the scalar case as [14]

𝛥
𝛼

CFLDx(t) = x(t) + XCFLD(t) t = 0, 1,… (6)

where

XCFLD(t) =
J∑

i=1
Pi(𝛼)x(t)q−i +

∞∑

j=1
cjLj(q−1)q−Jx(t) (7)

and the first component at the right-hand side of Eq. (7) constituting the FFD con-

tribution into the CFLD, while the second one being the (J-delayed) LD share, with

Pj(𝛼), j = 1,… , J, as in Eqs. (2) and (3), and Lj(q−1) and cj, j = 1, 2,…, as in Eqs.

(4) and (5), respectively.

Again, conditions for equivalence of CFLD and FD have been established in the

scalar case [14].

Finally, a finite approximation to CFLD/FD, called FFLD, has been presented for

the scalar case [14, 15]

𝛥
𝛼

FFLDx(t) = x(t) +
J∑

i=1
Pi(𝛼)x(t)q−i +

M∑

j=1
cjLj(q−1)q−Jx(t)

= x(t) + XFFLD(t) t = 0, 1,… (8)

where J is as before and M is a number of Laguerre filters used in the model.

In the scalar case, the Laguerre-based approximators to FD, in particular FFLD,

have been shown to provide excellent modeling performance [14], outperforming

the recognized FD approximators [15].

In the multivariable FFLD case, the signal x(t) is an nx-vector and Jr, r = 1,… , nx
and Ms, s = 1,… , nx, are substituted for J and M, respectively, just like in case of

the multivariable FFD and FLD.
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4 FFLD-Based Approximators to Multivariable FD—A
Unified Framework

Now, a unified framework is offered for both multivariable FD/LD/CFLD and their

FFLD-based approximators FFD/FLD/FFLD

𝛥
𝛼

FFLDx(t) = x(t) + XFFLD(t) t = 0, 1,… (9)

where

XFFLD(t) =
Jr∑

j=1
Pj(𝛼)x(t)q−j +

Ms∑

j=1
cjLj(q−1)x(t − Jr) (10)

with Jr and Ms defined as before, which is specified to

(i) FD for Jr → ∞, r = 1,… , nx and Ms = 0, s = 1,… , nx,
(ii) FFD for Jr < ∞ and Ms = 0,

(iii) LD for Jr = 0, Ms → ∞ and cj calculated as in Theorem 1 of [14],

(iv) FLD for Jr = 0, Ms < ∞ and cj calculated as in Theorem 1 of [14],

(v) CFLD for 0 < Jr < ∞, Ms → ∞ and cj calculated as in Theorem 2 of [14],

(vi) FFLD for 0 < JrMs < ∞, r = 1,… , nx, s = 1,… , nx, and cj calculated as in

Theorem 2 of [14].

It should be emphasized that Eqs. (9) and (10) constitute a generalization of the

FD/FFD/LD/FLD/CFLD/FFLD models, thus presenting a unified framework for the

three fractional differences and their three approximators considered. Now, depend-

ing on a specific application, or a specific context, we can pick up one (or more) of

the specific items (i) to (vi) in order to analyze/synthesize a specific model.

5 Application to Fractional State Space System

Consider a discrete-time state space LTI MIMO system governed by the

(commensurate-order) fractional equations

𝛥
𝛼x(t + 1) = Af x(t) + Bu(t), x0 (11)

y(t) = Cx(t) + Du(t) (12)

where x(t) ∈ ℜnx , u(t) ∈ ℜnu and y(t) ∈ ℜny are the state, input and output vectors,

respectively, Af ∈ ℜnx×nx , B ∈ ℜnx×nu , C ∈ ℜny×nx and D ∈ ℜny×nu . Without loss of

generality we will assume in the sequel that the initial vector x0 is zero, especially that

we will operate on finite-length FD approximators that do not trace back to x0. Note

that Af = A − I, with A ∈ ℜnx×nx representing a discrete-time state space system in

a ‘regular’ form (with 𝛼 = 1) and I ∈ ℜnx×nx is the identity matrix.
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Accounting that the FD is described by formula (2), Eq. (11) can be modeled in

the following form [2, 18, 19]

x(t + 1) =
(
Af + 𝛼I

)
x(t) −

t+1∑

j=2
Pj(𝛼)x(t − j + 1) + Bu(t) (13)

Using the approximations to FD presented in Sect. 4, the corresponding state space

models can be specified.

The stability analysis for discrete-time state space systems has been given in Refs.

[18, 19].

5.1 Unified Framework for State Space Models

Using the unified framework for all the approximations to multivariable FD pre-

sented in Sect. 4, the FD/FFD/LD/FLD/CFLD/FFLD-based discrete-time state equa-

tion can be unified as

x(t + 1) = Af x(t) + Bu(t) − XFFLD(t + 1) t = 0, 1,…

= Af x(t) + Bu(t) −
Jr∑

j=1
Pj(𝛼)x(t − j + 1) −

Ms∑

j=1
cjLj(q−1)x(t − Jr + 1) (14)

with the specifications (i) to (vi) of Sect. 4 still valid here.

Note that, in fact, the FFLD description (14) is the most general one for all the

FD/FFD/LD/FLD/CFLD/FFLD-based LTI state space systems, as can be seen from

the unified framework of Sect. 4.

Remark 1 Possible accounting for the sampling period T (when transferring from a

continuous-time derivative to the discrete-time difference) results in the substitutions

Af → Af T𝛼
and B → BT𝛼

in Eqs. (13) and (14) [2, 18, 19].

5.2 Implementation of State Space Models

Implementation of the fractional order state space system reduces to determining the

function XFFLD(t) in the state Eq. (14).

Implementation scheme 1 (general). Since the summation bounds Jr andMs, r, s =
1,… , nx, are varying with entries of the vector x(t), the particular entries xi(t), i =
1,… , nx, have to be calculated separately, which is rather burdensome.



FFLD-Based Modeling of Fractional-Order State . . . 299

Fig. 1 Block diagram of

regular/fractional-order state

space system

D

B C
+

+
+

+ y(t)u(t)

x(t)

Af

q−1
−

F (q−1)

Implementation scheme 2 (simplified). We can simplify the calculations assuming

that J1 = J2 = ⋯ = Jnx = J and M1 = M2 = ⋯ = Mnx = M. This enables to calcu-

late the whole vector x(t) as in the quite familiar block diagram of Fig. 1. Accounting

for the response of the “fractionalizing” filter F(q−1) to the signal x(t), the block dia-

gram of the fractional-order state space models of Fig. 1 is similar to the regular one.

For fractional-order systems the filter F(q−1) represents the particular approximation

to FD/LD/CFLD and can be specified as follows:

(a) F(q−1) =
∑J

j=1 Pj(𝛼)q−j+1 for FFD-based state space system,

(b) F(q−1) =
∑M

j=1 cjLj(q
−1)q with cj calculated as in Theorem 1 of [14] for FLD-

based system,

(c) F(q−1)=
∑J

j=1 Pj(𝛼)q−j+1+
∑M

j=1 cjLj(q
-1)q−J+1 with cj calculated as in Theorem 2

of [14] for FFLD-based system.

Remark 2 Note that for the ideal case of FD/LD/CFLD we have F(q−1) = q[(1 −
q−1)𝛼 − 1] (compare [18, 19]). Also note that for the regular state space system (𝛼 =
1), we have F(q−1) = −1.

6 Simulation Example

Example 1 Out of a plethora of simulation runs we select a simple two-input/two-

output discrete-time fractional-order (commensurate) state space system Af ,B,C as

in Eqs. (11) and (12) with D = 0, nx = 2, 𝛼 = 0.5 and

Af =
[
−0.1 0.1
0.15 −0.6

]
, B =

[
0 0.85
0.3 0.1

]
, C = I2

thus providing different dynamics in the dynamical channels. The multivariable FD

is approximated with the (multivariable) FFLD as in Eq. (10), specification (vi), and

implemented using the general scheme 1. In order to limit the computational load

of the modeling algorithm we introduce the constraint on the maximum number of
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Table 1 Modeling accuracy for fractional state space system; Ex. 1

J1, M1 15, 15 15, 20 15, 20 20, 20 25, 25 25, 20 25, 25

J2, M2 15, 15 15, 15 15, 20 15, 15 15, 15 20, 25 15, 25

N × MSPE (𝜖1) 8.137 0.64 0.79 0.1025 0.02 0.039 0.0045

N × MSPE (𝜖2) 0.64 0.031 0.061 0.027 0.042 0.0017 0.0012

parameters Ji +Mi ≤ 90, i = 1,… , nx = 2. (Note that the constraint is only loosely

related with the computational complexity of the algorithm due to the presence of the

Laguerre filters in the FLD part of the FFLD.) Table 1 presents selected results of

computation of modeling accuracy in terms of MSPEs for 𝜖i(t) = xi(t) − x̂i(t), i =
1, 2, where xi(t) and x̂i(t) are the system state and its FFLD-based estimates at

time t = 1,… ,N = 3000, respectively. We do not provide plots of exemplary xis
and x̂is, i = 1, 2 as these are hardly distinguishable, especially for higher Ji and Mi,

i = 1, 2. For the same ‘distinguishability’ reason, in Table 1 we show the values of

N × MSPE(𝜖i) instead of MSPE(𝜖i), i = 1, 2.

The heuristically driven results in Table 1 are self-explanatory. Clearly, higher Ji
and Mi, i = 1, 2 produce lower modeling errors, with diversified values of Ji and Mi,

i = 1, 2 in various dynamical channels also justified. We have additionally confirmed

those results arranging for the optimization task

[ ̂J1, M̂1,
̂J2, M̂2] = arg min

J1,M1,J2,M2

N∑

t=1

[
𝜖
2
1(t) + 𝜖

2
2(t)

]

subject to the aforementioned constraint Ji +Mi ≤ 90, i = 1, 2. The solution yields

the optimal least-squares estimates

̂J1 = 24, M̂1 = 27, ̂J2 = 14, M̂2 = 25

with the sum of error squares equal to 0.00179. The outcome supports the results of

Table 1.

Remark 3 It is interesting to compare the above modeling results for the FFLD-

based state space system of Example 1 with those for ‘classical’ FFD-based ones

(M1 = M2 = 0). Not surprisingly, the comparable modeling accuracy in the latter

case can be obtained for as high J1 = J2 = J as 2865 that is at the (very) high com-

putational cost. The FLD-based modeling is more effective than that for FFD but

still remarkably inferior to FFLD (compare [15]).

Remark 4 It is worth mentioning that the introduced methodology for approxima-

tion of multivariable GL fractional-order differences would most likely be more

effective in modelling of noncommensurate-order fractional state space LTI MIMO
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systems. In fact, various fractional orders in the channels xi-to-(𝛥𝛼x)i, i = 1,… , nx,
can incur (much) more diversified dynamics in the particular channels than for

commensurate-order systems. This will be a subject of our future research.

7 Conclusion

This paper has presented a unified framework for various time-domain approxima-

tions to a multivariable version of the Grünwald-Letnikov fractional-order differ-

ence (FD) and its Laguerre-based equivalents (LD, CFLD), namely FFD, FLD and

FFLD. The approximators have been employed to model fractional-order state space

LTI MIMO systems, with the multivariable FFLD model clearly outperforming the

two other ones. A simulation example confirms the quality of the new FFLD-based

methodology for modeling of fractional-order commensurate state space LTI MIMO

systems. Extension to noncommensurate systems is a subject of our future research

work.
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A Dispatching Policy for the Dynamic
and Stochastic Pickup and Delivery Problem

Gianpaolo Ghiani, Emanuele Manni and Alessandro Romano

Abstract Real-time vehicle routing problems arise in a number of applications

spanning from couriers to emergency services. In this article, we present a new

dispatching policy for the dynamic and stochastic pickup and delivery problem,

in which a fleet of vehicles must service a set of dynamically occurring customers

requests that are partitioned in several classes (according to their priority). The basic

idea of our policy is to reserve a fraction of the fleet capacity to the top prior classes

that deserve to be serviced as soon as possible. Moreover, our dispatching policy

is parameterized and the optimal parameter setting is determined by solving an off-

line training problem on a sample of the instance population. To asses the quality

of our approach, we compare it with two policies already proposed in the literature,

namely a reactive and an anticipatory procedure. Computational results on randomly-

generated instances indicate that our procedure can often match the quality of an

anticipatory algorithm with a computational effort comparable to that of a reactive

approach.
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1 Introduction

In this paper, we deal with the dynamic and stochastic Pickup and Delivery Problem

(PDP) in which a fleet of vehicles must service a set of customers requests charac-

terized by a pickup and a delivery location, as well as by a class according to their

priority. The goal is to maximize the overall customer service level (which is equiva-

lent to minimize customer inconvenience). The problem is dynamic in that customers

requests are disclosed during the planning horizon, whereas it is stochastic because

we assume that the requests arrive according to known stochastic processes. This

type of problem occurs in several sectors (e.g., the couriers industry and emergency

systems). Nowadays, the recent advances in communication and information tech-

nologies allow to obtain in real-time—among others—data on vehicles locations and

customers requests. This continuous flow of data forces the dispatcher to modify the

vehicle routes in real time. Moreover, at each stage it is important to make accurate

decisions, since a bad choice in the present might affect the ability to make good deci-

sions in the future. A detailed survey can be found in [5]. For this class of problems

two kinds of policies are common in the literature: (i) reactive policies which man-

age new requests only once they have occurred, neglecting any available stochastic

information; (ii) anticipatory algorithms which exploit the stochastic characteriza-

tion of future demand, in an attempt of anticipating it, to provide the highest possible

quality of service. Reactive policies [2] are characterized by extremely fast running

times, which are obtained at the expenses of solution quality, mainly because of

the myopic choices made at each stage. On the other hand, anticipatory procedures

[1, 3, 4] typically achieve better results than reactive algorithms, but with longer

running times mainly due to the computational effort of simulating future demand.

In this paper we aim to devise a dispatching policy that, trading off between these

two extremes, is able to match the quality of anticipatory algorithms with a compu-

tational effort comparable to that of reactive approaches. The work by Ghiani et al.

[3] is particularly relevant to our paper, because we consider a problem with similar

characteristics. Moreover, we use their anticipatory algorithm as a benchmark for

our approach, as will be described in Sect. 3.

2 A Dispatching Policy

In our formulation of the dynamic and stochastic PDP, we assume that the entire

territory is represented by a rectangular area with given dimensions h and w, so that

a generic point a (pickup, delivery, depots and vehicles’ positions) is identified by

means of its Cartesian coordinates (xa, ya). The time tab needed to go from an origin

a to a destination b is obtained by using the Euclidean distance between the two

points and considering a given fixed speed. We assume there is a fleet of m vehicles

at disposal, each of which is located at a depot at the beginning of the planning

horizon. In addition, each vehicle route must meet the following constraints: (i) each
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route starts and ends at a depot; (ii) the pickup and the delivery points of a request

must be visited by the same vehicle; (iii) a pickup point must precede its associated

delivery point; (iv) a vehicle cannot be diverted from its next destination to service a

new request. The customers (and therefore their service requests) are classified into a

numberC of classes, according to their “importance”. Without any loss of generality,

we assume that class c = 1 represents the most important requests, whereas class

c = C represents the requests of customers whose service can be delayed without

incurring in high penalties. In general, the k-th request (k = 1, 2, …) is characterized

by (i+k , i
−
k , ck,Tk), where i+k = (x+k , y

+
k ) are the coordinates of the pickup point, i−k =

(x−k , y
−
k ) are the coordinates of the delivery point, ck ∈ {1, … ,C} is the class of the

request, Tk ≥ 0 is the occurrence time of the request. We assume that the requests are

independent and uniformly distributed over the service territory and arrive according

to a known stochastic process.

Our goal is to maximize the customer satisfaction by minimizing the sum of the

inconveniences of the requests, that are calculated differently according to the class

the request belongs to. More specifically, we denote by f (𝜏k,wk) the penalty function

measuring the inconvenience associated with the k-th request, defined as:

f (𝜏k,wk) =

{
0 Tk ≤ 𝜏k < Dk

pck (𝜏k − Dk) 𝜏k ≥ Dk.

Here, 𝜏k is the time instant when the delivery is performed and wk = (lck , pck ). In

particular, lck ≥ 0 is the amount of time (after the instant Tk) after which the penalty

starts to be counted, determining a soft deadline Dk = Tk + lck . Finally, pck ≥ 0 is the

slope of the penalty function. Thus, the objective function is: min z =
∑

k f (𝜏k,wk).
The policy we propose in this paper aims to achieve performance that are com-

parable to those of a reactive approach in terms of reduced computing times and to

those of an anticipatory algorithm in terms of solution quality. For the former pur-

pose, we avoid using complex rules for assigning the requests to the vehicles and for

managing the multiple classes of requests. Rather, we choose to reserve a fraction

𝛼c of the fleet of m vehicles to service the requests belonging to class c = 1,… ,C.

Thus, 𝛼c denotes the fraction of the fleet that can be used to service the requests

belonging to class c and to the more prioretized classes. In this way, when taking the

dispatching decision we employ a cheapest-insertion approach, but the number of

alternatives is limited by the fact that not all the vehicles can service all the requests.

As an additional dispatching rule, when evaluating the different alternatives we allow

an insertion if the delivery instants of the requests of each class c (c = 1,… ,C) that

are already allocated on a route are not delayed more than a given value 𝜖c ≥ 0. As

pointed out before, we also want to get advantage of the available stochastic knowl-

edge of the problem. As a consequence, the values of the vector 𝜶 = (𝛼1,… , 𝛼C) are

determined by solving off-line a training problem on a sample that is representative

of the instances to be solved. Of course, the solution must be such that
∑C

i=1 𝛼i = 1.

The procedure starts with a given value for 𝜶. Then, we try to repeatedly modify

each component 𝛼c by adding or subtracting a value 𝛿 and evaluating the (possible)
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objective function improvement. In case of an improvement, the value of 𝛼c is

updated and the procedure is iterated. The procedure terminates when no further

improvements are possible.

3 Experimental Results

To asses the effectiveness of our dispatching policy, we compare it with two differ-

ent approaches: (a) a purely reactive procedure that for each new request chooses the

vehicle with the cheapest insertion cost, neglecting all the available stochastic infor-

mation; (b) the anticipatory procedure proposed in [3], suitably modified to manage

different classes of requests. All the heuristics are implemented in C++ and run

on a Linux machine clocked at 2.67 GHz and equipped with 27 GB of RAM. We

perform a number of computational experiments on randomly generated instances.

All the datasets are characterized by several experimental factors, some of which

have the same value across all the datasets, whereas the others have different values.

In particular, in the former set of experimental factors we consider: C = 2, a plan-

ning horizon of 480 min, an average speed of the vehicles of 40 km/h, h = 20 km,

w = 20 km, p1 = 10 and p2 = 1. Then, the experimental factors having different val-

ues depending on the specific dataset are:

∙ expected number of requests per class Nc (c = 1, … ,C): we have tested various

values for N1 and N2, such that the overall expected number of requests is 200 or

1500;

∙ number m of vehicles at disposal: m = 20, 40, 60, 80, 100, 120, 140;

∙ parameters lc and 𝜖c (c = 1,… ,C): we have tested various combinations, gener-

ating four different datasets.

We evaluate the performance of the different dispatching policies by using two indi-

cators. First, we consider the average time Ts (in seconds) needed by the procedure to

allocate a single request. We observe that, to allow a particular heuristic to be useful

in the real world, the value of Ts must be lower then the inter-arrival time between two

consecutive requests. Second, we compute the average percentage objective func-

tion deviation of the anticipatory algorithm (ANT, in the following) and of our pol-

icy reserving a fraction of the vehicles for the most prioretized classes (RES, in

the following) with respect to the reactive procedure. These deviations are obtained

as 100 ∗ (objH − objR)∕objR, where objR represents the objective function value of

the reactive procedure, whereas objH is the objective function value of the heuristic

we want to evaluate. Thus, a negative value indicates that the considered heuristic

achieves an improvement over the reactive procedure. Tables 1 and 2 contain the

results of our experiments, differentiated according to the average number of overall

daily requests per class. For all the datasets, we have first determined the best values

for 𝜶 by employing the procedure illustrated in the previous section with 𝛿 = 0.1.

Such values are reported in the tables under the column 𝜶
∗
. The results contained

in Table 1 show that the RES policy obtains a maximum improvement of about 3%,
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Table 1 Results for N1 = 40 and N2 = 160
Dataset

(l1, l2, 𝜖1, 𝜖2)
m 𝜶

∗
RES ANT

DEV (%) Ts DEV (%) Ts
(0, 0, 0, 0) 20 (0.1, 0.9) −0.39 0.01 4.92 29.36

40 (0.2, 0.8) −1.09 0.01 −4.43 76.97

60 (0.2, 0.8) −1.12 0.01 −4.84 144.205
80 (0.2, 0.8) −1.12 0.01 −5.21 243.92

100 (0.2, 0.8) −1.12 0.01 −4.87 383.23
(15, 15, 0, 0) 20 (0.1, 0.9) −0.46 0.01 10.24 28.145

40 (0.2, 0.8) −2.78 0.01 −8.03 71.005

60 (0.2, 0.8) −2.9 0.01 −10.57 134.68
80 (0.2, 0.8) −2.9 0.01 −10.19 229.54

100 (0.1, 0.9) −2.9 0.01 −9.76 361.67
(15, 15, 15, 15) 20 (0.1, 0.9) −0.35 0.01 13.32 24.445

40 (0.2, 0.8) −2.1 0.01 −7.36 70.405

60 (0.1, 0.9) −2.16 0.01 −7.91 133.395
80 (0.1, 0.9) −2.11 0.01 −8.64 229.63

100 (0.1, 0.9) −1.97 0.01 −8.81 359.105
(15, 15, 0, 15) 20 (0.1, 0.9) −0.46 0.01 13.74 30.74

40 (0.2, 0.8) −2.06 0.01 −6.87 72.66

60 (0.1, 0.9) −2.11 0.01 −7.56 131.995
80 (0.1, 0.9) −2.07 0.01 −8.1 226.97

100 (0.1, 0.9) −1.92 0.01 −9.01 363.075

whereas the maximum improvement of the anticipatory procedure is about 10%. On

the other hand, we observe that the RES policy is extremely fast, with an average time

to allocate a single request that is consistently equal to 0.01 s. As expected, the ANT

procedure is much slower, taking up to 383 s to take a dispatching decision. This is

obviously in contrast with the requirement that the value of Ts must be lower than

the inter-arrival time between two consecutive requests (about 144 s in this case).

Table 2 contains the results for the case with an overall number of requests equal

to 1500. For this table, we report only the results for RES because the ANT proce-

dure has always obtained a value for Ts consistently higher than the inter-arrival time

between two consecutive requests (about 20 s in this case). The results show that the

RES policy obtains a maximum improvement of about 33%. As far as the values of

Ts are concerned, the procedure is a little slower than the previous case, even if still

feasible for a real-world application. Indeed, the values are always 0.02 s, with the

only exceptions of 0.03 s in one case and 0.30 s in two cases.
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Table 2 Results for N1 = 750 and N2 = 750
Dataset

(l1, l2, 𝜖1, 𝜖2)
m 𝜶

∗
RES

DEV (%) Ts
(0, 0, 0, 0) 60 (0.6, 0.4) −23.86 0.30

80 (0.2, 0.8) −0.27 0.02
100 (0.3, 0.7) −1.46 0.02
120 (0.4, 0.6) −2.11 0.02
140 (0.4, 0.6) −2.19 0.02

(15, 15, 0, 0) 60 (0.6, 0.4) −32.72 0.30
80 (0.2, 0.8) −1.13 0.02
100 (0.4, 0.6) −3.86 0.02
120 (0.4, 0.6) −5.36 0.02
140 (0.4, 0.6) −5.48 0.02

(15, 15, 15, 15) 60 (0.1, 0.9) 0.08 0.02
80 (0.2, 0.8) −1.59 0.02
100 (0.3, 0.7) −4.34 0.02
120 (0.3, 0.7) −5.12 0.02
140 (0.3, 0.7) −5.05 0.02

(15, 15, 0, 15) 60 (0.6, 0.4) −2.23 0.03
80 (0.3, 0.7) −1.8 0.02
100 (0.3, 0.7) −4.18 0.02
120 (0.4, 0.6) −4.98 0.02
140 (0.3, 0.7) −5.04 0.02

4 Conclusions

In this paper, we have studied the dynamic and stochastic pickup and delivery prob-

lem, in which a fleet of vehicles must service a set of customers requests that arise

dynamically and are partitioned in several classes. We have proposed a simple but

effective dispatching policy that, every time a new request occurs, allocates it with

the goal of minimizing the overall customers inconvenience. The basic idea is to

reserve a fraction of the vehicles to service the requests qualified for being satisfied

as soon as possible. In addition, our policy is parameterized and the optimal para-

meter setting is determined by solving off-line a training problem. The goal of our

computational results was to show that our policy can achieve results comparable to

those of an anticipatory procedure in terms of solution quality and to those of a sim-

ple reactive approach in terms of running times. The results of the experimentation

on randomly-generated instances have confirmed this intuition, especially when the

number of overall daily requests grew up to 1500.
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