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Preface

Our book not only covers many interesting and important issues of the current
research in the field of complex functional materials (e.g., metal oxides, semicon-
ductors, porous materials, carbon-based materials as well as polymeric materials and
devices) but also includes important fabrication methods, materials properties, and
their potential applications in the several fields of nanotechnology. Hence, there are
enormous benefits to a deeper understanding of the physical and chemical behavior
of complex functional materials at the nanoscale.

In order to achieve this goal, crystalline materials are treated in greater wealth of
detail than the amorphous as well as the partially crystalline materials, mainly due to
the various physical and chemical behaviors related to the structural and electronic
order-disorder effects (i.e., at the short-, medium-, and long range) to understand
novel complex functional materials, which in principle, is as an important parameter
to a rational control of their physical and chemical properties at the nanoscale.
Analyzing the importance of structural and electronic defects and their effects on
the materials properties, this point of view has a still very unexplored origin, which
allows us to explore even more the capacity we have always had to transform great
challenges into new opportunities from a modern viewpoint of physics, chemistry,
and materials engineering. In this context, this book is very interesting for all
scientific community.

With scientific developments in the last century, new and important advances
have been observed in recent years, in turn, opening a wide range of the techno-
logical applications and thus generating infinite possibilities, producing ever more
refined knowledge for the future. Hence, we explore new approaches to understand
the physical and chemical properties of emergent complex functional materials,
revealing a close relationship between their structures and properties at the molec-
ular level. In particular, this book is subdivided into three fundamental parts. The
primary focus of this book is the ability to synthesize materials with a controlled
chemical composition, a crystallographic structure, and a well-defined morphology.
Also more importantly, different strategies of the analysis and characterization
are discussed in detail, being an important tool for students and researchers to
develop research involving a modern and attractive logic in the different fields of
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vi Preface

knowledge. Special attention is also given to the interplay of theory, simulation,
and experimental results, to interconnect theoretical knowledge and experimental
approaches, which can reveal new scientific and technological directions in several
fields, expanding the versatility to yield a variety of new complex materials with
desirable applications and functions.

Some of the challenges and opportunities in this field are also discussed,
targeting the development of new emergent complex functional materials with
tailored properties to solve problems related to renewable energy, health, and
environmental sustainability. A more fundamental understanding of the physical and
chemical properties of new emergent complex functional materials is essential to
achieve more substantial progress in some technological fields. We believe this book
can, in principle, offer new possibilities for acquiring fundamental and innovative
knowledge that can accelerate the process of discovering new complex materials
with completely new and interesting properties for a wide variety of applications in
emerging technologies.

In short, we hope that this book will serve as a facilitating tool for learning. This
book was written with the help of experts in various fields of knowledge. Without
their help, this book would not have been completed. With this goal in mind, the
editors invited acknowledged specialists to contribute chapters covering a broad
range of disciplines. Good reading!

Araraquara, São Paulo, Brazil Elson Longo
Londrina, Paraná, Brazil Felipe de Almeida La Porta
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Chapter 1
Multifunctional Complex Oxide Processing

Maria A. Zaghete, Leinig A. Perazolli, Gisane Gasparotto,
Glauco M. M.M. Lustosa, Glenda Biasotto, Guilhermina F. Teixeira,
Natalia Jacomaci, Rafael A. C. Amoresi, and Silvia L. Fernandes

Among the complex functional materials, such as semiconductors, metals, and
polymers, ceramics are a most likely class of materials with the widest variety of
functions for desired technological application, such as capacitors, power trans-
ducers, gas and biological sensors, and electrooptical and electro-chromic devices.
In crystalline materials of type ABX3, the properties are due to some intrinsic
characteristics as there is no center of symmetry, crystalline anisotropy, spontaneous
and reversible-oriented dipoles, degree of order-disorder, bandgap energy, and the
presence of intrinsic or promoted defects by former or modifier lattice; these are
some decisive points in the characteristics of these compounds. Considering this
broad range of intrinsic and extrinsic parameters that determine the functionality
and efficiency of this class of complex and multifunctional materials, the processing
procedure is a crucial step. The different syntheses routes that provide to get control
of composition, crystal structure, morphology, and size as well as type and location
of defects allow obtaining complex compounds with synergy between properties for
many applications. The goal of this chapter is to present different processing routes
and discuss what are the most appropriate depending on the desired applications.
In this chapter, the processing of the complex oxide perovskite type as titanates,
niobates, tungstates; semiconductors such as (Zn-Nb-Co-Cr)-SnO2 and Au-ZnO
modified systems will be presented. The materials which will be discussed here
present a potential applications as piezoelectrics, photoluminescent, photocatalyst,
sensors, oxide electrodes, varistor, and solar cells devices.
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4 M.A. Zaghete et al.

1 Introduction

The increasing technological advancement of our modern society stimulates the
development of materials with multiple applications. These multifunctional mate-
rials are, by their nature, capable of combining a wide range of characteristics
aiding in the discovery of new applications for materials that are already known
to be applicable to a single property.

As a direct result of their electrical, sensing, and optical properties, complex
ceramic oxides have been largely employed in the composition of devices with
a high efficiency and specificity. Among the many multifunctional oxides with
perovskite-type crystal structures (ABX3), wurtzite and rutile, to mention only a
few, are found to allow the existence of essentially differentiated electric properties
including ferroelectricity, piezoelectricity, semiconductivity, and sensitivity besides
optical properties derived from photoexcitation. In addition to these properties, we
can also highlight the emergence of photonic and photoelectronic properties which
is attributed to the synergism of the varied range of properties. Among the prominent
complex oxides that merit mentioning include those used as photoluminescent
devices, oxide electrodes, sensors, varistors, photocatalytic systems, and power
converters. The efficiency of these materials is directly related to their chemical
composition and processing mechanism. Depending on the desired application,
such materials are processed in the form of bulk, thin films, or nanostructures
with well-controlled morphologies. The control of the parameters like chemical
composition, size and shape of the particles, the crystalline structure, thickness,
roughness, and structural features such as textureness, epitaxy, or preferential
growth (as in the case of films) likewise the thermal treatment are decisively crucial
steps in the production of materials with predetermined properties. The concept
of multifunctionality stated here bears its relevance when it comes to obtaining
singular combinations of properties from the same semiconducting oxide which
are, by and large, unattainable with traditional materials. This modulation may be
widely reached by varying the processing mechanism right from the obtaining of
the precursor material to the final thermal treatment and the device assembly.

SnO2, for instance, is known to be an intrinsic multifunctional semiconducting
oxide of type n; in other words, it exhibits oxygen vacancies in its crystal structure
[100]. In its pure form, this oxide exhibits a non-densifying behavior during
sintering process, where one can only observe the formation of necks in the
particles in addition to a further growth of grain with a decrease in the surface area.
Essentially, these characteristics are of great importance for obtaining high-density
varistors or gas sensors and photocatalyst that require a large surface area. The final
step will depend on the methodology adopted and the characteristics of the dopants
added during the modulation of the desired material.

In piezoelectric materials, the application of a mechanical force changes the
relative positions of the atoms in the crystal structure resulting in direct-mode
charges which reflect a change in potential or electric current, thus converting
mechanical energy into electrical energy (direct piezoelectric effect). The opposite
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Fig. 1.1 Properties related to
the material processing

effect is, in other words, the mechanical deformation of the material stemming from
the difference in potential applied to the material, being the inverse piezoelectric
effect. As a result of these properties, piezoelectric materials are used in dynamic
applications involving mechanical impacts. They are also employed in sonars,
ultrasonic transducers, and actuators, among others. Nowadays, a line of research
that is being extensively studied in the area of piezoelectric materials is the use
of these materials in energy storage nanodevices, well known as energy harvest
devices, an alternative to conventional batteries [98].

The development of anisotropic materials has undoubtedly enabled us to improve
already known properties and to obtain new devices with multiple functions.
A number of researchers have been channeling their efforts in obtaining particles
grown in one dimension (1D) focusing their attention on the control of the size and
shape of the particles as the key to optimizing the use of existing materials in new
applications.

Materials with the piezoelectric property are directly influenced by this control
once piezoelectricity is a volume property with a vectorial character; thus, when
such materials are grown using 1D morphology as in the case of zinc oxide (ZnO),
they are found capable of storing implemented energy [77]. In the same light,
niobium-based compounds also exhibit an enhanced piezoelectric property when
they are grown in one dimension (NaNbO3) and known to be widely applied in
piezoelectric nanogenerators. Apart from the piezoelectric property, other features
including sensing, luminescence, and photocatalysis can also be strongly influenced
by the anisotropy. Based on these concepts, the main objective of this chapter is
to deepen our understanding on the influence of the processing methods regarding
the properties and the applications of multifunctional complex oxides (Fig. 1.1). We
will discuss some compounds of great technological interest such as the oxides of
the perovskite family, semiconductors, and conductors.

2 Processing of Perovskite-Type Multifunctional Oxides

Perovskite-type structures exhibit the general formula ABX3 stoichiometry where
site A is generally an alkaline metal or rare earth, for example, the CaC2, SrC2,
and LaC3; site B is commonly occupied by transition metals such as TiC4, ZrC4,
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Fig. 1.2 Representation of
perovskite structure (ABX3)
along with the different
compounds of this class
covered in this chapter

NiC3; and X are anions found at the center of the unit cell phases. When the
perovskites are in the form of oxides, these anions are oxygen and through them
originate a dense packing forming octahedral [BX6] clusters bonded through the
vertices while the cations A are coordinated by 12 X anions which form the
cuboctahedral [AX12] clusters in the typical structure. The large interest in studying
the compounds pertaining to this structure class is driven by the wide range of
well-defined properties they exhibit besides the flexibility by which almost all the
elements of the periodic table are accounted for. Despite being a polymorphic
material, the perovskites generally exhibit cubic structure and as such have dielectric
behavior; nevertheless, the ideal cube is uncommon as distortions are often seen in
the lattice, thereby reducing the symmetry and paving the way for the presence
of properties characteristic of multifunctional materials [58]. Figure 1.2 depicts
the perovskite structure along with the compounds of this structure which will be
covered in this chapter.

The device operating temperature is a relevant factor indeed as it determines the
phase transitions of the perovskite structure. Let us take, for instance, sodium nio-
bate (NaNbO3), a multifunctional oxide widely employed because of the following
phase transitions it possesses: for temperatures below �100 ıC, the oxide exhibits
rhombohedral ferroelectric phase and antiferroelectric phase with an orthorhombic
structure at the interval between �100 ıC and 640 ıC and a paraelectric cubic
structure from 640 ıC onward [22, 87]. Lead zirconate titanate (PZT) exhibits better
values as regards to its piezoelectric properties when its stoichiometric composition
promotes the coexistence between the tetragonal and rhombohedral phases known
as the region of morphotropic phase transition, Pb(Zr0.52Ti0.48)O3, MPT [127].

Besides the operating temperature, another factor that determines the emergence
of new physical and chemical properties in complex oxides is the presence of doping
elements in the structure which can act either as formers or modifiers of the crystal
lattice, i.e., introducing more or less defects in the structure that can, in principle,
improve their performance in a variety of technological applications as well as
aiding in the emergence of new properties. In CaTiO3-based (calcium titanate)
materials, the substitution of Ca2C or Ti4C cations leads to novel and interesting
applications for this well-known material as reported in the study conducted by
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Oliveira et al. [94], which showed that doping CaTiO3 with Cu2C cations causes
distortions in the perovskite structure, and these distortions are responsible for
the control of crucial physical and chemical properties for the development of
Ca1-xCuxTiO4-based devices.

The perovskite family comprises the class of perovskite halides and the sub-
classes with organic components apart from the inorganic oxides. This occurs
when you substitute oxygen atoms from the X position with elements such as
chlorine, bromine, or iodine, forming the perovskite halides and maintaining a total
electrical neutrality. Besides the substitution of the ions in X, the versatility of
this structure allows the substitution of the other elements of its general formula
like those of sites A in place of organic structures giving rise to the organic-
inorganic hybrid compounds (Fig. 1.2) through which the plans of the organic
and inorganic components alternate in batteries in a molecular scale. In particular,
the organic groups occupying the A position are normally alkyl chain groups or
mere aromatic rings. This subclass in the perovskite family exhibits attractive light
absorption properties to application in photovoltaic devices. Multiple applications
are therefore possible for perovskite structures. The efficient performance of these
devices is, however, intrinsically associated with its obtaining process; in view
of that, we will try to shed light on some relevant concepts below regarding the
preparation of these materials.

2.1 Piezoelectric and Photoluminescent Materials

Within the research and development of complex materials capable of tapping and
storing, energy from the environment known as nanogenerators of energy has been
drawing an increasingly wider attention in recent times. The functioning of these
materials, in part, is based on the concept of piezoelectricity by which the mechani-
cal energy to be converted into electricity is obtained from the environment includ-
ing energy tapped from the air in circulation, the movement of the escalator and car
tires, people walking, heart beats, and blood flow. Conventional piezoelectric mate-
rials in form of bulk have a high piezoelectric coefficient, yet they lack flexibility
and often need to operate in their resonance frequency which tends to diminish their
efficiency when it comes to tapping mechanical energy from the small amplitude and
low frequency. Thus, complex materials in form of bulk present lower piezoelectric
efficiency compared to those grown in unidimensional structures – 1D [6].

Hydrothermal synthesis is the most efficient mechanism employed in obtaining
materials with perovskite-type structure with a variety of well-defined morpholo-
gies. The advantage of this way of processing is that it eliminates the steps involving
calcination and grinding which are generally used in other synthesis methods
such as the polymeric precursor, sol-gel, coprecipitation, solid-state reaction, and
combustion. In additional, when using the hydrothermal synthesis renders the
processing relatively faster and less costly as lower temperature and lesser time are
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used in obtaining the highly crystalline compounds. Another fact worth considering
is that the particle crystallization directly in the reagent solution regulates the
rate of nucleation/crystallization/growth resulting in the control of the crystal size
and morphology while contributing additionally toward diminishing the level of
aggregation, which are relevant factors impossible to be controlled via traditional
synthesis methods [108, 109].

Through hydrothermal synthesis, Jung et al. obtained piezoelectric materials
based on NaNbO3 with different morphologies (nanoneedles and nanocubes).
By varying the synthesis time between 1 and 4 h with a fixed temperature of
150 ıC, they observed that the increase in synthesis time favored the formation
of NaNbO3 in cubic form whereas shorter synthesis periods formed nanoneedles
of Na2Nb2O6.H2O which were converted to NaNbO3 after thermal treatment
maintaining the nanoneedle morphology. The possibility of producing nanoneedles
at relatively low temperature and the easy control of their piezoelectric domain
through the electric field are factors that contribute toward the application of this
compound in nanogenerators of energy [60].

Barium titanate (BaTiO3) ferroelectric nanoneedles grown vertically on fluorine-
doped tin oxide (FTO)-coated glass substrate were obtained for the first time by the
Koka et al. where they applied the processing in two steps: first, a precursor layer
of TiO2 nanoneedles was grown through acidic hydrothermal reaction; after that
the nanoneedles were subsequently placed into a solution containing Ba2C cations
and were then converted into BaTiO3 nanoneedles through a second hydrothermal
treatment performed by varying the synthesis time and temperature. After the
hydrothermal treatment, the BaTiO3 nanoneedles were treated at 600 ıC aiming
at removing alkaline residues and enabling the material to be applied in the desired
devices [64].

Hence, the use of a driving agent of growth (template) in the reaction medium
contributes toward the anisotropic growth of particles yielding a product with
low surface energy, as well as with well-defined morphologies. Wang et al.
[135] investigated the hydrothermal growth mechanism of PZT nanoneedles using
polyvinyl alcohol (PVA) as a template. Following 6 h of synthesis at 200 ıC,
they obtained monocrystalline PZT with needlelike morphology associated with
particles-agglomerates. Furthermore, it was also possible to observe that the
individual 1D structure of PZT exhibited monodomains with a polarization vector
along the anisotropic axis of the needlelike structures [135]. Guided by the same
objective, Xu et al. [139] used polyacrylic acid (PAA) as growth template for the
synthesis of PZT nanoneedles. It is believed that anisotropic surface tensions are
generated during PZT growth where the asymmetric morphology is induced by the
particles connected to the polymeric surface that limit the growth of some crystal
planes through the reduction of the surface tension in aqueous solution leading to
the growth of needlelike PZT structures [139].

A variation of the hydrothermal synthesis that has gained an importance notori-
ous in recent years, in particular, consists mainly in the use of the microwave heating
during the hydrothermal treatment. Thus, the microwave-assisted hydrothermal
synthesis (MAHS) as it is widely called offers an innovative strategy for a superior
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control in the new complex material synthesis. In general, the rotational energy
released by the solvent molecules or by the ions during the microwave heating
makes the synthesis temperature to be rapidly reached favoring the formation of the
particles at a much shorter time [12]. For example, the use of microwaves as heating
source in the hydrothermal process contributed meaningfully toward obtaining the
NaNb2O6.H2O fibers within 30 min of synthesis. As similarly reported by Joung
[60], after the thermal treatment, the metastable structure of NaNb2O6.H2O is
converted to NaNbO3 without the occurrence of alteration in the 1D morphology.
By increasing the synthesis time to 1 h, the cubic structures of NaNbO3 are
obtained in different sizes [128]. When NaNbO3 fibers or cubes were immersed
in polymeric matrix forming flexible piezoelectric compounds, we noticed the
anisotropic effect of the NaNbO3 particles which was reflected by the greater value
of the piezoelectric coefficient and the remaining polarization of the compounds
constituted of fibers compared to those compounds containing cubes, maintaining
all the other processing parameters constant [126].

Compounds related to the perovskite family, containing the clusters TiO6 or
NbO6, including Pb(Zr1-xTix)O3, NaNbO3, BaTiO3 among others can also present
photoluminescent emission which occurs as a result of the electronic transition
between the valence band (VB) and the conduction band (CB). Aiming at explaining
photoluminescence in perovskite materials, a model known as the broadband model
was proposed [21]. This model is embedded inferentially on the understanding that
there are intermediate energy states between VB and CB bands associated with
structural or punctual defects generated in the material during processing. Such
defects may be either at shallow or deep levels, where shallow defects promote
emission around the violet and blue region, while deep defects are seen to promote
emission in the yellow and red region [118]. The emission around the green region
may, on the other hand, be related to surface defects [75]. One of the characteristics
of a multifunctional material lies in its ability to combine properties synergically,
for instance, the combination of piezoelectricity with photoluminescence leading to
the formation of the so-called piezophotonic devices [136].

NaNbO3 in the form of powder or film exhibits photoluminescent emission
around the region corresponding to the blue color of the electromagnetic spectrum
(around 450 nm). However, one can observe that the emission intensity is directly
related to the particle morphology, and as can be noticed when NaNbO3 presents a
cubic-like morphology, the photoluminescent emission is found to be more intense
relative to the emission exhibited by the material in the fiber form. Taking the
aforementioned considerations into account with respect to defects and emission, we
propose the rapid crystallization of the particles using the microwave as that enables
the structure of NaNbO3 to be more organized in the fibers than in cubes [128].
The scheme related to the obtaining of NaNbO3 particles and the photoluminescent
emission of the material is shown in Fig. 1.3.

When we consider the processing of PZT microtubes, the photoluminescent
emission in relation to the increase in synthesis time is also associated with the
structural order-disorder and the surface defects that arise during the synthesis.
Furthermore, we also ought to consider that the emission bands located around
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Fig. 1.3 Scheme for obtaining NaNbO3 particles and photoluminescent emission of the material
with different morphologies

600 nm are composed of three components, namely, blue, green, and red. The
surface defects generated as a result of the particle dissolution-recrystallization
process promote the increase in emission around the blue-green region, while a
reduction in emission is seen around the yellow region [129]. In the case of the
photoluminescent emission, the use of a growth driver not only modifies PZT
morphology but also leads to the appearance of photoluminescent emission bands
at different wavelengths as a function of the synthesis time. For the PZT obtained
following 2, 4, and 8 h of synthesis, the bands were found to be at 550 nm. The
8 h of synthesis time was seen to present the highest photoluminescent emission
with the biggest emission contribution coming from the green-yellow region. For
the PZT obtained after 12 h of synthesis, the band is seen displaced to 480 nm, and
the product obtained presented the lowest photoluminescent emission [127].

Similar to NaNbO3 and PZT, the photoluminescent property of the BaTiO3 is also
attributed to the structural order-disorder involving various states in the prohibited
band. Moreira et al. [91] obtained photoluminescent particles of BaTiO3 through
microwave-assisted hydrothermal synthesis where they found the emission bands of
the products obtained located between 556 and 567 nm. In their study, the increase in
synthesis time was also found to promote the reduction of the emission component
around the green region, while an increase in emission was observed around the
yellow region [91]. Nonetheless, when we consider the photoluminescence behavior
of BaTiO3 films, we notice the presence of photoluminescent emission around the
UV and visible regions with the increase in emission related to the increase in
the film thickness [85]. Several reports can be found in the literature with respect
to piezoelectric and photoluminescent materials obtained by different synthesis
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methods. The abovementioned methods are few examples that clearly demonstrate
the influence of processing over the oxide properties when these oxides present
perovskite structure with piezoelectric and photoluminescent features.

2.2 Hybrid Perovskite Used in Solar Devices: CH3NH3PbI3

As previously stated, perovskite structure is endowed with huge versatility. To
enable its usage in solar devices, organic cations such as methylammonium,
CH3NH3

C, are incorporated in sites A, Pb2C cations in sites B, and iodide anions,
I1�, in X leading to the formation of the structure CH3NH3PbI3, (MAPbI), as
illustrated in Fig. 1.2.

Organic-inorganic hybrid perovskites are particularly interesting owing largely
to their incomparable optical and electronic properties [61]. The organic part is
responsible for the high light absorption of these materials besides aiding in defining
the degree of interaction between the components while the inorganic part is
where the electronic properties are originated. Thus, these perovskites have become
an object of intense interest with studies being undertaken to better understand
their application in solar cells, devices that absorb sunlight and are capable of
transforming it into electrical energy [96]. Notwithstanding their wide range of
benefits, perovskites can be easily prepared through chemical processes, enabling
them to be used in large scale as a result of the low cost and low temperature
required.

CH3NH3PbI3 is a perovskite which, unlike most inorganic oxides, is processed
at low temperature. These materials can be synthesized by a variety of the physical
or chemical methods. Physical methods such as the mechanical mixture of the
precursors PbI2 and CH3NH3I give rise to crystalline powders with tetragonal
structure [7]. This is attributed to the fact that the process is conducted at room
temperature. When processed using temperature, the material exhibits a cube-like
structure. The temperatures related to phase transition occur as demonstrated in the
following scheme:

� � CH3NH3PbI3

162:2 K! ˇ � CH3NH3PbI3

327:4 K! ˛ � CH3NH3PbI3 (1.1)

Besides obtaining CH3NH3PbI3 powders through the mechanical mixture of
the precursors, these materials can be processed in the form of films. There are
two methods most used for the formation of these films: solvent engineering and
sequential deposition [18].

The solvent engineering method entails basically four steps: The first step
involves the preparation of the CH3NH3PbI3 solution in an organic solvent,
generally using dimethylformamide (DMF), dimethyl sulfoxide (DMSO), or buty-
rolactone (GBL), which is added onto the glass substrate with FTO electrode. The
second step involves the acceleration of the substrate via spin coating up to the
rotation velocity desired for the formation of CH3NH3PbI3 film. At the third step, an
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anti-solvent (does not dissolve the perovskite but it is miscible with DMSO, DMF,
or GBL) is dripped over the film, while the substrate is kept rotating. The fourth
step involves the formation of the intermediate phase complex followed by the
thermal treatment at 100 ıC/10 min for the formation of the perovskite crystalline
phase [57]. Jeon et al. carried out a systemic study on perovskite formation using
the solvent engineering method where they concluded that delaying or anticipating
the addition of the anti-solvent by seconds interferes in the film formation, thus
rendering this technique less reproductive [57].

In order to remove the solvent and eliminate the pores present in the film at
the end of the last step, the best thermal treatment time is approximately 1 h; for
lesser periods like 30 min, the film presents small pores which tend to undermine
its properties. Treatment time periods superior to 1 h also tend to promote the
evaporation of methylammonium iodide cations leading to the decomposition of
the perovskite and giving rise to lead iodide (PbI2) as a secondary phase. Upon
treatment, the resulting films from this intermediate layer begin to appear dark and
brilliant indicating the formation of the crystalline phase of CH3NH3PbI3. Without
subjecting the film to the treatment with the anti-solvent chlorobenzene, the film is
found not to be totally converted, thus compromising the recoating of the substrate.

The concentration of the starting solution is among the relevant parameters that
exert influence over the thickness of CH3NH3PbI3 films. Normally, concentration
solutions of 45% mass/volume are used [37, 84] as high concentrated solutions often
generate films with particles due to the difficultly to dissolve high amounts of PbI2.
By contrast, more diluted solutions give rise to thinner films lacking good final
properties. When a precursor solution of CH3NH3PbI3 with 45% (mass/volume)
is employed, films with the thickness of �300 nm are produced, which are ideal for
use in solar cell devices. Nonetheless, when the solution concentration is increased,
the film thickness increased. For instance, when the solution concentration reaches
55%, films with the thickness of around 470 nm are obtained.

For the development of efficient solar cells, in particular, the active layer respon-
sible for light absorption ought to be sufficiently thick to ensure the absorption of
the highest possible quantity of incident light. However, the elevated absorption
coefficient of CH3NH3PbI3 allows the use of thinner films with thickness ranging
from 350–500 nm which often lead to a good absorption. Yet when thicker films of
say 500 nm are employed, a much greater amount of light is absorbed resulting in
a better performance of the solar cells. This explains the reason why the processing
of a material is largely dependent on the desired properties.

The second methodology that will be discussed here is the sequential deposition
methodology. Sequential deposition is the most widely employed for the processing
of CH3NH3PbI3; the processing involves the deposition of the PbI2 solution on
the substrate by spin coating, followed by the film exposure to CH3NH3I solution
aiming at converting all the lead iodide in the CH3NH3PbI3 phase [18, 38]. In this
method, the reaction of the perovskite formation occurs rapidly from the surface of
the PbI2 film to the inner regions resulting in an incomplete coating of the substrate,
lack of roughness control, and incomplete conversion of PbI2 into CH3NH3PbI3.
However, the grains formed here are bigger, thereby favoring the charge transfer



1 Multifunctional Complex Oxide Processing 13

Fig. 1.4 Scanning electron microscopy images of CH3NH3PbI3 deposited by (a) solvent engi-
neering and (b) sequential deposition

processes within the CH3NH3PbI3 film. In addition to that, the sequential deposition
method is easy to execute besides having a high rate of reproducibility (Fig. 1.4).

CH3NH3PbI3 has a wide range of well-defined optical and electronic properties
which render it an excellent candidate as a light absorber in solar cells. The optical
properties are mainly derived from its large absorption interval ranging from 350
to 800 nm, having an optical bandgap (Eg) determined by diffuse reflectance
spectroscopy measurements of Eg D 1,5 eV, while the VB energy determined
by ultraviolet photoelectron spectroscopy measurements is EVB D � 5.43 eV at
vacuum [62, 115]. Hence, the conduction band position can be estimated to be
ECB D �3.93 eV. It is noteworthy that the bandgap of these materials can be
easily modified through changes in the conditions of processing, which implies
a direct alteration in the device properties such as the values of open-circuit
voltage. For example, the sequential deposition method leads to the development of
materials that form solar cells with a lower open-circuit voltage compared to those
formed by perovskite processed via the solvent engineering mechanism. Clearly, the
performance of the solar devices is inherently related to the processing mechanism
of the materials that constitute the cells, while the small changes in the synthesis
parameters are found to directly affect the rate of solar energy conversion.

2.3 Oxide Electrodes

Perovskite oxide thin films are being employed as bottom electrodes acting as a
support medium for the growth of the multifunctional oxides and are mainly applied
in nonvolatile ferroelectric memory devices, the reason being that oxide electrodes
minimize the degradation of ferroelectric properties and preventing fatigue. Oxide
electrode films are mainly characterized by a metallic behavior, and their use
is attributed to the electric conductivity as well as the structural characteristics
compatible with most of the ferroelectric oxides. In this sense, it is worth pointing
out that the efficiency of an electrode is related to conductivity and mainly to its
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Table 1.1 Structural parameters of some oxide electrodes

Materials Crystalline structure Lattice constant (nm) Reference

LSCO Pseudocubic 0.383 [26]
YBCO Orthorhombic 0.382 [92]
SRO Pseudocubic 0.393 [142]
LNO Cubic 0.385 [116] [105]
LNO Rhombohedral 0.545 [42]

surface characteristics which are, in effect, the basis for the growth of the functional
film. This is because the surface along with the structural parameters of the oxide
electrode is responsible for the control of textureness, domain orientation, interface
stress reduction, and the growth of the grains with regular size and shapes [3, 151].
Among the most widely used oxide electrodes, we can highlight the following:
La0,5Sr0,5CoO3 (LSCO) [107], YBa2Cu3O7-x (YBCO) [106], SrRuO3 (SRO) [142],
and e LaNiO3 (LNO). The similarity between the crystalline structure of the bottom
electrode and the ferroelectric film which is to be deposited is a crucial factor for the
good performance of the set to be assembled (functional device or a mere device):
substrate/oxide electrode film/functional film.

Table 1.1 shows the structural parameters of the most employed oxide electrodes.
Among these electrodes, LNO and SRO draw a wider attention owing to the fact that
they exhibit simple stoichiometry, and lattice parameters similar to those of the most
common ferroelectric electrodes though ruthenium precursors are much more costly
compared to nickel making the use of LNO electrodes economically more feasible.
With regard to the metallic behavior of lanthanum nickelate, there are two aspects
that may well explain this feature: The first aspect refers to the strong covalent inter-
action between the 3d-2p orbital states of the Ni-O bond – where the Ni3C cation
has a low-spin configuration of the orbitals d (3d7: t2g

6eg
1). [104]. As a result, the

CB (�*) formation can be observed through the orbital-free electron eg. The second
aspect is related to the crystalline structure of the nickelate family where all the
compounds are seen to present an orthorhombic phase with the exception of LNO
which does not exhibit an orthorhombic phase in the ABX3 stoichiometric form,
rather depicting a rhombohedral/trigonal structure [45]. LNO obtained in thin film
exhibits a pseudocubic perovskite structure distorted to rhombohedral within which
the metallic phase is obtained for the totally stoichiometric material (ABX3). When
oxygen deficiencies are present in LaNiO3-” (� � 0.25), interferences occur between
the oxygen p bands and the nickel d bands leading to an isolating behavior [102].
The hybridization of d orbital states of Ni, the crystalline structure, and stoichiom-
etry contribute toward explaining the metallic behavior of the material, and they
demonstrated that the electrical behavior is regulated by electronic conductivity.

LNO thin films which are employed as electrodes can be obtained either via
physical deposition or by chemical solution deposition (CSD). In the former
method, the deposition is done through an equipment (such as RF magnetron
sputtering, pulsed laser deposition (PLD), among others) using the LNO as the



1 Multifunctional Complex Oxide Processing 15

target, which is properly evaporated and where crystallization takes place in situ.
Via CSD method, the film is easily obtained with a good-quality crystalline and
at low cost by a chemical route highly controlled. The solution containing the
precursors is prepared by a method that allows the formation of homogeneous
and dense films when deposited over the substrate following by the crystallization
process. With that in mind, the methods that fit this purpose are the sol-gel
and the polymeric precursor methods (PPM). The solution containing the metal
precursors needs to be stable and to have suitably ionic concentration and viscosity
so as to generate a dense textured film devoid of roughness and cracks. With the
suitable solution, the film electrode deposition is performed. At this step, a wide
range of parameters can be controlled including the film thickness through the
spinning velocity and a number of deposited layers. At the crystallization step, time,
temperature, and the atmosphere of the thermal treatment should all be essentially
controlled. With regard to the first step of processing, Yang et al. [144] assessed
the influence of the variation of LNO electrode solution concentration from 0.1
to 0.3 mol in the properties of PZT ferroelectric films. They observed that the
lower the concentration employed toward the preparation of the inferior electrode,
in particular, the better were the ferroelectric behaviors of the PZT films as prepared,
based on the remaining polarization as well as the dielectric constant of the device.
This is as a result of the fact that the ionic concentration controls the structural
evolution of the film electrode. In other words, the lower concentration leads to a
better structural crystallization, greater densification, and smoother surface. These
conditions contributed largely toward the site nucleation for the PZT film growth
oriented on the plane (100); the growth oriented toward this direction enables us to
obtain better ferroelectric properties of the device.

Wang et al. [134] studied the behavior of LNO film electrodes obtained by the
sol-gel and deposited over the substrates of SiO2, crystallizing them at 650 ıC and
varying the pyrolysis temperature between 300 and 420 ıC. They correlated the
results to the preferential orientation factor (100) and arrived at the conclusion that
the pyrolysis at 360 ıC promoted an oriented growth of the film electrode. Nonethe-
less, the thermochemical decomposition of the oxide electrode is a parameter that
depends on the precursors used in the solution as demonstrated by Wang et al.
[134] who reported having complexed metal acetate with acetic acid and deionized
water. Analytically speaking, if the precursor solution of the film contains sulfate,
carbonates, hydroxides, and nitrates, considering that each of these elements has
a decomposition temperature, the pyrolysis temperature tends to change, and in
this case, thermogravimetric analysis becomes essential once it provides us with
the useful information to define the process temperature. Figure 1.5 illustrates the
difference in thermal decomposition between two LNO solutions, one of them
obtained by the sol-gel method (Fig. 1.5a) which is quite similar to the process
used by Wang et al. [134], while Fig. 1.5b illustrates the thermal decomposition of
the solution obtained via the PPM.

LNO sol-gel solution contains nickel acetate, lanthanum nitrate, and 2-
metoxyethanol; we can observe that in temperatures above 200 ıC, there is an
exothermic peak related to the decomposition of nitrate and ammonium, while
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Fig. 1.5 Thermogravimetric analysis in synthetic air atmosphere for LNO precursor solutions
prepared. (a) Sol-gel and (b) PPM

the mass loss of the metal complex occurs at 370 ıC, quite close to the condition
observed by Wang et al. [134]. Figure 1.5b shows the bands to decomposition of
polyester at 210 ıC, as well as the carboxyl decomposition and crystallization of
LNO at 450 ıC. Thus, we may conclude that the best pyrolysis condition and the
structural aspects of the film electrode all depend on the solution composition. After
the pyrolysis, the temperature is raised aiming at crystallizing the oxide electrode.

This step exerts a direct influence on the network parameters, the volume of the
unit cell, and the surface roughness. Hsiao and Qi [54] reported obtaining LNO film
electrodes by the sol-gel method with approximately 60 nm of thickness, where
they observed that lower resistivity was related to lower values of cell volume and
of the network constant. The control of these structural parameters was effected
through the alterations of the crystallization process of the electrode (Fig. 1.6a),
relating the temperature and atmosphere of sintering to the structural parameters
[54]. The sintering atmosphere, besides inducing significant changes in the unit
cell, is also responsible for controls on the morphology, roughness surface, and
porosity. As observed in Fig. 1.6b, the material sintered in the presence of air, where
it exhibited roughness of 12.3 nm, average grain size of 52.8 nm, and resistivity
of 1.2 � 10–2 �.cm [3]. Figure 1.6c illustrates the film sintered in the presence
of O2, leading to average grain size of 50.4 nm, roughness of approximately half
(6.1 nm), and resistivity of one order of magnitude inferior to the film obtained in
the air. In this sense, it is worth pointing out that the presence of oxygen leads to
structural alterations at short range in the crystalline network with lower volume of
unit cell [54], besides engendering morphological alterations with a surface seen to
be atomically smoother compared to the film sintered in the presence of air, resulting
in alterations in the electronic behavior of the electrode.

Other parameters shown in Table 1.2 are equally relevant to the processing
of the film electrodes; among such parameters include the variation of thickness
and the choice of substrate. Generally, the difference in terms of resistivity shown
in the table is intimately associated with the mismatching of the film network in
relation to the substrate. In the case of A as described in Table 1.2, lower thickness
results higher electrode resistivity; this occurs because the films are deposited on
Si substrates (100) which have a network parameter (a D 5.40) different from that
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Fig. 1.6 (a) Resistivity, measured at room temperature, of LNO/Si films as a function of the
network parameters and sintering conditions [54], (b) [2] and (c) LNO/Si films, sintered at 700 ıC
in the air and using O2, respectively

of LNO, rising the tension at the interface [134]. This tension deepens when the
film thickness decreases resulting in lower crystalline orientation and reducing the
electrode conductivity. Similarly, the variations in the substrate network parameter
among quartz, Si, and monocrystalline SrTiO3 are shown in topic B (Table 1.2);
the films with the same thickness exhibit different resistivities due to the substrate
network parameters that interfere with the growth of the films. The film grown on the
substrate with structural parameters much closer to the LNO phase exhibits a more
ordered arrangement contributing in a better way toward the conductivity as noted
in the case of the SrTiO3 monocrystalline substrate [71]. At topic C with similar
thickness and varying the monocrystalline substrate plane notices that the substrate
orientation causes structural distortions in the electrode film growth. The film grown
on the SrLaAlO4 substrate (001) exhibits metallic behavior, while the one that grown
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Table 1.2 Variation of thickness and substrates in the processing of LNO

Electrode/substrate Temperature (ıC) Thickness (nm) Resistivity (�-cm) Reference

A LNO/Si 650 20 �1.0•10�2 [134]
LNO/Si 650 120 �1.0•10�3 [134]
LNO/Si 650 200 �8.0•10�4 [134]

B LNO/Quartz 700 250 �1.3•10�3 [71]
LNO/Si 700 250 �7.0•10�4 [71]
LNO/SrTiO3 700 250 �3.0•10�4 [71]

C LNO/SrLaAlO4 (001) 700 100 Metallic behavior [102]
LNO/SrLaAlO4 (100) 700 100 Isolating behavior [102]

on the plane substrate (100) shows an isolating character. This fact is attributed
to the change in the degree of orientation of the film growth (100), resulting in a
weak texturing, thereby leading to high degrees of disorder and consequently to the
isolating behavior of the material [102].

3 Processing of Semiconducting-Type Multifunctional
Oxides

There has been a growing interest, in recent times, in inorganic compound materials
having semiconducting electrical properties; some of these materials that deserve
mentioning include SnO2, TiO2, ZnO, and Fe2O3 oxides employed in applications
such as gas sensors, varistors, and electrodes [29, 32, 63, 72, 138]. The n-type
semiconductors in particular which mainly include SnO2 and ZnO are known to
be applied in a wide range of devices, as demonstrated throughout this topic. Each
application essentially requires specific structural features with well-defined proper-
ties (electrical, optical, or magnetic), as well as a high efficiency and reproducibility,
features that vary according to the type of processing mechanism employed in
the production. Some semiconducting oxides are considered multifunctional, take
SnO2, for example, which can be applied as varistor [1, 80], gas sensors [121], solar
cells [10], and supercapacitors [132].

Tin dioxide (SnO2) exhibits chemical, thermal, and mechanical stability with
a tetragonal structure of the rutile type. When pure, the oxide is considered an
intrinsic semiconductor of type n, having a wide bandgap of 3.6 eV and electrical
conductivity as a result of the excess of electrons and structural defects. Lattice
modifying or forming metals introduced as dopants act as modifying elements of
the crystalline and electronic lattice allowing the bandgap alteration while aiding in
controlling, improving, and creating new properties that can be applied in diverse
technological areas, such as the protection against corrosion [49], sensors [28],
biosensors [67], varistors [79], solar cells [10], photocatalysts [150], etc. During
the sintering process, it is worth noting that conductivity can be promoted in SnO2
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by increasing the defects including oxygen vacancies, electrons, or holes mobility
caused by the presence of dopants aiming at accepting or donating electrons to the
ceramic matrix [70]. The introduction of interstitial ion-generating dopants leads to
the formation of defects, such as the Frenkel and Schottky types, which generate
vacancy formation in the grain boundary region of the sintered and dense SnO2,
while the barrier characteristics define the varistor property of SnO2 [5, 17, 70].
The potential barrier is formed by the intrinsic defects such as the tin vacancy
and the oxygen vacancy (VSn

00, VO
00) as well as by extrinsic defects created by the

dopants. The positive defects are loaded with a charge density in both sides of the
grain boundary and form a depletion layer of length !. The negative interface is
formed during the thermal treatment process, and it is composed of the negative
defects with charge density of the surface states at the grain boundary interfaces
[5, 43]. The possibility of modulation of this potential barrier [80], mainly during
the process, allows SnO2 to be used in a wide range of applications. Considering
that the device resistivity is directly related to the height of the potential barrier and,
hence, can be controlled by modulating the barrier through the use of dopants, the
device resistivity is also modulated.

With regard to ZnO, an equally relevant multifunctional material with applica-
tions in varistors, sensors, transparent electrodes, catalysts, piezoelectric materials,
and solar cells [68, 90], its bandgap energy is 3.37 eV, with excitation binding
energy of 60 meV at room temperature [95]. ZnO crystalline structure comes in
three forms: cubic, hexagonal, and wurtzite. The latter shape is considered more
stable at room temperature as a result of its possession of the ions Zn2C and O2�
tetrahedral coordination with the crystalline lattice parameters a D 0.325 nm and
c D 0.521 nm [30, 39]. The multifunctionality of the oxide is associated with the
different structures, and the presence of polar surfaces such as (0001) Zn2p and
(0001) O2 through which the interaction of the charges with polar surfaces leads
to the growth of several types of nanostructures, including nanobelts, nanosprings,
nanorings, nanohelices, etc. [83]. A further characteristic of ZnO structure is the
absence of symmetry center, which as a consequence leads to piezoelectric effects.
Here, it should be noted that polarity is a surface effect, while piezoelectricity is a
volume effect [140].

The excellent physical and chemical properties and the versatility by which ZnO
can be synthesized through several methods with different morphologies and high
stability render it attractive for a wide range of applications such as heterostructure-
based sensors [68, 69, 90] and varistors – which is undoubtedly the most widely
known owing to the excellent performance. However, for sensing application
requiring an elevated surface area, which in other words can be understood as
a porous morphology with small particle size, there is the need to control the
processing parameters such as grain growth and the densification of the system.
Some aspects of the processing of tin and zinc oxides with the use of different
synthesis methodologies as well as the addition of different modifiers will be
covered here stating and highlighting the properties involved.
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3.1 Processing of Tin Oxide

Tin oxide processing can be carried out via several routes including oxide mixture,
hydrothermal synthesis, carbothermic reduction, PPM, sol-gel, and so forth. As is
well-known, the method of processing has a strong impact on its properties and,
hence, ought to be chosen taking into account the application desired [10]. On the
other hand, the oxide doping is additionally a relevant factor when it comes to the
alteration of electrical properties and in other applications such as varistors. Aguilar-
Martínez et al. [1] prepared SnO2 doped with fix concentrations of Cr3C and Sb5C
ions while varying the concentration of Co4C ions using the oxide mixture method in
a planetary mill, followed by the grinding of the powder and thermal treatment. They
noted that the concentration of Co4C ions exerts an influential role over the grain size
and the ceramic density altering the electrical properties of the material. A similar
report published by Lustosa et al. [80] was aimed at studying the varistor properties
using an alternative mechanism of processing SnO2, where nanoparticles doped with
Zn2C and Nb5C were deposited on Si/Pt substrate by the electrophoresis method –
EPD and the film subjected to sintering using the microwave oven. Following the
sintering, the deposition of Cr3C ions was carried out via electrophoresis aiming at
modifying the grain boundary barrier while promoting the nonohmic behavior of
the electrical property tension x current. The diffusion of the chromium ions across
the grain boundary was promoted by the thermal treatment in a microwave oven at
a temperature 50C less than the one applied in sintering.

By analyzing the characteristics and the behavior of the SnO2-ZnO-Nb2O5-
Cr2O3 system, we can say that this processing mechanism generates a ceramic with
a homogeneous composition, spherical particles with uniform size, and distribution
which can be applied to a varistor with low voltage. The addition of bivalent metals
like cobalt [89], zinc [51], and copper [40] has the goal of improving densification
once these cations act as electron acceptors and substitute the tin ions in the
crystalline lattice creating oxygen vacancy defects, which favor mass diffusion in
the lattice, while promoting densification as in line with Eq. 1.2:

MO
SnO2! M0

Sn C V��
O C OX

O (1.2)

The defects of the type M0
Sn found around the grain boundary region capture

electrons released by other modifying agents and create a potential barrier around
this region.

Electrical conductivity of the varistor system can be enhanced through the
addition of pentavalent ions such as Sb2O5 [86], Nb2O5 [16], and V2O5 [41] which
act as donors of electrons when added to the SnO2 crystalline lattice leading to the
concentration of electrons and tin vacancies as evident in Eq. 1.3.

2M2O5

SnO2! M0
Sn C 2V0000

Sn C 10OX
O (1.3)
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Aiming at improving the varistor properties of the system, trivalent cations
such as chromium [5], ytterbium [103], and samarium [9] which play the role of
electron acceptors when added to the SnO2 lattice given the fact that when they are
segregated at the grain boundary region, they increase the values of the potential
barrier as well as the resistivity since they imprison the electron acceptor species at
the grain boundary region, as depicted in Eq. 1.4.

M2O3

SnO2! 2M0
Sn C 2V0

O C 2OO C 1

2
O2 (1.4)

These days, the processing technology of ceramic materials is aimed at develop-
ing feasible low cost methods of processing at industrial scale. For the production
of bulk, films, or nanostructures of high performance and reproducibility, we
can mention the techniques of chemical synthesis such as coprecipitation, sol-
gel, combustion, lyophilization, and the PPM [73, 119, 124], which involves the
complexation of metallic ions by carboxylic acid followed by the polyesterification
using a polyalcohol. The immobilization of the metal on organic matrix reduces
the segregation of the metals during the polymeric combustion and crystallization
of the compounds ensuring their compositional homogeneity. The versatility of the
method allows one to obtain powders and films with a relatively good control of
the chemical composition and the oxide crystallization at temperatures ranging
from 400 to 700 ıC and has a great potential in the preparation of thin films via
deposition techniques including spinning or dip coating. The PPM allows one to
prepare nanoparticles of oxide systems and can be used to make deposition of thick
films via physical methods as, for example, the technique of electrophoresis (EPD)
considered quite efficient as a result of its ease to scale up and to controlling the
thickness, compactness, and the geometric shape of the film [14].

The films deposited by EPD were obtained through the suspension of nanometric
particles prepared by PPM, which were showed in Fig. 1.7. Silicon-platinum (Si/Pt)
substrate used for the deposition of the particles was adjusted on the negative
electrode and immersed in an aliquot of 20 mL of an ethyl suspension containing
14 mg of particles, where a tension of 2 kV was applied for 10 min, with an
indication of a current of approximately 2.0 mA. After the film deposition it was
then subjected to sintering in a microwave oven and the homogeneity of the substrate
recoating, and the film thickness and morphology were evaluated by SEM and can
be found illustrated in Fig. 1.8.

The deposition by electrophoresis requires the particle to have a surface charge
for it to be directed by the current toward the supporting film electrode [14, 19, 137].
The nonpolar organic solvents which are more viscous favor the particle stability
and minimize the heating through the current passage and the electrochemical attack
on the electrodes [50, 130, 149].

Considering that the electrical property of the semiconductors, in part, is related
to the defects that form the potential barrier at the grain boundary region, the
sintering process of these materials stands to be primarily vital as it is at this stage
that control is exercised over the homogeneity of the microstructure, the diffusion
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Fig. 1.7 SEM of
(Zn,Nb)-SnO2 nanoparticles
selected for deposition via
EPD (By authors)

Fig. 1.8 SEM of the film deposited using 2 kV/10 min, sintered at 1000 ıC/40 min in microwave
oven (a) surface, (b) cross-sectional view (Reproduced from Lustosa et al. [81])

of the dopants, the densification (if desired), and the grain size. Furthermore, it is
during sintering that the formation of the grain boundaries and potential barriers
occurs [101, 114]. The use of microwave heating for the thermal treatment of the
ceramic oxides is an alternative to conventional sintering once the heating takes
place uniformly and instantaneously in the entire material mass which by so doing
promotes the grain diffusion and avoids the irregular growth of the grains, thereby
enabling the control of the formation of the potential barrier [88, 113].

From Fig. 1.8, it can be observed that the film formed has a homogeneous
thickness of around 5 �m when sintered at 1000 ıC/40 min, exhibiting porosity
though with grain boundaries for the generation of the potential barrier. After
sintering, the film was recoated with Cr3C ions using EPD (2 kV/5 min) and
thermally treated in microwave oven aiming at promoting the diffusion of the Cr3C
ions at the grain boundaries while generating the potential barrier. The SEM and
EDS analyses show that the use of a higher temperature of thermal treatment leads
to a bigger diffusion of Cr3C (Fig. 1.9a, b). The influence of chromium diffusion
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Fig. 1.9 EDS analysis of the cross-section of the films treated thermally. (a) 900 ıC/15 min, (b)
1000 ıC/15 min following Cr3C ions deposition (Reproduced from Lustosa et al. [80])

at the grain boundaries of the films was assessed through the measurements of a
nonlinear coefficient (’), rupture tension (ER).

The films treated at 1000 ıC for 10 and 15 min present ’ values superior to
10. A further observation worth mentioning is the low leakage current which is
a desired characteristic when it comes to the preparation of varistors once this
represents a huge current capturing at the grain boundary. Following the obtainment
of electrical results with parameter values similar to the films in Table 1.3, we can
say that the process involving the obtainment of films with varistor characteristics
through the particle deposition method via electrophoresis and diffusion of Cr3C
cations at the grain boundary region has a reproducibility in the electrical character-
istics. For the purpose of analyzing the electronic conduction at the grain boundary
region, the films obtained were also subjected to the measurements of tension vs
current as a function of temperature in atmospheric air. To carry out this analysis,
the samples were placed in a furnace produced by Microtube, with a temperature
controller of the brand Flyever, model FE50RP. The measurements were carried
out at room temperature within the range of 50–300 ıC, with the electrical analysis
done at intervals of 50 ıC, and stabilization of the temperature in 20 min (Tables 1.4
and 1.5).

The addition of Cr3C ions in the films was found to increase the values of the
potential barrier height. These same values are found to be higher given an increase
in the thermal treatment time. The values are in line with those obtained for the
decline in leakage current shown in Table 1.3; a higher value of the potential barrier
height present at the grain boundary leads to a greater difficulty in the passage of the
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Table 1.3 Values calculated for nonlinear coefficient (˛), rupture tension (ER), rupture voltage
(VR), and leakage current (IF) for films sintered at 1000 ıC/40 min, treated at 1000 ıC for 10 or
15 min in order to promote diffusion of Cr3C

Thermal treatment after Cr3C

deposition ˛ ER (kV/cm) VR (Volts) IF (A)

1000 ıC/10 min 1000 ıC/10 min 10.510.8 141 157 70.4 78.5 6.2 � 10�61.6 � 10�6

1000 ıC/15 min 1000 ıC/15 min 13.811.5 151 120 75.5 60.4 8.5 � 10�62.8 � 10�6

Table 1.4 Values corresponding to height (�b) and width (!) of the potential barrier for films
without and with Cr3C deposition, both thermally treated at 900 ıC after Cr3C deposition [83]

Time of thermal treatment �b (eV) � (V)

Without Cr3Cdeposition 0.34 0.36
5 min 10 min 15 min 0.51 0.56 0.64 0.37 0.14 0.09

Table 1.5 Values corresponding to height (�b) and width (!) of the potential barrier for the films
treated thermally at 1000 ıC after Cr3C deposition [83]

Time of thermal treatment �b (eV) � (V)

5 min 10 min 15 min 0.47 0.56 0.61 0.25 0.21 0.08

Table 1.6 Verification of reproducibility to height (�b) and width (!) of Schottky-type potential
barrier

With Cr3C deposition-thermal treatment �b (eV) ! (V)

1000 ıC/10 min 1000 ıC/10 min 0.58 0.60 0.20 0.22
1000 ıC/15 min 1000 ıC/15 min 0.68 0.60 0.11 0.09

electrons. Accompanied by the increase in �b, the values of ! were seen to decline
implying that the addition of Cr3C causes the bottlenecking of the potential barrier
given an increase in density of the imprisoned states at the grain boundary.

The films from Table 1.3 used to verify the reproducibility of the remaining
electrical characteristics of the films which presented the best values of ˛ were also
characterized electrically as a function of temperature where they presented similar
values as shown in Table 1.6, thus confirming the reproducibility of the property.

The electronic resistivity (¡) exhibited at the sample grain boundary was evalu-
ated with an analysis of the low current linear region (0–1 mA/cm2) of the graphs
I and V of the samples subjected to characterization as a function of temperature
(Fig. 1.10). The material resistivity was determined through the angular coefficient
of the straight line obtained by linear regression at the ohmic region. Upon carrying
out the analysis of the linear region for the varistor curves of the SnO2 films at
varying temperatures, the resistivity values were determined afterward.
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Fig. 1.10 Resistivity measurements (�) of SnO2 films modified with ZnO and Nb2O5 as a function
of the analysis temperatures. Films sintered at 1000 ıC/40 min and treated thermally at (a) 900 ıC
and (b) 1000 ıC at varying degrees following Cr3C deposition (Reproduced from Lustosa et al.
[80])

The curves of Fig. 1.10 show the reduction of the material resistivity with the
occurrence of a significant variation between 25 and 100 ıC. The films treated
with greater time and temperature exhibit higher resistivity. From 150 ıC onward,
the materials exhibit curves with similar values of low resistivity (lower than
1 � 107 �.cm). Based on the data presented so far, we observe the relation
between resistivity and the values presented corresponding to ˛ in analysis at room
temperature. The films obtained in the verification of reproducibility of the electrical
characteristics also show similarity in the values of �.

As a result of the processing mechanism, the same oxide system can be applied in
different areas. The system with 20 mg of powder in 20 mL of alcoholic suspension
were used to obtain films by electrophoresis, aiming at the application in varistors;
SnO2 particles were deposited on Si/Pt substrate using 2 kV/40 s, while alumina
substrate with interdigital silver-palladium electrodes applied at 2 kV/1 min was
used for the study of the sensor activity. The sintering process of the varistor
film was developed at 900 ıC/30 min in a microwave oven (Fig. 1.11), since the
formation of the liquid phase occurs at 1000 ıC, followed by the deposition of
chromium ions on the surface of the sample by EPD and treated at 900 ıC/15 min
aiming at the diffusion of chromium at the grain boundaries so as to increase the
resistivity in this region through the induction of defects and the formation of
the potential barrier. The sensor film was in turn sintered at 500 ıC/10 min in a
microwave oven without subjecting it to recoating with chromium ions as there was
no interest in elevating the resistivity or in obtaining a dense material.

The processing can also exert control over characteristics such as grain size
and the film density that influences the nonlinear coefficient (˛), for example, tin
oxide film doped with 1% mol of cobalt and 0.05% mol of niobium with 78 �m of
thickness (Fig. 1.11) exhibited ’ of 7.2 and rupture voltage of 205 Volts and leakage
current of 2.44 � 10�7 A, when sintered at ambient atmosphere. When sintered at
O2 atmosphere, a (Co,Nb)-SnO2 film is obtained with low porosity and bigger grain
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Fig. 1.11 Views of (a) surface, (b) cross-section of (Co,Nb)-SnO2 films deposited at 2 kV for
30 s, (c) cross-section of the sample deposited at 2 kV for 40 s. Samples sintered in microwave
oven at 900 ıC/30 min with O2 atmosphere

size presenting a nonlinear coefficient ’ of 15.1, a rupture voltage of 250 Volts, and
leakage current of 1.14 � 10�8 A.

The film prepared for sensor analysis (self-heating system) presented a response
of 1.81 when exposed to 100 ppm of carbon monoxide gas. In this film, the
application of O2 is not regarded necessary once it would diminish the pores, thereby
reducing the surface area for contact/adsorption of gas on the semiconductor sur-
face. Figure 1.12 illustrates the result of the tension vs current analysis (Fig. 1.12a)
for the varistor film and (Fig. 1.12b) shows the electrical response of the sensing
activity for the carbon monoxide gas (CO) at the concentrations of 10, 20, 40, and
100 ppm using the self-heating system.

SnO2 can be used in the harvesting of energy when it is associated with reduced
graphene oxide (RGO). In this case, MAHS is used for the production of the hybrid
SnO2-RGO; the outcome is a material with efficiency in the transport of electrons
capable of being used in solar cells. Tin oxide nanocompounds/graphene (SnO2/G)
obtained via the moist chemical route has dielectric properties with application
in capacitors [132]. The morphology and the state of oxidation of tin oxide can
also be altered through processing by controlling the atmosphere and temperature
as reported by Suman et al. [125]. In their work, they employed carbothermal
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Fig. 1.12 Electrical response for (a) SnO2-based varistor film and (b) SnO2-based sensor films
after characterization

reduction method where they obtained nanoribbons of (SnO2), Sn4C; (SnO) Sn2C
and Sn3O4, and Sn2C/Sn3C resulting in distinct sensing activities for each type of
oxide obtained [121].

3.2 Zinc Oxide Processing

Considering that the processing of ZnO for use in varistors is well defined and
has been vastly reported in the literature [82], we will try to cover the alternative
possibilities of processing for sensors that require a high surface reactivity in this
topic. In this sense, a large number of the chemical methods are indicated in order
to obtain porous or nanostructured films.

The morphological characteristics such as porosity, particle size, roughness, and
density are all crucial parameters that can easily be controlled in the chemical
synthesis procedure [13]. Processes such as sol-gel, metal-organic decomposition,
and PPM [76, 99] can all be employed. The PPM is efficient to obtaining films
because it is possible to adjust the concentration and viscosity of the solution
[27, 36] enabling one to obtain homogeneous, dense, textured films provided
monocrystalline substrates are used. However, in this processing, the thermal
decomposition and the crystallization of the polymeric precursor containing a huge
volume of organic material require a ratio of low heating to avoid cracks and/or
structural defects.

Another relevant factor has to do with the choice of substrate once the difference
between the coefficient of thermal expansion of the film and the substrate can also
give rise to the development of cracks and the detachment of the film [93]. Thus,
obtaining homogeneous films devoid of cracks and low surface roughness is inher-
ently related to the choice of the substrate, viscosity, and ionic concentration of the
solutions, film-substrate adhesion, the speed of deposition, thermodecomposition,
and thermal treatment atmosphere. All these parameters are associated with its
properties and applications in diverse devices. Some careful tips on the processing
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Fig. 1.13 Changes in the sensor response of ZnO thin film annealed at 600 ıC for 2 h. (a)
Sensitivity as a function of gas flow and (b) conductance as a function of time (Reproduced from
Biasotto et al. [11])

using a PPM solution merit a thorough discussion. One needs to begin with the
dissolution of dehydrated zinc acetate in water then followed by its addition to an
aqueous solution of citric acid. Ethylene glycol should be added to the solution after
the homogenization of these components, and all the procedure should occur under
shaking at a temperature of 90 ıC. Upon the adjustment of viscosity (�20 cP),
the solution is deposited on the alumina substrate with interdigital electrodes by
spin coating at 5000 rpm for 30 s, after which the film is treated thermally at
600 ıC for 2 h, obtaining a porous and crystalline ZnO film [11]. The material
sensitivity to the gas is attributed to the change in conductivity of the semiconductor
through the adsorption and desorption process of gas on its surface contributing
toward the removal or transfer of electrons. The gas detection is converted into
electric signals which can be measured in the form of variation of the semiconductor
oxide resistance, for instance [49]. The sensing characterization was performed at
300 ıC applying tension d.c. of 20 V and measuring the variations in the electrical
resistance during the exposition to CO gas flow of 5, 10, and 15 cm3/min, with
a high-voltage source (Keithley, model 237) [11]. Figure 1.13 shows the sensor
measuring; the ZnO sensor exhibits greater sensitivity to 15cm3/min flow at 300 ıC
(see Fig. 1.13b). These results confirm the application of this method in the devel-
opment of a nanostructured ZnO thin film for detection of CO above 15 cm3/min.

Figure 1.14 shows the scanning electron microscopy image of the surface and
the cross-sectional image of ZnO film obtained by the method described above.
The study of the morphology revealed a random orientation of the grains with a
nanometric size which is considered essential for its application as a gas sensor.

When speaking of sensor applications, we cannot forget to highlight the rele-
vance of nanostructures among them including nanorods (1D) applied in sensors and
in energy harvesting devices. The 1D nanostructures have been synthesized using a
vast range of techniques, such as chemical methods [97], physical vapor deposition
[52, 122, 146], metal-organic chemical vapor deposition (MOCVD) [53, 138, 141],
molecular beam epitaxy (MBE) [46] pulsed-laser deposition [112], and sputtering
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Fig. 1.14 Micrographs obtained by scanning electron microscopy of high resolution of ZnO film
deposited by spin coating (a) surface, (b) cross-section (Reproduced from Biasotto et al. [10])

[125] among others. Based on the synthesis methods such as MOCVD and MBE,
ZnO nanowires with high quality are generated though at an elevated costs making
them less employed. The chemical methods have become widely attractive for the
fact that they involve low cost. Under these methods, the growth occurs at low
temperature, and they are known to be compatible with flexible organic substrates
without requiring the use of metal as catalysts besides being able to be integrated
with silicon technology [148]. Furthermore, there is a range of parameters that can
be significantly altered so as to efficiently control their size, morphology, as well as
the property of the final product [34, 147].

A number of studies have pointed out that the growth of highly oriented ZnO
nanorods can be carried out on a substrate with a layer of preexisting cores in the
form of nanoparticles or ZnO films [47]; the features of this layer determine the
morphology of the nanostructures that will grow and which can take the shape of
rods, tubes, and flowers [2]. The catalyst layer is essential of primary importance, as
its thickness along with the size and morphology of the grains determines the size
and the aligning of the nanorods. As such, the bigger the thickness of the nucleation
layer, the smaller the size and the more aligned the nanorods are toward the axis
[44]. The ratio length/diameter of the nanorods is also influenced by the growth
time of the structures [123]. For sensing application, the chemical bath deposition
(CBD) method can be used for the process involving the growth of the nanorods
over the seed layer. This method is characterized by the formation of nanorods
using a precursor solution of zinc nitrate (0.03 mol.L�1) and KOH (0.03 mol.L�1)
at 90 ıC/1 h, where the growth mechanism entails the phenomenon crystallization –
dissolution – recrystallization [30]. In these conditions, perpendicular nanorods
are found to grow on the substrate plane at the c axis. Another stage of the
processing involves improving the sensitivity of the nanostructures through the
surface chemical functionalization of the ZnO nanorods with gold nanoparticles
(AuNPs) (Fig. 1.15). The sensing activity of H2 gas was evaluated using pure and
functionalized nanorods, as shown in Fig. 1.16, measured at temperature 300 ıC.
The results indicate that the AuNPs present greater sensitivity compared to pure
ZnO nanorods. This is related to the interaction between the catalytic activity of
AuNPs and the oxygen species (O�; O�

2 and O�2) as a result of the spillover
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effect [55, 59, 66]. Gold, on the other hand, functions as electrons well raising
the concentration of spatial charge on the surface, resulting in the depletion of the
electrons close to the interface [120, 143].

Another processing mechanism employed for the growth of nanorods and which
deserves mentioning is the hydrothermal method. This method is known to aid
in obtaining materials with high degree of purity, crystallinity, and control of
morphology and particle size [112, 125] by adjusting a few parameters such as
solvent, temperature, pH, and catalysts [148]. Besides that, growth-driving agents
like hexamethylenetetramine (HMTA) [14, 134] which by virtue of being a nonionic
cyclic tertiary amine acts as weak base fixing itself on the nonpolar side facets
facilitating the anisotropic growth on the pathway [0001] [8].

In this process, for the fact that it is an amphoteric oxide with an isoelectric point
at 9.5 [147], ZnO is formed from the salt hydrolysis of zinc in a basic strong or weak
solution. The widely employed alkaline compounds, in this case, include KOH and
NaOH, with KOH being much more utilized as a result of the greater atomic radius
of KC, which makes incorporation into the interstices of ZnO crystalline structure
difficult [34, 74, 133]. The high base concentration in the medium promotes the
dissolution of zinc hydroxide leading to the formation of Zn(OH)4

�2 ions, followed
by the occurrence of dehydration reaction of the tetrahydroxozincate [Zn(OH)4

�2]
ion and to the formation of ZnO during the growth of phase [140]. The reactions are
as follows:

Zn2C C 2OH� $ Zn.OH/2 (1.5)

Zn.OH/2 C 2OH� $ ŒZn.OH/4�2� (1.6)

ŒZn.OH/4�2� $ ZnO2�
2 C 2H2O (1.7)

ZnO2�
2 C H2O $ ZnO C 2OH� (1.8)

ZnO C OH� $ ZnOOH� (1.9)

As a consequence, this mechanism is strongly driven by the ZnO surface.
It should be noted that defects formed during the growth of these materials can vary

Fig. 1.15 Nanorods of pure and functionalized ZnO, obtained by chemical bath at 90 ıC/ 1 h
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Fig. 1.16 Variation of electrical resistance as a function of time during expositions using H2 gas
flow of 0.30, 0.60, 1.51, 3.06, 6.25, and 16.67 cm3/min

considerably depending on the processing method used. These defects, especially
at the surface, have played a key role in the sensor behavior. Based on these
considerations, ZnO materials have a surface with oxygen vacancies (i.e., VO

x,
VO

•, and VO
••) that functions as donor and/or acceptor of states [25]; this, in effect,

allows the adsorption of oxygen on the surface or at the grain boundary extracting
electron from the semiconductor and fostering the increase in resistivity [35]. In
that sense, the conductivity of the semiconducting oxides depends on the oxygen
partial pressure (PO2); hence, type n tends to reduce the conductivity given an
increase in PO2, and the opposite can be observed in type-p oxides [65, 111]. Based
on the fact that several technological applications, including sensors, biosensors,
varistors, and so on, strongly depend on electronic and structural properties, which
have their origin in the microstructure, we can say that the processing mechanism is
fundamental to obtaining and development of novel multifunctional devices.

4 Complex Oxides and Interfaces

A significant advantage in the development of novel multifunctional materials was
the processing heterostructured materials forming an interface area which provides
the synergistic effect device. The science of heterogeneous interfaces covers some
primordial theoretical aspects about the structure, force of cohesion, mechanics, and
thermodynamics of the solid interface which are seen to play a direct influential
role over the following phenomena: excitation, emission, and electronic mobility.
Among these aspects, we need to highlight the strong dependence observed between
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the lattice parameters and the crystalline symmetry of both solids [47]. The control
of the material interface synthesis with neighboring lattice parameters is charac-
terized by the stacking of layers known as the epitaxial growth oriented toward
the matrix structure. The electronic transport properties are favorable in continuous
interfaces, which is formed by similar symmetry and lattice parameters [78]. When
incompatible crystalline structures form the interface, it is possible to observe the
occurrence of a translational symmetry breaking and rotation of charges that cause
polarization and accumulation of electrons near the interface provoking changes in
the electronic configuration that determine the physicochemical properties of the
complex materials. The formation of a crystal follows the stacking of successive
monolayers under a preferential orientation, when this growth is influenced by
factors such as lattice incompatibility, symmetry, roughness, kinetic parameters
of nucleation, and growth including reagent concentration, temperature, rate of
heating, and surface energy, these factors may cause a disordered stacking of
layers without preferential orientation and consequently without a long-range order.
In these cases, the heterostructures exhibit a peculiar microstructure around the
crystalline-amorphous interface region with great quantity of structural defects like
oxygen vacancies which increase conductivity at the interface region [24]. One
of the much complex structures that is being widely studied among the complex
oxides is silver tungstate Ag2WO4. The structure of this oxide is characterized
by symmetrical dependence and spontaneous polarization property [4] besides
presenting polymorphism in three crystalline structures including ’-orthorhombic,
“-hexagonal, and ”-cubic, where the ’ phase is considered the most stable at room
temperature. The kinetics of nucleation and growth in homogeneous solutions can
be adjusted through the cation and anion concentrations of the starting salts, while
the particle size is influenced by the concentration of reagents, pH, temperature, and
method of synthesis [20]. Notwithstanding the fact that all the phases of this com-
plex oxide are highly known, the ’-orthorhombic phase is by far the most studied
and synthesized through the microwave hydrothermal method. Here, the synthesis
temperatures can be varied; in addition to that, driving and restricting agents of
growth can also be employed [31, 110]. This can give rise to a complex structure
formed by octahedral clusters of WO6 and AgOy (y D 2, 4, 6 and 7) which exhibit
spectral patterns of vibration along with structural and electronic order-disorder
effects, which are key elements for understanding its applications. These crystals
exhibit a broadband photoluminescent emission with low emission intensity located
around the blue-green region, which is characteristic of the complex mechanism
of electronic transfer among the ordered-disordered octahedral, tetrahedral, and
deltahedral clusters in the crystalline structure [20].

When the microcrystals of ’-Ag2WO4 are irradiated with electron beam under
ultrahigh vacuum by scanning electron microscope over the surface of ’-Ag2WO4,
the crystal lattice, which is formed by internal clusters of WO6, AgO6, and
AgO7 and recoated with external AgO4 and angular AgO2 clusters, suffers a
distortion which is diffused throughout of bulk materials modified by the electronic
configuration of these polar clusters. Such amorphization gives rise to a reaction
of disproportionation, forming metallic silver as it is illustrated in Fig. 1.17.
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Fig. 1.17 Scheme showing the formation of metallic silver filaments on ˛-Ag2WO4

The inducing of the growth of silver filaments through the electron beam forms
a metal/semiconductor interface ’-Ag2WO4, thus enabling its application as a
multifunctional device [79].

The formation of heterostructures of ’-Ag2WO4 is emerging with the goal
of prompting synergic effects related to multifunctional applications along with
those structures obtained by the nanocomposite system Ag2WO4@ZnO@Fe3O4,
processed via the hydrothermal method. While ZnO exhibits electric conductivity
and photoreactivity, Fe3O4 has magnetic properties and high absorption of visible
light which when associated with the Ag2WO4 result in an alignment of bands that
reduces the electronic recombination besides presenting hysteresis curves which
could act to facilitate the magnetic separation of the compound [117]. At this point,
it is worth pointing out that the nanocomposite crystallinity increases because of
disoriented growth of the ’-Ag2WO4 phase once both crystalline structures exhibit
lattice incompatibility and crystalline symmetry.

Another polymorphous complex oxide quite similar to the ’-Ag2WO4 is silver
molybdate (“-Ag2MO4), which exhibits the phases ’-tetragonal and “-cubic, with
the cubic phase (spinel-like) being characterized by high thermal stability and
photocatalytic activity around the visible light region. The formation of the interface
between the orthorhombic phase of ’-Ag2WO4 and the cubic phase of “-Ag2MO4

causes a medium-range disorder in the material which is characterized by polyhedral
distortions, and/or oxygen vacancies create deeper energy levels in the prohibited
band and explain the increase observed in intensity and the dislocation of bands to
greater wavelengths [33]. It is extremely important to choose the range of pH and
temperature of these materials once they exhibit solubility products that vary as a
function of pH and temperature. In that sense, when carrying out the core recoating
synthesis, there could be an occurrence of a total or partial dissolution of the initial
structure forming suboxide nonstoichiometric phases of their oxides (for instance,
W5O14 and Mo8O23) or doped phase with modified of the crystal lattice, similar to
what happens in the synthesis of ’-Ag2WO4/“-Ag2MO4, whose initial synthesis of
’-Ag2WO4 takes place at pH 7 while the recoating occurs at pH 4, leading to the
dissolution of part of the microcrystals and coprecipitation in its hexagonal shape
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“-Ag2WO4 [33, 56]. Through the method of coprecipitation followed by MAHS, it
is possible to obtain heterostructures of silver molybdate tungstate Ag2W1-xMoxO4

(x D 0.0 and 0.50). By using accelerated electron beam under ultrahigh vacuum,
metallic silver filaments (Ag) are grown on the crystals of Ag2W1-xMoxO4. With
the formation of the heterostructures, intermediate levels of energy are created in
the bandgap, decreasing the energy between the VB and CB of material while
increasing the photoluminescent intensity of the material (	emission D 455 nm) [31].
Santana et al. reported obtaining silver tungstate microcrystals (Ag2WO4) and silver
molybdate (Ag2MoO4) used as core-shell compound precursors of ’-Ag2WO4/“-
Ag2MoO4 and “-Ag2MoO4/“-Ag2WO4. The formation of the interface between
’-Ag2WO4 and “-Ag2MoO4 was made from MAHS at temperature of 140 ıC and
pH 7. Already, the formation of the interface between “-Ag2WO4 and “-Ag2MoO4

was employed the co-precipitation method at temperature 70 ıC in pH 4. In this
case, the temperature, pH and method of synthesis, determine the kinetics growth
and formation of core-shell structure between stable (’) and metastable (“) phases,
which promoted the interaction between the octahedral of WO6 and tetrahedral of
MoO4 in which it affects the photoluminescent property of the material [33].

Apart from the tungstates and molybdates, there are studies about heterostruc-
tures based on vanadates via the synthesis using EPD followed by calcination. Ye
et al. reported obtaining p-n heterostructures of the bismuth and bismuth vanadate
oxides (Bi2O3/BiVO4) for the application in photoelectrochemical cells (PEC). To
obtain the heterostructures, first, nanobelts of bismuth (Bi) were grown via EPD on
FTO substrate. The nanobelts were placed into a solution of NH4VO3 for 6 h after
which thermal treatment was conducted at 500 ıC in atmospheric air, transforming
the metallic Bi in Bi2O3/BiVO4 [145]. In a related study, Chen et al. reported
obtaining Bi2O3/BiVO4 compounds in a one-step synthesis aiming at studying their
photocatalytic properties. To this end, via the solvothermal method, they applied
a mixture of water and ethylene glycol, NH4VO3, Bi(NO3)3.5H2O as a source of
bismuth and L-lysine as template. The compounds were found to present a superior
photocatalytic activity compared to that of Bi2O3 and BiVO4 [23].

5 Conclusion

In summary, this chapter has reported the importance of processing way to improve
the physical and chemical properties of new multifunctional complex oxides,
making them of large interest for a huge variety of technological applications. As
it was described, several methods are used to synthesize complex oxides (e.g., sol-
gel, PPM, chemical bath, hydrothermal synthesis, oxide mixing, and coprecipitation
method) and to prepare films (e.g., chemical bath, electrophoresis, and spin coating).
Microwave irradiation can be used both in synthesis and sintering process and hence
could, in principle, offer new possibilities to solve some key problems in material
science. By microwave-assisted hydrothermal synthesis, as seen in this chapter, it
is possible to obtain perovskite oxides with piezoelectric and photoluminescent
features, beside that heterostructured oxides. The sintering process using microwave
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irradiation is a fundamental step to developing new and more efficient materials, as,
for example, for varistors and gas sensor applications. The growth of orientated
ZnO nanorods may be done on substrates with previous nucleation layers. After the
growth, the surface functionalization using gold nanoparticles improves the sensor
response of ZnO nanorods. To ensure the best performance of oxide electrodes,
the crystallinity, microstructural organization, and smooth surface are parameters
that need to be controlled during the processing. About solar cells, a small change
in the synthesis parameters can affect the solar energy conversion. The study of
interface features is an important way to understand in-depth the novel properties of
heterostructured oxides, based on work synergistically.
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Chapter 2
Carbothermal Reduction Synthesis:
An Alternative Approach to Obtain
Single-Crystalline Metal Oxide Nanostructures

M. O. Orlandi, P. H. Suman, R. A. Silva, and E. P. S. Arlindo

1 Introduction

In recent years, researchers in nanoscience and nanotechnology fields have focused
on the development of new devices with optimized performance. Nanoscale materi-
als, especially the single-crystalline ones, have attracted special attention as result of
their size-dependent properties, which make them interesting candidates to be used
as building blocks for the next generation of nanoelectronic/optoelectronic devices
[1–3]. It is well known that material properties depend strongly on the processing
parameters. Thereby, manufacturing materials in nanoscale with well-defined char-
acteristics such as size, morphology, crystallinity, and chemical compositions have
become a big challenge for technological applications [4–6].

Different approaches have been widely used to synthesize a variety of single-
crystalline metal oxide nanostructures [7–9]. However, among these methods, the
carbothermal reduction process emerges to be an interesting route, mainly due to
its simplicity as well as its low cost and good quality of obtained materials [10].
This method is typically a chemical vapor deposition (CVD) process, in which a
carbon source (e.g., carbon black, carbon nanotubes, graphite, etc.) is used as a
reducing agent for increasing the vapor pressure of desired precursor. In this way,
by controlling parameters like temperature, time, and the atmosphere of synthesis,
single-crystalline nano- and microstructures can be grown in temperatures lower
than the ones typically used in a conventional thermal evaporation route [10, 11].
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Based on the carbothermal reduction method, our group has synthesized several
single-crystalline structures, such as tin oxide nanobelts in different oxidation states
(SnO2, SnO, and Sn3O4) and SnO micro-disks [10–12] as well as indium tin oxide
(ITO) nanowires [13] and zinc oxide (ZnO) tetrapods [14]. These materials present
high potential to be used in gas sensor application or transparent and conductive
composite thin films [15, 16]. Other materials like carbides and phosphates have
also been produced by using this method [17, 18].

Overall, controlling the synthesis of materials in nanoscale as well as under-
standing its growth mechanism is essential to produce materials in large scale. In
this direction, the carbothermal reduction synthesis presents great potential to be
used as a straightforward approach to producing single-crystalline nanomaterials
for high-performance applications.

2 Principles of Carbothermal Reduction Process

Carbon is one of the most important chemical elements on Earth, and life is based
on it. Besides, chemistry has a specific field focused on carbon study, which is the
organic chemistry. So, carbon can be the main actor in many types of research, but
it can also aim the research in materials science, working as a coadjutant actor. This
is the base of carbothermal reduction method, in which the carbon is used to assist
in the synthesis process.

The carbothermal reduction process is a versatile method, and it is based on the
Ellingham diagram, as presented in Fig. 2.1. The Ellingham diagram is a plot of
Gibbs free energy versus temperature and reactions appears like straight lines due
to the following equation:


G D 
H–T 
S (2.1)

in which 
G is the change in the Gibbs free energy, 
H is the enthalpy of formation,

S is the entropy variation, and T is the temperature. It is known that the free energy
of an element decreases when it becomes an oxide, so the 
G axis presents negative
values in Fig. 2.1. The intercept is related to the enthalpy of formation, meaning the
reaction is a spontaneous process. Besides, increasing the temperature the entropy
of material decreases (
S < 0), so straight lines with positive slope are expected.

Materials with small enthalpy of formation are at the top of the diagram, while
materials with high enthalpy of formation are located at the bottom of it. So, it is
expected that a material positioned at the bottom of Ellingham diagram can reduce
a material located at the top of the diagram. However, instead of using one oxide
to reduce another one, it is easier to use carbon. It is observed that the reaction
2C C O2 ! 2CO has a negative slope, because 2 moles of solid carbon reacts with
1 mol of oxygen to generate 2 moles of CO, becoming more disordered.

In this way, it is possible to use carbon to reduce most of the oxides, since the
temperature used is higher than the crossing point between the oxide reaction line
and the abovementioned carbon reaction line. Using the Sn-O system as an example,
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Fig. 2.1 The Ellingham diagram for several elements. The crossing points related to the formation
of tin oxide and zinc oxide are indicated

Ellingham diagram shows that the crossing point between the Sn C O2 ! SnO2

and the 2C C O2 ! 2CO reactions is around 680 ıC, meaning that temperatures
higher than it are enough to reduce the SnO2. In fact, previous results showed that
it is possible to synthesize SnO nanobelts at 900 ıC [10]. Moreover, results also
show that reducing an oxide increases its vapor pressure for most of oxides [19].
For instance, the SnO2 vapor pressure at 1,250 ıC is 3.6 � 10�5 Pa, while at the
same temperature, the vapor pressure of SnO is 234.4 Pa [20], which is a large
difference. In fact, results indicate that the vapor pressure of SnO2 is enough to
produce single-crystalline materials at temperatures higher than 1,350 ıC [20, 21].
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It means that the carbothermal reduction method enables to obtain nanocrystals of
tin oxide at temperatures much lower than using direct evaporation, implying saving
both costs and time of synthesis.

To perform the carbothermal reduction synthesis, in principle, any carbon source
can be used, but the most common is the carbon black, although we also observed
the growth of materials using graphite, carbon nanotubes, or even sugar. However,
it is important to keep in mind that carbon black is a generic material used mainly
as pigment, and there is variety of it, changing the particle size, morphology, and
the conductivity. Up to now, there is no study about the efficiency of synthesis using
different carbon sources.

Once the reaction between the carbon and the oxide is of fundamental importance
for the synthesis process, the atmosphere must be carefully controlled, and oxygen
leaks have to be avoided since it can react with carbon and jeopardize all this
process.

Although studying the Ellingham diagram is a good starting point to have success
in the synthesis of new complex materials, no rare a careful and dedicated work to
find the best synthesis conditions is necessary.

Lieber et al. [22, 23] used the carbothermal reduction method to produce one-
dimensional (1D) single-crystalline MgO nanorods with an average diameter of
20 nm. A detailed characterization showed rods grew in the [001] direction and were
used to produce a composite in order to obtain high-temperature superconductors
based on copper oxide. Guo et al. [24] reported beaded nanochains of silicon carbide
obtained using carbothermal reduction method and its use to reinforce (0.5 wt%)
epoxy-based composites. The mechanical tests showed an improvement of 32% in
the tensile strength, which was attributed to the unique morphology obtained for
the SiC material. Lead sulfide (PbS), which is an interesting material for nonlinear
optical devices, was also prepared by carbothermal reduction process, resulting in
PbS nanowires and nanobelts, both growing in the [110] direction.

Then, the carbothermal reduction process is an interesting method to use when
it is desired to obtain single-crystalline 1D materials. Besides, it is very common
that the grown materials are free of defects. Since 1D materials are the best ones to
study electrical transport at the nanoscale, the carbothermal synthesis provides an
excellent alternative to produce these complex materials.

Below we report a short introduction about the most common growth processes
from the vapor phase, which are vapor-liquid-solid (VLS) and vapor-solid (VS), and
after that we present the main results obtained by our group using the carbothermal
reduction process, especially growing single-crystalline 1D materials.

3 Growth Mechanisms from Vapor Phase

Structures produced from vapor phase can follow basically two main growth mech-
anisms: vapor-liquid-solid (VLS) or vapor-solid (VS) [25, 26]. Other mechanisms
were reported, but all of them are related in some way to the VS or VLS methods.
A typical VLS growth mechanism starts with the adsorption of gaseous species in
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a liquid metallic droplet. When the droplets become supersaturated by the vapor,
the nucleation occurs followed by the growth of a solid from the droplet. The liquid
droplet limits the lateral growth of material, which is important when 1D materials
with controlled dimensions are desired [27, 28]. Besides, it is possible to have more
control about the growth position by depositing catalyst droplets on specific sites on
a substrate.

In contrast, in the VS method, 1D structures are generated only by changing the
physical state of a starting material, usually by sublimation. It can occur in two
different ways, called direct and indirect evaporation. In the indirect method, it is
necessary for some chemical reaction to obtain the desired material. It occurs, for
instance, when Mg vapor reacts with oxygen to provide MgO nanorods [23]. For
the direct method, no chemical reaction is necessary, and it can occur to SiC, for
example. In the VS process, no liquid particles are present during the growth of
the structures, which allows to produce materials without any contamination by
the metallic droplet. However, for the same reason, it is not possible to control
accurately the structure dimensions and the position of the grown material.

4 Multiple Stoichiometries of Tin Oxide
Nano- and Microstructures

Tin dioxide (SnO2) is one of the most studied semiconducting materials, and due
to its interesting physical and chemical properties, it has been used in several
technological applications, such as sensors, fuel cells, and optical and electronic
devices [29–32]. Pan, Dai, and Wang reported, for the first time, the synthesis
of single-crystalline SnO2 nanobelts by a simple thermal evaporation of oxide
powders at high temperatures [33]. Since then, SnO2 nanostructures including
nanowires, nanotubes, and nanorods have been produced using several methods
[34–36]. Moreover, other stoichiometries of tin oxide (e.g., SnO and Sn3O4) have
also attracted a great attention in recent years [12, 15, 16].

Nano- and microstructures in different oxidation states of tin oxide (SnO2, SnO,
and Sn3O4) were synthesized by carbothermal reduction method from a mixture
of SnO2 powder (Sigma-Aldrich, 99.9% purity) and carbon black (Union Carbide,
>99% purity) in the molar ratio of 1.5:1 (SnO2:C). In a typical synthesis process, 1 g
of this mixture was put into an alumina boat, which was introduced in the hot zone of
a furnace tube with a sealing system at tube extremities, where both the temperature
and the synthesis atmosphere are carefully controlled. The same starting material
was used to perform synthesis runs at 1135 ıC for 75 min but, using two different
synthesis atmospheres, one inert and other oxidizing. To prepare SnO micro-disks
and nanobelts, an inert synthesis atmosphere was established by a nitrogen gas
flow of 80 sccm, whereas both SnO2 and Sn3O4 nanobelts were synthesized in a
controlled oxidizing synthesis atmosphere by using a nitrogen gas flow of 150 sccm
and an oxygen gas flow of 0.5 sccm, which was introduced in the counterflow of



48 M.O. Orlandi et al.

Fig. 2.2 XRD pattern of the
(a) white, (b) dark, and (c)
yellow woollike materials
collected after the synthesis
by carbothermal reduction
method (Figure from Ref.
[16] with permission from
Elsevier)

nitrogen gas when the temperature reached 900 ıC. Optimized parameters used to
prepare all of these materials are described in detail in our previous reports [10, 12].

After both syntheses, woollike materials with different colors were collected in
different regions from the inner walls of the alumina tube. In an inert synthesis atmo-
sphere, a dark material was removed from the tube region where the temperature
was about 350 ıC. On the other hand, when an oxidizing synthesis atmosphere was
established, both white and yellow materials were obtained where the temperature
was about 500 ıC and 700 ıC, respectively.

Figure 2.2 shows the XRD spectra of the materials obtained after the synthesis by
carbothermal reduction method. The XRD pattern of the white material (Fig. 2.2a)
shows it is composed only by materials in the tetragonal structure of cassiterite
SnO2 phase (card JCPDS #41-1445), with evident preferential growth in the [101]
direction. Figure 2.2b reveals that the dark material consists of three phases: SnO
(card JCPDS #6-395), SnO2 (card JCPDS #41-1445), and Snı (card JCPDS #4-
673). However, from the relative intensities of the peaks, it is clear that the SnO
phase is the largest one, with minor contributions from SnO2 and Snı phases. It was
found from Fig. 2.2c that the yellow material is constituted mainly of material’s
growth in the triclinic structure of the Sn3O4 (card JCPDS #16-0737) and a small
amount in the tetragonal structure of cassiterite SnO2 phase (card JCPDS #41-1445),
as reported in the literature [2, 37]. The peaks marked with “-” (2� D 38.4ı, 44.7ı
and 65.0ı) are related to the aluminum sample holder. Based on the results obtained
by XRD, it is notable that by controlling the synthesis atmosphere, structures in
different stoichiometries of tin oxide can be produced.

Figure 2.3 shows the FE-SEM images of the SnO2 materials collected after the
synthesis. A low-magnification image (Fig. 2.3a) reveals that this material consists
of 1D nanostructures with micrometers or even millimeters in length and rectangular
cross-section, which are called nanobelts (Fig. 2.3b–c). Besides, it was observed
that these structures present homogenous width along the length and have a smooth
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Fig. 2.3 FE-SEM images showing (a) a general view of the 1D SnO2 structures and (b, c) the
rectangular cross-section of the nanobelts. (d) Width distribution histogram of the nanobelts

surface. Figure 2.3d shows the histogram of the width distribution of the SnO2

nanobelts presenting a single-modal width distribution with a maximum frequency
between 50 and 100 nm and approximately 70% of the nanobelts smaller than
150 nm in width.

The proposed growth mechanism of SnO2 nanobelts is the vapor-solid (VS)
process [33, 38], since no metallic particles were observed at belts extremities. This
process occurs due to the reduction of the SnO2 power by the carbon black forming
SnO and CO vapors inside the tube, according to the reaction showed in Eq. 2.2.
The products of this reaction are transported to a lower temperature region by the
N2 gas flow and react with the O2 inserted in the counterflow, forming the SnO2

nanobelts and CO2 gas (Eqs. 2.3 and 2.4).
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SnO2.s/ C C.s/ ! SnO.g/ C CO.g/ (2.2)

SnO.g/ C 1=2 O2.g/ ! SnO2.s/ (2.3)

CO.g/ C 1=2 O2.g/ ! CO2.g/ (2.4)

Figure 2.4 shows FE-SEM images of the SnO material grown using inert
synthesis atmosphere. It was found that this material is composed of both micro-
disks and nanobelts. Due to the size difference between these structures, it was
possible to separate them by sedimentation. The diameter of the disks ranging from
500 nm up to several microns and their surface can be flat and smooth (Fig. 2.4a) or
in steps with a sphere in the top (Fig. 2.4b), as also reported by Dai et al. and Orlandi
et al. [11, 39]. Figure 2.4c indicated that the nanobelts are also flat and homogeneous
along their length; most of them presenting metallic tin particles at their tips (Fig.
2.4d). The presence of these particles is related to their growth mechanism, which
occurs by a self-catalytic VLS method [8, 11, 25]. It also is possible to observe from
Fig. 2.4e that some SnO nanobelts present dendrites perpendicular to the growth
axis of the belt. The dendrites are very thin and generally present a metallic sphere
at its extremity. The width distribution histogram of the SnO nanobelts shown in
Fig. 2.4f reveals the maximum width frequency to be between 20 and 30 nm and
approximately 90% of the nanobelts smaller than 50 nm in width.

Since the presence of metallic spheres in one end of the SnO nanobelts was
observed, it is proposed that the growth mechanism of these structures occurs
by VLS [11, 25]. The VLS growth mechanism involves the presence of catalyst
particles, and once they were formed during the synthesis, the SnO nanobelts grow
by a self-catalytic VLS process. After the reduction of the SnO2 power by the carbon
black, only vapor of SnO and CO is formed inside the tube according to the Eq. 2.2.
Since no oxygen is considered to be in the synthesis atmosphere, the SnO vapor can
react with CO and produce metallic tin in the liquid phase (Eq. 2.5) and CO2. The
Snı particles act as active sites for adsorption of SnO vapor molecules, and after
they become supersaturated with SnO vapor, the first solid core of SnO is obtained.
Thus, while the metallic drop remains in the liquid form and enough SnO vapor is
present, the growth of the nanobelt will occur in a direction oriented by the core [11].

SnO.g/ C CO.g/ ! Sn0
.l/ C CO2.g/ (2.5)

FE-SEM images of the Sn3O4 materials collected after the synthesis are shown in
Fig. 2.5. In general, these structures present the same characteristics of the SnO2 and
SnO nanobelts, i.e., they are 1D nanostructures with dozens of micrometers in length
and rectangular cross-section (Fig. 2.5a). These structures exhibit homogeneous
width along the length, but a detailed characterization performed by high-resolution
FE-SEM reveals that Sn3O4 nanobelts present a layered surface (Fig. 2.5b). The
layered characteristic is related to their growth mechanisms, and it is similar to the
model proposed by Ma et al. for layered SnO2 nanobelts [40]. Figure 2.5c shows
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Fig. 2.4 FE-SEM images of SnO disks with (a) flat and (b) in-step surface. FE-SEM images
showing (c) a general view of the SnO nanobelts, (d) their smooth surface, and (e) one nanobelt
with dendrites in their structures. (f) Width distribution histogram of the belts
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Fig. 2.5 (a) General view of the structures present in the Sn3O4 material. (b) High-resolution
FE-SEM image showing the layered character of nanobelts. In (c) the initial stage of growth of a
new layer on the surface of a nanobelt is showed

the initial growth stage of a new Sn3O4 layer. The Sn3O4 nanobelts present single-
modal width distribution with a maximum frequency at the range of 80–120 nm.

Since no metallic particles were observed at Sn3O4 nanobelt extremities, it was
proposed that they grow by a VS process according to Eqs. 2.2 and 2.6. After the
reduction of the SnO2 powder by the carbon black (Eq. 2.2), some SnO vapor
molecules will react with the oxygen introduced in the counterflow (Eq. 2.6) in
order to grow structures in an intermediate phase of tin oxide (Sn3O4). Despite
the fact that SnO2 and Sn3O4 nanobelts grow in the same synthesis, the Sn3O4

nanobelts are formed in a region closest to the center of the tube, i.e., in a region of
lower oxygen concentration, which explains this material to grow in a more reduced
state of tin oxide.

3SnO.g/ C 1=2 O2.g/ ! Sn3O4.s/ (2.6)

All synthesized structures were also characterized by TEM. Figure 2.6a shows
a low-magnification TEM image of SnO2 nanobelt, confirming the homogeneous
width along the length. Figure 2.6b presents the selected area electron diffraction
(SAED) pattern of the nanobelt showing the single-crystalline character of each
belt. The SAED pattern confirms that nanobelts grow in the SnO2 cassiterite
phase. An HRTEM image of the SnO2 nanobelts is presented in Fig. 2.6c, and
the indexed interplanar distance showed are 0.26 ˙ 0.01 nm and 0.33 ˙ 0.01 nm,
which correspond to the (101) and (110) planes of the SnO2 tetragonal structure,
respectively. This means that belts grow preferentially in the [101] direction, which
agrees with the XRD results.

Figure 2.7a shows a low-magnification TEM image of a flat-surface disk with
an octagon shape. An HRTEM image of the disk is presented in Fig. 2.7b, and
the interplanar distance indexed is 0.27 ˙ 0.01 nm, related to the (110) planes
of the tetragonal structure of SnO (JCPDS card #6-395). The inset in Fig. 2.7b
presents the SAED pattern confirming that disks are single-crystalline materials.
All of the spots in the SAED pattern can be indexed by the litharge structure of SnO
(tetragonal), confirming the HRTEM results. The SnO disks presented the so-called
Giant Chemoresistance Response (GCR) when used as a sensor for NO2 gas.
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Fig. 2.6 (a) Low-mag TEM image of a SnO2 nanobelt, (b) SAED pattern, and (c) HRTEM image
of the belt

Figure 2.8 shows a low-magnification TEM image of typical SnO nanobelts.
The corresponding EDS spectrum of the smaller nanobelt and of the nanoparticle is
shown in Fig. 2.8a–c, respectively. From EDS results, it was found that the nanobelt
was composed of tin oxide, while the nanoparticles consisted basically of metallic
tin. Besides, the nanobelts presented a Sn concentration of 49 ˙ 3 (% atomic) and
of 51 ˙ 3 (% atomic) for O, which is close to SnO stoichiometry. A SnO nanobelt
with a metallic drop at one extremity is shown in Fig. 2.8d, which also presents the
SAED pattern of this belt (inset). The SAED shows that the nanobelt is a single
crystal and it can be indexed by the orthorhombic structure of SnO (JCPDS #13-
0111). The HRTEM image of the SnO nanobelt presented in Fig. 2.8e confirms that
the nanobelts are single crystalline. Additionally, the obtained interplanar distance
of 0.37 nm is related to the [110] planes of the orthorhombic structure of the SnO
which arises from a normal growth direction by about 8ı, meaning that the SnO
nanobelts grow in the [110] direction.
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Fig. 2.7 (a) Low-mag TEM image of a typical faceted disk and (b) HRTEM image of the white
square area selected in (a). The inset in (b) is the SAED pattern of the disk (Figure from Ref. [15]
with permission from Elsevier)

Figure 2.9a presents a low-magnification TEM image of a Sn3O4 nanobelt. The
color contrast is related to the mass difference along the belt, which is an evidence
of the layered character of these structures (darker part of the belts represents
the thicker regions). The chemical analysis performed by EDS characterization
confirms that the nanobelts are composed only by Sn and O atoms, as shown in
Fig. 2.9b (the carbon and copper peaks of EDS spectrum are due to the carbon-
coated copper grids used in the analysis). SAED pattern (Fig. 2.9c) reveals that the
nanobelts are single-crystalline structures and each layer is supposed to serve as a
substrate for a layer-by-layer growth. A HRTEM image of the belt is shown in Fig.
2.9d. The indexed interplanar distance of 3.7 ˙ 0.1 Å is related to [�101] and [101]
planes, while the 2.9 ˙ 0.1 Å interplanar distance is related to the [200] plane.

Tin oxide is one of the most studied materials for sensor application, so the ability
to synthesize tin oxide with different oxidation states can enable in obtaining more
sensitive and selective sensors. We have studied the sensor response of all tin oxide
materials reported above, and results show that SnO and Sn3O4 materials can present
better response than SnO2. This opens new applications of nonstoichiometric tin
oxide materials, and they also must be applied in other areas, such as solar cells and
electronic devices.

5 Obtaining ZnO Nanostructures

The carbothermal reduction process is one of the most used methods for the growth
of ZnO nanostructures with different morphologies. Along with the CVD method, it
has demonstrated the possibility of obtaining a wide variety of crystal morphologies
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Fig. 2.8 (a) Low-magnification TEM image of VLS nanobelts. (b) EDS spectrum of the nanobelt
of Fig. 2.4a. (c) EDS spectrum of a metallic tin nanoparticle. (d) Low-magnification TEM image
of other VLS nanobelt. The inset shows the SAED of the belt. (e) HRTEM image of the SnO VLS
nanobelt marked in (d) (Figure from Ref. [11] with permission from American Chemical Society)

with excellent properties for applications in several technological areas [41, 42].
The reduction of ZnO to Zn vapor by using carbon occurs at temperatures above
900 ıC (as indicated by the Ellingham diagram), and different structures can be
grown in lower temperatures with or without the presence of oxygen gas in the
synthesis atmosphere. There is a great interest in the growth of ZnO nanostructures
at low temperatures, since it would increase the kind of substrates for the oriented
growth reducing the effects of high temperature, such as the diffusion of elements
from the substrates to the nanostructures. This avoids the need for more elaborate
processes including the use of buffer layer as reported by Duclère et al. [43], which
used cerium oxide (CeO2) layer to obtain epitaxial growth of ZnO thin films by
pulsed laser deposition technique on sapphire substrates. The diffusion of aluminum
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from the sapphire (Al2O3) may be unfavorable to the production of epitaxial ZnO at
temperatures around 900 ıC, leading to the formation of the ZnAl2O4 layer located
at the interface between ZnO and sapphire [44].

Lim et al. [45] studied the formation of zinc oxide using graphite and three types
of carbon black as carbon sources, whose surface areas were 3.5 m2/g for graphite
and 70, 236 and 1,440 m2/g for carbon black materials. The study was conducted at
800 ıC for 30 min under airflow. Results suggested that the reduction of ZnO to Zn
vapor is strongly linked to the surface area of the carbon source, since increasing its
surface area increases the formation of zinc silicate islands until complete formation
of a zinc silicate layer. Finally, using the carbon black with larger surface area, ZnO
nanorods were grown over zinc silicate layer (Figure 2.10). Authors associated the
formation of zinc silicate, followed by the growth of ZnO nanorods, due to the
increased formation of the Zn vapor phase.

Hence, the proposed mechanism of ZnO reduction is associated with (i) carbon
vaporization via carbon dioxide to form carbon monoxide, (ii) the carbon monoxide
diffusion for surface of ZnO, (iii) reduction of ZnO by carbon monoxide forming
Zn vapor, and (iv) diffusion of Zn vapor and the carbon dioxide returning to the first
stage.

The ZnO reduction kinetics in the presence of carbon can be improved by using
additives such as Fe2O3, mills scale, and CaCO3 [46]. Usually, additives are used
to generate a percentage of Zn from the ZnO powder. The increased reaction rate
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Fig. 2.10 Cross-sectional TEM micrographs of samples fabricated by using (a) graphite
(3.5 m2/g), (b) carbon black (70 m2/g), (c) carbon black (236 m2/g), and (d) carbon black
(1440 m2/g) carbon source (Figure from Ref. [45] with permission from Elsevier)

by using additives to the mixture of ZnO and carbon may be related to the easy
production of CO and CO2 gases by reaction of these additives with solid carbon,
and, therefore, the Boudouard reaction is promoted on the carbon surface, which
results in a rapid reduction rate. Figure 2.11 compares the reduction rate curves
with various additives in certain weight percentages of ZnO at 1323 K. From this,
the spherical shrinking core model (SCM) is well diffused to calculate and compare
the energy response in the absence and presence of additives and has proven to be
useful to describe the kinetics of the reaction.

Carbothermic reduction processes using microwave radiation has been employed
in order to reduce energy costs and promote improvements in reduction rates
[47, 48]. The method consists of heating a mixture of ZnO and a reducing agent rich
in carbon with the incidence of microwave radiation. In the processing of ceramic
materials, the energy of microwaves interacts with the matter at the molecular level,
and material heating depends on the dielectric properties, the depth of penetration,
as well as the frequency of microwave [49]. The dielectric properties of materials
can in principle be considered as one of the most important features to evaluate
the effects of heating due to microwaves, and the ability of a dielectric material to
absorb microwave energy is given by its permittivity.
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Fig. 2.11 Effect of additives
on the ZnO carbon reaction
system (Figure from Ref. [46]
with permission from The
Japan Institute of Metals)

Fig. 2.12 Effect of carbon stoichiometry on microwave reduction of zinc oxide concentrate
(Figure from Ref. [52] with permission from Elsevier)

Although the permittivity (and dielectric loss) of ZnO increases by increasing
the temperature [50], its value is small at room temperature, resulting in a slower
heating in the presence of microwaves [51]. However, carbon sources present
high-microwave absorption and are the main responsible for the heating, which
consequently promote the reduction of ZnO. A higher reduction rate can be achieved
by increasing the carbon concentration in the mixture. Figure 2.12 shows the
percentage of the ZnO reduction as function of time for different stoichiometries
of ZnO and carbon source using microwave as a heating source.
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Fig. 2.13 FE-SEM images of ZnO tetrapods synthesized by the carbothermal reduction process,
(a) an individual tetrapod, (b) detail of the hexagonal shape, (c) nanowires grown on a silicon
substrate, and (d) growth of ZnO nanowires from plates

Using the carbothermal reduction process associated with other techniques, dif-
ferent ZnO nanostructured morphologies with peculiar properties can be obtained,
and tetrapods and nanowires are the most common shapes.

From Fig. 2.13a–d, it is possible to observe the effectiveness of the method for
obtaining tetrapods (Fig. 2.13a, b) [14] and nanowires (Fig. 2.13c, d). The carbon
black was used as carbon source in the molar ratio of 1:1, and the synthesis was
performed at 1,100 ıC. Tetrapods have a hexagonal cross-section and a diameter
lower than 100 nm. In this case, no support substrate or any types of metal catalyst
were necessary to induce the growth, which is based on the VS model. For the ZnO
nanowires, silicon substrates with Au catalyst layer were used to induce the growth.
However, the wires grow from a layer containing ZnO plates over the silicon
substrate. There is considerable homogeneity of wires with a circular cross-section,
and their diameters are below 100 nm. ZnO usually crystallizes in the hexagonal
wurtzite crystal structure, which is composed of Zn2C and O2� arranged in a
tetrahedral shape and stacked alternately along the direction of the c-axis.
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Fig. 2.14 Image of an
individual ZnO tetrapod. In
the inset, a HRTEM image is
shown (Figure from Ref. [14]
with permission from
Hindawi Publishing
Corporation)

Figure 2.14 shows the crystallinity degree of the tetrapods from the HRTEM
image, where it is possible to confirm that material grows free of defects, featuring
each “foot” of the tetrapod as a single crystal. The interplanar distance of the crystal
planes in the growth direction has 0.52 nm, which refers to the (001) plane. This
plane makes an angle of 90ı to the growth direction of each tetrapod foot. Therefore,
the [001] is the growth direction of ZnO tetrapods, which is preferred due to the self-
catalytic property of the (001) plane for the ZnO structure [53].

6 Indium Tin Oxide Nanowires

Indium tin oxide (ITO) is one of the most studied transparent and conductor
oxides (TCOs) used in optical electronics applications to combine high-optical
transparency and high electrical conductivity [54–56]. It may be formed either by
tin-doped indium oxide or vice versa, having the replacement of some indium atoms
by the tin atoms. The growth of 1D ITO nanostructures has been reported by several
groups since the first study on In2O3 nanobelts in 2001 [13, 57–59]. ITO nanowires,
which have a large surface area, high electrical conductivity, and high crystallinity,
can allow novel applications such as it interconnects in integrated nanoscale devices
and electrodes for solar cells [58, 60, 61].

Due to the practical importance of ITO material, many methods have been used
to prepare ITO nanostructures (e.g., nanowires, nanobelts, and nanorods), such as
sputtering [60], coprecipitation annealing [62], electrospinning [63], pulsed laser
ablation process [64], thermal evaporation [58, 59, 65], and carbothermal reduction
[13, 66, 67, 68].
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Among these methods, the carbothermal reduction syntheses result in the pro-
duction of nanowires with features such as excellent homogeneity and crystallinity,
besides allowing the obtaining of materials at lower temperatures compared to
conventional thermal evaporation [13, 67].

ITO nanowires were synthesized by a carbothermal reduction method using the
co-evaporation of oxides (In2O3 e SnO2) mixed with carbon black as the reducing
agent. As discussed above, in this process, the reaction between carbon and oxides
is crucial, and thus the temperature and atmosphere during the synthesis must be
tightly controlled, especially for avoiding the presence of oxygen, given that this
can react with carbon before it reduces the oxides. Accordingly, several parameters
may alter the composition, morphology, and yield of the grown material; the most
significant parameters are the composition of the starting material (proportion of
carbon/oxide) and the inert gas flux, followed by the time and temperature of
synthesis.

Results obtained by changing the oxide to carbon black ratio in the starting
material allowed good control of the nanowire stoichiometry enabling to obtain ITO
nanowires in In2O3 or SnO2 structures. Thus, properly controlling the ratio between
carbon black and the oxides, the In:Sn ratio in the nanowires, and consequently the
doping level, can be controlled, which is a determining factor for the conductivity
of the material [68].

The influence of synthesis parameters was studied in detail for obtaining ITO
nanowires, and it was found that the growth parameters which combine character-
istics such as homogeneity, transparency, conductivity, and yield were the molar
ratio for the starting material of 1SnO2 C 1C and 1In2O3 C 1C, nitrogen flow rate
of 80 cm3/min, synthesis time of 60 min, and temperature of 1150 ıC. Synthesis
details are given in ref. [67].

The XRD pattern (Fig. 2.15) of the collected materials can be indexed by the
following phases: In0.2Sn0.8 (JCPDS card # 48-1547) and ITO (card # 89-4597).
It is important to mention that it is not possible to distinguish the ITO and In2O3

phases without Rietveld refinement. The Al peaks are related to the aluminum
sample holder used in the XRD measurements and have no correlation with the
sample. The ITO phase is present in a higher amount than the metallic alloy, and
have preferential orientation for the (400) planes (35.5ı). No tin oxide phases were
observed because following the phase diagram of In2O3 and SnO2 [69], up to about
15 mol% of tin atoms can be in the solid solution in the In2O3 matrix without any
secondary phase.

From the FE-SEM images in Fig. 2.16, it is possible to observe that ITO material
is composed of 1D structures with well-defined edges, having homogeneous width
along their lengths and no apparent superficial defects. Besides, we note that
materials have a square cross-section due to the cubic phase of ITO, meaning ITO
structures are nanowires. The metallic spheres at one extremity of wires suggest that
growth mechanism of the wires follows a vapor-liquid-solid (VLS) process.

Using HRTEM characterization, it was possible to confirm that the wires grow
in the (100) planes of the ITO phase (Fig. 2.17). This result agrees with the XRD
analysis, which showed preferential orientation for this family of planes and also
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Fig. 2.15 XRD pattern of the collected material after the synthesis

Fig. 2.16 (a,b) Low magnification FE-SEM images of typical ITO nanowires obtained at
1,150 ıC. (c,d) High magnification images of ITO nanowires presenting metallic droplets at
extremities
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Fig. 2.17 TEM image of a typical ITO nanowire and the respective high-resolution (HRTEM)
image showing the growth direction of wires

explains the origin of the square cross-section of ITO nanowires. The EDS study
revealed that the wires are constituted of indium, tin, and oxygen atoms with a
In:Sn proportion of 89:11 at%, confirming that carbothermal reduction is an efficient
method to obtain 1D ITO nanostructures. Meanwhile, the chemical analysis showed
that the spheres are composed of a Sn-rich Sn-In alloy with the same proportion
obtained by XRD [67].

When obtaining ITO nanowires, the catalyst is generated in its own synthesis,
meaning that the growth mechanism is related to a self-catalytic VLS process.
The reactions that occur from the mixture of indium oxide with carbon during
synthesis are:

In2O3.s/ C C.s/ ! In2O.g/ C CO2.g/ (2.7)

In2O.g/ C CO.g/ ! 2In0
.l/ C CO2.g/ (2.8)

Then, the SnO2 is reduced to metallic tin through the Eqs. (2.2) and (2.5). The
In2O3 can also be reduced to metallic indium by means of the Eqs. (2.7) and (2.8)
when the In2O reacts with the carbon monoxide generated by the Eq. (2.2). These
equations indicate how the catalyst metals are generated to adsorb vapor and allow
growth of ITO nanowires.

It is known that these reactions occur more readily at higher temperatures,
and ITO nanowires were synthesized from 1,000 to 1,200 ıC. However, results
indicated that at higher temperatures the carbothermal reduction process produces a
significant increase of tin amount in the synthesis atmosphere. Another consequence
of performing synthesis at higher temperatures is the increased width/thickness ratio
of the nanowires (Fig. 2.18a). In some cases, it leaves the formation of microwires
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Fig. 2.18 (a) Detail of a ITO nanowire presenting square cross section. (b) A ITO nanowire with
perpendicular dendrites and (c) initial stage of dendrite growth

(width greater than 1 �m) instead of nano-sized structures. The increase in the
nanowire’s width is related to the increased diameter of the catalyst metallic drop at
higher temperatures. Some synthesized nanowires showed a great concentration of
dendrites, which is related to the increased amount of metallic tin available in the
atmosphere of synthesis (Fig. 2.18b). Figure 2.18c illustrates the deposited metallic
spheres on a nanowire edge that would give rise to dendrites.

From the results shown above, it is possible to note the versatility to produce ITO
nanowires by carbothermal evaporation method. Wires grow by a self-catalytic VLS
process, which avoid contamination by an external catalytic agent. However, when
there is a need for growing nanowires on specific sites on a substrate, it is possible
to use the catalyst VLS growth (usually using gold as catalyst), which allows a more
controlled growth position [65, 70].

In short, it can be concluded that the ITO nanowire’s synthesis by carbothermal
reduction enables, besides versatility and high performance, to control the doping
level, the width/thickness ratio, and the presence of dendrites, depending on
the desired application. Therefore, it is possible to choose the optimal synthesis
conditions, which certainly will facilitate obtaining more complex materials with
properties/characteristics desired for a wide range of technological applications.
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41. Hsu YF, Xi YY, Yip CT, Djurišić AB, Chan WK (2008) Dye-sensitized solar cells using ZnO
tetrapods. J Appl Phys 103(8):083114

42. Chen W, Zhang H, Hsing IM, Yang S (2009) A new photoanode architecture of dye sensitized
solar cell based on ZnO nanotetrapods with no need for calcination. Electrochem Commun
11(5):1057–1060

43. Duclère J-R, Doggett B, Henry MO, McGlynn E, Rajendra Kumar RT, Mosnier J-P, Perrin
A, Guilloux-Viry M (2007) (20 � 23) ZnO thin films grown by pulsed laser deposition on
CeO2-buffered r-sapphire substrate. J Appl Phys 101(1):013509

44. Gorla CR, Mayo WE, Liang S, Lu Y (2000) Structure and interface-controlled growth kinetics
of ZnAl2O4 formed at the (1120)ZnO/(0112)Al2O3 interface. J Appl Phys 87(8):3736–3743

45. Lim YS, Park JW, Kim MS, Kim J (2006) Effect of carbon source on the carbothermal
reduction for the fabrication of ZnO nanostructure. Appl Surf Sci 253(3):1601–1605

46. Kim B-S, Yoo J-M, Park J-T, Lee J-C (2006) A kinetic study of the carbothermic reduction of
zinc oxide with various additives. Mater Trans 47(9):2421–2426

47. Fagury Neto E, Kiminami RHGA (2014) Synthesis of silicon nitride by conventional
and microwave carbothermal reduction and nitridation of rice hulls. Adv Powder Technol
25(2):654–658



2 Carbothermal Reduction Synthesis: An Alternative Approach. . . 67

48. Renato de Castro E, Breda Mourão M, Jermolovicius LA, Takano C, Thomaz Senise J (2012)
Carbothermal reduction of iron ore applying microwave energy. Steel Res Int 83(2):131–138

49. Chandrasekaran S, Ramanathan S, Basak T (2012) Microwave material processing—a review.
AICHE J 58(2):330–363

50. L-b Z, Ma A-y, C-h L, W-w Q, J-h P, Luo Y-g, Y-g Z (2014) Dielectric properties and
temperature increase characteristics of zinc oxide dust from fuming furnace. Trans Nonferrous
Metals Soc China 24(12):4004–4011

51. Martin LP, Dadon D, Rosen M, Gershon D, Rybakov KI, Birman A, Calame JP, Levush B,
Carmel Y, Hutcheon R (1998) Effects of anomalous permittivity on the microwave heating of
zinc oxide. J Appl Phys 83(1):432–437

52. Ali Saidi KA (2005) Carbothermic reduction of zinc oxide concentrate by microwave. J Mater
Sci Technol 21(05):724–728

53. Wang ZL, Kong XY, Zuo JM (2003) Induced growth of asymmetric nanocantilever arrays on
polar surfaces. Phys Rev Lett 91(18):185502

54. Jiang L, Sun G, Zhou Z, Sun S, Wang Q, Yan S, Li H, Tian J, Guo J, Zhou B, Xin Q
(2005) Size-controllable synthesis of monodispersed SnO2 nanoparticles and application in
electrocatalysts. J Phys Chem B 109(18):8774–8778

55. Ginley DS, Bright C (2000) Transparent conducting oxides. MRS Bull 25(8):15–18
56. Wang ZL (2004) Functional oxide nanobelts: materials, properties and potential applications

in nanosystems and biotechnology. Annu Rev Phys Chem 55(1):159–196
57. Chen YQ, Jiang J, Wang B, Hou JG (2004) Synthesis of tin-doped indium oxide nanowires by

self-catalytic VLS growth. J Phys D Appl Phys 37(23):3319
58. Wan Q, Dattoli EN, Fung WY, Guo W, Chen Y, Pan X, Lu W (2006) High-performance

transparent conducting oxide nanowires. Nano Lett 6(12):2909–2915
59. Li L, Chen S, Kim J, Xu C, Zhao Y, Ziegler KJ (2015) Controlled synthesis of tin-doped indium

oxide (ITO) nanowires. J Cryst Growth 413:31–36
60. Kim H, Park H-H, Kim J (2016) Electrical and optical properties of Ni-assisted grown single

crystalline and transparent indium-tin-oxide nanowires. Mater Sci Semicond Process 48:79–84
61. Meng G, Yanagida T, Nagashima K, Yoshida H, Kanai M, Klamchuen A, Zhuge F, He Y,

Rahong S, Fang X, Takeda S, Kawai T (2013) Impact of preferential indium nucleation on
electrical conductivity of vapor–liquid–solid grown indium–tin oxide nanowires. J Am Chem
Soc 135(18):7033–7038

62. Yu D, Wang D, Yu W, Qian Y (2004) Synthesis of ITO nanowires and nanorods with corundum
structure by a co-precipitation-anneal method. Mater Lett 58(1–2):84–87

63. Dandan L, Hui W, Rui Z, Wei P (2007) Preparation and electrical properties of electrospun
tin-doped indium oxide nanowires. Nanotechnology 18(46):465301

64. Savu R, Joanni E (2006) Low-temperature, self-nucleated growth of indium–tin oxide nanos-
tructures by pulsed laser deposition on amorphous substrates. Scr Mater 55(11):979–981

65. Wan Q, Wei M, Zhi D, MacManus-Driscoll JL, Blamire MG (2006) Epitaxial growth of
vertically aligned and branched single-crystalline tin-doped indium oxide nanowire arrays. Adv
Mater 18(2):234–238

66. Seu Yi L, Chia Ying L, Pang L, Tseung Yuen T (2005) Low temperature synthesized Sn doped
indium oxide nanowires. Nanotechnology 16(4):451

67. Arlindo EPS, Lucindo JA, Bastos CMO, Emmel PD, Orlandi MO (2012) Electrical and
optical properties of conductive and transparent ITO@PMMA nanocomposites. J Phys Chem
C 116(23):12946–12952

68. Orlandi MO, Lanfredi AJC, Longo E (2010) Study of indium tin oxide nanomaterials obtained
from vapor phase by electron microscopy. In: Mendez-Vilas A, Díaz J (eds) Microscopy:
science, technology, applications and education, 4th edn, vol 3. Formatex, Badajoz, pp
1667–1673

69. Enoki H, Echigoya J, Suto H (1991) The intermediate compound in the In2O3-SnO2 system.
J Mater Sci 26(15):4110–4115

70. Shen Y, Turner S, Yang P, Van Tendeloo G, Lebedev OI, Wu T (2014) Epitaxy-enabled vapor–
liquid–solid growth of tin-doped indium oxide nanowires with controlled orientations. Nano
Lett 14(8):4342–4351



Chapter 3
Modification of Complex Materials Using
a Pressure-Assisted Heat Treatment

Thiago Sequinel, Samara Schmidt, Evaldo Toniolo Kubaski,
José Arana Varela, and Sergio Mazurek Tebcherani

1 Pressure-Assisted Heat Treatment

Pressure-assisted heat treatment (denoted PAHT) is based on a hermetically closed
chamber from especially designed for this method [1, 2]. Thermodynamic laws and
gas properties drive this method, in which the initial air pressure inside the chamber
and chamber’s temperature are increased simultaneously. Air pressure is distributed
inside the chamber homogeneously, which enables a better action of the pressure on
each particle of materials that undergoes to PAHT, as shown in Fig. 3.1.

Recent advances in the PAHT chamber, in particular, offer the ability to reach
pressures higher than 2 MPa at temperatures of about 485 ıC or lower. Indeed,
the use of relatively low temperatures is one of the greatest advantages of this
versatile synthetic strategy. The temperature of 350 ıC normally used in PAHT
is well lower than the temperatures of thermal annealing used in other methods
of thin film deposition. Furthermore, many substrates can be decomposed or can
suffer alterations in their physical properties at temperatures higher than 350 ıC.
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Fig. 3.1 Schematic representation of the air pressure action on oxide particles inside the chamber

Consequently, PAHT has opened a new possibility for treating a large variety of
substrates at the low temperature, such as polymers, glass, and wood. The growing
interest by using of low-temperature substrates are potential candidates for the
production of less expensive devices, opening the possibility of creating a new series
of products in the future.

From a fundamental point of view, the mechanism of PAHT process can in
principle be described by the impregnation and mass transport from the oxide
particles into the substrate surface caused by the air pressure in association with
the thermal annealing and time of treatment. An increase in temperature during the
PAHT process, in principle, facilitates the mass transport from the oxide particles
to the substrate surface (e.g., similar to the coalescence mechanism observed in a
densification of ceramics). Therefore, a denser and homogeneous surface will be
obtained at longer treatment times. Furthermore, the use of higher air pressures
facilitates the impregnation of the oxide particles onto the substrate surface,
increases the impregnation rate, as well as depth of particle penetration.

The mechanism of PAHT is also related to the specific characteristics of the
substrate surface. By means of the deposition of thin films on porous or soft low-
hardness substrates resulted in an impregnation of the oxide particles onto the
substrate surface by the air pressure applied. On the other hand, when thin films
are deposited on rigid and dense substrates, the mechanism of thin film is driven by
the mass transport from the oxide particles to the substrate surface, generating a film
with the same morphology of the initial oxide particles.

Furthermore, the PAHT is applied to study the influence of air pressure in the
structural parameters of films and oxide particles. In some cases, distortion in the
angle between cluster units of the formed materials was observed. This chapter
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will detail the use of PAHT to deposit thin films and its use to promote structural
modifications in materials, especially oxide powders. Physicochemical properties of
thin films and oxides after PAHT will also be considered.

2 Deposition/Impregnation of Ceramic Particles on Glass
Substrate Using PAHT

PAHT was developed to create a new physical method of deposition of thin films.
The objective was to reduce the deposition temperature to become possible the
application of thin films on substrates that are unstable at higher temperatures.
The idea to develop the PAHT method was first driven to found a new way
to deposit oxide particles on cheaper substrates such as glass, polymers, and
woods. Looking for a methodology involving low temperatures to preserve the
characteristic of the substrate, the PAHT was studied to deposit crystalline oxide
powders on glass substrates [3]. Different oxide particles (such as SnO2, Al2O3,
Co3O4, TiO2, among others) were deposited on commercial float glass using PAHT.
The deposition consisted of the oxide powder on the substrate surface. Afterward,
the substrate/oxide system was placed inside the PAHT chamber, and pressurized
cold air was injected into the chamber using a compressor increasing the chamber’s
pressure. Simultaneously, the substrate oxide system was thermally annealed at
temperatures lower than the glass transition temperature. This range of temperature
avoids any deterioration on the glass substrate. Toward that end, the parameters
used in this process were 485 ıC, 2 MPa of air pressure for 32 h. These parameters
were sufficient to produce the impregnation of the oxide particles into the glass
surface, resulting in a glass-ceramic composite with the same visual appearance of
the original glass substrate. In other words, the development of the PAHT was able
to generate new surface properties for the glass substrate.

The glass-ceramic composites were characterized by X-ray diffraction (XRD)
and X-ray fluorescence (XRF) to evaluate the present phases and composition of
the thin films. Scanning electron microscopy (SEM) micrographs of the surface and
cross-section glass-ceramic composites revealed the presence of the oxide particles
deposited on the glass surface. Two mechanisms were proposed for film formation
on glass surface: an initial nucleation and a final grain growth resulted from the
nucleation of the oxide powder/substrate interface. The glass surface is smoothed
which favors the initial nucleation due to the minimum free-energy configuration,
and the final growth is favored by the energetic instability of the nuclei in the plane
parallel to the substrate surface.

The main advantage of using PAHT is the possibility of depositing crystalline
oxide particles on the glass substrate (e.g., oxide powders). On the other hand,
conventional chemical methods of film deposition crystalizes the film after depo-
sition, which can alter the substrate characteristics due to the elevate temperatures
necessary to obtain crystalline oxides.
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2.1 The Influence of Time in PAHT

Several studies were to optimize PAHT parameters to obtain high-quality thin films
on a wide variety of substrate surfaces. For example, Sequinel et al. [4] used
temperature and air pressure fixed at 485 ıC and 1.72 MPa, respectively, and varied
PAHT time from 0 to 32 h. This study evaluates the most adequate time to obtain a
homogeneous thin film on the substrate surface. Oxide films (SnO2) were deposited
on glass substrate by PAHT, and all films were characterized by XRD, XRF, SEM,
and infrared (IR) reflectance spectroscopy. The influence of time on PAHT during
the deposition process of oxide particles is described in five steps.

Initially, only the substrate surface, without any film deposition, was observed.
After 8 h, some nucleation regions were already present, which is an indication of
the initial growth of the film. After 16 h, nucleation regions increase indicating a
large growth of the film. Small grain growth occurred after 24 h, and a complete
densification of the film occurred after 32 h of PAHT, finalizing the growth cycle of
the film deposited by PAHT, as shown in Fig. 3.2.

XRF showed the presence of SnO2 on the glass substrate after PAHT. IR
reflectance indicated characteristic bonding of SnO2 in both sides of the glass
substrate, indicating the presence of SnO2 inside the glass matrix. The IR reflectance
of the top surface with oxide film showed a significant band attributed to the
stretching vibration of Si-O-Si bonds shifted to smaller energy after SnO2 film
deposition. The presence of SnO2 causes the decrease in Si-O-Si bond angles.
In the bottom side of the glass substrate (without film), a similar IR spectrum
was observed, but in lower intensity, which indicates the impregnation of SnO2

particles onto glass matrix after the high pressure used in PAHT. The impregnation
of oxide particles inside the substrate matrix will be further discussed in Sect. 2.3.
These results revealed that 32 h of treatment is necessary to deposit/impregnate a
homogeneous and dense film on the substrate surface.

Fig. 3.2 Schematic representation of thin film deposition by PAHT at different times
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Fig. 3.3 Schematic representation and SEM micrographs (inset) showing the formation of thin
film on glass substrate by PAHT at different annealing temperatures

2.2 The Influence of Temperature in the PAHT

The optimal temperature to produce homogeneous and dense SnO2 films on glass
substrates by PAHT was studied in a similar test as that describe in Sect. 2.1. The
time and air pressure of PAHT were fixed at 32 h and 1.72 MPa, respectively.
However, the temperature of thermal annealing varied from room temperature to
485 ıC [5]. Influence of temperature is presented in Fig. 3.3 that shows SEM
micrographs of four temperature steps. When thermal annealing was performed at
315 ıC, SEM image shows an initial region of nucleation. At 435 ıC a large film
growth was verified, while at 485 ıC a homogeneous and dense film was obtained.

In this study, results showed that the SnO2 content in the film/substrate system
increased with the temperature of the thermal annealing. A maximum of 5.6%
(wt.%) of SnO2 was found when thermal annealing temperature in PAHT was
485 ıC. Another interesting fact observed in the influence of temperature was the
reduction of the Na2O content in glass composition. As the temperature increased,
the amount of Na2O decreased, indicating the impregnation of SnO2 particles in
glass substrate is facilitated by the particle exchange between sodium and tin oxide
particles.

2.3 The Influence of Crystallite Size in the Deposition of Film
by PAHT

Other important parameters like temperature and crystallite sizes of the oxide
powder used can in principle favor the thin film deposition by the PAHT method [6].
Nanoparticles present elevated surface area that covers a higher substrate surface
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area, and this characteristic could be related to the favoring in the mass transport
of the oxide particles to the substrate surface. As result, the nucleation of the thin
film deposition is originated at lower temperature and time of PAHT, reducing the
kinetic energy barrier for this methodology.

In this study, two different SnO2 powders were deposited on glass substrates. The
first SnO2 powder has a hollow microsphere morphology and was obtained by the
chemical route using a calorimetric pump (CR powder) [7]. CR powder showed a
crystallite size of 3.7 nm calculated by the Scherrer’s equation. The second SnO2

powder was obtained by of the polymeric precursor method (PPR powder) [8]. PPR
showed an average crystallite size of 22.4 nm. The CR powder has a crystallite size
six times smaller than PPR powder, favoring the discussion about the influence of
the crystallite size in the deposition using PAHT.

The effect of pressure and the quality of the thin films produced by CR and
PPR powders using the PAHT were evaluated by their physical-chemical properties.
Micrographs (SEM and FEG-SEM) of the film surfaces showed the dependence
on the crystallite size to reduce the temperature necessary to obtain a dense and
homogeneous film. While the CR film (smaller crystallite size) reached the final film
growth at 485 ıC, the PPR film reached only an intermediated level of the growth
showing a porous surface film at this same temperature, indicating the necessity
of higher temperature to complete film growth. Furthermore, micrographs of the
film surface showed that film morphology is similar to the starting oxide particles
morphology, indicating the mechanism of mass transport from the oxide particles
to the substrate surface. Figure 3.4 presents the comparison between oxide particles
and film morphology, illustrating the similarity between both particle and film. FEG-
SEM micrographs of the cross section of CR film produced by PAHT (485 ıC, 32 h
and 1.72 MPa) indicated a thickness of 700 nm. The cross section of the film also
shows a smaller particle size near the substrate surface and a higher particle size at
the top of the film (Fig. 3.4).

The same film thickness (700 nm) was estimated during the measurement of
the elastic modulus by the nanoindentation [6]. Nanoindentation tests showed an
increase about 55% in the elastic modulus in regions about 200 nm of depth when
compared to the original glass substrate. As nanoindentation test increases the depth
of the penetration, it was observed a decrease in the influence of the film in the
elastic modulus of the substrate, presenting a modulus 33% higher in the depth
between 200–400 nm and reaching a 20% higher than original substrate at depths
of 700 nm.

In short, both micrographs and nanoindentation measurements contribute to
defining the 700 nm of the thickness of the films deposited by PAHT methodology.
Nanoindentation tests also indicated that the cover layer deposited on the substrate
surface could be applied to increase the hardness and toughness of this substrate. On
the other hand, the mechanical properties reveal that the film produced by PAHT can
be applied to cover and protect a wide variety of fragile substrates, such as glass,
polymers, and others. However, the protection promoted by films deposited by the
PAHT does not affect the original visual aspect of the substrate since the films are
transparent. Therefore, this is another advantage of PAHT method in comparison
with other techniques for deposition of thin films.
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Fig. 3.4 Micrographs of (a) oxide particles, (b) film surface, and (c) film cross section

3 Study of the PAHT on Thin Films and Oxide Powders
Structures

After all, development to find the optimal parameters to deposit films and impreg-
nate oxide particles on less expensive substrates, in particular, the PAHT method
was used to study some structural modifications in crystalline thin films and oxide
powders. In this case, thin films and oxide powders were obtained by other methods
of synthesis (e.g., chemical routes of oxide synthesis and depositions). These studies
were conducted to find the effect of high air pressure on the crystalline structures,
and these studies are described in the next sections.

3.1 Influence of PAHT on Thin Films Obtained by Chemical
Route

Thin films produced by means of the chemical routes were subjected to a PAHT, in
order to verify the pressure effect on properties of these films. Chemical films were
based on a polymeric solution of the desired complex materials (Pechini method)
and were deposited by the spin coating. The polymeric solution is converted to
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the oxide thin film after a thermal annealing at temperatures higher than 500 ıC,
according to the crystallization temperature of each inorganic oxide. One chemical
film tested was calcium and copper titanate (CCTO).

Thin films CCTO were chemically deposited on Pt(111)/Ti/SiO2/Si substrates
using a spin coater equipment [9]. CCTO chemical film depositions were performed
after spinning the CCTO polymeric solution (Pechini method) on substrate surface.
After the deposition of the polymeric solution, the CCTO crystalline thin film
structure was obtained on substrate surface by a thermal annealing at temperatures
higher than 500 ıC. Due to the elevate temperature necessary to convert the
polymeric solution to a crystalline thin film, there was the need of using a substrate
that was able to support this range of temperature.

CCTO chemical films were characterized by XRD, FEG-SEM micrographs, and
photoluminescence (PL) measurements. Results showed that after the chemical
deposition, a thermal annealing of 700 ıC was necessary to obtain crystalline
thin films. This temperature does not allow the less expansive substrates (e.g.,
polymers and glass) that have their physical and chemical properties altered at
temperatures higher than 500 ıC. After all characterization of CCTO chemical films,
they were subjected to PAHT to evaluate the effect of the air pressure in their optical
properties.

Structural order-disorder effects were observed when CCTO thin films deposited
by chemical methods were underwent the PAHT. Ordered clusters could be
disordered due to the pressure action, increasing in the PL emission intensity of
such materials [9]. Furthermore, the effect of pressure on the thin film structure
revealed a medium-range disorder of the cluster structure after PAHT and caused
a red-shift displacement in the PL emissionof the thin film, as shown in Fig. 3.5.
Red shift in the PL emission after PAHT was also associated by a decrease in the
band gap of the thin films, where the air pressure could lead to the formation of new
intermediate levels, probably due to the presence of the interstitial oxygen. These
facts favored the creation of intermediate levels associated with the defect structure

Fig. 3.5 Schematic representation of the chemical and physical deposition of CCTO films and
their PL spectra (Adapted with permission from Sequinel et al. [9]. Copyright (2013) Elsevier)
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caused by PAHT. Red shift in the PL emission means the presence of band emission
at higher wavelengths (lower energies) indicating the transition of an electron from
the valence (VB) to the conduction (CB) band is, in part, facilitated.

The pressure effect on the CCTO thin films prepared by physical and chemical
methods was compared. Physical films were deposited on the same substrate by
PAHT using CCTO oxide particles. The CCTO physical film was prepared under an
air pressure of 2 MPa at 340 ıC for 32 hours. They were characterized by the same
techniques of the chemical films. CCTO physical films showed a higher PL intensity
than CCTO chemical films (Fig. 3.5), with a similar red-shift displacement found
in chemical films after PAHT. The comparison of the PL emission of CCTO films
(i.e., prepared by chemical and physical methods), before and after PAHT, shows
a great advantage of oxide particle depositions by PAHT. It can be highlighted the
relatively low temperatures necessary to deposit films on substrates by PAHT using
oxide particles. The temperature of 340 ıC used in PAHT enables this method to
deposit films with improved optical properties on less expansive substrates without
changing substrates’ original properties.

Similar results were observed in ZnO thin films [10], indicating that PAHT
can enforce similar structures distortions at different crystalline thin films. ZnO
chemical thin films were also obtained by spinning a ZnO polymeric solution
(Pechini solution) using spin coater equipment on ITO/silicon substrate surface.
The ZnO chemical thin film became crystalline after a thermal annealing at 760 ıC
for 2 h in ambient atmosphere. The crystalline ZnO thin film also underwent the
PAHT to verify the pressure effect on PL emission. After PAHT, the ZnO thin films
also showed a red-shift displacement on the PL emission (Fig. 3.6). This behavior
indicates that air pressure can lead to medium-range disorder in different crystalline
structures. This fact can change the state of defect states inside the band gap and can
favor the formation of new interstitial oxygen in the crystalline structures.

3.2 Influence of PAHT on Oxide Powder

The effect of the air pressure on crystalline powders structures was studied by
subjecting inorganic oxide powders to PAHT [11]. ’-Bi2O3 was obtained by
microwave-assisted hydrothermal (MAH). The ’-Bi2O3 was obtained after 30 min-
utes at 80 ıC with a heating rate of 10 ıC/min in a MAH system and then calcined
at 400 ıC for 1 h. ’-Bi2O3 powder was characterized by the following techniques:
X-ray diffraction with refinements carried out by the Rietveld method using
fundamentals parameters, FEG-SEM micrographs to analyze their morphology,
PL measurements, Raman spectroscopy to analyze the short- and medium-range
order, and X-ray photoelectron spectroscopy (XPS) to analyze the chemical states
of the elements. In addition, first-principles total-energy calculations were carried
out within periodic density functional theory. All these characterizations were
performed in the ’-Bi2O3 obtained by MAH before and after PAHT.
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Fig. 3.6 PL spectra of ZnO thin films before and after PAHT (Reprinted with permission from
Berger et al. [10]. Copyright (2012) John Wiley & Sons, Ltd.)

Rietveld refinements showed no alteration in the lattice parameters and in the
crystallite size for ’-Bi2O3 after PAHT when compare with the oxide obtained by
MAH before PAHT. However, simulation of the material structure revealed that
PAHT leads to an increase of approximately 2ı in the angle between the clusters
[BiO6]-[BiO6] (Fig. 3.7), even though with the coordination of the polyhedral, cell
volume and crystallite size did not suffer any variation. Moreover, no change in
powder morphology, before and after PAHT, was observed.

PAHT also affected of the PL emission, increasing the PL emission intensity and
the contribution of direct transitions between the CB and VB. A direct transition
between the CB and VB is associated to the band gap, which was not changed after
PAHT. A deconvolution of the PL spectra showed an increase in the contribution
of the violet region from 9 to 19% after PAHT. PAHT also leads to a significant
decrease at PL low-energy region (red and orange emission region) from 26% to
only 9% after pressure treatment (Fig. 3.8). PL emission in the low-energy spectral
range is attributed to the oxygen vacancies that form defect donor states.

Raman spectroscopy revealed an increase in the spectrum intensity at frequencies
higher than 284 cm�1, which can be associated to changes in the electronic density
of the crystal after PAHT. The increase in the average electronic density is caused
by the distortion in the angles between [BiO6]-[BiO6] clusters, as reported in the
simulation of the crystal structure. These results are supported by other’s experi-
mental and theoretical studies [12, 13, 14]. In addition, the XPS did not detect any
signal of BiC2 ions in ’-Bi2O3, which confirms the PL emission in the low-energy of
emission is associated to oxygen vacancies that form defect donor states. The PAHT
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Fig. 3.7 Coordination polyhedral for ’-Bi2O3 in the simulated structures for (a) before PAHT and
(b) after PAHT (Reprinted with permission from Schmidt et al. [11]. Copyright (2015) American
Chemical Society)

decreased the emission at the low-energy region, revealing a decrease in the oxygen
vacancies in crystalline oxide after PAHT. The oxygen-rich atmosphere present in
PAHT caused this, and this ambient was disadvantageous to the formation oxygen
vacancies in the oxide powder. All these variations in electronic density, oxygen
vacancies, and PL emission reported after PAHT are directly related to the disorder
caused by an increase in the angles between [BiO6]-[BiO6] clusters. These facts are
in good agreement with the results obtained by Raman and XPS spectroscopies.

Theoretical calculation showed that O 2p states have an important role in
photoelectron transfers in both samples (before and after PAHT). Changes in angles
between [BiO6]-[BiO6] clusters can change the polarization of O 2p states and,
consequently, can lead to changes on electric density of crystals. Our theoretical
results are in good agreement with the experimental data.

4 PAHT Influence on Thin Film Versus Oxide Powders

Both thin film and oxide powders had their photoluminescence properties changes
after PAHT. The rich oxygen atmosphere favors the formation of intermediate levels
inside the band gap, reducing the energy of the PL emission, which was observed
in the red-shift displacement in the PL emission after PAHT. However, the thin film
showed a significant increase in the PL intensity, while oxide powders had a small
difference in the PL emission when compare the emission behavior before and after
PAHT. PL intensity is directly affected by the disorder effects at medium range in
the structure of these complex materials. This increase in the PL emission observed
to thin film after PAHT could be explained due to capacity of the air pressure to
penetrate in the sample. Particles and clusters of thin films are more exposed to
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Fig. 3.8 Deconvolution of PL spectra of (a) before PAHT and (b) after PAHT (Reprinted with
permission from Schmidt et al. [11]. Copyright (2015) American Chemical Society)

action of the air pressure, once all of their clusters are located close to surface in
touch with the air atmosphere. The air pressure is more efficient on surface area, or
in a small depth of materials samples, being able to force the medium-range disorder
at the whole thin film sample.

5 Summary

This chapter described the pressure-assisted heat treatment (PAHT) as a method
of deposition/impregnation of films on a variety of substrates, including substrates
unstable at elevated temperatures, such as polymers and glass. The PAHT method
is based on low temperatures (e.g., 350 ıC), elevated air pressure (higher than
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2 MPa), and a long period of treatment (about 32 h). The mechanism of deposition
is based on mass transport from the oxide particles to the substrate surface and
on the impregnation of oxide particles inside small depth at the soft or porous
substrate surfaces. The physical film produced by PAHT is homogenous and dense,
with a great adhesion that makes strong film/substrate interfaces. PAHT can also
be applied to modify crystalline structures, increasing their photoluminescence
emission intensity due to a medium-range disorder caused by PAHT. PAHT method
is able to change the angle between clusters of crystal, which can lead to changes
in the electron density of the material and to an increase in photoluminescence
emission intensity.
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Chapter 4
Preparation of Polymeric Mats Through
Electrospinning for Technological Uses
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Antonio Guilherme B. Pereira, Douglas Cardoso Dragunski,
Alessandro Francisco Martins, and Edvani Curti Muniz

1 Introduction

1.1 Basic Aspects of Electrospinning

The electrospinning is an emergent technique that presents a great technological
potential to produce continuous fibers from the submicron diameter down to the
nanometer diameter. Furthermore, this technique presents a simple, versatile, and
cost-effective technology to produce fibers, which present high surface area/volume
ratio. It is indispensable the correct adjustment and optimization of electrospinning
parameters, for obtaining fibers with distinct/desired morphologies, with average
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diameters in a given range, and having roughness and other important properties
tuned for a specific application of interest. Both synthetic and natural polymers, in
solution, have been electrospun in order to obtain varied kinds of fibers, which could
be successfully applied in different fields, such as tissue engineering scaffolds [1–9],
filtration [10–16], biomedical [17–26], pharmaceutical [27–32], wound dressing
[33–40], optical electronics [41–48], protective textile [14, 49–54], among others.

Since the 1990s the interest on the electrospinning technique usage has increased
significantly, due to the increase of the research employing the technique. Before
that, the electrospraying phenomenon was first observed in 1897 by Rayleigh and
was studied in detail by Zeleny in 1914. The electrospinning principle was firstly
proposed by Formhals in 1934, who applied several patents of the process in the
years 1934–1944 [55–57], despite some studies before 1934 (done by Cooley in
1902; by Morton in 1929; and by Hagiwara in 1929) can be found [58].

In 1969, Taylor focused on electrically driven jets, being an important basis
for the electrospinning [56]. But, only from the mid 1990s, the electrospinning
technique started to be used by Reneker et al. being widely studied until nowadays
[59–69].

Electrospinning process consists in to apply an electric field between the tip of
a capillary needle (electrode) and a grounded collector plate (counter electrode),
inducing the formation of the polymeric fluid jet in a fiber form. Using a polymer
solution, in a preestablished flow and under the influence of a strong electric field,
the electric charges are generated on the polymer solution surface drop formed at
the needle tip, and repulsion forces appear on the liquid surface. Such repulsive
forces act oppositely to surface tension. When the electrostatic repulsion imposed
on the polymer spherical droplet surface overcomes the surface tension of the liquid,
the drop deforms into a cone shape, called Taylor’s cone [70, 71]. Increasing the
elongational Taylor’s cone deformation, the charged polymer solution is ejected,
and hence, the polymer stretching between the needle tip and the collector occurs,
inducing fiber formation. At the same time, the charge density on the polymer
jet interacts with the electrical field producing instabilities. These phenomena are
known as whipping. It causes bending and spreading of main jet into numerous
secondary fibers, with a diameter approximately equal (or smaller) to the main jet.
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In the jet course, the solvent evaporates and the polymer solidifies, and fibers are
obtained due to the entanglements in the loaded fluid, which are randomly deposited
on the collector [72, 73]. These electrospun fibers can present diameters in the range
of nanometers to few micrometers. Although the apparatus presents simple con-
struction, the electrospinning technique presents several key physical phenomena
that affect the jet during the process, such as (a) solution parameters (concentration,
viscosity, molecular weight, surface tension, conductivity), (b) processing parame-
ters (applied voltage, flow rate, needle tip-to-collector distance, needle shape, types
of collector), and (c) ambient parameters (temperature, humidity) [19, 56, 71–74].
The control and optimization of these parameters can result in micro- or nanofibers
with very interesting properties and various application areas.

In addition to the importance of the electrospinning experimental parameters
in the final properties of electrospun fibers, another relevant factor that greatly
influences the process is the geometry configuration (horizontal or vertical) of the
electrospinning setup used, which is discussed next.

1.2 Experimental Devices Used in Electrospinning

Basically, the conventional electrospinning device consists on a high-voltage sup-
plier, an injection pump connected to a syringe plugged in a flat tip of the capillary
needle (nozzle) and a metallic collector. The device can be built in horizontal or
vertical setup, as shown in Fig. 4.1a, 4.1b, respectively. In these cases, the jet suffers
instabilities during the electrospinning process, known whipping, and random fibers
are obtained on a static collector.

The high-voltage supplier is connected between the tip of capillary needle and
the collector. It is important to use voltage values in scale of kV, due to compulsory
condition of overcoming the surface tension of polymer solution to form the uniaxial
stretching jet, which can be properly collected in a static or mobile collector.

The nozzle used may have a single or coaxial shape. The single nozzle shape has
just only one polymer solution output [75]. Thus, just one kind of polymer solution
(one polymer or a polymer-physical mixture) can be electrospun. In addition,
it is possible to use more than one nozzle, in multiple spinnerets, in order to
produce mats with different morphologies (Fig. 4.1c) [6, 76–79]. In a coaxial shape
(Fig. 4.1d), the nozzle presents two concentric tubes, in which two distinct solutions
could be electrospun. In this case, the two polymer solutions do not come in physical
contact until they reach the end of the spinneret, where the process of fiber formation
begins. Several studies have shown that is possible to get hollow fibers [80] or core-
sheath fibers [24, 34, 81].

Some difficulties may arise due to the clogging of the needle preventing the
flow of solution. Therefore, a needless (nozzle-less) apparatus can be used in an
electrospinning device. In this setup, a thin layer of polymer solution covers a
rotating drum surface that is exposed to a high voltage (up to100 kV), and several
jets are created simultaneously and distributed on the collector (Fig. 4.1e). Dubsky
et al. [5] pointed out that nozzle-less is an advance as compared to needle setup
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Fig. 4.1 Schematic setup of electrospinning apparatus and some typical typed nozzle: (a)
typical horizontal setup and (b) vertical setup [56], (c) multiple spinnerets nozzles, (d) coaxial
nozzle [58], and (e) nozzle-less electrospinning apparatus [5] (Reprinted with permissions from
Refs. [5, 56, 58])

used in conventional electrospinning, because it allows continual manufacturing and
larger amounts of fiber mats in a given time scale. On the other hand, the use of
this kind of setup in an industrial scale is a disadvantage due to undesired residual
solvent generated during the process.

Teo and Ramakrishna [58] published a review about electrospinning devices,
in which comments about not conventional needle setups are found. For instance,
the gas jacket electrospinning, using coaxial needle, can be used to obtain smooth
fibers using gas flowing in a controlled speed, as core, during the electrospinning;
bicomponent spinneret that uses a nozzle shape has two outputs to get single fibers
from two different materials carefully chosen to reduce mixing of the materials.
Other not conventional setups can be cited: (i) hole electrospinning (needleless
setup) that produces simultaneously a large amount of fibers, but presenting
different diameters; (ii) multiple spikes electrospinning that avoids needle clogging,
producing fibers in high rate, but presenting a complicated setup and the large
variation of fiber diameter; and (iii) pointed tip electrospinning source, no needle
clogging occurs, solutions can be electrospun over short distances to collector, but
it needs low solution flows.
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Sambaer et al. [11] used a rotating electrode with 4 cotton cords spinning
elements, using needleless electrospinning method allowing to produce nonwoven
polyurethane nanofibers. The rotating electrode was immersed in a polymer solu-
tion, and the cotton cords work as spinning elements, avoiding the use of needle.

The collector is another very important part of the electrospinning device. It
can be static or mobile. The chosen collector setup influences significantly the
morphological and the physical characteristics of the electrospun mat. According
to Baji et al. [73], the use of metal and conductive collectors helps to dissipate
the electrical charges and also reduced the repulsion between the fibers. Teo
and Ramakrishna [58] and Baji et al. [73] presented and discussed advantages
and disadvantages of different setups for collector to be used in electrospinning.
Figure 4.2 is a schematic representation of different kinds of collectors [73, 58].

When a plate is used as static collector, fibers can be obtained in a random
orientation due to the instabilities of stretched jet. On the other hand, when two
parallel plates are used as collector, with a predetermined distance between them
(gap), aligned fibers can be produced [82, 83]. Compared to randomly distributed
fibers, oriented fibers present better mechanical properties [24]. In another situation,
using an array of four counter-electrodes, disposed in opposite directions in a
predetermined gap, fibers oriented in two different directions were produced [58].
Teo and Ramakrishna [58] mentioned the gap-distance between the arrays of four
counter-electrodes is typically less than 100 mm, because the electrospun jet may
not deposit across the gap at larger distances. In addition, the ring collector placed in
parallel is also used to obtain aligned fibers [84]. Thus, the characteristics of fibers
can be completely changed as the kind of static collector used in the electrospinning
process is altered.

Furthermore, many kinds of mobile collectors can be used in electrospinning
setup. In these cases, the chances of getting aligned fibers are higher [73]. The
collector used can be a drum, a rod, or a disc (Fig. 4.2). The drum or the rod shape
can rotate on its own axis, and this axis still can undergo a translational movement
in the parallel direction to the rotation. The rotating disc collector can just rotate in
a fixed axis, without the translational movement. This kind of setup is very simple,
and it is possible to get aligned fibers, and the fiber diameter can be controlled
depending on the speed of the drum [58, 73]. But, the electrospun-aligned fibers
remain concentrated in a small area.

The drum and rod collectors can be configured in different ways. In the rotating
drum collector that presents a simple setup with a large area, aligned fibers can be
fabricated, circumferentially oriented, and such alignment depends on the speed of
the drum rotation [6, 8, 12, 14, 51, 75, 85]. At low speed, randomly fibers can be
obtained because the amount of fibers deposited on the collector is higher for a given
low speed low drum speed rotation. On the other hand, if the drum speed rotation is
too high, discontinuous fibers are produced, due to the extensive fiber elongation. In
the rotating wire drum, it is possible to obtain aligned fibers using a simple setup.
Further, the kinds of collector in a rod shape, found in literature [58], can be (i)
rotating rod collector with knife-edge electrodes, (ii) controlling electrospinning jet
using knife-edge electrodes, and (iii) yarn collection using water bath.
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Fig. 4.2 Kinds of collectors used in electrospinning apparatus: (a) rotate drum, (b) parallel
electrodes, (c) rotating wire drum collector, (d) drum collector with wire wound on it, (e) rotating
tube collector with knife-edge electrodes below, (f) controlling electrospinning jet using knife-
edge electrodes, (g) disc collector, (h) array of counter-electrodes, (i) rotating drum with sharp pin
inside, (j) blade placed in line, (k) ring collector placed in parallel, (l) yarn collection using water
[58] (Reprinted with permission of Ref. [58])

Mi et al. [9] used a rotating rod collector aiming to fabricate thermoplastic
polyurethane (TPU)/silk triple-layered vascular scaffolds with various structures
using a novel approach that combines electrospinning, braiding, and thermally
induced phase separation (TIPS) methods. The inner layer was produced by
electrospinning the TPU solution on a rotating aluminum rod. The silk yarn braiding
was performed using a rod with the inner layer as the mandrel via a 36-carrier
braiding machine (Kokubun, Japan). The outer layer of the vascular scaffold was
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prepared by the TIPS method. The average diameter of the scaffolds was 3.18 mm,
and the average thickness was 1.05 mm. The authors concluded the triple-layered
scaffolds had desirable toe regions in the tensile tests, as well as sufficient modulus,
suture retention, and burst pressure for vascular graft applications.

In addition, other kinds of collectors setup are found in literature [28, 32, 41, 50,
77]. Holzmeister et al. [77] evaluated the use of a rotating metal plate collector
using two single syringes filled with PA-6 and PLLA, respectively, in the final
properties of fiber mats. They had succeeded in electrospinning nonwovens that
were heterogeneous in either diameter or chemical composition or both.

Rose et al. [50] used a rotating metal plate and a single syringe to get composite
fiber mats of polystyrene (PS), poly(vinylpyrrolidone) (PVP), and polyaniline
(PAN) with metal-organic framework (MOF) particles, for the production of func-
tional textile-like layers. This kind of collector allows obtaining MOFs entrapped
among the polymer fibers, during the electrospinning process. In such study, they
verified that PAN was a suitable material, due to the immobilization of MOFs among
the polymer fibers. They pointed out that morphology, mechanical properties, and
water resistance of fibers were better than the other studied polymers, probably due
to the nonpolar behavior of PAN. Lowering the fiber diameter and decreasing of the
MOF particle size allowed entrapping higher MOF amounts (80%).

Aligned light-emitting fibers of mixtures of poly[2-methoxy-5-(2-ethylhexyloxy)-
1,4-phenylenevinylene]/poly(ethyelene oxide) (MEH-PPV/PEO) (1:100 w/w) were
deposited over a SiO2/Si substrate, placed on a metallic plate [41]. Grounded
collector with x–y and z stages was used allowing control the collector movement
through dedicated software. So, the electrospun fibers were deposited in parallel
and crossed shapes, obtaining nanostructures with a diameter of about 500 nm,
emitting light at 560 nm.

Haromi et al. [32] purposed different collector setup to get nanofiber mats
to be applied in pharmaceutical area. They used a metallic collector plate made
from copper with an attached stainless steel conductor-rod, which was located in
the center of the plate. This setup could enable to efficiently collect nanofibers
by concentrating on a conductor-rod with guided electric force to electrospin
methacrylic acid copolymer S (MAC S; commercial name EUDRAGIT® S-100).
They observed that applying a prescribed voltage, nanofibers were collected, at the
beginning, within a copper-mesh and then gradually got to pitch a tent round a
fixed conductor-rod to become a layered structure. Consequently, a nanofiber sheet
surrounding the metallic collector plate was obtained. At the end, the nanofiber
sheet was easily peeled off from the collector plate, compared to the flat plate.
After parameter optimization, the authors observed the best range of electrospun
fiber average diameter (a.d.) was 271 to 526 nm. Haromi et al. [32] developed
nanofiber-based tablets with acetaminophen (AAP), using the same electrospinning
device cited earlier, for controlled release systems. They verified the electrospinning
method is a useful technique to prepare nanofibers and showed promising results as
an oral delivery system for sustained-release regulation.
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1.3 Influences of Internal and External Parameters

1.3.1 Solution Parameters

Concentration

The polymer solution concentration is an important parameter that needs to
be studied and controlled in the electrospinning. Recently, several studies have
been published focusing on this parameter in the electrospun fiber morphology
[86–92]. The solution viscosity increases sharply with the concentration due to
the occurrence of polymer chain entanglements. The entanglements stabilize the
droplets and produce free-beads nanofibers, which can show great uniformity. At
very low polymer concentrations, the polymer chain entanglements do not exist,
and the jet presents instabilities leading to sprayed droplets, fiber disruptions, or
even the occurrence of defect formation in the polymer fibers, called beads [25].
On the other hand, at too high concentrations, the viscosity increases too much,
and the interruption in the fiber formation can occur, due to the needle clogging
[56]. It is well known that the higher solution viscosity, obtained when the polymer
concentration increased, resulted in an increase in the fiber diameter [68]. Thus, the
optimal concentration differs with the polymer and can be adjusted accordingly to
the molecular weight and the type of solvent.

Al-Qadhi et al. [90] evaluated the effect of the polysulfone (PSf) solution in
different concentrations in the electrospun fibers morphology. They observed beads
structure when the PSf solution was 5 wt% or less. For solutions with 15 wt% of
PSf, beads-on-string structures were obtained. The shape of beads changed from
spherical to spindle-like when PSf concentration increased to 20 wt%, and when
the solution concentration exceeded 20 wt%, free-beads fibers were formed. The
authors attributed the beads absence to the relatively high concentration solution
that increases the viscosity and polymer chain entanglements keeping the continuity
of fibers and overcoming the surface tension during the electrospinning process.
Further, they also observed that if there is an increase in the polymer solution
concentration there is also an increase in fiber diameter.

Molecular Weight

The polymer molecular weight presents relevant effects in the rheological and
electric properties, such as viscosity, tension surface, and dielectric strength [93],
which affect the fiber uniformity, morphology, and size. Molecular weight is directly
related to the polymer chains entanglement. Solutions from low molecular weight
polymer can present very few entanglement fraction and lead to beads formation
even in high concentrations. Accordingly, as the molecular weight of polymer
increases, the viscosity of solution and the entanglement of polymer chains raise
abruptly, obtaining uniform electrospun fibers with larger diameter [56]. It has been
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reported that the relaxation of the polymeric chain becomes more difficult as the
molecular weight increases, and the jet splitting and splaying processes are not too
effective [94]. As the polymer molecular weight increases, the electrospun fiber’s
diameter increases as well.

Ramji and Shah [7] studied the morphological behavior of PEO/SPI (isolated soy
protein) electrospun blends and verified increase in solution viscosity and decrease
in surface tension as the PEO molecular weight was increased, leading to continuous
fibers with lesser defects and larger fiber diameters.

Viscosity

The viscosity is a very important parameter to define the fiber diameter and
morphology. According to Sukigara et al. [95], it is difficult to obtain continuous
electrospun polymeric fibers from solutions with low viscosity. Nevertheless, if
the viscosity is very high, it is very difficult to get the polymer jet during the
electrospinning process. Thereby, the viscosity is directly related to the molecular
weight of polymer and its concentration, used during the electrospinning [25, 56].
The optimal concentration depends on the polymer used to prepare the solution.

Erencia et al. [91] evaluated the viscosity effect in electrospinnability of gelatin
solubilized in acetic acid at different concentrations. They observed the gelatin
viscosity increased as the amount of acetic acid in solution increased. Moreover,
they confirmed the improved electrospinnability of gelatin solution not only with
high acetic acid concentration combined with low gelatin concentration but also that
the gelatin electrospun fibers can also be obtained for low acetic acid concentrations
(25%, v/v) combined with high gelatin concentrations (>300 mg/mL). According
to these authors, in the first case, the acetic acid content was high enough to
provide electrical conductivity and, the most important, to dissolve gelatin avoiding
gelling. In the latter case, the concentration of gelatin was high enough to induce the
necessary viscosity and polymer chain entanglement for adequate electrospinning.

Surface Tension

The surface tension is mainly associated with the nature of the solvent and the
polymer concentration used in the preparation of the solution. Thus, depending on
the solvent used and in moderate polymer concentration, a decrease in the solution
surface tension can occur, and the mats obtained may have few or without beads. If
the low concentration polymer solution is used, the surface tension increases, and
it can cause the jet instabilities during the electrospinning process, occurring the
electrospray instead of electrospinning, due to the formation of ejected dropletsand
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not continuous fibers, as expected [89]. To overcome the surface tension increasing
it is necessary to use higher voltages in the electrospinning process to reduce or
eliminate the presence of beads and drops on nanofibers [56, 93].

Conductivity

The electrical conductivity of the solution is the easiness of solution to conduct
electricity. This parameter depends directly on both solvent and polymer used to
prepare the solution. In some cases, salts or nanoparticles may be used to improve
conductivity [96]. According to Bhardwaj and Kundu [56], the use of polymer
solutions with higher conductivity favors finer fibers formation. On the other hand,
electrospun polymeric fibers obtained from solutions with low conductivity do not
exhibited uniformity, due to the presence of beads. The electric conductivity is
increased in the presence of dissolved salts allowing reduction in fibers diameter
[15]. The electrolyte or surfactant addition and the suitable solvent with high dielec-
tric constant can facilitate the achievement of smaller nanofibers, since the polymer
solution conductivity increases and viscosity may decrease to an appropriate value,
favoring a greater jet stretching [97, 98]. On the other hand, one excessively
charged solvent (ionized) can greatly increase the solution conductivity, avoiding
good electrospinnability. The formation of hyaluronic acid fibers (0.8–1.2 wt%)
was suppressed by increasing the formic acid level (>25% wt.) and maintaining
the water concentration to 25 wt% toward H2O/N,N-dimethylformamide/formic
acid system [98]. In this sense, there is a minimum voltage as a threshold for the
electrospinning occurrence, and the presence of ions with greater mobility promotes
larger jet stretching and smaller fiber formation [98].

Okutan et al. [89] evaluated some solution and processing parameters in the
gelatin electrospinning studies. Using the gelatin solution at 20%, they observed
higher electrical conductivity and lower surface tension as compared to the gelatin
solution at 7%. They pointed out that the electrical conductivity increasing and/or
the surface tension of the feed solution decreasing may help to obtain regular
gelatin nanofibers. Similar observations were found by Ramji and Shah [7] during
the electrospinning of blends constituted by PEO and SPI (isolated soy protein).
They verified slight decrease in surface tension, and significant increase in viscosity
occurred as the concentration of either SPI or PEO was increased. So, in these
conditions, continuous fibers were formed with lesser defects.

1.3.2 Processing Parameters

Applied Voltage

Applied voltage is a very important parameter to be controlled as the target is to
obtain nice fibers through electrospinning process. High positive charge density
can be induced on the droplet situated on tip-capillary needle at threshold values
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of applied voltage. This allows overcoming the surface tension and starting the jet
formation, between the tip and the collector. In many instances, applied voltage
higher than 12–15 kV imposes a rise in Coulomb forces in the jet, which lead a
greater elongation degree of the polymer chains. This effect decreases the fiber
diameter [21, 23, 99]. There is a trend to form beads at high applied voltages,
as a consequence of increased instabilities in the electrical-charged jet and in
the Taylor’s cone [100]. According to Yang et al. [100], high voltages could be
used to obtain more uniform and stable electric field that is more adequate for
electrospinning. They observed the more uniform electric field provides a suitable
electric field distribution for producing thinner fibers due to the larger bending
speed, which sufficiently stretches the fiber. Furthermore, high-applied voltages can
affect negatively the fiber crystallinity [101–103]. This is, much probably, due to
the high stretching force which decreases the molecular orientation of nanofibers
by rapid solvent evaporation during the electrospinning process that reduces the
interactions between the polymer chains. Thereby, it is interesting to define an
optimal applied voltage and work distance, to control the diameter, homogeneity,
and degree of crystallinity, aiming desired applications.

Flow Rate

The flow rate of polymer solution is related to the amount of electric-charged
solution that is ejected during the electrospinning process at a given time. The
correct setting of this parameter, joined to the voltage applied, allows producing
fibers without defects (beads or pores) [56, 71, 104]. Low flow rate is adequate for
low volatile solvent, in order for the solvent to evaporate before the fiber reaches
the collector. Instead, for volatile solvents, it is interesting to use higher flow rate
to avoid solvent evaporation at the needle tip, before being ejected. But high flow
rates, even using volatile solvents, can result in beaded fibers due to short drying
time during the jet traveling from the needle to the collector [104, 105].

Tip-To-Collector Distance

In electrospinning process, it is important adjust the tip-to-collector distance to
obtain enough time for drying process before fiber reaching the collector. When
the tip-to-collector distance is too close, jet accelerating to the collector occurs
leading to very little time for solvent evaporating, producing flat and/or thick fibers
[106, 107]; beyond this, the jet presents instabilities and beads on fibers can be
observed [108]. On the other hand, when the tip-to-collector distance increases,
the nanofiber diameter decreases [82, 107]. The increasing tip-to-collector distance
displayed similar results as observed in case of low voltage. Thus, in an optimal
tip-to-collector distance, the fibers present round morphology and smaller diameter.
But it also depends on the polymer-solvent pair studied.
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1.3.3 Ambient Parameters

Temperature and Humidity

The ambient parameters affecting the electrospinning process are directly related to
the experimental atmospheric conditions, which can be adjusted and controlled. The
temperature influences the solvent evaporation rate and the viscosity of the polymer
solution. The control of temperature is paramount to adjust these parameters. At
moderate and controlled temperatures, for instance, 40 ıC, the solubility of polymer
in the used solvent can be improved in relation to room temperature but at the same
time decreases the solution viscosity. In this case, the proper jet stretching and
the polymer elongation lead to the formation of well-distributed fibers presenting
low diameters [15, 109]. Decreasing in the fiber diameter of electrospun polymer
with temperature increases were observed in some researches due to the inversely
proportional relationship of solution viscosity and temperature [109], besides the
solvent evaporation rate also increases.

The relative humidity has a great influence on both electrospinning process and
morphology of electrospun fibers. Therefore, control of humidity is also important.
At high relative humidity, fibers reach the collector before complete solvent evap-
oration leading to fiber fusion, beads, and other defects [109]. For electrospinning
of a hydrophobic polymer, water acts as a nonsolvent, and during the solvent evap-
oration, a dry thick polymer film is formed around the liquid jet and allowing pore
formation [112]. In this case, porous electrospun hydrophobic fibers can be formed
[109–111]. On the other hand, depending on the solvent volatility, at low relative
humidities (very dry ambient conditions), the solvent evaporation rate is higher than
the solution flow rate allowing polymer solidification at the needle tip [113].

Pelipenko et al. [114] electrospun poly(vinyl alcohol) (PVA), hyaluronic acid
(HA), poly(ethylene oxide) (PEO), and chitosan (CS) at controlled relative humid-
ity. It showed the diameter of electrospun nanofibers can be regulated by controlling
the relative humidity. At low relative humidity conditions (<20%), rapid solvent
evaporation occurs and results in the thicker nanofibers (>400 nm). At higher rela-
tive humidity values (>70–80%), the slower solvent evaporation occurs, resulting in
thinner nanofibers.

2 Electrospun Fibers and Characterization

2.1 Based on Natural and Synthetic Polymers

Natural polymers belong to the most important class of polymers used for nanofibers
manufacturing via electrospinning technique. Regarding the natural biopolymers,
proteins such as collagen, silk fibroin (SF), and gelatin are highlighted [115–117].
All these proteins are nontoxic, biodegradable, and biocompatible; they are able to
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mimic the extracellular matrix in the body as well as easily degraded by enzymes
[117, 118]. These properties are required for some biomedical applications. Col-
lagen and SF received great attention because they have excellent mechanical
properties, bioactivity for tissues developing (promote minimal inflammatory reac-
tion toward cells), and occur naturally as fibers, having great electrospinnable
potential [117]. However, collagen is relatively expensive, and, when appropriate, it
can be replaced by gelatin (a biopolymer derived from natural collagen), which is
easily obtained from skins and skeletons of bovine and porcine [116]. On the other
hand, gelatin has less structural consistency regarding to collagen [116].

Few polysaccharides as cellulose and hyaluronic acid (HA) also received atten-
tion for electrospinning due to their properties of tissue regeneration, chemical
resistance, stability, appropriate solubility into organic solvents [98], biodegrad-
ability, and biocompatibility [119, 120]. Cellulose is the most abundant linear
polysaccharide of the earth, being its application economically viable in this point of
view. However, the cellulose has restricted solubility. But the cellulose acetate, one
of the most famous acetate ester derivatives processed from cellulose, can be used
producing very nice electrospun nanofiber mats, which are applicable in several
fields, such as medicine, pharmacy, food industry, and environment [120–123].
The electrospun cellulose acetate can be deacetylated to give back the cellulose
nanofibers. Although HA presents great potential to be electrospinnable, it is more
expensive than cellulose. The HA biopolymer is commonly found in specialized
tissues (extracellular matrix of connective tissue), dermis, cartilages, and synovial
fluids [98].

Polycaprolactone (an aliphatic polyester, PCL), poly(lactic acid) (an aliphatic
polyester, PLLA), and poly(vinyl alcohol) (PVA) are the most important synthetic
biopolymers used to obtain mats by electrospinning [124–127]. These biopoly-
mers also have nontoxicity, biocompatibility, slow biodegradability, and renowned
mechanical property. PCL, PLLA, and PVA are electrospinnable polymers to offer
nanomaterials with applicability in biomedical field on delivery devices, scaffolds,
and healing agents, toward tissue engineering [124–127]. Table 4.1 depicts those
based biopolymers of greater importance regarding the electrospinning procedure,
as well as some important parameters used such as solvent, flow, concentration
solution, and the average diameter of the obtained fiber.

As mentioned in Sect. 1.3 of this chapter, several parameters affect the electro-
spinning process, being those associated with the characteristic of the polymeric
solutions [126] the most important. In this case, the surface tension, viscosity, con-
ductivity, polymer solubility, solvent type and its volatility, and dielectric constant,
among others, are important parameters [117]. For example, the electrospinnable
solution must contain electrical charges to be stretched. So, polymer solution with
zero conductivity cannot give nice nanofibers through electrospinning [98]. So, the
increase of conductivity should cause higher elongation on the jet [98]. In general,
nanofiber obtainment is considered a challenge, whereas the electrospinning process
is complex and it depends on many parameters [89]. Many parameters associated
with the electrospinning were discussed in Sect. 1.2 and 1.3 and will be recalled
when necessary.
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Nanofibers with desired mechanical strength, stability in water, homogeneity, and
low diameter size are required in many applications. PVA, gelatin, collagen, and
SF fibers have low stability to humidity (due to high aqueous polymer solubility)
and in contact with water can lead to rupture of material structure reducing the
potential for application [116, 124]. In this sense, nanofibers based on gelatin
(a.d. D 292 nm) and PVA (a.d. D 290 nm) were cross-linked with glutaraldehyde
(cross-linking between -OH groups on polymer chains and aldehyde) to offer nano-
materials with excellent mechanical resistance and better water stability [116, 124].
However, the high glutaraldehyde toxicity is a disadvantage for these procedures,
decreasing the applicability of this nanomaterial in biomedical field. Undoubtedly,
the use of a cross-linking agent with lesser cytotoxicity like 1-ethyl-3-(3-dimethyl-
aminopropyl)-1-carbodiimide hydrochloride (EDC) is essential to give suitable
biocompatibility to the end material [128].

The system based on N-hydroxysuccinimide/EDC (NHS/EDC) is one of the best
to promote cross-linking toward polymers due to its nontoxicity and selectivity
[128]. SF (a.d. D 183 nm) and collagen (a.d. D 420 nm) fibers were obtained under
NHS/EDC presence from “in situ” procedure, and the as-obtained nanofibers did
not have good water stability, suppressing applications like scaffolds and as drug
delivery agents. After cross-linking, such nanofibers were more resistant and more
stable against humidity [117, 128]. Citric acid was also used as a cross-linking agent
for PVA nanofibers (a.d. D 270 nm), leading to formation of more stable materials
when exposed to water [125]. The higher humidity also promoted an increase on
PCL fiber diameters [127].

Solutions with low viscosity do not favor the electrospinning process because
the solution jet can be easily broken [89, 98, 123]. In this case, the surface
tension has a dominant influence onto electrospinning jet, leading to formation
of beaded fibers (“bead-on-string”) [89, 98, 123]. Currently, it is a challenge to
obtain bead-free fibers in the nanoscale range [127]. Indeed, the surface ten-
sion of the solution may be reduced by an appropriate solvent, namely, by a
“good” solvent [98, 127]. Cellulose acetate (9.17 wt.%), SF (<15 wt.%), gelatin
(7.0 wt.%), and hyaluronic acid (HA) (0.6 wt.%) solutions were prepared at
acetone/N,N-dimethylacetamide/ethanol (4:1:1), ethanol/H2O (95:5 v/v), acetic
acid, and H2O/N,N-dimethylformamide (DMF)/formic acid (1:2:1), respectively,
leading to formation of fibers with “bead-on-string” morphologies [89, 98, 123,
128] (Fig. 4.3). In all these cases, the “bead-on-string” shape may be suppressed by
increasing the polymer concentration [89, 98, 123, 128].

The use of an appropriate solvent with higher dielectric constant reduced the
likelihood of beads occurrence. For example, the formic acid/acetic acid binary
system was used to obtain polycaprolactone (PCL) nanofibers [127]. Formic acid
insertion in suitable amount (1:2 formic acid/acetic acid) assigned the formation
of smaller PCL nanofibers (a.d. D 266 nm) with smoother morphology [127].
Formic acid has dielectric constant (58) much higher than acetic acid (6.2), being the
binary system (formic acid/acetic acid is a less harmful mixture) a better choice for
preparing PCL fibers in the nanoscale range, concerning those systems containing
chloroform (a toxic solvent commonly used for PCL fibers preparation), due to its
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Fig. 4.3 Cellulose acetate fibers with “bead-on-string” morphology: at the low (a) and high
magnifications (b) (Reprinted with permission of Ref. [123])

higher toxicity [127]. The acid medium did not degrade the PCL chains within 3
days, implying a suitable time frame for PCL electrospinning [127]. So a solvent
with a higher dielectric constant causes an increase on electrospinning instability of
the jet, and the interaction between the charges present on jet and solution must be
critical to determine the material shape.

CS is a widely studied polymer due to its important properties such as non-
toxicity, biocompatibility, biodegradability, and antimicrobial [131]. CS can easily
bind to toxic metal ions, which can be beneficial for use in air cleaning and
water purification applications [132]. The repulsive forces between ionic groups
within polymer backbone that arise due to the application of a high electric
field during electrospinning restrict the formation of continuous fibers and often
produce beads. So, it is difficult to prepare nanofibers from CS. Okawa et al. used
trifluoroacetic acid (TFA) for obtaining mats of CS. The TFA is a suitable solvent
for electrospinning of CS because TFA can form salt with CS, so the interchains
CS-interactions are destroyed facilitating the CS nanofibers [133]. The addition
of dichloromethane (DCM) to TFA-CS solution improved the homogeneity of CS
fibers without interconnected fibrous networks [134]. Using the ratio DCM/TFA as
30/70, nanofibers with a.d. D 126 ˙ 20 nm were produced [135].

If the solvent used is not appropriated (does not interact with the polymeric
matrix), the effect may be the contrary of that described previously. Poly(lactic
acid) (PLLA) nanofibers were prepared from binary system, composed by chlo-
roform/DMF (9:1, 8:2, and 7:3). Increasing the DMF concentration led to formation
of PLLA nanofibers with “bead-on-string” morphology [126]. In this case, the DMF
(with dielectric constant of 38) was not a suitable solvent for PLLA, decreasing its
solubility into binary system (composed mainly by chloroform, which has dielectric
constant of 4.8) and even more promoted an increase in surface tension to give
beaded PLLA fibers [126].
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The solution should have a suitable viscosity. Viscous solutions become unwork-
able to be electrospinnable into the syringe, leading the spinneret cloggings [98, 119,
123, 128]. Hyaluronic solutions (1.2 and 3.0 wt.%) promoted the clogging of the
needle capillary, and the fiber formation was interrupted within 1 min for 1.2 wt.%
solution [98]. The adjustment of concentrations for SF (17 wt.%), gelatin (20 wt.%),
and HA (1.0 wt.%) allowed the formation of clear cylindrical fibers with lowest a.d.
(183 nm for silk, 46–88 nm for gelatin, and 100 nm for HA) [98, 119, 123, 128].
HA solution (3.0 wt.%) in NH4OH/DMF (2:1) failed to produce any fibers [119].

Increasing the SF concentration to 21 wt.% promoted higher a.d. of nanofibers
up to 630 nm [128]. Another study showed solutions at low SF (8–12 wt.%)
concentrations were suitable to obtain fibers without “bead-on-string.” This is pos-
sible because many parameters, such as solvent type, polymer molar mass (which
is related to the silk type), temperature, and governing variables (electrical field
strength, fluid flow rate, and distance tip-to-collector plate), can be changed in the
electrospinning process to control nanofiber production with desired morphologies.
So, when SF was electrospinnable from solutions at 8–12 wt.% concentration range,
using formic acid/CaCl2 solution, the a.d. for fibers were 297 nm at 8 wt% and
689 nm for 12 wt.% solution [128].

An appropriate solvent or solvent mixture can facilitate the nanofiber obtainment
[98] with porous morphology or favors the formation of flattened or ribbonlike
fibbers. Flattened cellulose acetate fibers were obtained using DMF/acetone, mainly
when the concentration of cellulose acetate was increased to 16 wt.% [120]. As
already mentioned, the increased concentration enhances the viscosity, slowing the
solvent evaporation, and when the wet fibers are collected, they are flattened by the
impact. Figure 4.4 depicts the cellulose acetate fibers with flattened morphology.

HA nanofibers (a.d. D 100 nm) were obtained only when the ratio between
H2O/DMF/formic acid solvents was 1:2:1. Other proportions were investigated, but
led to negative outcomes. Increasing DMF concentration became the HA solution

Fig. 4.4 Cellulose acetate fibers with ribbonlike morphology: at 50� (a) and 6000� magnifica-
tions (b) (Reprinted with permission of Ref. [120])
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(0.8–1.2 wt.%) electrospinnable [98] due to the lowering of surface tension. In
this case, the higher HA molar weight (106 gmol�1) considerably decreased the
appropriate concentration for electrospinning, regarding those used for the proteins
(Table 4.1). Larger molar weight leads to a much higher viscosity for HA dilute
solutions. This factor becomes a tough challenge to find the critical concentration,
enough to promote the HA chain entanglement to be electrospinnable [119].

When HA molar weight was increased to 2,000,000 gmol�1, 1.5 and 3.0 wt%
solutions were electrospinnable, using NaOH/DMF (4:1) and NH4OH/DMF
mixtures (2:1 and 2:3) [119]. Strong alkaline condition (NaOH) causes
polysaccharide degradation, leading to formation of fibers with 100 nm diameters.
On the other hand, under NH4OH/DMF (2:1) system (a weak alkaline condition),
1.5 wt% HA solution was better electrospun, and nanofibers with much lower size
and narrow diameter distribution were obtained (39 ˙ 12 nm) [119]. In this case, the
key to give thinner nanofibers was the lesser NH4OH/DMF solution conductivity,
concerning the NaOH/DMF solution. According to Brenner et al. [119], the solvent
mixture disrupts the strong H-bonds on biopolymer structure improving chain
entanglement to be electrospinnable.

Porous fibers were obtained using solvents with high volatility. Cellulose acetate
fibers with a high pore density were taken in dichloromethane/acetone (2:1), because
the mixture had boiling temperature at 40 ıC. The large volatility for binary
system favored pores formation [122]. The fast solvent evaporation leads to phase
separation on electrospinning jet; one phase has polymer excess, while the other is
richer in solvent. The poor polymer phase is responsible by the pores formation.
Thus, the vapor pressure of the system has a critical influence on the nanofiber
porous morphology [122].

2.2 Based on Polymeric Blends

The physical mixture of polymers generates a polymeric blend [136–140]. Some-
times combining two or more polymers can benefit the electrospinning process
and also improve the application spectrum of such nanofibers due to new impor-
tant properties of the system [136–140]. For example, some biopolymers have
greater medicinal importance, such as CS, SA, and SF. Depending on the final
destination/application, they may not have adequate mechanical properties to gen-
erate nanofiber with technological interest [136–140]. Besides the hydrodynamic
responses, repulsive forces regard the polyanion or polycation solutions (composed
by polysaccharides or proteins), and several chain conformations adopted by these
charged macromolecules promote lesser electrospinning efficiency, being the pro-
cess of lower reproducibility. This is a challenge, because protein or polysaccharide
nanofibers were not obtained with desired uniformity, limiting their practical
applications. Other parameters associated to polysaccharide/protein solutions are
due to higher surface tension and conductivity [136–140].
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On the other hand, biopolymers such as PCL, PLLA, and PVA have renowned
mechanical property and do not have ionizable side groups in their structures, such
as -NH2 or -COOH, which occur on CS and on several anionic polysaccharides
and proteins, respectively. Such groups are associated with the greatest potential
for biocompatibility of these materials. However, depending on the desired appli-
cation, nanofiber based on synthetic biopolymers must have their biocompatibility
improved [136–140]. For example, the most challenging objective of 3D cell culture
is the manufacture of scaffolding materials with outstanding favorable mechanical
strength and excellent biocompatibility [139]. In this case, the combination of natu-
ral and synthetic biopolymers can give blended systems that overcome limitations of
simple polymer systems [136–140]. All the parameters described in previous section
significantly change the electrospinning process of polymeric blends. Regarding the
blended solution, it must be depicted the effect of some parameters (specially the
solvent type and polymer concentration) on morphology of fibers [138, 140].

PVA/CS (60:40 wt.%) and PVA/SA fibers cross-linked with glutaraldehyde were
carried out and applied as filter for chromium removal and as scaffold matrices,
respectively [136, 137]. The effect on chromium ion removal was maximized by the
CS presence on PVA/CS matrix, since the amino group is an excellent chelating
agent for metals. Cross-linking with glutaraldehyde improved the fiber stability
against water [136, 137]. From PLLA and CS combination, it was possible to obtain
more stable nanofibers against humidity, while neat PLLA fibers in contact with
buffer solution (PBS) were completely disintegrated in just 2 weeks. Nanofibers
(a.d. D 167 to 525 nm) could be generated from PLLA/CS solutions at desired
concentration [138].

Porous nanofibers based on PCL/collagen were prepared with smooth morphol-
ogy, and higher collagen concentrations led to formation of smaller fibers (a.d. D
480 or 689 nm) [139, 141]. Again, the polymeric system viscosity was the key
factor to obtain fibers with suitable morphology [139, 141]. The addition of collagen
decreased the solution viscosity of binary systems composed by chloroform/H2O
or chloroform/methanol and improved the materials mechanical properties [141].
Generally, blended systems composed by several biopolymers have been obtained
and studied [140]. Blends of SF/PVA, SF/PCL, SF/PLLA, SF/CS, SF/gelatin,
SF/HA, among others, were investigated as well [140]. SF nanofibers with suitable
diameter are challenging because the electrospinning of SF aqueous solution often
leads to the formation of ribbonlike fibers. Therefore, the SF and its association with
other components are carried out to give better mechanical properties to the smooth
nanofibers [140].

2.3 Nanofibers Containing Nanoparticles

The addition of organic or inorganic nanoparticles (NPs) into electrospun nanofiber
mats has different purposes, which might be improving or inducing new properties
in the final material such as optical, mechanical, electrical, thermal, and biological,
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among several others, as well as improving the electrospinnability of the polymer
solution by changing key solution properties, e.g., surface tension, conductivity,
viscosity, etc., that are essential in controlling the process, the homogeneity, and
sizes (average diameter, a.d.) of final electrospun fibrous mats.

A quick search at ISI™ database with the words “electrospinning” and “nanopar-
ticles” showed ca. 3500 papers, while more than 8000 papers appeared using the
same keywords at Scopus™ database. Independent of the database chosen, the
oldest papers date from the year 2002. This impressive number of recent papers
published in such a short period of time pictures on how this topic (electrospinning
evolving NPs) is paramount in many fields of science with potential uses as purifi-
cation systems, catalysts, sensors, tissue engineering, energy storage devices, and
drug delivery, among others, that are still yet to be glimpsed by creative researchers.

The addition of NPs is always a challenging task since solution properties are
generally changed, and therefore processing parameters (working distance, applied
voltage, solution flow rate, etc.) have to be adjusted in order to obtain nanofibers
with specific features. Besides, the added NPs should be easily dispersed in the sol-
vent to avoid precipitation and heterogeneous distribution into the fibrous polymer
matrix. The use of surfactants, vigorous mechanical stirring, ultrasonication, and
in situ polymerization has been reported as convenient means to achieve satisfactory
filler dispersion throughout the polymer matrix. Among the organic NPs, single
or multiwalled carbon nanotubes [142–144], cellulose nanocrystals [145–150], and
chitin nanocrystals [151–155] have been the most reported in the preparation of
electrospun composite mats.

In general, carbon nanotubes (CNTs) have been incorporated into fibrous mats
owing its electrical features and high Yong’s moduli (�1000 GPa) [156], to induce
electrical conductivity and improve mechanical properties. For instance, Seoul et al.
[157] used CNTs to modify conductivity of poly(vinylidene fluoride) (PVDF) in
DMF solutions and electrospun fibrous mats. CNTs addition (0.002 and 0.004-
wt%) to PVDF solutions caused significant increase in the solution viscosity from
1200 to 1800 cP, while further increment on CNTs contents did not significantly
alter such feature. Homogeneous electrospun nanofibers (a.d. D 70 nm) were
obtained from 20-wt% PVDF solutions with 0.0004 wt-% CNTs, using voltage
of 5 kV, 18-gauge needle (solution flow rate was not provided), and 5 cm of tip-
to-collector distance. At 0.1-wt% CNTs the electrospun fibrous mats presented an
outstanding 6 orders of magnitude increment in electrical conductivity properties
from 1 � 10�12 S/cm to 1 � 10�6 S/cm. Another study reports the effect of
multiwalled carbon nanotubes (MWNTs) in the electrical features of poly(methyl
methacrylate) (PMMA) electrospun fibers [158]. Electrical conductivity of pure
PMMA film was ca. 10�15 S/cm while 1.4 � 10�2 S/cm for cast films at 5
wt-% MWNTs. Surprisingly, the electrical conductivity for electrospun
MMA/MWNT fibers decreased to 10�10 S/cm, regardless of the concentration
of carbon nanotubes (1–5 wt-%). That behavior was explained by the high porosity
of the fibrous mats and by the fact that the fillers were completely embedded by the
PMMA chains.
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Sen et al. [159] demonstrated the effects of single walled carbon nanotubes
(SWNTs) and ester-functionalized SWNTs on the tensile strength of electrospun
polyurethane and polystyrene nanofibers. The addition of either fillers at a ratio of
1:100 (filler/polymer) increased more than 200% the tensile strength of electrospun
fibers.

Bio-based nanoparticles such as polysaccharide nanocrystals (cellulose or
chitin), which are easily obtained from biomass residues, are biodegradable and
biocompatible and present high Young’s modulus (�150 GPa), and have been
employed as reinforcement in polymeric materials. Naseri et al. [154] tested the
surface chemistry of polysaccharide nanocrystals (at 50 wt-%) in the electro-
spinnability of CS/PEO solutions. It was found that surface charges have significant
impact on spinnability, dispersion of nanofillers and final aspects of fibrous mats.
Fibrous mats containing chitin nanocrystals were easier to electrospin, and the
fibers were more homogeneous than those mats prepared from cellulose. The basic
difference resides on the surfaces of nanocrystals; cellulose was negatively charged
due to the presence of sulfate groups, while chitin was positively charged due to the
presence of amine groups (protonated at the solution acid pH). The main reason was
that solution with chitin presented higher viscosity, higher conductivity, and lower
surface tension as compared to those with cellulose. Moreover, samples containing
chitin whiskers presented higher water wettability (drop water contact angle D18ı).

The inorganic NPs usually employed in the preparation of electrospun nanofibers
composites are gold [160, 161], silver [162–164], hydroxyapatite [165, 166], clay
minerals [167–169], bioactive glass [170], metal oxides [171, 172], silicon [173],
among others.

Wong et al. [174] showed that the presence of hydroxyapatite (HAP) nanopowder
in PCL nanofiber also affects the tensile modulus of mats. It was observed
that tensile modulus increased with increasing HAP concentration on electrospun
polymer composites. This was due to HAP particles being carried by the nanofibers
and to confine the segmental motion of the PCL chains, which results on enhancing
the tensile strength of the composites. In this case, the electrospinning process leads
to molecular chains reordering, like in a melt flow fashion. The tensile strength
was improved by increase on anisotropy, molecular conformation, and the transition
from flaw-sensitive domain.

2.4 Physical and Chemical Changes on Surfaces
of Electrospun Fibers

Surface chemistry and physical aspects of electrospun nanofibers (e.g., surface to
volume ratio, roughness, porosity, porous size distribution, etc.) are paramount to
design functional materials for specific applications [175]. Therefore, chemical and
physical changes on electrospun fibers surfaces targeting different goals have been
reported and are subject of some review papers [176–179].

Many different physical approaches to modify surfaces including etching meth-
ods and laser ablation, plasma, differential solubility, and thermal stability of



104 E. Corradini et al.

fiber components have been reported [180–182]. Chemical methods are virtually
unlimited and depend mostly on surfaces composition [178, 183, 184]. Surface
modifications targeting technological applications, including tissue engineering,
antibacterial agents, water/oil separation, biosensor, drug delivery, enzyme immobi-
lization, among others, are explored in this section.

Tan et al. [185] prepared vascular grafts based on PCL, gelatin (GT), and PVA
using electrospinning and tested the material ability to improve tissue regeneration
using subcutaneous implants in rat models. Faster degradation rate and higher
solubility of PVA under physiological conditions, related to PCL and GT, provided
fibrous membranes with large porous allowing cell infiltration and migration within
the scaffolds improving cell regeneration and healing process. Therefore, PVA was
used as a sacrifice material with differentiated solubility parameters to generate
high porosity. Furthermore, chemical modification was provided by functionalizing
the fibrous mats surfaces with heparin, which is an antithrombogenic (i.e., inhibits
blood clot formation) agent. In this case, both physical and chemical modifications
were performed on the surfaces to achieve electrospun scaffolds with adequate
biomechanical and biocompatible features to be used in tissue engineering.

Several water-soluble polymers can be successfully turned into nanofibers
through electrospinning. However, the high surface area to volume ratio of electro-
spun materials induces fast solubilization in aqueous media hindering many possible
applications. In order to prevent undesirable solubility, physical and chemical cross-
linking approaches have been reported. For instance, Liu et al. [124] reported the
preparation of cross-linked PVA nanoporous fibrous mats from electrospinning.
Fe3O4 NPs were added to PVA aqueous solutions (8 wt-%) and then electrospun at
10 �L mL�1 by a syringe pump, voltage of 9.0 kV, and working distance of 10 cm.
PVA fibers were chemically cross-linked through the formation of acetal bonds
by reacting the hydroxyl groups from PVA with glutaraldehyde. Further, Fe3O4

NPs were removed by differential dissolution in HCl solutions producing highly
porous cross-linked PVA membranes. The membranes presented a.d. D 290 nm with
pores (14�20 nm, as indicated by N2 isotherms) throughout the polymer matrix.
The authors suggest the possibility of such material to be used as biomaterial.
Similar approaches for cross-linking PVA electrospun fibers with glutaraldehyde
have been also reported [186, 187]. Physical stabilization of polymers by increasing
crystallinity with either thermal or nonsolvent treatment has been reported [188].

Hydrophobic NPs such as Ag nanoclusters and hydrophobic nanosilica have also
been incorporated on electrospun nanofiber surfaces to impart hydrophobicity in
water/oil separation systems [189–191].

Layer-by-layer (LbL) assembly of oppositely charged materials has also been
reported in electrospun mats surfaces modification. He et al. [192] developed poly-
L-lactide (PLLA) electrospun scaffolds to be further modified with polysaccharide-
protein (CS-gelatin) by LbL self-assembly. The modifier polymers were chosen due
to similarity of extracellular matrix (ECM). The modified electrospun mats were
used in nerve regeneration. It was showed that both number of layers and top layer
influence neurons attachment and outgrowth enhancing cell matrix interactions in
relations to pure PLLA membranes.
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A myriad of physical and chemical modifications of electrospun fibers have
been reported, and the most adequate one depends on fiber composition, toxicity of
reactants, single or multiple reaction steps, and final material application. Therefore,
it is up to us to decide which path is more adequate and beneficial when considering
specific fibrous mats surface changes.

2.5 Techniques Often Used for Characterization
of Electrospun Fibers

The electrospinning process is highly versatile to obtain materials structured in the
form of nanofibers [193]. As stated before, due to the electrospun fiber being formed
by extremely thin line with nano- and/or submicrometric scale, their meshes have
a high surface to volume ratio [194]. Moreover, the nanofibers often exhibit high
porosity and ductility and can be formed into a wide variety of sizes and shapes
[195, 196]. Among the advantages of using electrospinning for fiber forming, the
control of composition thinking in terms of polymer blend or polymer-containing
nanoparticles to achieve desired properties and functionality can be mentioned.
So, different techniques need to be applied for a complete characterization of
electrospun nanofibers for anticipating a specific (or a set) of use. According to
thermal, structural, morphological, and mechanical properties, several techniques
can be used allowing a complete characterization of electrospun material.

It is very common to see papers highlighting the morphology of electrospun
materials using the microscopies: optical (OM), atomic force (AFM), and electronic
scanning/transmission (SEM/TEM), in which the most common is the SEM [197].
In addition, several studies have analyzed the fibers through thermal analysis (TGA,
DSC, DTA, etc.), highlighting the use of DSC [198] to study the thermal behavior
of electrospun polymer alone or mixed with other polymers or bioactive substances,
for example [194]. Regarding the addition of bioactive substance or mixture of
polymers, or synthesis, spectroscopic techniques (FTIR, NMR, XPS, etc.) are also
often used to evaluate the chemical structure of electrospun material [198] and
mechanical characterization through DTA, DMA, etc., to assess the effect of the
polymer mixture or compound addition on the fiber strength [199]. The presence
of metallic NPs in polymeric nanofibers can be done through atomic absorption
technique [200].

2.5.1 Thermal Analysis

Thermal analyses, such as TGA, DSC, DTA, etc., are extensively used to char-
acterize polymer materials, in general, due to the easy sample preparation, to
sensibility to changes in physical and chemical structures, and to the facile data
interpretation. Specifically, these techniques can provide information of structural
organization of electrospun polymeric fibers. It is possible, for instance, to check
whether the electrospinning process leads to a modification from thermal properties
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of electrospun material such as crystallinity, glass transition, melting temperature,
thermal stability, phase transition, or weight loss due to temperature-induced
decomposition or evaporation, as compared to pristine polymers.

Bizarria et al. produced membranes of CS/PEO 80/20 w/w through electrospin-
ning process [196]. They observed by thermal analysis (TG and DSC) that the
electrospinning process did not considerably affect the thermal properties compared
to raw (not electrospun) polymers. However, the presence of CS significantly
interfered on the PEO crystallization and leads the PEO melting peak to shift
to lower values. Besides disfavoring the crystallization, the presence of CS also
delayed the crystallization of the PEO.

Awal et al. [201] developed nanoscale composite fibers from wood pulp,
modified wood pulp, and PEO, through induced electrostatic interactions using
two parallel collector discs. Fibers with a.d. ranging from 339 to 612 nm were
observed through SEM. These authors showed by DSC analysis that such composite
fibers presented lower melting temperature than PEO powder. Moreover, they also
observed by TG that the composite fibers presented thermal stability relatively lower
than PEO powder. Furthermore, spreading of crystalline structure in the composite
fibers and acetylated wood pulp was reduced.

Waseem et al. [199] investigated electrospun nanocomposite fibers from
poly(vinyl pyrrolidone) (PVP) solutions with incorporated MWCNTs. The
electrical resistance decreased with increase of temperature due to the phase
transition occurred on polymer chains. The phase transition ranges from 37 to
60 ıC, as confirmed by DSC studies. Moreover, no significant effect was observed
on the glass transition temperature (Tg) of PVP/MWCNTs nanocomposite. These
results suggested that no significant covalent bonds occurred between the MWCNTs
and the PVP chains.

Ibrahim et al. studied PAN-based electrospun nanofibers followed by oxidation
at 270 ıC and subsequently carbonization at 750, 850, and 950 ıC for 1 h [198].
The carbonization process removed all non-carbonaceous material and preserved
the carbon fibers. This process leads to highly purified carbon nanofiber mats
with adequate property for possible use as a sensor material in a structural health
monitoring (SHM). Such electrospun PAN fibers were lightweight and less costly
and did not interfere with the adequate structural monitoring. The PAN fibers before
and after the carbonization process were characterized through electrochemical
impedance spectroscopy (EIS), X-ray diffraction (XRD), TGA, DSC, FTIR, and
drop water contact angle measurements. The results indicated the carbonization
process improved the physical properties, such as carbon amount, hydrophobicity,
and ionic conductivity of PAN nanofibers. Chemical reactions, such as cyclization,
degradation, and thermal cross-linking occurred during the heating of the PAN
fibers. Moreover, factors such as heating rate, the environment, the mass of the
polymer, and the type and nature of material filler can modify these processes. The
authors observed that beyond the stabilization, time has been increased, the peak
attributed to cyclization expanded, and the cyclization temperature considerably
increased. During cyclization of nitrile groups, releasing of heat occurred, and this
exothermic process was able to fragment the chains. The exothermic process can be
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observed in the DSC thermograms through a peak attributed to the cyclization of
the nitrile groups, in PAN-based on the free radicals.

Fouad et al. [202] prepared electrospun poly(DL-lactide-co-glycolide), (PLGA),
nanofibers and analyzed by TG and DSC. As a relevant result, the authors observed
that Tg of the electrospun sheet is lower than that of the raw PLGA. This event was
associated to occurrence of molecular chains orientation in the electrospun polymer
nanofibers and to a larger area-to-volume ratio of electrospun mats. Moreover,
the electrospinning process reduced the chain entanglements and, consequently,
decreased the crystallinity of the fiber as compared to PLGA bulk material. Also,
TG analyses allowed observing the weight loss due to thermal decomposition or
evaporation occurred at a higher temperature for bulk as compared to PLGA fibers.
This result was attributed to the presence of residual solvents in the nanofiber sheet.

2.5.2 Structural Chemical-Physical Analysis

Spectroscopic techniques such as FTIR, NMR, XPS, and others are suitable for
studying the chemical structure of polymeric materials, in general way, and, obvi-
ously, can be employed to study electrospun meshes. For instance, these techniques
allow evaluating if during electrospinning process occurs or not modification on
chain structure such as chemical or physical events. Beyond this, the occurrence
of intermolecular interaction forces, covalent bond formation, or also structural
deformation can be observed on electrospun material and on another eventually
present substance.

Composite fibers from wood pulp and PEO were studied by Awal et al. [201]
through FTIR. The characteristic peak of PEO was observed since less wood pulp
was incorporated in the composite system.

FTIR analysis made by Wei et al. [194] on poly(L-lactic acid) (PPLA)/captopril
composite nanofibers indicated the electrospinning process changed the physical
form of captopril, but its chemical structure remained unchanged. This was possible
once the characteristic peaks in the composite shifted to higher wavenumbers in
the FTIR spectra of the composite. Probably, the process occurred by mechanism
related to weakening the association of the hydrogen atoms with the addition of
PLLA, highlighting that the oxygen of the carbonyl group in PLLA could form the
hydrogen bond with the hydroxyl of captopril carbonyl.

CS and PVA blend solutions were investigated by Zhou et al. [203] , and they
observed that blends were homogeneous and optically clear and, thus, present only
one phase indicating complete miscibility. Moreover, analysis by FTIR on such
blends demonstrated that the absorption band at 3420 cm�1 concerned the –OH
and –NH stretching vibrations, broadened, and shifted to a lower wave number. This
matches on addition of PVA in the blends, and it is due to the formation of H-bonds
among CS and PVA chains. Moreover, such authors observed that intermolecular
interactions between PVA and CS disturb the crystallization of CS.

Electrospun fibers of Nylon 11 were characterized by Dhanalakshmi et al. (2008)
through XRD [204]. The Nylon 11 is a polymer with about five crystalline phases
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(’, “, ”, •, •’, and ’’). The authors pointed out the electrospinning process
transformed the a phase of Nylon 11 to g phase, and such fact was attributed
to fast evaporation of the solvent combined to the elongation of the fibers during
electrospinning process that lead to a mechanical deformation. Moreover, the rapid
solidification of the polymer solution limited the development of crystallinity. Using
the same technique, Oliveira et al. [205] showed that different mechanisms and
timescales are important key factors for fiber crystallinity of electrospun fibers from
PLA, PEO, and PCL solutions. It is well known that the crystalline structure and
chain orientations in electrospun nanofibers depend on molecular weight, polymer-
solvent interactions, and process timescale.

Using a mixture of trifluoroacetic acid/dichloromethane (TFA/DCM) as solvent,
Sencadas et al. [206] obtained electrospun CS (CS) nanofibers. They observed
through FTIR that strong acids such as the mixture of trifluoroacetic/hidrochloridric
(TFA/HCl) can charge the polymer. In this case, strong electrostatic interactions
and rotational distortion are induced around the main polymer chain. Moreover,
the electrospun CS nanofibers can be cross-linked using glutaraldehyde (GA) once
an increase of methylene groups resulting from condensation reaction occurred.
The resulting product presented more elongated chain due to intermolecular cross-
links and inhomogeneities of the reaction. These authors calculated the degree
of deacetylation (DD), being around 86% for CS, using a method developed by
Brugnerotto et al. (2001) [207], through FTIR and 1HNMR experiments. It was
observed that the electrospinning, neutralization, cross-linking, and neutralization
followed by cross-linking processes did not change the degree of deacetylation.
Once CS can exhibit two crystalline structures (form I and form II), the crystallinity
of electrospun CS was further studied by X-ray diffraction. It was observed
decreasing on degree of crystallinity of CS due to electrospinning process. Due
to exposure to strong electric field in the flight needle tip/collector, the diffusion of
CS chains to incorporate to growing crystals was compromised, resulting in lower
crystallinity and a formation of a less homogeneous crystalline structure. Finally,
the authors pointed out the cross-linking process induced reorganization of polymer
chains through rearrangement of intra- and intermolecular hydrogen bonds from CS
network and introduced discontinuities along the polymer chains, which hindered
crystal formation.

2.5.3 Morphological Analyses (OM, SEM, TEM, etc.)

The information that one gets on the morphology and the dimensions of the physical
structure of the material depend on microscopy technique used: OM, SEM, TEM,
or AFM. The SEM has been largely used to assess the structure and morphology
of electrospun materials. In general, information about the average and diameters
distribution of fibers and some structural characteristics are obtained from SEM
micrographs. Several papers have been published highlighting the structure of
electrospun materials describing on how electrospinning inputs change the mor-
phological structure of electrospun nanofibers [208]. For instance, Dhanalakshmi
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et al. (2008) showed by SEM images that electrospun fibers of Nylon 11 present two
different morphologies [204]. Uniform nanofibers of Nylon 11 from electrospinning
of 10 wt% concentration solution, with a.d. �300 nm, were obtained. At higher
polymer concentration (20 wt%), however, ribbons and circular fibers, with diameter
ranging from 400 nm to few micrometers, were obtained.

2.5.4 Mechanical Properties

The mechanical properties of electrospun materials depend on many factors such as
polymer fiber composition, the solvent type, operating conditions, and the setup
used as collector. Shing-Chung Wong et al. [174] showed the tensile strength,
stiffness, and draw ratio of electrospun PCL nanofibers increased, in an abrupt
fashion, by decreasing the fiber diameter. In same work a study evaluating the
dependence of crystallinity and molecular orientation with tensile properties was
performed through X-ray diffraction (RXD). Reduction of PCL nanofibers diameter
improved the crystallinity and molecular orientation. The abrupt change in tensile
properties was raised from enhanced orderliness of the amorphous phase and more
crystalline regions.

The mechanical properties of PCL nanofibers were investigated by Baker et al.
[209], using AFM. An optical adhesive substrate was used for anchoring the PCL
nanofibers. The AFM results indicate the fiber no longer slipped over the ridges
following the curing of optical glue anchoring points. Moreover, the anchoring
process was able to create condition that allowed for the determination of fiber
mechanical properties. However, slippage of the fiber off the AFM tips still occurred
during extensibility measurement giving a lower limit for the maximum extension
of a PCL fiber.

PVA/CS electrospun nanofibers were properly prepared with heat-mediated
chemical cross-linking. The mechanical properties of mats were dependent on PVA
amount [203]. Increasing the PVA content lead to improvement in mechanical
properties (tensile strength, elongation at break) of such material and also the
swelling ratio, beyond contributing for intensification of intermolecular interaction
among CS and PVA chains (hydrogen bonds evolving hydroxyl oxygen atoms of
PVA and -NH2 or -OH groups of CS).

The effects of external loads and temperatures on the resistance of electro-
spun nanocomposite fibers based on PVP with MWCNTs (incorporated before
electrospinning) were investigated by Waseem et al. [199]. The main factors that
influenced the resistance of fibers were the porosity, charge carrier concentration,
and polarizability of inclusions in the polymer matrix. Moreover, charge carrier
concentration and polarizability could be increased by addition of MWCNTs.
However, increase on MWCNTs content reduced the porosity of the electrospun
fiber films under the load. Electrospun PLGA nanofibers were investigated by Fouad
et al. [202] through dynamic mechanical analysis (DMA). Their results indicated
a strong dependence of the viscoelastic behavior of PLGA nanofibers in terms of
frequency. The storage modulus (G’) increased as the time elapsed, but the loss
modulus (G”) decreased with rise of frequency.
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Plenty of techniques may be used for characterizing the nanofibers made by
electrospinning. Exception for the mechanical properties, the techniques used for
characterizing a pristine material can be used, as a rule, to characterize the mats
made through electrospinning.

3 Technological Application of Electrospun Fibers

3.1 As Scaffolds for Cell Growth

Polymeric mats made through electrospinning belong to a very important class
of materials that may be used as scaffolds for cell growth in tissue engineering,
among other uses [56, 210, 211]. For instance, using the keywords electrospinning,
nanofibers, and tissue engineering in the ISI™ database, almost 1800 works were
found being ca. 97% of them published in last 10 years. This data show this
technological use of electrospun nanofibers is a hot topic in materials science and in
biomedical/biotechnological fields [211–213].

The replication of the native cell in an environment that simulates the living
environment is very important and should be taken into account when designing
scaffolds for tissue engineering [214]. This is why scaffolds often simulate the
native extracellular matrix (ECM). Three methods can be used for manufacturing
polymeric nanofiber-based scaffolds, which are phase separation, self-assembly,
and electrospinning [215]. The electrospinning is the unique that enables the
production of polymeric fibers having a diameter ranging from tens of nanometers to
micrometers [216]. The development of scaffold consisting of nano- and microfiber
made by electrospinning technique has been extensively explored, as fibers can be
prepared with similar diameters to natural fibers found in the ECM [217].

Electrospinning ultrafine fibers from biodegradable and biocompatible polymers
fashioned interesting opportunities for biomedical applications due to their inherent
properties such as high surface to area ratio, suitable porosity, stiffness, and also
to topographic-structure aspects. Despite these advantageous properties, the nature
of the surface chemistry of the fibers of most natural and synthetic materials has
repressed the development of nanofibers for use in tissue engineering [218]. In
addition, hydrophobic, the unwanted adsorption of nonspecific protein, attachment,
and bacterial growth are factors that limit final use of nanofibers. The lack of
surface functionality in many cases and an incomplete understanding of the myriad
of interactions among cells and the ECM proteins are still a challenge to improve
the implementation of these systems. In this way, physical and chemical treatments
were applied in order to modify or control the surface properties of electrospun
fibers. A lot of information is presented in review from Yoo et al. (2009) [177] for
readers interested in this specific issue. Chemical functionalization for achieving
sustained delivery through physical adsorption of diverse bioactive molecules is
deeply discussed in that review.
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Plasma treatment, wet chemical method, surface graft polymerization, and
co-electrospinning of surface-active agents and polymers are the most used method-
ology for nanofiber surface modification. Bioactive compounds including anticancer
drugs, enzymes, cytokines, and polysaccharides were entrapped inside (or out-
side) the nanofiber and/or physically immobilized on the surface, for controlled
drug delivery or for improving the cytocompatibility. The surfaces of electrospun
nanofibers can be also chemically modified with immobilizing cell-specific bioac-
tive ligands to enhance cell adhesion, proliferation, and differentiation by mimicking
morphology and biological functions of extracellular matrix. For instance, SF
nanofibers, prepared by electrospinning and further immobilization of sodium
heparin at the mat surface, were done by Cestari et al. [219], targeting improvements
in the hemocompatibility for application as scaffolds in tissue engineering. The
authors showed that the SF nanofibers having heparin immobilized (at maximum
5%) at surface improved the VERO cells growth as compared to pristine SF
nanofibers.

3.2 As Matrix for Drug Carriers

The Drug Delivery technology (DDt) has been widely studied in recent years as an
efficient way to combat health problems. A material can be considered as belonging
to DDt category as it has the ability for prolonging the drug release time, maintaining
constant the concentration of released drug turn forward through physical, chemical,
or biological stimulus. In this technology, the matrix is known as excipient or drug
carrier. Electrospun nanofibers can be engineered to act as vehicles for delivering
agents that hasten wound healing. Their large surface to volume ratio and easy
manipulation makes electrospun nanofibers ideal candidates as excipientes (or
carriers) of immobilized antibiotics, enzymes, antimicrobial peptides, and growth
factors. Many tests should be performed in these excipients in order to ensure the
respect of its biocompatibility or no toxicity [220–222].

Natural polymers have advantages in biocompatibility since they have often
both biodegradability and bioactivity. Chitosan is renowned due to its antifungal
and antimicrobial activities. Recent studies show CS can also be used as DD for
nasal therapeutic [221]. Spherical nanoparticles of N,N,N-trimethyl CS (TMC)
with diameters of 66, 76, and 85 nm were synthesized by reaction with methyl
iodide, showing efficiency in controlling release to act as hepatitis B antigen [223].
Applications like this are due to the mucoadhesive property of CS, which extends
the residence time in a given body area such as the colon [224, 225]. Another study
showed that curcumin can be incorporated into cellulose films (natural polymer)
by electrospinning. The cellulose fibers produced by electrospinning showed good
homogeneity in all studied curcumin concentrations of 5–20% w/w. Curcumin is
well known for its antioxidant, anti-inflammatory, and antitumor properties, so the
interest in this compound significantly increased targeting to develop devices based
on DDt for cancer treatment [226]. DDt was used for treatment of oral candidiasis
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infections using PVA and PVP electrospun with cellulose acetate for cetylpyridine
chloride transporting [227] and for controlled releasing of gentamicin sulfate [228].

The principle behind polymer-based nanofibers for DDt is that the dissolution
rate of drug particles increases as the surface area of both drug and the correspond-
ing carrier are increased. For controlled drug delivery, apart from their large surface
area to volume ratio, polymer nanofibers also have other additional advantages
such as the ease of drug incorporation into nanofibers. Therapeutic compounds can
be conveniently incorporated into the carrier polymers using electrospinning. The
resultant nanofibrous membrane containing drugs can be applied topically for tissue
engineering as wound healing specific use [195].

Hydrophobic polymers provided a backbone and degrade over a longer period,
whereas the more hydrophilic polymers degraded or dissolved faster. The choice
of polymer or polymer blends is important in wound dressings aimed at controlled
release [229].

The release of a pharmaceutical dosage can be rapid, immediate, delayed, or
modified dissolution depending on the polymer carrier used. It was found that drug
dissolution was facilitated by the dispersion of amorphous drug on electrospun
polymer nanofibers [230].

Kenawy and co-workers [231] fabricated electrospun mats from nondegrad-
able polymer, polyethylene-co-vinyl acetate (EVA), and a biodegradable polymer
polylactic acid (PLA) and a 50:50 EVA/PLA blend for tetracycline hydrochloride
release. The electrospun EVA matrices showed faster release kinetics as compared to
electrospun PLA and blend matrices. Burst release followed by a slower release was
exhibited. Tetracycline’s release rate from EVA/PLA blend mats was intermediate
between that of PEVA and PLA, which showed the possibility of controlling release
rate by varying the ratio of polymer blend. Antibiotic electrospun mats of PLAGA
and their PEG-based copolymers retained the activity of encapsulated Mefoxin
(cefoxitin) and successfully inhibited the in vitro growth of Staphylococcus aureus
and promoted wound healing in vivo in a rat model [232].

The most popular polymer solutions used for DDt are the aliphatic polyester
blends of the copolymer PLGA, due to its biocompatibility and degradability [233]
capabilities. However, the quick aqueous dissolution of PLGA components limits
the use due to burst release when encapsulating drugs. Numerous drugs and blends
can be simultaneously electrospun or intermittently layered into a single material
with a more complex distribution of drug component. For instance, Thakur and co-
workers used a multi-spinneret system to produce a composite mat composed of
lidocaine- and mupirocin-loaded poly(L-lactide) (PLLA) electrospun fibers [234].

3.3 As Adsorbent Material

Water pollution by potentially toxic metals and drugs caused by industrial, agri-
cultural, and domestic sources sewer is one of the most serious environmental
and public problems. For Manzetti and Ghisi [235], the domestic wastes are the
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principal sources of antibiotics in the water contamination, in which the current
decontamination process does not completely remove the compounds of antibiotics,
resulting in a low, but steady, concentration of remaining contaminants. Also, it
is stated that the second largest source of contamination comes from agricultural
activities, where antibiotics are transferred to the environment from compounds
present in feces and urine of animals and mud. The contaminants result in a local
cycle of antibiotic transfer to soil and pasture returning to animals through food,
reaching therefore man [235]. For Kemper [236] the majority of the antibiotic is
water soluble, eliminating about 90% of the drug in the urine and 75% in feces.

Conventional treatments such as coagulation, filtration, and chlorination can
remove about 50% of drugs in water. However, advanced treatments such as ozona-
tion, advanced oxidation, active carbon, and membrane processes (nanofiltration
and reverse osmosis, RO) can remove much higher concentrations. A promising
alternative to these treatments is the use of membranes containing nanoscale fibers,
which have a high degree of porosity. High porosity composite nanofibers can be
obtained by the electrospinning process [237].

For the electrospun fibers from polymer solutions, the presence of residual
solvent in the fiber facilitates interlocking connection of these, creating a cohesive
and strong structure [238].

For common filtration application, the most intuitive and in fact the most effective
and strong filters consist of a mesh kind of structure made of fibrous material.
These fibrous structures provide narrow pore size distribution which ensures high
selectivity and better mechanical strength. Since it is very difficult to produce fibrous
membranes with nanopores for nanofiltration or RO applications, researchers started
to play around with chemistry of molecules and chemistry of surfaces to make such
nanostructures. Electrospun nanofibrous membranes (ENM) have already showed
good results in microfiltration uses. So ENMs have very good potential in micro-
filtration as well as ultrafiltration industry. For instance, the pore size observed in
SPEEK electrospun membrane (a.d. D 26–200 nm) is suitable for ultrafiltration. The
narrow pore size distribution observed here is very promising because the selectivity
of the filter improved so much [239]. For instance, poly(methacrylic acid) and
cellulose acetate (PMAA-modified CA) membrane could be used for the adsorption
of heavy metal ions from water. Adsorption experimental results indicated that
higher initial pH value corresponds to higher adsorption capacity [240].

The thin-film composite nanofibrous filtration membranes containing a
hydrophilic calcium alginate/carboxyl multiwalled carbon nanotubes hydro-
gel barrier layer and a polyhydroxybutyrate nanofibrous substrate (PHB-
CaAlg/CMWCNT) were prepared by electrospinning technique. The hydrophilic
top hydrogel nanofibers layer were further redissolved and combined with Ca2C
cross-linking to form a barrier layer with several micrometers thick on PHB
nanofibrous substrate. The obtained PHB-CaAlg nanofibrous membrane by
synchronization electrospinning could improve the hydrophilic property of PHB
nanofibrous substrate as transitional layer and closely integrate with the top hydrogel
layer. The results showed the tensile strength and the breaking elongation rate of
PHB-CaAlg/CMWCNT membrane reached 2.59 MPa and 120%, respectively. The
water contact angle of PHB-CaAlg/CMWCNT membrane was 19.4ı indicating the
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membrane had good mechanical strength and hydrophilic nature. The dye Brilliant
blue adsorption capacity of PHB-CaAlg/CMWCNT membrane was twice higher
than PHB-CaAlg membrane. The flux for oil emulsions and Brilliant blue was
84.01% and 89.73% for pure water flux, respectively, indicating that the membrane
had excellent antifouling property [241].

Also, the electrospun CS/PEO nanofibers have been used to adsorb potentially
toxic metals such as copper, lead, cadmium, and nickel ions from aqueous solution
[240, 241]. Adsorption experiments were carried out using electrospun CS/PEO
nanofibers to investigate adsorption of copper (II) ions from aqueous solutions. An
optimal adsorption of 94.7% was obtained by using 75 mg of nanofibers in 200 min
at pH 5.5 and a temperature of 55.7 ıC with initial copper concentration of 100 ppm
[242]. This membrane has promising applications as nano-filtration membrane to
remove small organic and inorganic molecules in wastewater.

The electrospun nanofibrous membrane possesses three-dimensional network
and completely interconnected pore structures. So, the qualitatively controlled pore
size distribution from submicron level to a few micrometers and high porosity
have been widely used for wastewater treatments. However, the irreversible fouling
of traditional electrospun filtration membrane materials with poor hydrophilic
property results in the membrane pores blocking and flux significantly decreasing.
Many efforts have been exerted to modify the hydrophilic property of membranes,
including polymer blending, surface coating, and surface grafting [241].

3.4 Other Technological Applications of Nanofibers

As already mentioned, the contamination of water bodies by drugs is a worldwide
environmental problem. An example of these pollutants is the metronidazole, an
antibiotic used to treat infections caused by protozoa and anaerobic bacteria [243,
244]. The presence of the drug in aquatic environments indicates the need to
monitor such pollutant, as several studies have emphasized their high toxicity, low
biodegradability, carcinogenic and mutagenic effects, bioaccumulation potential, as
well as high solubility in water [243, 245, 246].

Electrochemical methods stand out for being simple and accessible, moreover
having high sensitivity and selectivity, and the possibility of measurement is
performed directly in the environmental matrix without the need of pretreatments,
allowing considerable reduction of costs and time in analysis. So electrochemical
methods constitute simple and affordable alternatives for the determination of
emerging pollutants such as metronidazole [247, 248].

Electrospinning has been used to manufacture nanofibers with potential applica-
tion as a sensor, since the nanofibers have a remarkable porous structure, proximity
between the same and high surface area, providing good contact with the analyte
[249]. This technique has been extensively studied for production of various types
of nanofibers or nanowires of different polymers, such as PVP [250], PLA [251],
PVA [252], among many others. New frontiers in the application of polymers
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have been investigated, involving obtaining new precursor molecules, structures,
arrangements, and molecular rearrangement synthesis and processing steps [253,
254].

Thus, the development of electroactive polymer nanofibers by electrospinning
has presented unique properties and many potential uses, such as in fabrication of
nanoelectronic and optical devices, in biomedical materials, protective garments,
filtration media, charge accumulating devices, actuators, and sensors.

4 Future Trends

Despite electrospinning being a widely researched issue with technological
application in several fields [175], there are still, undoubtedly, many opened
windows for opportunities to overcome some existing challenges and also to meet
new structures, morphologies, and properties.

As discussed in Sects. 1 and 2 of this chapter, the physical-chemistry structure
and properties of nanofibers are dependent of operational, external, and ambient
conditions as well as the setup. The versatility of electrospinning allows the
researchers to design a myriad of setups. So, virtually there is no limit for different
structures and properties of nanofibers obtained through electrospinning. One
important problem is to scale up the structures obtained in lab scale, in terms
of reproducibility, controlling the distribution of fiber diameters, orientations, etc.
One very important challenge for electrospinning of polymer solutions is the cost
associated to the solvent that is effectively lost because the solvent evaporates during
the process considering the difficulties to recover it. Depending on the solvent
used, the inflammability may turn the process dangerous [255]. Therefore, the
developments of process using green and not flammable solvents or aqueous media
are very important tasks for facilitating the scale-up and industrial production of
electrospun fibrous mats.

A very important opened window in electrospinning is the melt electrospinning
technology that does not use solvent. Melt electrospinning has emerged as an
alternative to polymer processing technology to mitigate concerns related to conven-
tional solvent electrospinning [256, 257]. The use of this technology resulted in the
production of ultrafine fibers of a growing range of synthetic polymers and compos-
ite systems for materials, including ceramics; driving new applications in technical
fields such as textiles, filtration, environment, and energy; as well as biomedicine.
The review recently published by Brown et al. [258] shows several aspects of
this new technology in terms of setup designs and the morphologies that can be
obtained. One very important issue to highlight is the possibility of extending the use
of technique for ceramic and metallic materials, as pointed out by Ding et al. [259].
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5 Concluding Remarks

This chapter shows the electrospinning is a very exciting technique for obtaining
nanofibers in submicro- or nanoscales. Plenty of possibilities for morphologies and
structures can be obtained and are related to the final properties of the nanofibers.
The versatility of the technique and the equipment’s low cost allow to design plenty
of setups and are the main responsible factors for the quick spread of technique.
This chapter also showed that the as-obtained materials through electrospinning
can be applied in several technological fields, such as scaffolds for cell growth,
drug delivery, adsorbent, sensors, etc. This review highlights the electrospinning
of polymer solutions. Yet, the electrospinning molten polymers appear as a new
technology avoiding the use of solvent, to overcome some challenges in the field.
Moreover, ceramic and metals can also be electrospun on the molten state. Although
much progress has been made in the field, electrospinning has not reached yet its
full potential and will remain, undoubtedly, as one of the most promising techniques
for developing new materials for technological applications in the next years.
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Chapter 5
Morphology and Optical Properties of SrWO4
Powders Synthesized by the Coprecipitation
and Polymeric Precursor Methods

Júlio César Sczancoski, Máximo Siu Li, Valmor Roberto Mastelaro,
Elson Longo, and Laécio Santos Cavalcante

1 Introduction

In recent years, the electrooptical industries have searched to minimize the size
of electronic systems, increase the efficiency of optical devices, employ materials
safe for the human life and the environment, and use synthesis or fabrication
techniques with low costs and simple handling. These factors are fundamental
for the improvement of electronic components and equipments, for example, as
solid-state lasers (Blu-ray players, medical surgery), light-emitting diodes (traffic
light signals, automotive lighting), lamps (illuminated advertising panels), displays
(cell phones, computer monitors), and scintillators (radiation detectors) [1–3]. The
materials belonging to the scheelite group are considered promising candidates for
these technological purposes, especially the strontium tungstate (SrWO4) because
of its blue and green luminescence emissions [4–9]. In general, the origin of these
emissions has been attributed to many effects, such as structural order-disorder,
quantum size effect, crystalline imperfections, surface roughness, particle sizes and
shapes, etc. [10–13]. In principle, all these factors are dependent on the synthe-
sis methods and some experimental parameters like heat treatment temperature,
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pressure in closed systems, processing time, form of the material (single crystal,
thin film, or powder), reaction medium (solid or liquid), type of solvent, gaseous
atmosphere, and so on [14–16].

In materials science, the bottom-up approach is a good strategy to prepare oxide
materials, which is based on smaller units (ions, molecules, or nanocrystals) that are
self-assembled up to build a more complex unit (nano-, meso-, or microparticles)
[17, 18]. Typical examples of materials made by bottom-up approaches include
the coprecipitation reaction (CP) and polymeric precursor method (PPM) [19].
CP involves the mixture of different chemical salts in a liquid medium in order
to obtain the required final composition. The success of this reaction, in part,
depends on the control of the concentration of reactants, pH, and temperature of
the solution to produce a specific material with the desired chemical homogeneity
[20]. Xing et al. [21] reported the molar ratio and concentration of reactants
are two fundamental parameters able to control the particle shapes of strontium
molybdate in a CP reaction. On the other hand, PPM is a versatile route in which
the metal complexes are dissolved in a mixture of citric acid and ethylene glycol in
aqueous medium [22]. The main features of this chemical route are the capability
of reducing the phase segregation and ensuring the compositional homogeneity
at the molecular scale [23]. Anicete-Santos et al. [24] described an experimental
and theoretical correlation on the effect induced by the structural order-disorder
phenomenon in the photoluminescence (PL) response of SrWO4 powders prepared
by PPM.

Since 1970, the microwave heating opened a new research line in the area
of materials science, mainly focused on studying the sintering and calcining
mechanisms of ceramic oxides (e.g., thin films, powders, composites). However,
this type of heating is very complex and depends on several parameters, such as
dielectric properties, penetration depth, operating frequency, operating mode (single
or multimode), placement inside the oven, load geometry, and oven geometry [25,
26]. Hence, understanding the individual or joint influence of these factors in the for-
mation and crystallization mechanisms as well as its effects on the physicochemical
properties of solids is still a major challenge for materials engineers and scientists.
In a study on the growth of CaMoO4 thin films deposited on silicon substrates,
Marques et al. [27] analyzed the surface morphological behavior of this scheelite
after heat treatments performed at 600 ıC for 2 h (resistive furnace (RF)) and 10 min
(microwave oven (MO)), respectively. Their results revealed the formation of the
homogeneous and crack-free surface for thin films heat-treated in MO. However,
the authors did not report any information on the growth of these films using the
same conditions of heat treatment times in both furnaces.

Therefore, the present chapter was focused on the direct influence of two
chemical methods (CP and PPM) and heat treatment conditions performed in
distinct furnaces (RF and MO) on the morphological features and optical properties
of SrWO4 powders.
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2 Experimental Procedure

2.1 Synthesis

In order to perform this study, the following synthesis procedure was adopted to
prepare SrWO4 powders:

Coprecipitation (CP) strontium nitrate [Sr (NO3)2] (99%) and tungstic acid
[H2WO4] (99%) were purchased from Aldrich and used as received. Initially, Sr
(NO3)2 precursor (5 mmol) was added in 50 ml of deionized water contained in
a plastic tube (Falcon™; 50 mL). This mixture was stirred for 10 min at room
temperature using an MS3 basic vortex shaker (IKA Werke GmbH & Co. KG,
Germany). In a beaker, a second solution was prepared with H2WO4 precursor
(5 mmol) dissolved in 75 mL of deionized water, which was heated at 85 ıC
for 15 min. In order to favor the H2WO4 solubilization in the aqueous medium,
6 mL of ammonium hydroxide (NH4OH) [28–30% in NH3, Aldrich] was added
to this solution and maintained under constant stirring for 5 min. Thereafter, both
solutions were quickly mixed, stirred for a further 15 min with the temperature
maintained at 85 ıC. After these steps, the formation of solid SrWO4 precipitates
(white coloration) was verified at the bottom of the beaker. This solution containing
the precipitates was naturally cooled to room temperature and then washed and
centrifuged several times with deionized water. Finally, the collected powders were
heat-treated at 500, 600, and 700 ıC for 2 h using an RF (EDG 1800 model, EDG
Equipamentos, Brazil) [28] and an MO (FTR-1100 model, Fornos INTI, Brazil)
[29]. The heating rate in both furnaces was controlled and fixed at 1 ıC/min. The
powder denoted as CP was not subjected to any heat treatment and considered as a
standard sample.

Polymeric precursor method (PPM) Sr (NO3)2 (99%), H2WO4 (99%), citric
acid (C6H8O7) (99.5%), and ethylene glycol (C2H6O2) (99%) were used as raw
materials. Sr (NO3)2 (99%) and H2WO4 (99%) precursors were purchased from
Aldrich, while the C6H8O7 and C2H6O2 were purchased from Mallinckrodt and
J.T. Baker, respectively. Initially, C6H8O7 was dissolved in 150 mL of deionized
water heated at 90 ıC under constant stirring for 45 min. In a second beaker, 5 mmol
of H2WO4 was dissolved in 100 mL of deionized water and heated at 90 ıC during
1 h. 15 mL of NH4OH [28–30% in NH3, Aldrich] was added in this solution to
assist in the H2WO4 dissolution. In a third beaker, 5 mmol of Sr(NO3)2 precursor
was solubilized in 75 mL of deionized water at room temperature. In the sequence,
all these solutions previously prepared were mixed and stirred at 90 ıC for 1 h. The
pH value of the solution was maintained at 6. After homogenization, C2H6O2 was
added to this solution to promote the polyesterification reaction. The molar ratio of
C6H8O7/metal cations was fixed at 6:1, while the mass ratio of C6H8O7/C2H6O2

was adjusted at 60:40. The volume of this solution was reduced to obtain a viscous
polymeric resin, which was then placed inside an RF and heat-treated at 350 ıC for
12 h. This procedure was employed to minimize the presence of residual organic
compounds arising from the C6H8O7 and C2H6O2. The precursor powder was
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deagglomerated using an agate mortar with pestle and then heat-treated at 500, 600,
and 700 ıC for 2 h in RF (EDG 1800 model, EDG Equipamentos, Brazil) [28] and
MO (FTR-1100 model, Fornos INTI, Brazil) [29] with the heating rate maintained at
1 ıC/min. This low heating rate was chosen to verify the influence of microwaves on
the heat treatment process of SrWO4 in MO. Besides the microwave radiation, MO
was projected with interior walls composed of susceptor material (silicon carbide),
favoring also in the thermal conduction (converting microwave energy into thermal
energy).

2.2 Characterizations

The powders were structurally characterized by X-ray diffraction (XRD)
using a D/Max-2500PC diffractometer (Rigaku, Japan) with CuK˛ radiation
(	 D 1.5406 Å) and scanning rate of 2 ı/min. The thermogravimetric (TG)
analysis was performed in a TG 209 F1 Iris equipment (Netzsch, Germany), using
synthetic air as oxidative atmosphere and collected over ranging from 30 to 900 ıC
with a heating rate of 10 ıC/min. Raman spectra of the powders prepared by CP
were measured with a LabRAM HR 800 spectrophotometer (Horiba Jobin Yvon,
Japan) equipped with He-Ne laser (	 D 632.8 nm). In samples synthesized by
PPM, Raman spectra were recorded by means of an RFS100 spectrophotometer
(Bruker, Germany) equipped with Nd:YAG laser (	 D 1064 nm), operating
at 100 mW. The use of different Raman spectrophotometers for the samples
was adopted to suppress the fluorescence phenomenon and obtain well-defined
vibrational bands. Morphological aspects were observed in an Inspect F50 field
emission-scanning electron microscope (FE-SEM) (FEI Company, Netherlands)
operated at 5 kV. Ultraviolet-visible (UV-vis) absorption spectra were taken using
a Cary 5G spectrophotometer (Varian, USA) in the diffuse reflection mode. The
electronic and local atomic structures around tungsten (W) atoms were checked by
X-ray absorption near-edge structure (XANES). W L3-edge XANES spectra were
collected at the National Synchrotron Light Laboratory (LNLS) in Brazil, using the
D04BXAFS1 beam line. XANES data were collected in transmission mode at room
temperature with the samples deposited on a polymeric membrane. These spectra
were recorded for each sample using an energy step of 1.0 eV, before and after the
edge, and 0.7 eV near the edge. The tungsten oxide (WO3) (�99%) purchased from
Aldrich was employed as reference compound in these measurements. PL spectra
were obtained with a Monospec 27 monochromator (Thermal Jarrel Ash, USA)
coupled to an R446 photomultiplier (Hamamatsu Photonics, Japan). A krypton
ion laser (Coherent Innova 200 K, USA) (	 D 350 nm) was used as excitation
source. The incident laser beam power on the sample was maintained at 14 mW. All
experimental measurements were performed at room temperature.
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3 Results and Discussion

3.1 Thermogravimetric Analysis

The thermal decomposition behavior of SrWO4 powders synthesized by CP and
PPM is illustrated in Fig. 5.1. TG profiles indicated the existence of two main
weight loss regions. The first is caused by the dehydration or evaporation of the
residual aqueous solvent (from 50 to 200 ıC), while the second is due to the
decomposition of organic compounds (from 200 ıC to 770 ıC ! CP and from
230 ıC to 670 ıC ! PPM). A notable feature was the predominance of a larger
amount of organic matter in the samples prepared by PPM (�57%) in relation to
those obtained by CP (�3.5%). It is a typical consequence of this synthesis method,
i.e., a direct response due to the use of C6H8O7 and C2H6O2 in the chelation and
polyesterification stages of metal ions, respectively. This result is in good agreement
with other published papers [30, 31].

3.2 Structural Analyses

Figure 5.2 illustrates the diffractograms of SrWO4 powders synthesized by CP
and PPM and heat-treated at different temperatures in RF and MO, respectively.
Firstly, all XRD patterns were perfectly indexed to the scheelite-type tetragonal
structure with space group I41/a, as described in the Inorganic Crystal Structure
Data (ICSD) No. 155425 [32]. Diffraction peaks associated to secondary phases
were not detected in the samples. According to the literature [8], the existence
of intense and well-defined peaks in the diffractograms is a common nature of
crystalline solids with a high degree of periodicity at long range. This aspect was

Fig. 5.1 Thermal decomposition analyses of SrWO4 powders synthesized by (a) CP and (b) PPM,
respectively
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Fig. 5.2 XRD patterns of SrWO4 powders synthesized by CP (a, b) and PPM (c, d), which were
heat-treated at different temperatures in RF and MO, respectively. The vertical lines indicate the
positions and relative intensities of diffraction peaks in ICSD No. 155425

observed in all SrWO4 powders synthesized by CP and heat-treated in both furnaces
(Fig. 5.2a, b). On the other hand, the precursor powders obtained by PPM and
heat-treated at 350 ıC for 12 h did not reveal the presence of diffraction peaks,
which were only verified after heat treatments performed at 500, 600, and 700 ıC
for 2 h. Thus, the precursor powder is amorphous or highly disordered, containing
an enormous concentration of organic substances, as detected in TG measurements
(Fig. 5.1b). The excess of organics has an influence on the interactions between
[SrO8] and [WO4] clusters as well as on the matter diffusion. When the temperature
is increased, there is an elimination of organic matter, which favors a better
interaction between the clusters and a gradual crystallization of SrWO4 phase.
Analyzing in terms of synthesis methods (CP and PPM), when compared to all
samples, it was possible to identify a partial effect of crystallographic orientation
by means of diffraction peaks associated to (004)/(200) and (204)/(220) planes.
The analysis performed on the normalized intensity (IN) in diffractograms revealed
IN(004) < IN(200) and IN(204) < IN(220) for the SrWO4 synthesized by CP, while
IN(004) � IN(200) and IN(204) > IN(220) for those obtained by PPM. According
to experimental conditions (temperature and heating rate) adopted in the heat
treatments, there is no conclusive evidence in XRD patterns in order to confirm
the real effects induced by the conventional or microwave heating.
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Fig. 5.3 Raman spectra of SrWO4 powders synthesized by CP (a, b) and PPM (c, d), which were
heat-treated at different temperatures in RF and MO, respectively (vibrational modes: Ag D ①;
Bg D ②; Eg D ③)

3.3 Raman Spectra

Raman spectra of SrWO4 powders obtained in our study are illustrated in Fig. 5.3.
According to Basieve et al. [33], Raman-active modes of tungstates are composed of
internal and external vibrational modes. In our case, the internal modes are arising
from the vibrations associated with [WO4] clusters, while the external modes are
caused by the motion of [SrO8] clusters in the lattice. Moreover, considering the
Raman scattering theory in solids, some published papers describe that spectra
containing intense and narrow bands are typical of materials with local or short-
range structural ordering [8, 34]. Raman spectra of all samples prepared by CP
have well-defined vibrational bands. On the other hand, the powders prepared by
PPM exhibited a transition from amorphous (or disordered) to crystalline solid,
according to the heat treatment evolution. This observation supports the affirmation
that the excess of organics, inherent of the PPM, difficults the interactions between
[SrO8] and [WO4] clusters in both long and short range. These results are in
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good agreement with other papers found in the literature for other tungstates with
scheelite-type structure [8, 12, 16, 24].

3.4 Morphological Aspects

The morphological features of SrWO4 powders synthesized by CP and PPM
obtained in the present study are illustrated in Figs. 5.4 and 5.5. FE-SEM micro-
graphs in Figs. 5.4 and 5.5 revealed the presence of uncountable rice-shaped
SrWO4 microparticles. In a first approximation, we suppose the initial nucleation
event during the CP reaction for the formation of these microstructures proceed
according to the La Mer model [35, 36]. When the concentration of reactants
was maintained above the critical level, the number of stable nuclei rapidly and
instantaneously increased with the supersaturation via dissolution of unstable
nuclei. These dissolved nuclei provide the solute, which is consumed by stable
nuclei during its growth. As can be seen in FE-SEM micrographs, the rice-like
particles present polydisperse particle size distribution and aggregated profiles. This
experimental observation allows us to presume the nucleation and growth stages
occur simultaneously, becoming a complication for the morphologic control. In
this condition, the interactions between nanocrystals to produce larger structures
are governed by particle-particle (collision events) and particle-solvent interactions
[37]. When the system has reached an equilibrium condition between the solubi-
lization and precipitation processes, the Ostwald ripening mechanism [38] occurred,
resulting in the growth and final shape of rice-like microparticles.

A remarkable change in these morphologies was verified when the heat treatment
temperature was increased. In powders synthesized by CP, it was verified that both
sides of these rice-like microstructures are very similar (Fig. 5.4a–c). However,
when subjected to the calcining in RF or MO, the temperature promoted a slight
modification on just one side of these particles (appearing as if it were broken) (Fig.
5.4d–l). According to the literature [39, 40], particles having shapes similar to rice
grains tend to grow along the [001] or [100] direction. Moreover, faces with low
surface energy grow slowly and predominate in the final shape [38]. In our case,
we do not know which crystallographic faces are exposed in SrWO4 microparticles.
Therefore, future theoretical calculations focused on the concept of surface energy
on the main shapes of these microcrystals will be needed to provide fundamental
responses on the morphological progress.

As was previously described, the heat treatment of SrWO4 powders in MO (Fig.
5.5a–i) resulted in particles with morphological features similar to those found in
RF (Fig. 5.4d–l). However, when the heat treatment was performed at 700 ıC,
imperfections or surface defects were noted in the microparticles. This behavior
was not evidenced for the powders heat-treated at the same temperature in RF.
Although there is the effect of thermal conduction induced from suscepter (SiC)
to alumina crucible containing the SrWO4 powders, an interaction phenomenon
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Fig. 5.4 Low- and high-magnification FE-SEM micrographs of rice-like SrWO4 microparticles
synthesized by CP (a–c) and heat-treated at 500 ıC (d–f), 600 ıC (g–i), and 700 ıC (j–l) for 2 h
in RF
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Fig. 5.5 Low- and high-magnification FE-SEM micrographs of rice-like SrWO4 microparticles
synthesized by CP and heat-treated at 500 ıC (a–c), 600 ıC (d–f), and 700 ıC (g–i) for 2 h in MO

between solid particles and microwaves also occurs. In principle, in conventional
heating using RF, the heating direction is from outside to inside of the powder,
resulting in a higher temperature of the sample surface than in the core, while for
microwaves, the direction is from inside to outside of the powder resulting in a
higher temperature of the sample core than on the surface [41]. However, the use of
electromagnetic waves as an energy source is able to induce the phenomenon known
as temperature runaway, i.e., the specimen overheats catastrophically [42]. Based on
these physical concepts, it is acceptable that the surface defects are originated by the
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fast evaporation of residual solvent and decomposition of organic compounds by the
microwave heating or due to local overheating points.

The difference of synthesis methods is evidenced in Figs. 5.6 and 5.7. While the
particles formed by CP have well-defined shapes, those obtained by PPM exhibit
aggregated assemblies of small particles with irregular shapes. The literature [19]
reports the preparation of inorganic oxides by PPM which is dependent on the
mixing level of different alkoxides in the precursor solution and reactivity of each
alkoxide species in water. Also, the metal cations are trapped in the polymeric
resin, reducing the growing controlled shapes. The high particle reactivity and the
excess of organics in the polymeric resin favor the formation of partially sintered
hard agglomerates. The slow heating rate and the increase of temperature on
the polymeric resin promote a slow evaporation of the solvent and decomposition
of the organic matter, causing the appearance of small pores. In this synthesis
method, the growth process is governed by the matter transport in points of contact
between the particles. This behavior can be seen for the powders heat-treated at
different temperatures in RF (Fig. 5.6). After the heat treatment performed at
500 ıC, a compact group made up of several small particles was noted (Fig. 5.6a–c).
The occurrence of layer overlapping was identified at 600 ıC, as a consequence of
the interdiffusion of matter from one particle to another (Fig. 5.6d–f). The increase
of temperature up to 700 ıC promoted an increase in the diffusion rate, resulting
in the appearance of thick and/or dense layers composed of several aggregated
particles (Fig. 5.6g–i).

Figure 5.7 shows FE-SEM micrographs of SrWO4 samples obtained by PPM
and heat-treated at different temperatures in MO. All powders exhibited large
assemblies of aggregated particles, resulting in irregular and dense blocks. These
morphological features are not very different from the samples heat-treated in RF;
however, the particles are slightly smaller. We believe the microwaves induced
a rapid thermal heating inside the samples and strongly increased the particle
densification and growth rate. The densification rate depends on the diffusion of ions
between particles, and the growth rate is determined by the diffusion in the interface
contact of the particles or by means of grain boundaries [41]. This behavior induced
by the MO was also evidenced by Marques et al. [23] in the preparation of BaMoO4

thin films heat-treated at 600 ıC.

3.5 XANES Spectra

XANES is a quantum mechanical phenomenon based on the X-ray photoelectric
effect, in which an X-ray photon incident on an atom within a sample is absorbed
and liberates an electron from an inner atomic orbital [43]. The photoelectron
wave scatters from atoms around the X-ray-absorbing atom, creating interferences
between the outgoing and scattered parts of the photoelectron wave function. These
quantum interference effects cause an energy-dependent variation in the X-ray
absorption probability, which is proportional to the X-ray absorption coefficient
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Fig. 5.6 FE-SEM micrographs of SrWO4 particles synthesized by PPM and heat-treated at
different temperatures in RF. (a) Aggregated assemblies of small particles with imperfect shapes
(500 ıC), (b, c) high-magnification images of regions chosen in (a) (blue and red squares),
(d) low-magnification micrograph of compact blocks composed of several particles (600 ıC),
(e, f) high-magnification images of areas selected in (d) (yellow and green squares), (g) low-
magnification micrograph showing the presence of a dense layer as well as some irregular particles
(700 ıC), and (h, i) high-magnification images of areas chosen in (g) (white and pink squares)
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Fig. 5.7 FE-SEM micrographs of SrWO4 particles synthesized by PPM and heat-treated at
different temperatures in MO. (a) Uncountable aggregated particles forming compact layers
(500 ıC), (b) high-magnification images of the region chosen in (a) (blue square), (c) micrograph
illustrating an assembly of these particles, (d) low-magnification micrograph of a compact block
(600 ıC), (e, f) high-magnification images of areas selected in (d) (yellow and green squares)
showing the organization of the particles, (g) low-magnification micrograph demonstrating the
overlapping of several layers with imperfect shapes (700 ıC), and (h, i) high-magnification images
of areas chosen in (g) (white and pink squares)
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Fig. 5.8 XANES spectra of SrWO4 powders synthesized by CP (a, b) and PPM (c, d) and heat-
treated at different temperatures in RF and MO, respectively

(measurable quantity). When these modulations are decoded, XANES spectra
become an essential and powerful tool to extract any information related to structure,
atomic number, structural local order (no long range is needed), and thermal motions
of neighboring atoms for a wide range of materials [43, 44]. Particularly, XANES
technique has been especially employed to obtain responses on the structural order-
disorder phenomenon of ceramic oxides with perovskite or scheelite-type structures
[45, 46]. In the case of solids containing W atoms, W L1- and L3-edge XANES
are the most used in this study. In our work, L3-edge XANES spectra measured of
SrWO4 samples are illustrated in Fig. 5.8.

According to the literature [47, 48], the prominent peak in these spectra
(highlighted with dotted lines) is associated to electron transitions from 2p3/2 state
to a vacant 5d state. Therefore, W L3-edge XANES spectra are able to reveal the
character of 5d orbitals.

In XANES spectra presented in Fig. 5.8, there is a difference in the profile
and intensity of the peaks (highlighted with dotted lines) when a comparison is
made between the as-synthesized samples with the reference (WO3). The low
intensity of this peak for the WO3 compound is directly related to the octahedral
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environment exhibited by its W atoms ([WO6] clusters) (insets in Fig. 5.8). In
SrWO4 powders obtained in our study, W atoms are bonded to four oxygens,
presenting a tetrahedral environment ([WO4] clusters). As a consequence of these
differences in the coordination number, a shift in the respective position of these
peaks was noted (�10,215 eV for SrWO4 powders and �10,217 eV for WO3).
Another visible aspect in XANES spectra of as-synthesized samples was the
occurrence of a small shoulder at around 10,227 eV, which is recognized for the
small split in 5d orbitals of tetrahedral W units [47]. The absence of this small
peak in XANES spectra of solids composed by [WO6] clusters was also verified by
Cavalcante et al. [49] in silver tungstate (˛-Ag2WO4) microcrystals. All measured
XANES spectra are very similar to those reported in the literature for materials
belonging to the scheelite-type class [45, 50].

Based on this qualitative analysis, all XANES spectra have the same features,
independent of synthesis routes (CP or PPM) or experimental conditions. This result
confirms the first coordination shell is only composed of W atoms bonded to four
oxygens ([WO4] clusters) for all studied samples.

3.6 Optical Properties

According to the classical theory of electronic conduction [51, 52], the conductivity
in semiconductor materials can be modified by introducing impurities or dopants
into their crystalline lattice. In a controlled way, the concentration and the type
of doping in an intrinsic semiconductor are able to create energy levels (donors
or acceptors) near the valence band (VB) or conduction band (CB), modifying
the band gap energy (Eg). In this case, vacant states (holes) are created near the
VB for p-type semiconductors, while electronic states are originated below the CB
for n-type semiconductors [53]. However, in studies focused on the luminescence
of solids, the existence of intermediary energy levels within the band gap can be
arising from doping atoms or structural defects [54]. Particularly, the concentration
and type of structural defect (cracks, pores, dislocations, grain boundaries, oxygen
vacancies, distortion in atomic bonds, etc.) are impossible to control in the solid
matrix. The nature of these defects has a key importance for the appearance of
uncountable intermediary states between the VB and CB, which are known as deep
donors and shallow holes [55]. Different from the band structure of p-n junction
semiconductors, the wide band model predicts the existence of states occupied by
electrons near the VB [56]. The existence of intermediary energy levels within the
forbidden band can be estimated qualitatively by means of UV-vis spectra.

Typical UV-vis spectra of SrWO4 powders obtained in this study are illustrated in
Fig. 5.9. The Eg of all samples was estimated extrapolating the linear portion of the
UV-vis curves, according to the Kubelka-Munk equation [57]. All results obtained
by this methodology are listed in Table 5.1.

Perfect monocrystals do not exist; however, their good quality is ensured by the
minimal percentage of imperfections or defects. Lacomba-Perales et al. [58] grew
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Fig. 5.9 Typical UV-vis spectra of SrWO4 powders synthesized by CP (a, b) and PPM (d, c),
which were heat-treated at 700 ıC for 2 h in RF and MO, respectively

Table 5.1 Comparative
results among the Eg values
of SrWO4 powders

Temperature Furnace Eg

Method (ıC) (eV)

CP 85 – 4.73
CP 500 RF 3.95
CP 600 RF 4.08
CP 700 RF 4.02
CP 500 MO 4.00
CP 600 MO 3.99
CP 700 MO 3.90
PPM 600 RF 4.61
PPM 700 RF 4.81
PPM 600 MO 4.37
PPM 700 MO 4.73
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SrWO4 monocrystals by the Czochralski method and found an optical band gap
of 5.08 eV for this scheelite. Assuming that these mentioned considerations are
valid, we can point out that when there is a reduction in Eg values, the number of
intermediary energy levels increases proportionally within the forbidden band, as
a response to high density of surface and structural defects in the SrWO4 matrix.
Initially, analyzing the UV-vis spectra of SrWO4 powders formed via CP without
and with heat treatment, Eg results revealed distinct values from one sample to
another. Actually, an increase in the Eg was expected with the temperature evolution
(linear behavior) in both furnaces (RF and MO). In contrast, these results indicate
the samples have different quantities and distributions of defects, independent of
temperature or type of furnace. The nature of these defects can be correlated with
the crystalline lattice initial formation first stages, such as creation of clusters,
random interaction between these clusters, and beginning of the nucleation process.
Firstly, primary [WO4] and [SrO8] clusters interact with the liquid phase having
a partial passivation. The interaction between them promotes the instant origin of
nuclei. After reaching a stability condition, the association of these nuclei causes the
appearance of the first nanocrystals, which are able to collide among them. However,
in this same stage, it is impossible to avoid the formation of a high defects density at
short, medium, and/or long range. The arrangement and growth of these nanocrys-
tals depend on the reaction medium as well as the type of chemical bond formed.

In the second case, for the samples prepared by PPM and heat-treated in
both furnaces, UV-vis spectra demonstrated an increase in the Eg values with the
temperature evolution (linear behavior) (Table 5.1). According to Anicete-Santos
et al. [24], this phenomenon is due to the modification in the degree of structural
order-disorder in the lattice (from disordered to ordered structure). Thus, the amor-
phous or disordered materials have a higher concentration of defects than those in
the crystalline state, i.e., a high quantity of intermediary states within the forbidden
band. Hence, it has been demonstrated that the temperature is a key variable in order
to minimize these defects and increase the Eg. In addition, as a result of the gradual
decomposition of organic matter along a temperature increase, we believe the slow
interdiffusion of metal cations between the small particles also plays a crucial role
in the distribution and organization of these intermediary energy levels.

Nonetheless, the high concentration of organic matter found in the samples heat-
treated at 500 ıC is not allowed in estimating their Eg values. Also, independent of
the synthesis methods or furnaces employed in this study, for all Eg results of SrWO4

are in good agreement with those previously described in the literature [8, 24].
PL property is an interesting physical phenomenon, not only because of its

technological applications in electrooptical devices but as a complementary tool for
UV-vis absorption measurements to assist in understanding on the band structure
of solids. For example, in colloidal semiconductor nanocrystals (sizes from 2 to
10 nm), the quantum dots (dimensions close to the Bohr exciton radius) are very
common. In this circumstance, the electronic energy levels are discrete, i.e., with
finite, small distances between them. Thus, their luminescence spectra present a
narrow emission band due to the quantum confinement effect, which is dependent
on the size of the quantum dot [59, 60].
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Fig. 5.10 PL spectra of SrWO4 powders synthesized by CP (a, b) and PPM (c, d), which were
heat-treated at different temperatures in RF and MO, respectively

Another situation found in materials science is related to PL emissions of bulk
semiconductors. Generally, these types of materials exhibit wide band PL spectra, as
a consequence of the participation of uncountable intermediary energy levels within
the band gap. As previously described, these energy states arise from structural
defects, which can be classified as deep donors and shallow holes. The deep donors
are considered visible light emission centers responsible for the green, yellow,
orange, and red PL at room temperature, while the shallow holes are directly
associated with the violet and blue emissions [61]. Figure 5.10 shows the PL spectra
at room temperature of all SrWO4 powders obtained in this study under an excitation
wavelength of 350 nm.

Initially, considering only the samples formed by CP without and with heat
treatment (RF and MO), PL spectra showed a linear tendency, i.e., a reduction
of intensity with the increase of the heat treatment temperature. Despite the wide
band, the maximum emission of these powders was found in blue or green regions
of the visible electromagnetic spectrum. The only exceptions were identified for the
SrWO4 samples heat-treated at 700 ıC in both furnaces, where there is the presence
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of two distinct bands located at around 448 nm (blue emission) and 690 nm (red
emission), respectively. All these experimental observations suggest the temperature
has a crucial role in the relaxation of defects as well as in the reorganization process
of the intermediary states within the band gap.

In the case of SrWO4 powders synthesized by PPM, PL spectra exhibited an
increase in the PL intensity with the temperature evolution. In fact, this behavior
is different from that described by Anicete-Santos et al. [24] and Campos et al.
[34]. According to these authors, this optical behavior is directly related to the
structural order-disorder phenomenon. In this concept, the lowest PL intensities
are found in materials containing an elevated concentration of structural defects or
exhibiting a high degree of crystallinity. The ideal circumstance in order to obtain
an intense PL emission at room temperature is the equilibrium or simultaneous
presence of order-disorder at long and short range in the lattice. Moreover, the
charge transfer process in the SrWO4 lattice is mainly attributed to oxygen vacancies��

WO3 � Vz
0

�
and

�
SrO7 � Vz

0

� I Vz
0 D Vx

0; V�
0 or V��

0

�
[34]. We believe these types

of defects have a significant importance in PL spectra of SrWO4, but the symmetry
break responsible for the lattice polarization also can arise from distortions in
dihedral bond angles (O-W-O and/or O-Sr-O) within the [WO4] and [SrO8] clusters,
respectively. Hence, the increase of the PL intensity with the temperature in
our samples is due to the influence of large quantities of organic compounds
around the surface of the particles, as identified in TG curves (Fig. 5.1). Thus,
as previously explained, the low heating rate (1 ıC/min) and the increase of the
temperature are able to allow the slow elimination of carbon, resulting in a gradual
interdiffusion between the particles in contact. Considering this affirmation, the
degree of structural order-disorder of SrWO4 powders reported in our study is
slightly different from that mentioned by Anicete-Santos et al. [24] under the same
temperature conditions.

A comparative analysis among the PL emissions of all SrWO4 powders under the
viewpoint of heat treatment temperature is displayed in Fig. 5.11. In this situation,
the results demonstrate the standard sample (CP) has the highest PL intensity than
all samples heat-treated at 500 ıC. For powders synthesized by CP and heat-treated
at 500 ıC in both MO and RF, the decrease in the PL emission can be explained
by the reduction of defects and reorganization of intermediary states within the
band gap, as previously explained. At this same temperature, the powders formed by
PPM have a high degree of structural order-disorder and, therefore, a low emission.
Another important point noted was the low PL intensity of the powder obtained
by PPM and heat-treated in RF in relation to those subjected to the MO. This
observation suggests the microwave heating contributed to a reduction of organic
substances in the system. On the other hand, when the temperature was increased
up to 600 ıC, PL intensity of the powders prepared by PPM is superior to that
synthesized by CP route. In this circumstance, these powders have a reduction
of organic substances (TG curves in Fig. 5.1) and, therefore, favor a transition
from highly disordered solid (containing many defects) to structurally ordered-
disordered material (equilibrium condition between defects and local order). After
heat treatment performed at 700 ıC, the most notable feature is the equivalence of
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Fig. 5.11 PL spectra of SrWO4 powders obtained in the present study in terms of heat treatment
temperatures: (a) 500 ıC/2 h, (b) 600 ıC/2 h, and (c) 700 ıC/2 h

PL profiles in both the powders synthesized by PPM. This result demonstrates that
after the removal of the organic matter, there is an increase in the interaction of
[WO4] and [SrO8] clusters, favoring the occurrence of the structural order-disorder
phenomenon. Moreover, at this temperature, there is no direct influence of the type
of furnace (RF or MO).

Despite the low organic matter concentration and more efficient morphological
control on the powders formed by CP route, the highest PL emissions were identified
in SrWO4 powders synthesized by PPM with a subsequent heat treatment performed
at 700 ıC for 2 h.

4 Conclusion

In summary, SrWO4 was synthesized by CP and PPM and heat-treated at different
temperatures in two distinct furnaces (RF and MO). A high concentration of organic
matter was detected in TG curves for the samples formed by PPM. This result
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arises from the use of C6H8O7 and C2H6O2, which are commonly employed in
this synthesis method. Independent of the conventional or microwave heating, XRD
patterns showed all powders have a scheelite-type structure with a good degree of
crystallinity (ordered at long range). Another important feature detected in these
diffractograms was the existence of crystallographic orientation, indicating the
synthesis method is a key factor in the formation process of SrWO4 phase. Raman
spectra revealed the powders obtained by CP, without and with heat treatment,
have well-defined vibrational bands, suggesting a short-range structural ordering
in the matrix. Moreover, Raman-active modes related to powders synthesized by
PPM showed a structural transition from disordered to ordered material. This
phenomenon was associated with the excess of organic substances, which retard
the interaction between [SrO8] and [WO4] clusters. FE-SEM images revealed both
synthesis routes (CP and PPM) induced the formation of distinct particle shapes.
While the samples obtained by CP are composed of rice-like microparticles, the
others synthesized by PPM formed dense layers composed of large assemblies of
aggregated irregular particles. According to XANES spectra, all samples obtained
in the present study have their W atoms bonded to four oxygens ([WO4] clusters).
The different Eg values were associated with different quantities and/or distributions
of structural defects in the lattice, independent of temperature or type of furnace. PL
emissions exhibited an inverse behavior with the temperature evolution among the
samples prepared by CP and PPM, respectively. The reduction of the PL intensity
for the powders obtained by the CP was attributed to the relaxation of structural
defects with the temperature, while the increase of PL intensity for the samples
formed by PPM was explained by means of structural transition from disordered to
ordered-disordered material.
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Chapter 6
Optical Properties of Semiconductor
Nanocrystals into the Glass and Colloidal
Environments for New Technological
Applications

Sidney Alves Lourenço, Ricardo Souza da Silva, Marco Aurélio Toledo da
Silva, Adriano César Rabelo, Gabriel Dornela Alves da Rocha,
Anielle Christine Almeida Silva, and Noelio Oliveira Danta

1 Introduction

Semiconductor quantum dots (QDs) became in the last decade an important class
of materials by present continuous tunability of electronic and optical properties by
changing size and shape [1–4]. These new physical properties presented by QDs
have demonstrated potential applications in different technologic areas as light-
emitting devices [5–8], low-threshold lasers [9], optical amplifiers [10], photovoltaic
devices [11–14], biological labels [15, 16], antibacterial control [17], and cancer
therapy [18]. In the visible and violet spectral range, CdS- and CdSe-based QDs
become a prototypical among QDs, for above applications, due to highly repro-
ducible and controllable emission from violet to red. The ability to synthesize stable
QDs via colloidal aqueous solutions is extremely important for same application
areas. For medical and biotechnological applications, for example, water-soluble
QDs are needed [19, 20], and appropriate functionalizations will define its spe-
cific applications [21–23]. Thus, surface passivation and functionalization of QD
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systems are important methods that can improve their well-defined physical and
chemical properties [24, 25]. Although QDs or QDs doped with impurities (metal
or magnetic) are currently being synthesized by colloidal chemistry techniques
[26, 27] or molecular beam epitaxy (MBE) [28], some possible applications of
interest, technological, in particular, require nanoparticles to be embedded in robust
and transparent host materials. In this context, the melting-nucleation approach
appears as an appropriate synthesis technique since it allows the growth of diluted
magnetic semiconductor NCs embedded in different glass matrices, which can avoid
undesirable effects on the nanostructures, such as corrosion and humidity [29–31].

In this chapter, we will be discussing synthesis and same optical property results
of CdSe nanocrystals in colloidal, semimagnetic Pb1 � xCoxSe nanocrystals into
glass environment and thin-film CdS NCs.

2 Colloidal CdSe Quantum Dots and Its Surface
Functionalization

The nanocrystalline semiconductors can in principle be divided into different groups
of the periodic table, such as II-VI, III-V, and IV-VI. The synthesis of these materials
can be performed either by the top-down method using physical techniques such
as lithography or by the bottom-up method which employs colloidal chemistry
techniques.

Through top-down method, it is possible to obtain a large amount of material.
However, the size of these nanocrystals does not have uniformity, making this
technique impractical in obtaining a narrow distribution of nanocrystals. In contrast,
by colloidal chemistry, it is possible to obtain nanocrystals with size relatively
uniform. Furthermore, it presents other advantages: (a) avoids the use of substrates
for growth of nanostructures, (b) generation of a minimum amount of residues, (c)
enables a surface modification for different applications, and (d) the possibility for
large-scale production with lower cost compared to other techniques.

The synthesis of colloidal nanoparticles occurs by the reaction that can be
controlled by the nucleation and growth. The precursor is a molecule or complex
containing one or more atoms necessary for the growth of the nanocrystal. Once the
precursors are introduced into the reaction, they decompose, forming a new reactive
species (monomers). These will cause the nucleation and growth of the nanocrystals.
For illustration, we consider the case of a simple addition reaction for forming a
solid AxBy.

xAyC
.aq:/ C yBx�

.aq:/ � AxBy .sol:/ (6.1)

The equilibrium relationship between the product of the reagent is expressed by
the solubility product constant Ksp:

Ksp D .aA/x.aB/y (6.2)
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Fig. 6.1 Model of LaMer. Phase I, monomer concentration increases. Phase II critical concentra-
tion. Phase III nucleation process, growth of NCs (Adapted with permission from Ref. [32])

In this equation, aA and ab are activities of cation A and B of the anion in
aqueous solution. The Ksp values tend to be too low for various hydroxides, car-
bonates, oxalates, and chalcogenides in aqueous solution. Precondition for all solid
precipitation from a homogeneous solution is the occurrence of supersaturation.
Supersaturation (S) is defined as:

S D aAaB

Ksp
D C

Ceq
(6.3)

In which C and Ceq are the solute concentration in saturation and equilibrium,
respectively. The solute will be referred to as monomer that is generated by the
reaction of the precursors corresponding to the smallest unit of grown crystal.

The first theory treating the influence of such processes in obtaining colloidal
dispersions is the model LaMer and Dinegar (Fig. 6.1), originally developed to
describe the kinetics of nucleation and crystal growth in solution. At the present
time, it is known that such a model is very private, and this system does not
apply directly to most colloids. However, for its central idea of temporal separation
of nucleation and growth, the model serves as the basis for the development of
other models as well as for the development of several methods for obtaining
monodisperse colloids. LaMer diagram is divided into three phases:

In phase I, the monomer concentration was constantly increased, but there was
no formation of NCs. When a critical concentration Ccrit. is reached, in phase II, a
nuclear explosion occurs by decreasing the oversaturation. The supersaturation has
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Fig. 6.2 The procedure of selenium dissolution with TOP

a natural limit on the concentration of monomer has reached its maximum value
and then adding monomers only leads to an increase in nucleation rate. When the
concentration of monomers, continually consumed by nucleation, goes below Cnu

min,
it does not form more nuclei, and NCs begin to form in phase III. The growth
rate reaches zero when the precursors are depleted and monomer concentration
approaches the solubility product (Ceq D Cs), corresponding to S D 1. Moderate
growth of NCs during supersaturation is controlled principally by the reaction
of precursors, since a high concentration of monomers limits the growth rate by
diffusion of monomers to the surface of the NCs. However, the concentration of
monomers may not exceed Sn in order to avoid secondary nucleation because the
rapid and efficient separation of nucleation and growth processes is a key step in the
synthesis dispersed by NCs. Therefore, the initial conditions, such as temperature
and concentration, strongly influence the equilibrium between nucleation and
growth, which are important parameters for controlling the distribution and size
of the nanocrystals.

Figure 6.2 presents a traditional example of the CdSe nanocrystal synthesis
process. It begins with the preparation of two solutions: a solution of TOP-Se
and the other of Cd. In preparing the first solution, trioctylphosphine (TOP)-Se,
30 mg of Se, and 5 ml of octadecene are added in a 10 ml flask; this first procedure
basically consists of dissolving the selenium powder. The TOP is used to help in the
dissolution of selenium and then will be used to cover the surface of the quantum
dot to promote stability and protection of the surface. It is essential that this part of
the experiment is performed in an inert atmosphere so there is no oxidation of the
TOP. So it is done by heating the solution through a hot plate. Then add 0.4 mL of
TOP via syringe. A stir bar is added to stir the solution; the change of color of a
turbid gray solution to colorless color is noted, as illustrated in Fig. 6.2.

For second solution is used a three-necked flask to which is added 13 mg of
CdO, 0.6 mL OLEA (oleic acid), and 10 ml of octadecene, in which there will be
the dissolution of CdO in octadecene to isolate CdC2 ions. The OLEA is also added
to act as a surfactant as TOP. This process must be in an inert atmosphere to avoid
that the oxygen released in the reaction does not oxidize the TOP when the injection
is performed in the solution. Thus the flask containing all reagents is put on a hot
plate in continuous agitation (Fig. 6.3).
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Fig. 6.3 Scheme of the
synthesis process

Fig. 6.4 Injection of TOP-Se and growth of nanocrystals with time, as evidenced by the color
change

When the temperature reaches 225 ıC, the solution is injected with TOP-Se
within the Cd precursor solution to induce nucleation and growth of nanoparticles
(Fig. 6.4). After the injection, the TOP-Se bonds are break and selenium ions are
dissolved into the solution. This ion concentration of the addition of Se and Cd is
observed in stage I of the nucleation and growth of nanocrystals chart at this stage
no reaction occurs. Until stage II, concentrations reach a peak and overcome the
energy barrier of nucleation.

The size of the NC grows with time; thus, samples of approximately 1 mL can
be removed at frequent time intervals. The samples are washed and then dispersed
in toluene.
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Fig. 6.5 (a) Absorption measurements of nanocrystals and the dependency of size with the
reaction time; (b) relation between coefficient of excitation (") and nanoparticles size; (c)
nanocrystals diameter related with the first excitonic peak, wavelength (nm), and energy (eV)

Figure 6.5 shows optical absorption spectra of CdSe NCs dissolved in toluene
removed at frequent time intervals, with different sizes. As NCs size increases, there
is a shift of the main peak of the optical absorption to longer wavelengths.

For many applications of NCs, it is important to determine the actual concen-
tration or average concentration of nanocrystals in solution. It is also essential to
determine the concentration to study the mechanisms of nucleation and growth of
colloidal nanocrystals. If the material is known, extinction coefficient is relatively
easy to obtain the concentration of the nanocrystals through the optical absorption
spectrum; this method is often more practical and convenient to determine the
concentration. Thus the first step to be performed in obtaining the extinction
coefficient is to acquire the diameter of the nanocrystal CdSe, which can be obtained
by the expression developed by William et al. [33]:

CdSe: D D (1.6122 � 10�9)	4 � (2.6575 � 10�6)	3 C (1.6242 � 10�3)	2 C
(0.4277)	 C (41.57)

In this expression, D (nm) is the size of the nanocrystal obtained, and 	 (nm)
is the wavelength of the first absorption peak. To illustrate the size calculation,
consider the following figure of the characteristic absorption spectrum of a sample
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Fig. 6.6 Calculation of size, using absorption spectrum. The up arrow at 505 nm represents the
first excitonic absorption band of QD, and 400 nm represents the second excitonic absorption band

of CdSe nanocrystals which can be seen in the first excitonic absorption peak
	1s D 505 nm (Fig. 6.6).

In this particular case, the value of D Š 2.4 nm.
The coefficient of excitation mol (ç) particles is calculated by Lambert-Beer Law:

A D �CL (6.5)

In this equation, A is the absorbance of first excitonic peak, C is the molar
concentration (mol/L) of the nanocrystals, and L is the optical path length of the
cuvette fixed as 1 cm.

2.1 Surface Functionalization

Quantum dots have attracted considerable attention by exhibiting a high surface-
to-volume ratio, which means that most of the atoms are located at the QD surface,
thus becoming structures with high surface reactivity [34]. Generally, surface atoms,
at QD surface, can generate surface defect sites (e.g., dangling bounds) which act
as trap states for charged carriers. The trapping of charge carriers on surface defect
sites results in an exciton delocalization that leads to non-radiative recombination
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pathways, and therefore low photoluminescence quantum yields generally result in a
decreased performance of emission-based devices. Intense efforts have been applied
to understanding the role of carrier surface trapping on physical processes such as
carrier relaxation and recombination dynamics.

A frequently used method to reduce defects and dangling bonds situated on the
nanocrystal surface, and then the exciton delocalization, is the passivation of the QD
surface with organic ligands, such as hexadecylamine (HDA) or trioctylphosphine
oxide (TOPO), among others. It has been shown that the passivation of QDs
with capping agents strongly influences the electron and hole transport from QDs,
making them a critical factor for delivery of photoexcited carriers in photovoltaic
devices [35, 36] or for biomedical and clinical imaging applications [37, 38].

The ligand exchange reaction method is a common procedure used to function-
alize NC structures. The reaction can be obtained by put 0.09 g NaOH, 4 mL of
Methanol and 38 �L of 1-Thioglycerol in a beaker of 10 mL. Then 2 mL of CdSe
nanocrystals with a density of 16 mg/mL is added to the solution. The solution must
be stirred for the ligand exchange process to occur. During the reaction time, note
the transfer of nanocrystals from a nonpolar solvent such as toluene to a polar one
such as water.

Then by measuring absorption, it was possible to visualize the shift of the first
absorption peak, from 528 to 547 nm after 16 h (Fig. 6.7). Such exchange is slower
for QDs because exchange reaction is controlled by mass transport processes. The
intermediate broadness of the peak in 4 h can be rationalized as a large variation in

Fig. 6.7 Absorption spectra of CdSe nanocrystals functionalized with time reaction
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Fig. 6.8 Photoluminescence spectra of CdSe QDs functionalized with hexadecylamine. Inset
shows the effect of QD size and the surface electronic levels. Here, CB and VB are conduction
band and valence band, respectively. The values 480, 520, 560, 590, and 610 are emission peaks of
the QDs

the ratio of the number of 1-thioglycerol ligands on the CdSe nanocrystals surface
between different nanocrystals in solution. However, the final absorption peak of the
ligand exchange reaction after 16 h is only slightly broader than the original CdSe
NCs [39].

Figure 6.8 above shows normalized PL spectra of the core-type CdSe QDs’
surface stabilized with hexadecylamine coating diluted in toluene. By reducing the
QD size, one clearly observes an increase in the emission intensity of the shoulder
band located for greater wavelength of the main excitonic transition of the QD. In the
case of the sample with emission at 480 nm, from QD of smaller size, it is clearly
observed that the shoulder can be resolved into two emission peaks. This issue is
associated with the QD surface states, and PL spectra show that the emission from
the surface becomes increasingly prevalent with reducing the QD size. The inset of
the figure shows that with the reduction of the QD size, surface localized states can
emit radiation because these states are into NCs band gap.

The synthesis using TOPO/TOP makes these NPs soluble in the apolar solvent. If
the application requires, for example, which NPs are water soluble, a polar solvent
with significant use in medical and pharmaceutical applications, then one must
replace the linker of the NP surface. Just below, there is a list of linker molecules
commonly used to change the NP solubilization properties. A good job of reviewing
the medical and pharmaceutical application of NPs can be obtained from Ref. [40].
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Fig. 6.9 Schematic possibilities presented by QDs depending on doping, stabilization, and
functionalization of its surface
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The surface functionalization of these NPs provides improvements of their
physicochemical properties according to the nature of the linker on the NP surface.
The quantum confinement effect observed in QDs results in the tunability of the
optical properties depending on their composition, particle size, and the presence
of dopants [41]. Due to their excellent photophysical, magnetic, electric, and
biological properties, QDs are widely applied in medicine as drug delivery [42],
bioimaging [43], biosensors [44], detection for disease [45], photodynamic therapy
[46], molecular biology [47], and cancer therapy [48].

Figure 6.9, below, summarizes different arrangements achieved with nanomate-
rials depending on doping, stabilization, and functionalization of its surface.

These possibilities in functionalization of QDs with linkers or functional
molecules lead to different applications. For applications in photovoltaic systems,
Robel et al. [49] used the (HS-R-COOH) which is a bifunctional surface modifier to
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Fig. 6.10 This figure shows
schematically the (a) ligand
of CdSe QD particles of TiO2

with bifunctional surface
modifier and (b) light
collection with transfer
charges for TiO2 (Reprinted
with permission from Ref.
[49]. Copyright 2017
American Chemical Society)

alter the collection of electrons from the quantum dot CdSe for TiO2, as showed in
Fig. 6.10. Here the SH-R-COOH molecule serves as a bridge to facilitate electron
transport. It has been shown that the thiol functional group (HS) has a strong bond
with the surface of the CdSe NP, while the other COOH functional group adheres
to the surface of TiO2.

Another procedure used to reduce surface trap states is from the synthesis of
core/shell structures. In this case, two semiconductor materials with different energy
band gaps are used. The core-type semiconductor has a smaller energy band gap
than the shell semiconductor. This leaves a potential barrier at the semiconductor
interface increasing the confinement potential of the charge carriers in the core
region. That is, the core QD is encapsulated in a semiconductor shell of wider band
gap to confine either both type-I or a single quasi-type-II charge carrier to the core
and minimize their surface overlap [50].

This occurs by the formation of a potential barrier at the junction of the
semiconductor which inhibits the carrier transfer by non-radiative processes to QD
surface defects. As an example, the CdSe/CdS where the values of bulk material
energy gaps at room temperature are 1.74 eV (CdSe) and 2.58 eV (CdS). The
core/shell is a more stable material and has higher quantum efficiency than the case
of quantum dot CdSe without surface protection (Fig. 6.11) [51].

However, the abrupt boundary between core and shell materials can induce
strain due to lattice mismatch and introduce new trap states at the interface. Thus,
more recently, it was proposed that a thick-graded shell can be a strategy to cover
the semiconductor QD core and provide better enhancement of the fluorescence
properties [52]. This structure has been shown to reduce Auger recombination
process in semiconductor QDs, a non-radiative process, and particularly for the
graded alloyed CdSe/CdSexCdS1 � x/CdS system; the delocalization of the electron
wave function into the thick CdS shell reduces its overlap with the core-localized
hole [53] and improves the multiexciton performance of QDs [54].
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Fig. 6.11 Shell thickness
modulation in
CdSe/CdSxSe1 � x/CdS
core/shell quantum dots via
1-thioglycerol. Energy gaps
of the bulk materials at room
temperature are 1.74 eV
(CdSe) and 2.58 eV (CdS)
(Reprinted with permission
from Ref. [51]. Copyright
(2017) American Chemical
Society)

3 PbCoSe NCs in Glass Environment for Visible
and Infrared Emission

The kinetic growth of the nanocrystals in glass matrices is the result of the
thermodynamic process of the diffusion controlled by the precursors of chemical
elements that are precipitated in an oversaturated solid solution in the glass matrix
[55, 56]. In this way, the appearance of nanocrystals (solid phase) occurs, originated
by diffusion controlled by the precursor elements (solute) in the glass matrix
(solvent) [57]. The synthesis of nanocrystals grown in glassy matrices follows
the following steps: (1) weighing of chemical elements, (2) mixture of chemical
elements, (3) melting the chemical composition at a melting temperature established
by thermal analysis measurements, (4) cooling the melt to room temperature, and
(5) heat treatment around the glass transition temperature (Tg) for the formation
and growth of the nanocrystals. The average size of the nanocrystal depends on the
temperature and time at which the samples are subjected to the heat treatment. The
schematic representation of the synthesis process is shown in Fig. 6.12.

Semiconductor nanocrystals (NCs) doped with transition metal (TM) are part of a
class of materials in which a restricted portion of its cations are replaced by TM ions,
named as diluted magnetic semiconductors nanocrystals (DMS NCs). In context, an
exchange interaction is promoted between the d-electrons of the transition metal
ion, usually located in the band gap region of the hosting semiconductor, and the
sp-band electrons of the NC semiconductor [57–61]. These new materials show a
change of optical, magnetic, electronic, and structural properties dependent of TM
concentration, size, and shape of DMS NCs. Some kinds of DMS NCs have been
grown in glass matrix such as TM (Mn2C or Co2C)-doped Bi2Te3 [62], CdS [63],
Bi2S3 [64], CdSe [65–67], ZnO [68, 69], ZnTe [70], and PbSe NCs [31].
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Fig. 6.12 Schematic representation of the synthesis process of nanocrystals embedded in a host
glass matrix

In context, we investigated an interesting modification that occurs in PbCoSe
nanocrystals which refers to the optical properties caused by the change in the band
gap of NCs semiconductor with the incorporation of Co2C ions, due to the exchange
interactions sp-d, that is related in reference [71].

The samples investigated with semimagnetic PbCoSe NCs were produced by
the fusion method in the glass matrix with the following nominal composition:
40SiO2•30Na2CO3•1Al2O3•25B2O3•4PbO (%mol), herein quoted as SNABP glass
matrix. The nominal composition of the nanocomposite was achieved by adding
2Se (%wt) plus xCo with respect to the (1 � x)Pb, with x D 0.05. For this sample, a
thermal annealing of the previously melted glass matrix was carried out at 500 ıC for
two different times, 200 and 500 min, here denoted as PbCoSe200 and PbCoSe500
samples, respectively.
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Fig. 6.13 (a) Room-temperature absorption spectra of PbSe:Co2C NCs embedded in SNABP
glass matrix annealed for 200 and 500 min at 500 ıC. Inset shows the energy level diagram of
Co2C (3d7) in a tetrahedral site next to 
/B D 4.93, in the Tanabe-Sugano diagram of d7(Td) for
C/B D 4.5. Figures (b) and (c) show the TEM images of Pb1 � xCoxSe NCs, x D 0.05, annealed for
200 min and for 500 min, respectively (Ref. [71], Reproduced by permission of the PCCP Owner
Societies: http://pubs.rsc.org/en/Content/ArticleLanding/2016/CP/C6CP04419K#!divAbstract)

The divalent ion Co2C(d7) in the tetrahedral site exhibits electronic energy levels
denoted by 4T1(4P), 4T1(4F), 4T2(4F), and 2E(2G), which are strongly dependent
of the crystal field intensity. Here, we analyze the visible and near-IR optical
absorption and emission of Co2C-doped PbSe nanocrystals embedded in glass by
controlling the temperature (19–317 K) and NC size. Depending on crystal field
intensity and sample temperature, the visible emission can be tuned from 4T1(4P)
to spin-flip-like 2E(2G) states. The near-IR absorption and emission spectra present
component of delocalized, excitonic NC and localized Co2C ion state, which can
be tuned by changing the PbCoSe NC size. To the best of our knowledge, there
is no report about the studies of Co2C-doped PbSe nanocrystals embedded in
glass matrices presenting optical properties in visible and near-IR electromagnetic
spectral region as shown in Fig. 6.13.

Figure 6.14 shows the PL spectra as a function of temperature for PbCoSe200
and PbCoSe500 samples in the visible region. Comparing the PL spectra of the
two samples, it was observed that the ZPL(2E(G)) is more pronounced at lower
temperatures, as expected, than the sample treated with a higher annealing time.
The distribution of intensity between the ZPL and the PSB is strongly dependent
on temperature. For low temperatures, there are low phonon excitations, and the
ZPL is higher than PSB. At higher temperature, there is enough thermal energy
to excite many phonons, and the probability of ZPL transition is close to zero.
After a characteristic temperature, with thermal energy higher than 
ZPL, thermal

http://pubs.rsc.org/en/Content/ArticleLanding/2016/CP/C6CP04419K#!divAbstract
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Fig. 6.14 Temperature dependence of PL spectra of the PbCoSe200 (a) and PbCoSe500 (b)
samples (Ref. [71], reproduced by permission of the PCCP Owner Societies: http://pubs.rsc.org/
en/Content/ArticleLanding/2016/CP/C6CP04419K#!divAbstract)

population from 2E to 4T1 states occurs, and after this temperature, an excited-state
crossover occurs [4T1(P) $ 2E(G)], which is responsible for the evolution of the
emission spectrum from a broadband emission to a narrow peak emission.

In Fig. 6.15 the OA and PL spectra are shown with PbCoSe200, PbCoSe500,
PbSe NCs, and SNABP matrix. The PL spectrum of the sample annealed for 500 min
has an asymmetric behavior with an apparent exponential tail at the lower energy
side, a characteristic of localized excitonic recombinations due to states below the
conduction band. We believe that this shoulder in the lower energy side of the PL
peak, observed for the sample treated at 500 ıC, can be related with 4T1(4F) states
after interaction with the extended states of the NC conduction band. By reducing
the energy position of the NC conduction band, after the thermal annealing process,
there is an interaction between the 4T1(4F) localized states and the delocalized states
of the NC conduction band, so that electrons in the nanocrystal conduction band can
relax by non-radiative recombination to accessible states 4T1(4F) and recombine
radiatively with the lower 4A2 (4F) state.

4 Tin Films of CdS NCs Growth By Chemical Bath
Deposition

Chemical bath deposition technique has been used for deposition of CdS films since
the 1960s [72–75] and since the late 1980s for use in photovoltaic devices [76]. The
CdS was widely used as window material in the second generation of photovoltaic
cells due to your absorption below 500 nm [77]. Moreover, that material can

http://pubs.rsc.org/en/Content/ArticleLanding/2016/CP/C6CP04419K#!divAbstract
http://pubs.rsc.org/en/Content/ArticleLanding/2016/CP/C6CP04419K#!divAbstract
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Fig. 6.15 Optical absorption and photoluminescence of PbSe:Co2C and PbSe NCs. (a). Green
lines represent excitonic NC transitions, and magenta lines represent emission from Co2C ion
states, 4T1(4F) to 4A2(4F). (b) It shows possible diagram energy for PbSe:Co2C, with optical
activity in near-IR region (Ref. [71], reproduced by permission of the PCCP Owner Societies:
http://pubs.rsc.org/en/Content/ArticleLanding/2016/CP/C6CP04419K#!divAbstract)

be deposited on flexible substrates attending the new proposal to photovoltaic
technology. In chemical bath deposition technique of CdS, the substrate is dipped in
an alkaline solution containing a source of chalcogenide and one metal ion, wherein
the film is deposited by precipitation due to the concentration of ions reaching
the maximum value predicted by the solubility constant. The reactions involved at
process are presented in Eqs. (a) and (b) below.

SC.NH2/2 .aq/ C 2OH�
.aq/ ! S2�

.aq/ C CH2N2 .aq/ C H2O.l/ (a)

Cd2C
.aq/ C S2�

.aq/�CdS.s/ (b)

The process begins with the decomposition of thiourea in alkaline medium. This
process provides for several complex medium containing cadmium which is shown
in Table 6.1 with their respective equilibrium constants. In addition to the cadmium
complex, there are also free cadmium ions in solution. The formation of the CdS
occurs when the concentration of free sulfide and cadmium ions is high enough to
initiate precipitation of CdS.

http://pubs.rsc.org/en/Content/ArticleLanding/2016/CP/C6CP04419K#!divAbstract
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Table 6.1 Chemical species present in an aqueous solution containing cadmium ions and acetate

Chemical equations Log K

Cd2C

(aq) C CH3COO�

(aq) • [CdCH3COO]C

(aq) 1.90
Cd2C

(aq) C CH3COO�

(aq) • [Cd(CH3COO)2](aq) 3.20
Cd2C

(aq) C H2O(l) • [CdOH]C

(aq) C HC

(aq) �10.1
Cd2C

(aq) C 2H2O(l) • Cd(OH)2 (aq) 2HC

(aq) �20.3
Cd2C

(aq) C 3H2O(l) • [Cd(OH)3]�

(aq) C 3HC

(aq) �31.7
Cd2C

(aq) C 4H2O(l) • [Cd(OH)4]2�

(aq) C 4HC

(aq) �47.3
2Cd2C

(aq) C H2O(l) • [Cd2OH]3C

(aq) C HC

(aq) �9.40
4Cd2C

(aq) C 4H2O(l) • [Cd4(OH)4]4C

(aq) 4HC

(aq) �32.8
CH3COO�

(aq) C HC

(aq) • CH3COOH(aq) 4.73

300 400 500 600 700 800 500 550 600 650 700 750 800 850

A
bs

or
pt

io
n 

(a
rb

. u
ni

ts
)

Wavelength (nm)

24h
20h
12h
3h
2h
1h
20min

 (B) (A)
PL

 In
te

ns
ity

 (a
rb

. u
ni

ts
)

Wavelength (nm)

24h
20h
12h
3h
2h
1h
20min

Fig. 6.16 (a) Absorption spectra and (b) photoluminescence emission spectra of CdS films
obtained in different tCBD

We have analyzed CdS films deposited on polyester by chemical bath deposition
technique varying the bath time, tCBD, and the film was characterized by scan
electronic microscopy, SEM. Moreover, optical properties of films have been
investigated by absorption and photoluminescence, PL, spectroscopies. The average
size of the nanoparticles can vary from 50 to 400 nm depending on the deposition
time.

Figure 6.16 shows absorption and photoluminescence spectra obtained at room
temperature through a Varian spectrophotometer, model Cary 5G, and a laser setup
exciting the sample at 488 nm line (1 mW) of ArC laser. PL signal has been analyzed
by USB 4000 Ocean Optics spectrometer.

Absorption and PL spectra show that after 12 h in reaction bath occurs saturation
in the absorption and emission intensities. The PL emission due to the band to band
emission (540 nm) increases until 3h. After this, the emission decreases until tCBD is
20 and 24 h. The transition at 730 nm is due to electrons and holes trapped in surface
defects [78]. The exciton trapped in CdS composite vacancies can recombine with
emission at 760 nm [79].
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Fig. 6.17 Scanning electron microscopy images at magnifications of 50,000 to 200,000� for films
with different deposition times

Figure 6.17 shows different magnification images obtained through the scanning
electron microscopy of different CdS films. It can be seen through Fig. 6.17a–h that
for a deposition time of up to 6 h, the particles are not in contact with each other.
For deposition times over 9 h (see Fig. 6.17i–p), particles begin to establish contact
with each other, and the film feature becomes more pronounced. The covering of the
entire substrate as shown in Fig. 6.17o–p occurs only once between 20 and 22 h.
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Chapter 7
X-Ray-Excited Optical Luminescence

M. A. Cebim, H. H. S. Oliveira, M. O. Krauser, and M. R. Davolos

X-ray-excited optical luminescence (XEOL) is a spectroscopic technic historically
related to scintillator materials and X-ray phosphors.

Scintillators and X-ray phosphors are materials which can efficiently convert
ionizing radiation (photons or particles) into UV-Vis radiation.

Due to this property, such materials can in principle be applied to high-energy
physics, industrial inspection, dosimetry, and nuclear medicine and in the detection
systems of radiation [1] for image diagnosis [2]. In fact, all applications related to
medical imaging require the detection of high-energy photons [3], which includes
planar X-ray imaging, computed tomography, and positron emission tomography.

The applied and basic research in the scintillation field is a fundamental step
in the development of new technologies and has increased significantly in recent
years, because all the materials used in this myriad of applications can present
improvements in its physical and chemical properties [4]. With the development
of new luminescent materials along with the enhancement of characterization
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techniques that contributes to the elucidation of the processes involved with the
scintillation mechanism, it is possible to design high-performance scintillators,
which can be characterized by a high density, reasonable mechanical and chemical
stabilities, low radiation damage, and high luminescent quantum yield, and, beyond
that, present feasible chemical synthesis and reasonable preparation coasts [5].

The improvement of scintillator characteristics and the knowledge of theoretical
limits of relevant properties implies in the study of structural and luminescent
features, as well as the mechanisms related to the scintillation process. Therefore,
one must describe in general terms all the processes which manifest during
scintillation.

The scintillation process can be divided into three stages [6]. In the first, incident
radiation ionizes the material with the formation of holes in the most energetic shells
of the material constituents. The ionization triggers a series of phenomena which
includes radiative decay of electrons followed by the emission of secondary X-rays,
non-radiative decays (Auger electrons), and electron-electron inelastic scattering.
Typically, this stage requires two to seven times the energy for the creation of
an electron-hole pair, with a time interval of 10�15–10�13 s. The second stage is
characterized by the gradual release of the absorbed energy until it reaches the
ionization threshold. At this point, despite the evolved energy is inferior to promote
further ionizations, it can be used to promote interband transitions leading to the
creation of electron-hole pairs. Electron-phonon relaxation and intraband transitions
promote pairs thermalization. Charge carriers can return to the diffuse band (in the
case of semiconductors), being trapped in defects or impurities, self-trapped to its
own structure or the formation of excitons, all of these in a time scale of 10�12–
10�11 s. At this stage, the luminescent centers can be excited by the impact of “hot
electrons,” by the subsequent capture of electron-hole pairs or by the energy transfer
between a sensitizer and the activator, in a time scale of 10�12–10�8 s. Finally, at
the third stage, the excited luminescent center returns to the ground state by photon
emission or non-radiative suppression. The radiative process can be short (10�9–
10�3 s) for pair recombination and for exciton emission or electronic recombination
or take several minutes for the case of high prohibitive processes.

Due to the capacity of conversion of high-energy radiation into lower-energy
radiation, these materials can be widely applied in fields of detection [7], dosimetry
[8], and diagnosis applications [9] and as medical imaging technologies.

Nowadays, the science of scintillator materials is focused on the development
of high-performance materials [10] and the understanding of the scintillation
mechanism in nanostructured materials [11]. In general, scintillator materials and
X-ray phosphors are prepared in the form of crystals, polycrystalline powders, and
densified ceramics. The introduction of nanostructured materials in scintillation
expands the possibility of new conformations such as composite films, vitroceram-
ics, thin films, coordination compounds, metal-organic frameworks (MOFs), and
organic-inorganic hybrid materials in the detection of ionizing radiation.

X-ray-excited optical luminescence (XEOL) is directly related to X-ray-induced
photoelectron spectroscopy and X-ray fluorescence [12]. The majority of papers in
physics and chemistry of materials relate XEOL as a complement of the structural
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and spectroscopic analysis [13]. Thus, XEOL apparatus and measurements depend
on the instrumentation of photoelectron spectroscopy, which is coupled with the
necessary instrumentation for UV-Vis spectroscopy. However, the diffusion and
popularization of XEOL as an analytic-structural characterization of materials
depend on the development of a simple and low-cost instrumentation to realize quick
and precise XEOL measurements.

XEOL is being tested and used in our lab in the characterization of materials
with different conformations, such as nanostructured materials, composite films,
coordination compounds, and MOFs, in addition to thin films and hybrid organic-
inorganic materials.

Particularly, regarding lanthanide-based materials (with trivalent lanthanide
cations, i.e. Ln3C) which is the focus of a number of research papers due to its
importance in luminescence and illumination [14], in the production of batteries and
fuel cells [15], sunscreens [14], and mainly in strategic fields, such as nanostructured
catalysts [16] and critical materials. In all these applications, the coordination
number and the covalence degree for the lanthanide crystallographic site define
the luminescent properties of the lanthanide-based material and are of fundamental
value for the engineering of high-performance materials. The XEOL technique was
already presented as a tool for the characterization of multisite lanthanide-based
materials [17]; however, XEOL was poorly explored in this way. XEOL can be most
valuable when performed along with UV-Vis-excited luminescence, since different
excitation radiations can stimulate the luminescence of different Ln3C sites.

Here we discuss the use of XEOL as an analytic tool for the characterization
of materials, that is, the correlation of XEOL characterization with traditional struc-
tural and spectroscopic characterization and the influence of defects in luminescence
properties of Eu3C-doped Y2O3 and the XEOL analysis of materials with different
conformations – phosphors/PMMA (polymethylmethacrylate) composite films – as
scintillators and X-ray phosphors.

1 Influence of Structural Defects on Scintillation Properties

1.1 Method Influence

In this section, the structural defects produced by different methods and its influence
on the scintillation properties will be discussed, evaluating the luminescent proper-
ties of the Y2O3:Eu3C prepared by Pechini [18] and homogeneous precipitation
(HP) [19] methods. Materials obtained by both synthetic methods, even using
the same conditions – thermal treatment at 1100 ıC for 4 h – present different
structural and morphological properties. While HP method produces spherical
and monodispersed particles, in particular, the same material prepared by Pechini
method present agglomerates of nanoparticles, as observed in Fig. 7.1.
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Fig. 7.1 Scanning electron microscopy of Y2O3:Eu3C 1% a.t., obtained from Pechini and
homogeneous precipitation (HP) methods

It is important to remember that both synthetic methods are based on different
precursors, which leads to materials with different structural characteristics. In the
Pechini method, the noncrystalline polymeric resin used as a precursor presents
a morphology not well defined, favoring the formation of the aggregates. In
HP methods, yttrium hydroxycarbonate nanoparticle precursors present size and
shape defined, which are maintained after thermal treatment, resulting in dispersed
nanoparticles. Despite these differences, the samples prepared from both synthetic
methods reveal a mean size around 150 nm.

Another difference observed in the Y2O3:Eu3C materials is related to the
presence of precursor subproducts after thermal treatment, as observed in the
infrared spectra (Fig. 7.2).

When Y2O3:Eu3C is obtained by HP method, bands assigned to carbonate anions
are observed [20]. These anions probably are trapped at oxide structure due to
incomplete decomposition of the precursor, leading to the formation of the structural
defects in the material.

X-ray diffraction data allows to evaluate the crystalline structure of the materials
prepared from both synthetic methods (i.e., Pechini and HP methods), as observed
in Fig. 7.3.

Analyzing X-ray diffraction data, the samples present structural phase related to
Y2O3 (JCPDS-PDF 41-1105), independent of the synthesis method used. Crystallo-
graphic parameters can be obtained from X-ray diffraction data by Scherrer [21] and
Williamson-Hall [22] (WH) methods, and these parameters are shown in Table 7.1.

As observed in Table 7.1, the material prepared via the HP method presents better
values of the crystallographic parameters (e.g., higher crystallite size and minor
crystalline structure strain) when compared with the material obtained by Pechini
method. These structural parameters can be related to the luminescent properties of
the Y2O3:Eu3C under ultraviolet (UV) and X-ray-excited.

Photoluminescent (PL) measurements – excitation and emission spectra – of both
samples recorded at room temperature are shown in Fig. 7.4.
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Fig. 7.2 Fourier transform infrared spectra of Y2O3:Eu3C 1% a.t., obtained from Pechini and
(HP) homogeneous precipitation methods

Fig. 7.3 X-ray diffraction
data of the Y2O3:Eu3C 1%
a.t., obtained from Pechini
and homogeneous
precipitation (HP) methods

Emission spectra (	ex D 270 nm) of the samples present the characteristic
bands assigned to 5D0!7FJ (J D 0, 1, 2, 3, and 4) electronic transitions of the
Eu3C ion, and the emission profiles are similar for both samples, independent of
the preparation method used [23]. However, the excitation spectra present some
differences. It is possible to observe a redshift of the band assigned to charge transfer
(CT) O2� ! Eu3C of the sample obtained by Pechini method when compared with
the same band of the sample prepared by HP method [24]. The redshift probably
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Table 7.1 Crystallite sizes and strain lattice of Y2O3:Eu3C obtained from Pechini and homoge-
neous precipitation (HP) methods

Sample hkl Position (2� ) FWHM (2� )

Crystallite
size Scherrer
method (nm)

Crystallite
size WH
method (nm) Strain

Pechini method

Y2O3:Eu3C h22 45.1 0.0032
222 29.24 0.25036 44.3
622 57.68 0.32486 32.6

Y2O3:Eu3C h11 42.8 0.0024
211 20.60 0.24084 46.8
411 36.00 0.25053 45.0
611 53.26 0.30663 34.7

Y2O3:Eu3C 4 k0 47.8 0.0036
400 33.88 0.25509 43.3
440 48.62 0.29474 36.0

Homogeneous precipitation (HP) method

Y2O3:Eu3C h22 46.3 0.0030
222 29.34 0.24287 46.9
622 57.76 0.31425 34.2

Y2O3:Eu3C h11 43.7 0.0026
211 20.70 0.23567 48.9
411 36.06 0.25346 44.0
611 53.38 0.30344 35.2

Y2O3:Eu3C 4 k0 46.5 0.0028
400 33.96 0.24822 45.5
440 48.70 0.28192 38.5

is associated to additional electronic levels created from the higher structural defect
concentration in the sample obtained by Pechini method, as indicated by the higher
values of crystalline structure strain presented in Table 7.1.

Defect concentration in the material can be associated, indirectly, to
X-ray-excited optical luminescence (XEOL) results. The third stage of the
scintillation mechanism involves the energy transfer from e�/hC pairs to
luminescent center. This process can be affected by the presence of the defects
that capture the energy from e�/hC pairs and promote non-radiative decay rates.
Therefore, the emission intensity measured by XEOL technique can be associated
to the defects concentration in the materials analyzed.

Figure 7.5 shows emission spectra of the Y2O3:Eu3C samples obtained by
Pechini and/or HP method recorded by XEOL spectroscopy. As observed at PL
measurements, the emission profiles under X-ray-excited present the characteristic
bands assigned to 5D0!7FJ (J D 0, 1, 2, 3, and 4) electronic transitions of the Eu3C
ion and are similar for both samples, i.e., independent of the preparation method
used.
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Fig. 7.4 Photoluminescence spectra recorded at room temperature of Y2O3:Eu3C obtained from
(i) Pechini and (ii) homogeneous precipitation (HP) methods

Fig. 7.5 X-ray-excited
optical luminescence spectra
recorded at room temperature
and integrated emission
intensity on the 5D0!7F2

transition of Y2O3:Eu3C

obtained from (i) Pechini and
(ii) homogeneous
precipitation (HP) methods

However, it is possible to observe a significant emission intensity difference
between the samples. As discussed in this section, the sample prepared by Pechini
method presents a higher concentration of defects, and hence these defects can act
as suppressors of the luminescence. Because of that, the emission intensity of the
Y2O3:Eu3C prepared by Pechini method is almost half from that observed in the
sample prepared by HP method.
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Fig. 7.6 X-ray-excited
optical luminescence spectra
recorded at room temperature
of Y2O3:Eu3C obtained from
homogeneous precipitation
(HP) method at 700, 800,
900, 1000, and 1100 ıC

Fig. 7.7 Integrated emission
intensity on the 5D0!7F2

transition (from XEOL
spectra) of Y2O3:Eu3C

obtained from homogeneous
precipitation (HP) methods at
700, 800, 900, 1000, and
1100 ıC

1.2 Temperature Influence

Besides the method influence, the temperature also may contribute to defining a
higher or lower concentration of the defects in a material. This effect is observed
for Y2O3:Eu3C samples prepared by HP method using different thermal treatment
(e.g., 700, 800, 900, 1000, and 1100 ıC) for 4 h. Figure 7.6 shows the emission spec-
tra of the samples prepared at different temperatures recorded under X-ray-excited,
while that in Fig. 7.7 are shown the integrated emission intensity as a function of the
thermal treatment temperature.

It is evident that emission intensity increases exponentially (first order) with the
thermal treatment temperature. Increasing the temperature of the thermal treatment,
the crystallinity of the resulting material is higher, and consequently, structural
defect concentration decreases, minimizing non-radiative processes and increasing
of the emission intensity [25].
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Fig. 7.8 Radiation damage
of Y2O3:Eu3C obtained from
homogeneous precipitation
(HP) method in 700, 800,
900, 1000, and 1100 ıC

This influence also can be observed when the samples are exposed to the
X-ray radiation for long periods – radiation damage. Figure 7.8 shows the emission
intensity (on the 5D0!7F2 transition) as a function of the time exposure of the
samples to the X-rays [26].

The X-ray incidence on the sample creates defects that contribute to non-
radiative processes, leading to decreasing of the emission intensity. However, when
the sample is prepared at higher temperatures, the higher structural organization
minimizes the creation of these defects. As a result, the emission intensity of the
sample prepared at 1100 ıC reduces, under X-ray exposure, to 90% from initial
intensity, while the reduction observed for the samples treated below 1000 ıC is
higher, and it achieves to 80%.

2 New Conformations of Scintillators Materials

The science of ionizing radiation detection has received great attention in recent
years due to the search for materials with high performance and for better under-
standing of the scintillation mechanisms in nanoparticles, thin films, and composite
materials [27].

The structural conformation of scintillator materials is an important factor to be
considered in the quest for efficient scintillation systems and devices because it has
a direct impact on the application of these materials in ionizing radiation detectors
and in the final cost of the devices [28]. The preparation of the sintered materials,
compact ceramic, or single crystals involves high temperatures and pressures,
elevated power consumption, expensive procedures, and relatively large amounts
of raw and final product materials [29].

In this way, the preparation of nanocrystalline powders scintillators is the aim of
several research since it enables the possibility of new application for powdered
scintillator materials and may be considered an alternative to sintered compact
ceramic and single-crystal scintillators [30, 31].
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In nanocrystalline powders, it is possible to optimize the luminescent properties
by controlling the nanoparticle characteristics, such as grain and particle sizes,
allowing the preparation of structures with higher light yield than single crystals
[32]. The application of nanocrystalline scintillators in radiation detectors may
improve the efficiency of the X-ray volume imaging devices, increasing the light
yield, sensitivity, and radiation hardness, accelerating the registration rate of the
ionizing radiation decreasing irradiated doses, scanning durations and the cost of
the device [33].

The use of inorganic nanocrystalline powders as scintillator materials supported
into a polymeric film is also an interesting alternative for improvement of scintil-
lation devices [34–39]. The preparation of inorganic phosphor/polymer films has
a facile control of its shape, area, and thickness. Moreover, the use of composite
films allows the maintenance of optical properties of supported materials with a
significant decrease of the phosphor amount used in relation to compact ceramic or
single-crystal samples and enables the construction of devices that require flexible
systems, which cannot be achieved by single crystals [30, 32], sintered ceramic [31],
and vitroceramic materials [40].

This section presents some aspects of the preparation and the optical properties
of composite polymethylmethacrylate (PMMA) films containing GdAlO3:Eu3C and
Gd2O2S:Pr3C nanoparticles as scintillator materials [41–43].

Eu3C-doped GdAlO3 powder samples can be prepared by the Pechini method
with thermal treatment at 1100 ıC/4 h [41] and Pr3C-doped Gd2O2S powder
samples can be prepared by the thermal treatment (750, 780, and 900 ıC for 2 h) of
the corresponding hydroxycarbonate precursor in a dynamic H2/N2 atmosphere with
sulfur vapor (S8) [42, 43]. Previously characterizations of the luminescent properties
of these solids were described in the literature [41–43].

Inorganic phosphor/polymer films can be prepared by dispersion of the
GdAlO3:Eu3C or Gd2O2S:Pr3C powders in a 10% (wt./v) polymethylmethacrylate
(PMMA) solution in dichloromethane using the ultrasonic processor. The powder
to PMMA mass ratio () can be varied according to the desired characteristics of
the films. The composition of the scintillator powder/PMMA films discussed in this
section is shown in Table 7.2.

PMMA polymer has low X-ray absorption coefficient, presenting high trans-
parency with respect to such radiation. However, if any radiation damage occur to
the polymer that compromises the properties of the films, it is possible to recycle
the film by dissolution in dichloromethane, followed by filtration of the powder
and subsequent dispersion of the powder in a PMMA-dichloromethane solution.
Figure 7.9 shows the flow scheme for the process of composite films preparation.

The dependence of the composite film mean thickness obtained from 2D profiles
against the powder to polymer mass ratio, are shown in Fig. 7.10, varies linearly
for all composite films. Depending on the powder composition used in the film’s
preparation, several powder to polymer mass ratios can be defined in order to verify
the simplicity and feasibility of the composite film preparation.

The relative regularity of rugosity in the film’s profile (Fig. 7.10 – inset) can
be assigned to the uniform distribution of the powder in the PMMA polymeric
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Table 7.2 Composition of the scintillator powder/PMMA films

Powder Powder mass/mg
PMMA polymer mass/mg
(PMMA solution volume)a

Powder to polymer mass
ratio.  (�10�3)

GdAlO3:Eu3 1.0 1000 (10 mL) 1.0
2.5 1000 (10 mL) 2.5
5.0 1000 (10 mL) 5.0
7.5 1000 (10 mL) 7.5

10.0 1000 (10 mL) 10.0
Gd2O2S:Pr3C 5.0 1000 (10 mL) 5.0

5.0 700 (7 mL) 7.14
5.0 333 (3.3 mL) 15.0

aPMMA solution in dichloromethane D100 mg mL�1

Fig. 7.9 Preparation flow scheme of scintillator powder/PMMA films

matrix. The thickness of the films directly depends on the powder to polymer ratio.
Therefore, it is possible to control the film thickness using different compositions
with different  values. Despite of the film thickness dependence with powder to
polymer mass ratio, the powder mass exerts minor influence in the film thickness
when compared to the polymer mass. Therefore, GdAlO3:Eu3C films, prepared
using a constant polymer mass (Table 7.2), presented a minor variation of film
thickness when compared with Gd2O2S:Pr3C. In Gd2O2S:Pr3C films, the standard
deviation of mean thickness is higher when compared to GdAlO3:Eu3C films but
is probably due to the presence of powder agglomeration. However, these deviation
values are acceptable for the film thickness, which is around 235 �m.
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Fig. 7.10 Dependence of composite films mean thickness with the powder to PMMA mass ratio.
The inset shows the 2D profiles of the GdAlO3:Eu3C/PMMA composite films

The dependence of the film mean transmittance (400–800 nm) derived from
UV-VIS transmittance spectrum against the powder to polymer mass ratio is shown
in Fig. 7.11.

The transmittance spectra of the composite films (Fig. 7.11 – inset) present the
same profile, with different transmittance intensities. The bands observed at 299
and 341 nm are assigned to � ! �* e n ! �* transitions of the carbonyl group
(C O) of PMMA. A higher transmittance in the 400–800 nm spectral range was
observed, except for the Gd2O2S:Pr3C/PMMA composite films, which present mean
transmittance around 20%, due to the high homogeneity of particle distribution. The
mean transmittance in the 400–800 nm range decreases with  values. Increasing
the amount of powder dispersed with relation to the amount of PMMA polymer,
i.e., increasing  values, the visible light scattering increases and consequently,
the transmitted light decreases. Hence, depending on the transmittance in the 400–
800 nm range desired, it is also possible to control it by the use of films with different
compositions and different  values.

Scanning electron micrograph of Gd2O2S:Pr3C 5.0 at.%/PMMA composite film
( D 5.0 � 10�3) is shown in Fig. 7.12.

Gd2O2S:Pr3C 5.0 at.% spherical particles (mean diameter �200 nm) are easily
dispersed in PMMA/CH2Cl2 solution and form a stable suspension. After solvent
evaporation, the composite films show a homogeneous distribution of powder parti-
cles (Fig. 7.12a, b). Figure 7.12c shows the energy-dispersive X-ray spectra of the
polymeric matrix (EDS 1) and Gd2O2S:Pr3C 5.0 at.% particles (EDS 2). In contrast
to vitroceramics [40], polymeric composite films can be prepared using particle
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Fig. 7.11 Dependence of composite films mean transmittance (400–800 nm) with the powder
to PMMA mass ratio. The inset shows the UV-VIS transmittance spectra of the composite
films in the 200–1100 nm range. The image at the left shows (i) GdAlO3:Eu3C/PMMA and
(ii) Gd2O2S:Pr3C/PMMA composite films ( D 5 � 10�3)

powders of high crystallinity and can exhibit optimized functional electrooptical
properties. Particles prepared by the polymeric precursor method (GdAlO3:Eu3C
3.0 at.%, 50–120 nm) tend to form aggregates. Despite the presence of aggregates,
the material distribution in the composite films remains homogeneous, since the
aggregates can be homogeneously distributed in PMMA.

Figure 7.13 shows a comparison between UV (straight line) and X-ray (dashed
line) excited luminescence [44] for (a) GdAlO3:Eu3C 3.0 at.%/PMMA and (b)
Gd2O2S:Pr3C 3.0 at.%/PMMA composite films ( D 5.0 � 10�3).

The GdAlO3:Eu3C 3.0 at.%/PMMA and Gd2O2S:Pr3C 3.0 at.%/PMMA films
exhibit the same spectral profiles for both UV and X-Ray-Excited. The UV-excited
luminescence for the GdAlO3:Eu3C 3.0 at.%/PMMA film (Fig. 7.13a) was recorded
with excitation wavelength fixed at 274.5 nm (8S7/2 ! 6IJ transition of the Gd3C
ion). The typical transitions of the Eu3C ions, 5D0 ! 7FJ (J D 0–4), are observed.
In the case of the Gd2O2S:Pr3C 3.0 at.%/PMMA composite film, the emission
spectrum obtained when the sample is excited at 262 nm (VB ! CB, Gd2O2S)
presents transitions from 3P0 and 1D2 in the wavelength range of 480–780 nm. All
transitions are assigned in Fig. 7.13b.

Finally, for all composite films, the luminescence intensity is directly propor-
tional to , and the films prepared with different powder to polymer mass ratio
present the same spectral profiles. The employment of powder materials in the
PMMA polymeric matrix in relation to sintered compact ceramics, single crystals,
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Fig. 7.12 Scanning electronic microscopy images of Gd2O2S:Pr3C 5.0 at.%/PMMA composite
film ( D 5 � 10�3). (a) Gd2O2S:Pr3C 5.0 at.% particle distribution in the PMMA polymeric
matrix. (b) Magnification of Gd2O2S:Pr3C 5.0 at.% particle distribution in the PMMA polymeric
matrix. (c) Energy-dispersive X-ray spectra of the composite film: EDS 1 – Gd2O2S:Pr3C 5.0 at.%
particle and EDS 2 – PMMA polymeric matrix

Fig. 7.13 Emission spectra
of composite films.
Photoluminescence spectra
profile (continuous line) was
recorded with excitation
wavelength
	GdAlO3 D 274.5 nm and
œGd2O2S D 262.5 nm. XEOL
profile (dashed line) was
recorded with �8.0 keV
X-Ray-Excited (copper K’,
with the X-ray tube operating
at 35 kV and 20 mA)
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and vitroceramics [30, 31, 40] is interesting because the materials maintain its
luminescent properties and the composite films conformation allows to reduce the
amount of powder required, enabling the preparation of improved flexible devices,
with controlled shape, thickness, visible light transmittance, and luminescent
properties.
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Chapter 8
Piezoelectric Composites: Fabrication,
Characterization, and Its Application as Sensor

Alex Otávio Sanches, José Antônio Malmonge, and Walter Katsumi Sakamoto

1 Introduction

Smart materials are those that under some stimulus are able to change, significantly,
one or more of its properties (e.g., mechanical, optical, or electrical) [1]. Often
called “sensitive materials” because they possess susceptibility to external stimuli,
smart materials show a wide area of interest opening up new possibilities in
various sectors such as engineering, medicine, biology, and so on. Among smart
materials, piezoelectric materials have an important role, since they can function as
actuator and sensor materials, mainly in harvesting field driven by size reduction
and proliferation of so-called gadgets, and other portable electronics that require
less and less power, opening doors to use batteries to continually store energy from
other interconverted sources like human movement [2]. Several good papers have
been published in the last decade focusing the sensing and the energy harvesting
characteristics of them [3–6].

The existence of piezoelectricity in certain synthetic and biological polymers has
been known for a long time, as described by Wada [7]. The piezoelectric activity
of these polymers is low, limiting their studies to scientific interest. However, in
1969 the interest in this research field has changed with the work of Kawai [8],
which showed the existence of significant piezo and pyroelectric activity in synthetic
polymers, i.e., when subjected to a high electric field.

Due to its flexibility and ease of obtaining in various forms, polymers have
opened a wide possibility of applications previously limited to the conventional
piezoelectric ceramics. Thus, numerous studies have been developed mainly in order
to use these complex materials as a sensor [9–15].
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If flexibility and resistance to mechanical shocks made piezoelectric polymer
material more suitable than conventional ceramics for certain applications, despite
the lower piezo and pyroelectric activity, a high dielectric loss and low figure of
merit compromise its performance in various applications such as sensors. Hence,
for some specific applications, both of them may not work adequately due to some
properties of each one, such as low dielectric constant for polymers or mechanical
fragility for ceramics.

To overcome this problem, the ceramic/polymer composite becomes an alterna-
tive material since it can combine the properties of each single phase, providing
a new complex material with tailored performance as active or sensing material.
In general, the properties of a composite are determined by the number single
phase involved, volumetric fraction of each phase, the properties of the phases, and
particularly the manner in which they are interconnected. The connectivity describes
the configuration in which the phases of the composite material are interconnected.
Each phase can itself connect up to three directions. The numbers used to identify
the type of connectivity are given as a combination; the first number refers to
the connectivity of the dispersed phase and the second connectivity of the matrix.
According to Newnham and co-workers [16] for a two-phased system, there are
ten possible connectivities. The most widely studied ferroelectric composite is the
connectivity 0-3, mainly because it is the easiest to fabricate, but the composite
with connectivity 1-3 has been also characterized mainly for its use as sensor
due to higher piezoelectric activity in comparison with the 0-3 one. Several pyro-
and piezoelectric composites were prepared and characterized using epoxy resin
or polyvinylidene fluoride (PVDF) as matrix [17–19]. A review of the piezo- and
pyroelectric properties of polymers and composites can be found in the works of
Furukawa [20] and Das-Gupta [21].

Although the composite piezo- and pyroelectric has been studied for a long
time, the large range of applications and the growing technological interest for
the development of sensors and actuators left this field of research open to the
search for new materials with better qualities. By changing the polymer matrix or
ferroelectric ceramics, many papers have been published [22–27], showing that the
polymer/ceramic composite stands as a good alternative for applications in sensors
and actuators.

Another important parameter for obtaining samples with significant piezo- and
pyroelectric activities is its effective polarization. Because of the difference of the
dielectric constant of the ceramic and polymer, the effective electric field to the
polarization of the ferroelectric is much smaller than the applied field, and hence
the poling process requires an expressive electric field. SA-Gong and co-workers
[28] proposed the addition of semiconducting ceramics to create a continuous path
to the electrical flow between the particles of lead zirconate titanate PZT. Interesting
results were obtained by these researchers.

As predicted a few decades ago, by several researchers, the development of the
electronic industry greatly extended the scope of piezo- and pyroelectric composites
in a wide variety of new applications. Amplifier circuits have allowed the use
of composites with relatively low activities as piezo- and pyroelectric sensors.
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The automotive industry has used piezoelectric sensors to determine the acceleration
[29] and to measure the damping force in semi-active suspensions [30]. In the
medical field, some studies have reported the extensive use of piezoelectric
composites in ultrasonic transducers [31, 32]. The range of applications of
piezoelectric materials goes from microphones and hydrophones to telephone
communication systems [33, 34].

On these grounds, our aim in this chapter is to describe the development process
and characterization of polymer-based piezo composite and cement-based piezo
composite with 0-3 and 1-3 connectivity focusing its application as soil humidity
sensor and the sensor for structural health monitoring. The result obtained indicates
that it can be proposed as an alternative material to those used so far.

2 Soil Water Retention Curve Detection

The major development in the area of remote sensing and increasing miniaturization
of sensors made possible the emergence of so-called precision agriculture, which
seeks means to observe, access, and control over agricultural practices. An important
parameter to be controlled is undoubtedly the amount of water retained in the soil.
Thus, knowledge of the soil water characteristic curve is paramount since being a
hydraulic property depends on the structure of soil and its constituents.

Water into the soil as any other body in nature can be characterized by an energy
state. The movement of the water in the system soil-plant-atmosphere is very low,
and the kinetic energy in most of the cases can be neglected. On the other hand, the
potential energy is very important to characterize the energy state of the water as a
function of its position and internal conditions.

Thermodynamics describe the energy state using the so-called Gibbs free energy
[35], which is known as a total potential of water in the soil-plant-atmosphere
system. The motion of the water into the system is due to the difference of the total
potential between different position and the water follows the “universal law” that
is: Every system tries to reach the low energy state. The internal energy variation
dU can be written as [35]

dU D TdS � pdV C
nX

iD1

xidyi C
nX

iD1

�idni (8.1)

where TdS is the heat (T D temperature and dS D entropy variation), pdV is the
expansion work (p D external pressure and dV D volume variation),

Pn
iD1 xidyi is

any other kind of conservative energy, and
Pn

iD1 �idni is the chemical work due to
the variation of number of moles of each compound i. The Gibbs free energy in the
differential form is

dG D SdT � Vdp C
nX

iD1

xidyi C
nX

iD1

�idni (8.2)
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and finally,

dG D d‰ D SdT � Vdp C gdz C !d™ C �dn (8.3)

with g D gravity, n D number of water moles, � D chemical potential of water,
and ¨ is related with the interactions water/air/soil; ‰ D total potential and
d� D variation of water content in the system. ‰ represents the Gibbs free energy
difference between the state of water into the soil and one standard state. The
standard state is chosen as the potential energy of pure water with zero force acting
on it, atmospheric pressure, reference temperature, and elevation, and the energy of
this state is taken as zero potential [36]. So, the total potential of water is the sum of
the pressure, gravitational, osmotic, and matric components:

‰ D ‰p C ‰g C ‰os C ‰m (8.4)

‰os is due to mineral salt content in the soil water, and ‰m (matric potential) relates
the interaction between the soil and the water such as capillary and absorption and
is related to the soil humidity � .

For each homogeneous sample soil, the matric potential ‰m has a characteristic
value for each water content. The graph ‰m versus � is a characteristic of the soil
sample and is commonly called the characteristic curve or soil moisture retention
curve. Knowing the characteristic curve of the soil, it can estimate the matric
potential or vice versa. Actually, the soil humidity is easier to measure and the matric
potential is estimated by the retention curve.

The relation between ‰m and � can be obtained by two different ways [37]:

1. Drying: by taking a soil sample initially saturated with water and applying
gradually sucks

2. Wetting: taking a soil sample initially dried in air and allowing its gradual wetting

Each method provides a continuum curve but they are distinct. This phenomenon
is called hysteresis. Since ‰m versus � is obtained experimentally, there is a need to
define the best fit to the experimental data. The model used is the Genuchten model,
which is [38]

� D �r C .�s � �r/

Œ1 C .˛‰m/n�
b (8.5)

where � r is the residual volumetric humidity, � s the saturation value of the
volumetric humidity, and ˛, n, and b are soil parameters.

In general, under isothermal and isobaric conditions, the total water potential in
soil can be regarded as the sum of the gravitational and matric potential since the
variation of osmotic potential varies slightly from point to point within the soil.
One of the simplest tools to measure the water potential is the tensiometer. The
measure is based on the vacuum produced by sucking water out of a tube by a
porous tip and passes into the soil. The negative pressure is measured by the mercury
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manometer attached to the tube. When placed into the soil, the water inside the
tensiometer comes in contact with the water into the soil, and the equilibrium tends
to be established. As the water in the ground is at a lower pressure, water from the
tensiometer is sucked into the soil. The flow stops when the pressures are equalized,
and the pressure in the tensiometer can be measured.

In Fig. 8.1, the gauge reading is given in -h cm of Hg, which corresponds to the
water potential at point B. To determine the potential of the point A (point within
the ground), it has [39]

‰m .A/ D �13:6h C h C h1 C h2 (8.6)

or

‰m .A/ D �12:6h C h1 C h2 (8.7)

where h D reading Hg cm, h1 D manometer height in relation to the soil surface,
and h2 D depth of the porous capsule in relation to the ground surface.

This paper proposes to replace the mercury manometer for a piezoelectric sensor
for measuring the water potential according to Fig. 8.2 [39].

Figure 8.3 shows the apparatus with the composite sample as a pressure
sensor. A frequency generator continuously drives a steel-carbon film which excites
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Porous cup Reference line

Frequency 
Generator

Voltmeter

H2O
Special cell

Plastic tube

soil h1

h2

Fig. 8.2 Tensiometer with a special cell containing the piezoelectric sensor

(1)- nylon cell;

(2)- PU/PZT sample;

(3)- electric connection;

(4)- metal plate for contact with the sample;

(5)- insulate film;

(6)- metal plate for contact with the oscillating electric field;

(7)- steel-carbon diaphragm;

(8)- rubber ring;

(9)- connection with the tensiometer.

9

8 7 6 5 4
2

1 13 3

Fig. 8.3 Special cell with piezoelectric composite sensor (2)
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the composite sample. When the tensiometer water flows into the ground, the
pressure will change in the composite film which responds with an electrical signal
corresponding to the potential of water.

3 Acoustic Emission

Acoustic emission waves are elastic transient waves that arise from the sudden
release of energy from a source located in a material [40–49]. Common sources
of acoustic emission materials include mechanisms of initiation and growth of
cracks, impact sources, delamination, etc. [40–42]. Waves resulting from acoustic
emissions, in principle, are basically consisted of waves [40, 42]:

• Primary/longitudinal, known as type P waves.
• Shear/transverse known as type S waves.
• Rayleigh/surface basically consists of type P waves which are primary longitudi-

nal waves and waves of S type.
• In addition it has reflected and refracted waves.

The speed at which an elastic wave propagates in a material will depend on the
characteristics of the medium and the propagation mode. In planar structures, the
propagation velocity of a longitudinal wave (CL) and transverse (CT) are given by
the relationship [40, 42]:

CL D
s

E

�
(8.8)

and

CT D
s

E

2� .1 C �/
(8.9)

where E D Young’s modulus, � D density, and � D Poisson modulus.
As the acoustic wave (signal) propagates, Lamb waves become the dominant

mode of propagation and play an important role in AE tests. These originate
from the vibration of the planar structure (plate) [42]. Lamb waves are formed by
extensional or symmetric and antisymmetric or flexural waves so that flexural waves
have lower frequencies than extensional one [40, 41]. The speed of Lamb waves
directly depends on the thickness, frequency, and propagation mode. The speeds for
extensional and flexural modes of a wave in a planar isotropic medium are given by
the relations [42]:

Ce D
�

E

� .1 � �2/

�1.

2
(8.10)
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Cf D
�

EL2

12� .1 � �2/

�1.

4
!

1.

2 (8.11)

in which L is the thickness of the flat and ! the angular frequency. According to the
classical theory of elastic wave propagating, waves with various propagation modes
can simultaneously move in the material without directly interfering each other.
Thus, the motion of a material point is the sum of the various modes of propagation
of an elastic wave. As the elastic waves are propagating in a medium, they suffer
attenuation processes characterized by a decrease in its amplitude. The elastic wave
attenuation is given by the ratio between the energy of the wave, and its variation

E suffered along the propagation of a wavelength:

Q D 2�E


E
(8.12)

For complex materials with pure elastic behavior, Q goes to infinite because 
E
is zero.

Thus, acoustic emission (AE) technique is to measure and store information of
elastic waves by means of sensors arranged on the surface or in situ in a given
material so as to extract information about the nature of the emission source. Lamb
waves in flexural mode play an important role in acoustic emission technique
mainly due to its high amplitude. Piezoelectric materials are commonly used as
acoustic emission sensors. Among them, the most used are the ferroelectric ceramics
by having mostly high piezoelectric coefficient, high Curie temperature, and low
manufacturing cost, and PZT is the most used commercially. Acoustic emission
sensors must have a good response over a wide frequency range, and this response
is flat; acoustic and electrical impedance of the material must be very close to the
studied material, and the sensor should have a low mechanical quality factor. These
requirements generate limitations or reduction in the performance of such sensors
fabricated from ferroelectric ceramics depending on the material to be monitored. In
civil engineering, acoustic emission technique has been extensively studied over the
years for the nondestructive monitoring structures. In this case, the most common
material used in building processes is concrete. Problems associated with high
differences in the values of dielectric constant and acoustic impedance between
the concrete and piezoelectric sensors generate scattering and attenuation of elastic
waves, and distortions appear on the electric signal generated by them.

In civil engineering, concrete is the most widely used material, and monitoring
the structural integrity continuously is of great interest [50]. Determining quickly
and accurately some problems in buildings can be the difference between life
and death of many and can reduce maintenance costs by preventing or detecting
damage sooner [51]. Among the nondestructive techniques, the use of piezo-
electric transducers deserves special attention by the property of transforming a
mechanical deformation into an electrical signal [52]. However, transducers made
from conventional materials (PZT ferroelectric and polymer) are not suitable for
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concrete structures. Due to the difference in electromechanical properties between
the ceramic and concrete or between the pure polymer and concrete, the electric
signals that come from the structure and represent its internal behavior can be
distorted not allowing an accurate evaluation [53].

One of the devices widely used to evaluate structures in civil engineering is
the “strain gauge” which measures the deformation of the object. However, the
sensor elements (wires) are disposed on a dielectric (usually a polymer) which is
stuck on the structure being evaluated. Thus, the strain measurement is actually
the deformation of the polymer and not of the structure. Then, the cement-based
composite becomes the nearest sensor of the concrete structure, and the signals from
the structure to be analyzed will be more real. The motivation for the development
of piezoelectric composite materials results from the need to achieve particular
properties of a material, which cannot be found in materials with a single phase [54].
One of the advantages of the composite compared to the pure ferroelectric ceramic
or pure ferroelectric polymer is the combination of properties of the constituents
of the composite material, resulting in increased resistance against shocks and
increased figure of merit which influences the sensitivity of the material, and also
there is possibility to change the dielectric constant of the material, which is related
with the poling process.

4 0-3 Connectivity Pattern Composite Fabrication

The composite polymer/ceramic was obtained by mixing piezoelectric ceramic
(PZT) in the powder form with castor oil-based polyurethane (PU). Through the
technique of “spin coating,” the composite was obtained in the form of films with
thicknesses between 70 and 300 �m. In this case, the desired film thickness can
be partially controlled by the rotational speed of the spin coating system. The
composite PZT/PU was obtained with 0-3 connectivity, where ceramic particles are
dispersed in the polymer matrix without any contact between them. The diagram
below gives an idea of the process to obtain the composite film.

polyol Ceramic powder

mixture Pre-polymer

mixtureAir bubble removing

SPIN COATING polymerization

Schematic diagram to obtain PZT/PU composite
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The vegetable-based PU results from the reaction of isocyanate and ester of
ricinoleic acid. The composition of PZT:/PU used was 33:67 vol% of ceramic. The
composition is obtained using the Eq. (8.13). Aluminum electrodes of a circular
area of 1.0 cm diameter were deposited on both sides of the sample for electrical
contact. The samples were poled at 373 K for 1 h by applying a DC electric field of
10 MV/m. The composites samples were placed in silicone oil bath during poling
to avoid premature breakdown.

Mc D Mp
�c

�p

� ¿c

1 � ¿c

	
(8.13)

here M is the mass, � is the density, and � the ratio: c is related with the ceramic
phase and p to the polymer.

5 1-3 Connectivity Pattern Composite Fabrication

To make 1-3 composite, first PZT was obtained in the wire form making up a
mixture of PZT powders with water-based polyurethane in a proportion of 95 vol%
ceramic calculated by Eq. (8.13). Using a syringe, the mixture PZT/PU was extruded
onto a glass plate (Fig. 8.4a), and dried in an oven at 70 ıC for 20 min. After that,
the PZT wire was sintered at 1260 ıC for 2 h when the polymer phase is removed
(Fig. 8.4b).

Fig. 8.4 (a) PZT wire extruded onto glass plate; (b) After sintering
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Fig. 8.5 (a) PZT wires in Teflon mold. (b) Final sample: lighter color is PZT

Table 8.1 d33 x poling
electric field for a 0-3
PZT/PU 33 vol% composite

E (MV/m) t (min.) T (ıC) d33(pC/N)

6 60 110 12.5
10 60 110 15.6
12 60 110 24.0

The composite PZT/cement was obtained using a Teflon mold where the PZT
wires were placed as shown in Fig. 8.5a; for further filling with cementitious mass
and drying, the sample was sanded to reduce the thickness and uniformity of the
surface (Fig. 8.5b). Silver paint electrodes were placed on both sides of the sample
to the polarization process and subsequent electromechanical measurement. The
samples are of square shape with 18 mm side and an average thickness of 1 mm.

6 Composite Characterization

The poling process of a two-phased sample requires a higher bias field and also a
greater polarization time since part of the electric field is lost in the polymer phase
and does not reach the ferroelectric ceramic particles. The studies of the poling
process of a 0-3 PZT/PU composite with 33 vol% of ceramic dispersed in the castor
oil-based polymer were published in early work [55], and it can be summarized as
shown in Tables 8.1, 8.2, and 8.3. which means, the better condition to poling the
composite sample is T D 110 ıC, t D 60 min, and E D 12 MV/m. For higher poling
electric field, the piezoelectric coefficient should be higher, but the breakdown of
the polymer is a limitation.
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Table 8.2 d33 x poling time
for a 0-3 PZT/PU 33 vol%
composite

E (MV/m) t (min.) T (ıC) d33(pC/N)

12 30 110 11.0
12 60 110 23.8
12 90 110 24.0

Table 8.3 d33 x poling
temperature for a 0-3 PZT/PU
33 vol% composite

E (MV/m) t (min.) T (ıC) d33(pC/N)

10 60 60 7.3
10 60 900 10.0
10 60 110 11.50

Table 8.4 d33 as a function
of poling field

E (MV/m) T (ıC) t (min) d33 (pC/N)

0.60 60 60 158
0.76 60 60 163
0.91 60 60 189
1.01 60 60 213
1.21 60 60 226

Sample with 3.3 mm thickness

The poling process of the 1-3 composite samples is easier than of the 0-3 one
because the applied electric field goes straight to the ceramic phase without any loss
in the polymer phase. The first consequence is the lower electric field used in the
process. Table 8.4 shows the piezoelectric coefficient behavior of a 1-3 PZT/cement
composite.

Figure 8.6 shows the behavior of the relative dielectric constant in the frequency
range of 1 kHz to 1 MHz. In that range of frequency, there is no significant variation
in the constant value. It can be seen in Fig. 8.6 the decreasing of the constant for
increasing PU content in relation to the cement. The target is to bring the dielectric
constant of the composite closer to the concrete. The presence of the polymer in the
matrix makes the composite material mechanically more resistant (Table 8.5).

7 The 0-3 PZT/PU Composite as Soil Humidity Sensor

Figure 8.7 shows the vegetable-based piezoelectric composite (different color)
placed in a special cell (Fig. 8.3) and excited by an oscillating electric field that
provides the AC signal required for piezoelectricity. The vacuum pump changes
the pressure in the system and is monitored by the pressure gauge. The voltmeter
measures the electrical signal from the piezoelectric sensor. The applied exiting
square wave had 2.4 kHz frequency and 5.0 V peak-to-peak amplitude, and the
pressure range was 0–608 mmHg. The calibration curve is shown in Fig. 8.8 [39].

To test the composite PZT/PU as a sensor, a soil sample, which had already
been analyzed using an Hg manometer by the Department of Soil Science and
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Fig. 8.6 Relative dielectric constant of cement and 1-3 composite with different PU rate as a
function of frequency

Table 8.5 Comparison of relative dielectric constant d33 of some 1-3 cement-based composites

Matrix Ceramic Connectivity d33 (pC/N) "r Ref.

Cement PMN 1-3 213 278 [56]
Cement PMN 1-3 264 450 [57]
Cement C PU 20% PZT 1-3 226 131 This work
Cement C PU 40% PZT 1-3 226 90 This work

Rural Engineering, UNESP/Ilha Solteira, was used. Experimental data were fitted
by a computer program together with the Van Genuchten model. Table 8.6 shows
the experimental data for three depths commonly used in soil analysis and the
Genuchten parameters in Eq. 8.5 and that are listed in Table 8.7.

With the data from Tables 8.6 and 8.7, the soil retention curve can be obtained as
shown in Figs. 8.9 and 8.10 using sensors, Hg manometer, and PZT/PU composite,
respectively [39].

As it can be seen, there is good agreement between the two results, and the piezo
composite can be proposed as a soil humidity sensor with the advantage that the
monitoring of soil conditions can be made remotely.
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voltmeter

Frequency 
generator

manometervalve

Vacuum 
pump

Fig. 8.7 Simulation of a tensiometer, for measures piezoelectric transduction of the sensor in
relation to pressure variation in the system

Fig. 8.8 Electrical signal from the sensor in response to the pressure variation

8 1-3 PZT/Cement/PU Composite as Acoustic Emission (AE)
Sensor

As mentioned in many works [46, 53, 58–60], acoustic emission is a transient
phenomenon in which elastic waves are generated by the rapid release of energy
from a source of the material or structure. Thus, this technique is well suited
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Table 8.6 Matric potential and volumetric humidity at three different depths [39]

‰m(mmHg) � (cm3/cm3) 15 cm � (cm3/cm3) 30 cm � (cm3/cm3) 45 cm

0 0.281 0.330 0.370
0.735 0.281 0.320 0.350
2.941 0.280 0.290 0.280
7.353 0.200 0.240 0.230
22.059 0.170 0.210 0.200
36.765 0.150 0.180 0.181
73.529 0.140 0.150 0.170
367.647 0.102 0.140 0.150
1102.941 0.100 0.130 0.130

Table 8.7 Genuchten model
parameters in Eq. 8.5 [39]

Parameters 15 cm 30 cm 45 cm

˛ 0.0286 0.018 0.0643
m 0.0183 0.4602 0.2128
n 27.443 10,182 2.085
� r 0.100 0.130 0.130
� s 0.281 0.330 0.370
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Fig. 8.9 Retention curve using conventional Hg manometer

for monitoring the structure in an accurate, fast, and nondestructive way. Early
determination of the beginning of a structural failure can be the difference between
life and death for many. Also, the maintenance of the structure may be less costly if
done at the proper time.

Embedded into or surface mounted on the structure the acoustic emission sensor
can provide a quick response to crack growth inside the structure transforming the
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Fig. 8.10 Retention curve using PZT/PU sensor

received mechanical stress of the elastic waves into an electrical signal. In this work
the composite PZT/cement/polymer was surface mounted onto a concrete block, and
to characterize it as AE sensor, the block was excited with two different simulated
AE sources: ball bearing drop, which provides relatively large amplitude and low-
frequency stress waves and pencil lead break (Hsu-Nielsen) [61] producing stress
waves with low amplitude and high frequency. The sensor response can be observed
and stored in an oscilloscope.

To monitor structure in civil engineering, the AE sensor should match acoustic
impedance with the concrete, which is the most used material. Also, the sensor
should respond in a broadband frequency. Figure 8.11 shows the electrical response
of the sensor to a pencil lead break test, which was carried out according to Hsu-
Nielsen. Silver paint was used on the two faces of the composite as electrodes
and the sensor response was stored in an oscilloscope Agilent model DSO6012A –
100 MHz.

The sensor was mounted on the surface of the concrete block and the graphite
was broken close to it. This test simulates the release of energy when, for example,
a crack in concrete block occurs. Applying the Fourier transform of the measured
signal in the time domain, it has the behavior of the sensor response in the frequency
domain, as shown in Fig. 8.12. It can be seen a flat sensor response in a wide range
of frequency as expected for an AE sensor.

It can be seen in Fig. 8.12 and 8.14 the difference in the amplitude and frequency
of the AE events as predicted by theory. The higher signal from the ball bearing
simulated AE source is very clear (Fig. 8.13) in comparison with the pencil lead
break response (Fig. 8.11).
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Fig. 8.11 Waveform from the surface mounted 1-3 sensor in time domain
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9 Concluding Remarks

Polymer matrix and cement-polymer matrix composites were obtained with 0-3 and
1-3 connectivity, respectively. After appropriate polarization process, the compos-
ites have been used as sensors because they can transform mechanical energy into
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Fig. 8.13 Time domain sensor response for a ball bearing drop
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Fig. 8.14 dB spectrum in frequency domain of the ball bearing test response.

electric energy. The 0-3 composite was obtained in the film form, and using a special
nylon cell, it was proposed as a substitute for mercury manometer in a tensiometer
to measure the matric potential of soil water.



8 Piezoelectric Composites: Fabrication, Characterization, and Its. . . 213

The negative pressure caused by the flow of water from the tensiometer to the
soil is determined by PZT/PU sensor, and through a calibration curve of pressure
x electrical voltage, the water retention curve can be obtained using the Genuchten
equation. For measurements in standard depths of soil analysis, the obtained result
is in agreement with the measurements of a mercury manometer. The advantage
of using this sensor instead of the conventional Hg manometer is the possibility of
automating all control systems of soil water content measurement and helping in the
wireless sensor networks in precision agriculture.

Composites with 1-3 connectivity were obtained using cement and water-based
polyurethane as a matrix. A Teflon mold was used to arrange the PZT wires, spaced
homogeneously to avoid contact between them. The use of the polyurethane in the
matrix is to obtain a sensor material with dielectric constant closer to the concrete
due to problems encountered with the large difference in properties between the
structure to be observed and the sensor material.

Increasing the percentage of PU in relation to the cement, it is observed that a
decrease in the dielectric constant and the value begins to approach to the value
of the dielectric constant of the concrete. The piezoelectric composite was surface
mounted on a concrete block and subjected to the acoustic emission test, namely,
ball bearing drop and pencil lead break. As expected from an AE sensor, the
response is flat in a quite large range of frequency. The sensitivity is enough to detect
AE events, and there is no need for signal amplification to be observed. Given the
above, it can be stated that the composite PZT/PU and PZT/cement/PU can be used
as a soil humidity sensor and acoustic emission sensor, respectively.
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Chapter 9
Functional Nanomaterials for Applications
in Energy Storage and Conversion
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and Rubens Maribondo do Nascimento

1 Electrochemical Power Source

Up to the mid-1970s, energy demands could be successfully supplied by fossil fuels.
The conventional technology was adapted to the requirements of the consumer
electronics and of the automobile market. Since that time, the situation abruptly
changed as consequence of a series of major events, namely, the oil crisis, the
worldwide extent of the consumer electronic market, miniaturization and portability
of electronic devices, and concerns about air pollution.

The consumption of energy provided by fossil fuels, such as natural gas, coal,
and crude oil, has abruptly increased during the twentieth century. In fact, it involves
as far as an 85% of worldwide energy consumption [1]. These energy resources of
widespread use are not obviously renewable, which may risk to bring to an end these
limited natural resources.

In the transport domain, some debate is set between the predominance of classical
gasoline propulsion [2] and alternatives fuels. Proposal exists to substitute propelled
by electric vehicles (EVs) or, at least, hybrid electric vehicles (HEVs), which are
much more environmentally friendly and more economic [3].

The term “battery” is, in fact, a general word that can be referred to many
subjects. It is usually used to describe an assembly of units connected to achieve
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Fig. 9.1 Schematic design of
a galvanic cell

a common goal. Thus, the assembly of galvanic cells, both on parallel or series, to
reach the adequate capacity or potential, respectively, is also designed as a battery.

A typical galvanic cell is a simple device that enables the energy released in
a spontaneous redox reaction to be directly converted into electricity [4]. In its
basic scheme, an electrochemical cell is constituted by two electrodes (e.g., M1 and
M2) which act as electrons carriers, in general, separated by an electrolyte (e.g., S)
which provides ionic transport between the electrodes and also electric isolation. A
schematic design of a galvanic cell is shown in Fig. 9.1.

At the contact between the metal M phase and the electrolyte phase S, a potential
EM/S arises from the balance of the Fermi energy levels FM and FS. This balance is
set by charge transfer from the electrode to the electrolyte or vice versa, according
to the redox properties of the electrode materials. This, in turn, is associated with
the establishment of a redox equilibrium leading to an oxidation process at one
electrode/electrolyte interphase,

M2 � M2
nC C n e� (9.1)

The electrons produced may be driven by an external circuit to the second
electrode where are involved in reduction process at the interphase:

M1 C n e� � M1
n� (9.2)

Hence, the electric current circulating through the external circuit yields an
electromotive force E between the electrodes, which may be expressed as the
difference of their potentials:

E D EM1=S � EM2=S (9.3)

and is notably associated with the overall process:

M1 C M2 � M1
n� C M2

nC (9.4)
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EM1/S is the potential of the positive electrode, e.g., the electrode which provides
electrons to the electrolyte species (reduction process), andEM2/S is the potential
of the negative electrode, e.g., the electrode which accepts electrons from the
electrolyte species (oxidation process). In the most common convention, the positive
electrode is called cathode and the negative electrode anode. The overall potential
of the galvanic cell is measured as the difference of both electrode potentials:


Eı D Eı
Cathode–Eı

Anode (9.5)

By operating as a power source, the electrochemical cell converts chemical
energy to electrical energy:


Gı D �n F
Eı (9.6)

Where 
Gº is the Gibbs free energy, n is the number of transferred electrons into
the overall reaction Eq. (9.6), and 
Eºis the cell electromotive force.

When an external load is connected to cell, the anode starts to suffer the oxidation
process giving electrons to the external circuit. At the other extreme, the cathode
receives the incoming electrons to suffer the reduction process. The balance of
charge is ensured by the ionic transport in the electrolyte. For this reason, the
electrolyte must be an ionic conductor but an electronic isolator.

2 Lithium Batteries

Research on lithium batteries began in the late 1950s, and the first publication
about the subject was written by Harris in 1958 [5]. Many different materials were
considered for the active cathode material: sulfur dioxide, manganese dioxide, iron
disulfide, and carbon monofluoride. The term “lithium battery,” therefore, applies to
many different types of chemistries, each using lithium as the anode but differing in
cathode material, electrolyte, and chemistry as well as in design and other physical
and mechanical features.

Among all the possible anode materials, lithium is perhaps the most attractive
since it combines a favorable thermodynamic electrode potential with a very high
specific capacity (3.86 Ah/g; 7.23 Ah/cm3) and typical energy densities of up to
250 Wh/kg, which are twice as high as the best conventional aqueous systems [6].

The main goal of the initial developments of secondary lithium batteries was to
research for materials which react reversibly with lithium as follows in Eq. (9.7):

xLiC C AzBy .s/ C xe� � LixAzBy .s/ (9.7)

Layered intercalation compounds, such as TiS2, MoS2, and V6O13, were pro-
foundly investigated as a positive electrode due to their ability to host lithium ions
in vacant sites, while charge transfer reaction takes place. This insertion reaction
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is topotactic, which means that the structural changes induced in the host matrix
are not too large and can be reverted when lithium is removed during the reverse
reaction. Hence, in principle, these materials behave as a mixed ionic-electronic
conductor. Meanwhile, the main drawbacks of these materials were the low cell
voltage, near 2 V, and the safety problems arising from the use of metallic lithium
as anode [7].

A great number of compounds have been researched including layered transition
metal chalcogenides and metal oxides with either layered structure, as LixMO2

(where M D Ni, Co, or Mn) [8, 9] or spinel structure as LiMn2O4 [10]. Nevertheless,
these rechargeable lithium batteries, based on the use of lithium metal, were
abandoned for the same reasons as in the case of primary lithium cells.

The most relevant characteristics of lithium cells are as follows:

• High cell voltage. They have working cell voltages of 3 V or even higher.
• Flat discharge. Cells in which the activities of the oxidized and reduced forms

are invariant and offer highly stable working potentials during cell discharging.
• Long shelf life. Due to the formation of the passivating layer on the lithium anode

surface, the self-discharge is minimized.

Wide operating temperature range Because of the low freezing point of nonaque-
ous solvents, in general, the lithium cells can work at temperatures ranging from
�40 to 60 ıC.

In contrast, several drawbacks need to be overcome. Namely, lithium metal
rapidly oxidizes in aqueous media due to its high electropositive nature. Commonly,
lithium salts are dissolved in aprotic organic solvents; however, these solvents
are inherently less conductive than water. Moreover, some improvement in safety
was requested because almost all organic solvents are flammable. It was soon
demonstrated that lithium metal was stable in a number of organic electrolyte
systems due to the formation of a passivating layer (solid state interface or solid
electrolyte interface) which prevented chemical corrosion, ensures long shelf life,
and permits cell discharge due to its ionic conductivity. A scheme of SEI is shown
in Fig. 9.2.

A crucial impediment for an extended commercialization of lithium metal-based
batteries was the nonhomogenous back-deposition of Li ions upon charging. This
phenomenon leads to a kind of dendrite growth from the anode, crossing through the
separator and arriving at the cathode which eventually induces a cell short circuit.
Consequently, the internal temperature increases and further venting and flame of
the cell may provoke accidents. In order to undertake a responsibility between
high efficiency and safety, in 1980s, legions of scientists moved their research line
to develop a new concept for rechargeable lithium batteries changing the lithium
metallic by other anode materials.

In the early 1980s, a new concept of secondary lithium batteries was described
[11]. Lithium-ion (Li-ion) batteries are comprised of cells that employ lithium
intercalation compounds as the positive and negative materials. As a battery is
cycled, lithium ions exchange between the positive and negative electrodes. They are
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Fig. 9.2 Scheme of a solid
electrolyte interface (SEI)

Fig. 9.3 Commercial lithium ion battery introduced in the marked by Sony Company

also referred to as rocking-chair batteries as the lithium ions “rock” back and forth
between the positive and negative electrodes as the cell is charged and discharged.
A scheme of the cell is shown in Fig. 9.3.

These systems are assembled in a discharged state – which is favorable to
manufacturers – because lithium is initially present in the stoichiometry of the
cathode material. Hence, a previous charge is needed before becoming entirely
operational. Therefore, they must not be considered as one primary source of energy
rather than energy storage devices (secondary batteries).
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Eventually, in 1991, the Sony Company introduced the first commercial lithium-
ion battery based on LiCoO2 as a positive active material and as negative one’s
constituted by one or several forms of carbons, which the most usual is graphite,
with an open circuit of 4.2 V and an operational voltage of 3.6 V [12]. Taking, for
example, the Sony model previously commented, during the first charge the cell
obeys an electrochemical process in which the negative LixC6 electrode acts as a
lithium ion sink, while a positive LiCoO2 electrode acts as a lithium ion source. The
overall process involves the cyclic transfer of x moles of lithium ions between the
two insertion electrodes as follows in Eq. (9.8):

LiCoO2 .s/ C 6 C
Charge
�

Discharge
Li1-xCoO2 .s/ CLixC6 .s/ (9.8)

The substitution of metallic lithium by graphite, which reversibly intercalates
lithium into its structure, considerably improved the battery safety and long-term
cycling.

3 Anode Materials

3.1 Carbonaceous Materials

Carbonaceous materials constitute a wide family of allotropes with structural and
morphological diversity. Their classification is not an easy task, but we may
distinguish between graphitized and nongraphitized carbons. In the latter group,
it is usual to distinguish between glass-like carbons (hard carbons) which do not
graphitize even if they are submitted to elevated temperatures, and soft carbon,
readily graphitizable upon suitable thermal treatment. Hexagonal graphite is the
allotrope most commonly used in lithium ion batteries, which has a layered
structure, consisting of hexagonal graphene sheets of sp2-carbon weakly bonded
together by van der Walls forces into an ABAB : : : stacking sequence along
the c-axis. The lattice belongs to space group P63/mmc, with cell parameters
a D 0.246 nm and c D 0.6708 nm, respectively, at room temperature.

Several types of carbonaceous materials, as well as graphite, can be intercalated
or doped with different atoms and atomic groups between the layers to form the so-
called graphite intercalation compounds (GICs). Lithium is not an exception to this
phenomenon, and lithium-GIC is formed by doping graphite with lithium. At room
temperature, graphite accepts sufficient lithium to form LiC6 which in delithiation
can deliver 372 mAh/g, as follows:

LiCC6C C e� Discharge
�

Charge
LiC6 (9.9)
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It has been confirmed that the electrochemical intercalation of lithium in
an aprotic organic electrolyte containing complex lithium salts, such as LiPF6,
LiBF4, LiAsF6, and LiClO4, reduces graphite to form Li-GIC. Then, it can be
electrochemically oxidized by lithium deintercalation to restore the raw material.

3.2 Tin Compounds

Lithium alloy-based electrodes have been developed since 1971 by Dey [13], who
demonstrated by electrochemical experiments the Li-alloys formation in liquid
organic electrolytes, a reaction that takes place reversibly in a Li-anode cell as
follows.

LixM
Discharge

�
Charge

xLiC C xe� C M (9.10)

During charge, the formation of the alloy is followed by several characteristic
steps and/or slopes that are due to a reversible formation of the alloys. These steps
can also be observed in the discharge process.

Metals, such as Al, Si, Sn, Pb, In, Bi, Sb, and Ag, which combine
electrochemically with lithium, have been intensely studied due to the structural
changes while alloying with lithium. An example of the changes, pure aluminum
when reacting with approximately 7% of Li, the formation of ˛ phase can be
observed and when this amount increases around 47–56% a nonstoichiometric ˇ

phase can be achieved [14].
The brittle mechanical properties of the lithium alloys LixM are associated to

highly ionic character. Therefore, the mechanical stresses during charge/discharge
cycles causes marked specific volume changes in the alloys that can lead crack
formation inducing loss of electrical contact and rapid decay in the capacity due
to “pulverization” of the electrode.

The metallurgical structure and morphology of Li alloys (grain’s size, shape,
and texture) strongly affect their dimensional stability [15]. One possibility for
counteracting the mechanical degradations is by the use of thin layers of alloys
with small particle size (nanomaterials); thus, the changes in specific volume can be
minimized avoiding the pulverization of the electrode.

Recently Fujifilm Celltech Co, Ltd. developed a material based in an “amorphous
tin-based composite oxide” [16] for the negative electrode. The improvements in
this material are a promising cycle life and high specific charge (>600 Ah/Kg) as
well as charge density (>2200 Ah/L) [17].

A mechanism was suggested for high specific charge [18] in which the tin oxide
reacts to form Li2O and metallic Sn as follows:

2Li C SnO
Discharge

�
Charge

Li2O C Sn (9.11)
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The difference in the values of Gibbs free energies formation (�562.1 kJ/mol for
Li2O and �256.8 kJ/mol for Sn), tin oxide that is less stable than lithium oxide will
provide the thermodynamic driving force for displacement reaction in which Li2O
will be formed at the expense of SnO.

As the formation of Li2O is not reversible, the electrode will maintain a
composite microstructure and behave as a binary lithium-tin alloy after the first
cycle. The initial Li2O formation represents a significant initial capacity loss.

Now it is well established that elemental Sn and additional Li brought into the
electrode will tend to react further to form the various Li-Sn alloys.

3.3 Transition Metal Oxides

Decades ago, a survey of the reactivity of numerous binary compounds MxOy

towards Li at low voltage was carried out. The research efforts were focused on those
systems prompted to yield insertion reactions. The well-established reversibility of
this mechanism assured the rechargebility of the battery built with the electrode
material. These electrochemical reactions were commonly tested at voltages higher
than 1.0 V. Above this cut off voltage, the electron consumption usually justifies
both the partial reduction of the metallic atoms and the occupancy of empty sites
into the structure. For lower cell potentials, some electrochemical and structural data
obtained by Thackeray’s group on iron oxides were regarded as the consequence of
an insertion of lithium into, and iron extrusion from, the cubic close-packed lattice
to yield the final discharge products Li2O and ’-Fe [19].

Binary transition metal oxides (MxOywith M D Fe, Cu, Co, and Ni) have been
recently reviewed as anode materials for lithium ion batteries [20]. The mechanism
of the lithium reaction differs from either classical lithium insertion/extraction
in graphite or lithium-tin alloys. The authors proposed a new mechanism which
involves the reversible reduction of the transition metal to the metallic state along
the formation of Li2O, according with Eq. (9.12).

MxOy C 2ye� C 2yLiC
Discharge

�
Charge

xM0 C yLi2O (9.12)

The extended reduction of the metal atoms allows the cell to reach capacity
values as higher as 700 mAh/g for CoO [21]. If the 
Gf

ı (Li2O) D �561.2 kJmol�1

is compared with that of CoO D �214.2 kJmol�1, it is clear that reaction (9.12) is
nearly exoergic and can be reversed in a cell voltage value useful for a lithium-ion
battery.

The profile of the first electrochemical discharge is characterized by two relevant
features. First, a voltage plateau around 1 V whose extent agrees well with
the expected metal reduction and a sloping voltage to 0 V which is ascribed to
the formation of an organic polymer layer. The final product of the reduction is
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the decomposition of the transition metal oxide into a composite matrix made of
metallic nanograins (M0) dispersed into Li2O.

Nevertheless, the reduction potential of MxOy/Li cells (especially during the first
discharge) is quite low compared with the theoretical predictions. For instance, the
cobalt monoxide reduction takes place at about 0.8 V, as compared to the predicted
E D 1.798 V vs. LiC/Li0. Such deviation is of kinetic nature and represents the
important overpotential needed to initiate and continue with the decomposition
reaction.

Bearing in mind that the only condition for the feasibility of this redox reaction is
the occurrence of transition metal compounds which accomplishes the exoergicity,
other transition metal compounds have been researched to evaluate the electro-
chemical performance in lithium cells. Such family includes chalcogenides [22, 23],
halides [24], phosphides [25], oxysalts [26], etc. However, some drawbacks as the
Li2S solubility or low electronic conductivity of fluorides hinder an electrochemical
behavior as performing as that of the oxides.

A different way of research consists of the evaluation of mixed transition metal
oxides. Tirado and coworkers have demonstrated the feasibility of the conversion
reaction in compounds such as NiCo2O4 [27], CoFe2O4, and NiFe2O4 [28] with a
spinel structure and NixMg6-xMnO series [29] with a distorted rock salt structure.

4 Fuel Cell

Progressing limits on pollutant emissions oblige ship owners to reduce the envi-
ronmental impact of their operations. In this direction, increases the demand for
eco-friendly buildings, sustainable transport, efficient energy and water use and
improving air quality, among others. To achieve the ambitious goals of the blueprint,
we believe that the use of hydrogen technologies along with solar, energy storage,
and other sustainable technologies is necessary.

In this context, fuel cells may provide a suitable solution, since they are
fuel efficient, while they emit few hazardous compounds and are a competitive
alternative to supply energy by converting chemical energy into electricity via
electrochemical reaction with high efficiency and low emissions.

Fuel cells are electrical generators, that is, the energy conversion process will
theoretically remain unaltered as long as the fuel and oxidant feed the system.
The fuel or oxidant flows through the anode or cathode, opposite the electrolyte,
and generates electrical energy by the electrochemical oxidation of the fuel and
the electrochemical reduction of the oxidant [30–32]. Thus, fuel cells can be
used as nonintermittent electricity and heat sources that are powered by solar
and wind-renewable hydrogen or the by-product hydrogen available from local
chemical and petrochemical industries. In such scenario, hydrogen is a clean energy
carrier allowing to potentially increase the energy conversion efficiency, resolve
intermittency issue of renewable energy, and provide more environmentally friendly
energy system.
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Various choices can be made with regard to the type of fuel cell system and
logistic fuel. It is shown that low-temperature fuel cells using liquefied hydrogen
provide a compact solution for ships with a refueling interval up to a tens of
hours, but may result in total system sizes up to five times larger than high-
temperature fuel cells and more energy dense fuels for vessels with longer mission
requirements. Among the possible alternatives, fuel cells are considered to be
one of the most promising future technologies. Fuel cell systems for residential
applications have proven their ability to produce electricity with lower heating
value (LHV) efficiencies up to 60% using natural gas (NG). Efficiencies over 70%
are projected when they are combined with gas turbines or reciprocating internal
combustion engines.

So, a variety of fuel cell types with distinct characteristics has been developed.
Today, there are five different types of fuel cells, all named after their electrolyte
materials:

• Alkaline fuel cells (AFCs)
• Polymer exchange membrane fuel cells (PEMFCs)
• Phosphoric acid fuel cells (PAFCs)
• Molten carbonate fuel cells (MCFCs)
• Solid oxide fuel cells (SOFCs)

Depending on the electrolyte, each fuel cell has certain characteristics such as
operation temperature, electric efficiency, and demands for fuel composition. Some
relevant characteristics are summarized in Table 9.1 [33, 34].

Low-temperature fuel cells (AFC, PEMFC, and PAFC) have potential for the
propulsion of cars, where a short heating time is needed and the efficiency has to be
compared with about 20% for a combustion engine, whereas high-temperature fuel
cells (MCFC and SOFC) are suitable for continuous power and heat production,
where the cell temperature can be maintained. The high-temperature fuel cells have
higher efficiency and are more tolerant to the choice of fuel compared to the low-
temperature fuel cells [35].

The AFC is one of the first practical fuel cells to be developed for powering
electrical systems on spacecraft. It exploits the high conductivity and boiling point
of a concentrated alkaline solution (potassium hydroxide) and runs at 65–220 ıC.
Nickel and silver electrodes are used. The alkaline electrolyte means that carbon

Table 9.1 Overview of commonly applied fuel cell systems, their temperature range, fuel
requirements, and the opportunity to reform fuel directly in the fuel cell

Fuel cell type Temperature (ıC) Fuel Internal reforming Charge carrier

AFC 65–220 H2 No OH�

PEMFC 65–130 H2 No HC

PAFC 140–200 H2 No HC

MCFC 650–700 H2, CO Yes CO3
2�

SOFC 400–1000 H2, CO Yes O2�
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dioxide, which degrade (carbonate) the electrolyte must be completely eliminated
and only highly purified hydrogen and oxygen can be used, the cost of which
imposes a severe limitation to applications other than space.

The PEMFC has shown rapid development in the last decades and achieved high
power densities and good transient performance. Its membrane consists of a proton-
conducting wetted solid polymer [36]. The necessity of a wet membrane, while the
gas-diffusion pores have to remain dry, dictates an operational temperature of 65–
85 ıC and complicates water management [37]. At low temperatures, the use of
platina is required to catalyze the electrochemical reaction [38]. Another important
disadvantage of the low operational temperature is the limited tolerance to fuel
impurities. In particular, carbon monoxide (CO) deactivates the catalyst, because
of its strong surface adsorption at low temperatures [39, 40].

The selection of fuel cell for an application depends on the purpose of use and
limitation on operating temperature [41]. PEMFC is generally used as a portable
electricity source. Typically, PEMFC utilize hydrogen as fuel particularly in high
purity that is the main limitations, including storage and handling [42]. Methanol
is an attractive fuel because of its high energy density and easy in storage and
transportation. Hence, MCFC got attention to overcome difficulties on hydrogen
use. Conventional MCFC operates with polymer electrolyte membranes (PEMs) for
portable application. However, PEMFC system requires a humid condition, which
limits the operating temperature to below 100 ıC, limiting the scope of this type of
fuel cell. Furthermore, the poor permeability of PEM in PEMFC to methanol and
hydrogen lowers fuel efficiency. This problem originates from the humid conditions
needed for the electrolyte. In contrast, solid acids can transport protons under humid
conditions and remain stable at high temperature (up to 250 ıC). The efficiency
of MCFC may therefore be increased using anhydrous solid acid as electrolyte to
increase fuel permeability [43].

The membrane of the PAFC consists of a silicon carbide matrix saturated with
liquid phosphoric acid. The higher operating temperature, 140–200 ıC, reduces the
required platinum loading and increases CO tolerance. The low power density and
durability issues have so far limited the commercial success of the PAFC. A new
membrane operating in the same temperature region has been developed in the past
decade in an attempt to overcome these issues. This membrane essentially combines
a polymer electrolyte and phosphoric acid membrane, and is therefore known as the
high-temperature (HT)-PEMFC [44, 45].

Platinum can be replaced with cheaper catalysts, such as nickel, in the high-
temperature fuel cell classes. Furthermore, CO becomes a fuel rather than a
contaminant to the fuel cell. Another advantage is the opportunity to use high-
temperature waste heat and steam, for example, in a bottoming cycle or for fuel
processing. The MCFC is a relatively mature high-temperature fuel cell and operates
in a range of 650–700 ıC. MCFCs are commercially available, but still struggle with
high cost, limited lifetime, and low power density [46, 47].

However, SOFCs are considered by many researchers to be the most suitable for
generating electricity from hydrocarbons because of their simplicity, efficiency, and
ability to tolerate some degree of impurities.
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4.1 Solid Oxide Fuel Cells (SOFCs)

Among all types of fuel cells, solid oxide fuel cells (SOFCs) are regarded as the most
efficient ones with excellent fuel flexibility. The development of high-performance
SOFCs to be operated at low temperature is vital to effectively reduce the cost of
the SOFCs system, thus realizing industrialization [48]. There are many advantages
of SOFC with respect to other fuel cells such as the highest efficiencies of all fuel
cells (50–60%), few problems with electrolyte management, high-grade waste heat
is produced, for combined heat and power (CHP) applications increasing overall
efficiencies to over 80%, and internal reforming of hydrocarbon fuels is possible.

The SOFC has been heavily investigated during recent decades, and various
classes of SOFCs have been developed over the years, with operating temperatures
ranging from 400 to 1000 ıC. The low-temperature classes are mainly applied in
stand-alone fuel cell products, with electrical efficiencies up to 60% [49], while
the high-temperature SOFCs are targeted for combined operation with gas turbines,
where efficiencies over 70% are projected. Besides the general advantages of fuel
cells, including clean and quiet operation, solid oxide fuel cells (SOFCs) as being
one of the high-temperature fuel cells also provide a relatively high efficiency due
to enhanced reaction kinetics at high operating temperatures. The high operation
temperature of SOFC also enables internal reforming of most hydrocarbons and can
tolerate small quantities of impurities in the fuel. SOFC can be considered to be one
of the most efficient fuel cells. In addition to pure hydrogen, gaseous hydrocarbon
fuels can be used as a fuel in SOFC directly or after a reforming process. Although a
promising type, their limited development state, mechanical vulnerability and high
cost have so far limited widespread adoption of SOFC technology [50].

4.1.1 Ionic-Conducting SOFC

Conventional SOFC with an oxide ion-conducting electrolyte can be called SOFC-
O2�. This type of electrolyte allows oxide ions to move through it to transport
electrons from the anode section to the cathode section via load as electricity
(Fig. 9.4a).

H2 and O2 as feed fuels are introduced at the anode and cathode sections,
respectively, and then react as shown in reactions Eqs. (9.13), (9.14), and (9.15):

Cathode W O2 C 4e� ! 2O2� (9.13)

Anode W 2H2 C 2O2� ! 2H2O C 4 e� (9.14)

Overall W O2 C 2H2 ! 2H2O (9.15)
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Fig. 9.4 Schematic diagram of an oxide ion-conducting solid oxide fuel cell (a) and a proton-
conducting solid oxide fuel cell (b) [51]

The conventional SOFCs consist of cathode LaSrMgO3-• (LSM/YSZ), elec-
trolyte (YSZ), and anode (NiO/YSZ), which are usually operated at above 900 ıC
due to the low conductivity of yttria-stabilized zirconia (YSZ) [52, 53]. However,
it has been reported that high operating temperature leads to cell degradation,
which reduces the life of the SOFC. To decrease the operating temperature, two
approaches are studied; one is the reduction of the thickness of the electrolyte as
thin as few tens of micrometers, another is the application of alternative electrolyte
materials such as La(Sr)Ga(Mg)O3-• (LSGM) and samarium or gadolinium-doped
CeO2 (SDC or GDC). Therefore, new electrolyte materials with high conductivity at
lower operating temperature have been investigated. LaGaO3-based materials with
perovskite structure have been kept attention on electrolyte systems with high ionic
conductivity at below 800 ıC. Strontium and magnesium-doped lanthanum gallate
composition (LSGM, La0.8Sr0.2Ga0.8Mg0.2O3-•) is one of the candidate materials
for intermediate temperature solid oxide fuel cells (IT-SOFCs). However, it has also
been reported that there are some difficulties on synthesizing LSGM material of
single phase with high ionic conductivity and when LSGM material was applied as
electrolyte layer of SOFC single cell, side reaction products were created such as
LaNiO3 or La2NiO4. They were formed at the interface of LSGM electrolyte and
anode layer at high sintering temperature, resulting in the degradation of SOFC cell.
Therefore, it is reported that design of electrolyte-support type is usually applied for
the fabrication of LSGM-based SOFC cell, in which first of all, electrolyte support
with thick electrolyte thickness of above 300 mm is prepared by sintering process.
And then, the anode layer and the cathode layer are printed and sintered on both
sides of LSGM electrolyte support, respectively.

Therefore, decreasing the operating temperature from the current regime of 800–
1000 ıC to 400–600 ıC has been a longstanding goal in the SOFC’s study. Such
low-temperature (400–600 ıC) operation can allow for the use of inexpensive alloy
interconnects, simplify the gas sealing challenge, reduce the materials, system cost,
and enhance the fuel cell durability [54, 55].
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In order to operate efficiently at these reduced temperatures and to develop the
next generation of hydrogen-related energy devices, new materials are required and
the utilized processing routes must be optimized [56].

Carbonate/doped ceria composite electrolyte has shown enhanced properties
compared to pure ceria [57], such as high ionic conductivity, improved stability,
and low electron conductivity at low temperatures (400–600 ıC), which has been
considered promising electrolyte for using in low-temperature solid oxide fuel cells
(LT-SOFCs), with ionic conductivities as high as 0.01–0.1 S cm�1 achieved at 400–
600 ıC [58, 59]. However, to reduce the cost of cell fabrication by co-sintering, it
is desirable to develop new SOFC single cell with anode-supported electrolyte [60].
Moreover, although oxide ion conductors are typically used in SOFC, they possess
disadvantages like material mismatch, small range of operating conditions, and
poor fuel efficiency. To solve these problems, use of proton conductors to facilitate
electricity generation in SOFC at intermediate temperature (400–650 ıC) has been
widely investigated [61].

4.1.2 Proton-Conducting SOFC

Compared with traditional SOFCs using oxygen-ion conductor as electrolyte, the
use of proton-conducting oxides as electrolyte provides an alternative choice for
SOFC development [62]. The ability to transport protons enables a greater range of
oxygen-free fuel reforming and chemical synthesis. However, lowering the operat-
ing temperature of solid oxide fuel cells (SOFCs) possessing high energy conversion
efficiency and low impact to environment to intermediate or lower temperatures
(below 700 ıC) is a actual research trend for the commercial development, because
conventional SOFCs using yttria-stabilized zirconia (YSZ) electrolyte require high
operating temperature of 800–1000 ıC [63].

Proton conductors are promising electrolytes of low-temperature SOFCs due to
their high proton conductivity and low activation energy of proton transport [64].
Thus, these advantages of proton-conducting SOFCs make it a hot topic in the
community [65, 66].

In this context, among the new generation of materials, those with ABO3-type
perovskite structures stand out due to their great versatility. Several perovskite-type
electrolytes with the structure ABO3 have shown proton conductivity in the tempera-
ture range of 400–650 ıC [67]. To overcome the limitations of oxide ion conductors,
proton conductors have been studied to lower the operating temperature and enhance
the efficiency of SOFC (Fig. 9.4b). Barium cerate (BaCeO3) and barium zirconate
(BaZrO3) have been broadly studied as proton-conducting electrolytes for SOFC
because of their favorable properties [68]. Therefore, up to now, the most studied
proton-conducting oxide is BaCeO3-based material that shows high conductivity
[69, 70].

BaCeO3-based oxides are the most widely and intensively studied materials as
representative of the solid proton conductors’ class [71, 72]. The proton conductivity
in such unique systems appears due to the interaction between water steam and
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oxygen vacancies. Barium cerate–based materials are considered as perspective
electrolytes for solid oxide fuel elements due to their high ionic (including proton)
conductivity. However, low thermodynamic stability prevents their application in
solid oxide electrochemical devices. Nowadays, different strategies of stability
improving of BaCeO3-based oxide systems are developed [73].

The reaction in cathode, anode, and overall is given in the following Eqs. (9.16),
(9.17), and (9.18):

Cathode W O2 C 4e� C 4HC ! 2H2O (9.16)

Anode W 2H2 ! 4e� C 4HC (9.17)

Overall W O2 C 2H2 ! 2H2O (9.18)

4.1.3 Internal Reforming

Internal reforming is an attractive option offering a significant cost reduction, higher
efficiencies, and faster load response of a solid oxide fuel cell (SOFC) power
plant [74]. Hydrogen and carbon monoxide are used as the fuel for SOFC. In
order to supply these components to the fuel cell, the steam-reforming reaction is
used to reform hydrocarbon fuels such as natural gas. Due to the high operating
temperature of SOFC, the steam reforming occurs very efficiently. In the case of
high-temperature fuel cells such as SOFC’s, there is high-grade waste heat which
can be used to facilitate internal reforming. In lower temperature fuel cells such as
PAFC types, the waste heat is low grade and external reforming is required.

Most natural gas combustion-based power plants currently operate at efficiencies
in the low 30%. Conversion of natural gas in solid oxide fuel cells (SOFCs)
promises to increase system level conversion efficiencies to above 60%, doubling
the current efficiencies and significantly reducing the CO2 emissions by a factor of
2. Such dramatic improvements in conversion efficiency and ease of CO2 capture
are currently out of reach for the combustion-based power generation technologies.
Natural gas makes up a significant segment of the global energy portfolio and
is rapidly becoming the preferred fuel for thermoelectric power generation partly
because of its relatively lower carbon intensity compared to other fossil fuels such
as coal and oil. As the least carbon-intensive fossil fuel with abundant reserves,
especially after the recent finds of shale gas reservoirs in the USA and around the
world, natural gas may serve as the “bridge fuel” during the next several decades
to transition into a low-carbon energy economy. The high H/C ratio of nearly 4 for
natural gas, as opposed to that for oil (H/C � 2) or coal (H/C � 1), translates into
much larger amounts of energy generated per unit quantity of CO2 released into the
environment upon combustion. Natural gas is a critically important primary energy
source, fuel and chemical feedstock for a wide range of industrial and societal needs,
and especially for electricity generation [75].
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The most interesting fuel for SOFC systems is natural gas consisting mainly of
methane, that is, 80–95% CH4. Understanding the mechanistic details and technical
challenges of methane conversion in SOFCs is the logical first step toward realizing
natural gas utilization in SOFCs for electricity generation. Methane chemistry is rich
as it can undergo many reactions. Several of the industrially important net reactions
pertinent to this chapter and the associated enthalpy changes are listed in Eqs. (9.19),
(9.20), (9.21), (9.22), (9.23), and (9.24).

Full oxidation (or, complete combustion)

CH4 C 2O2 ! CO2 C 2H2O 
Hı
298K D �802 kJ=mol (9.19)

Partial oxidation

CH4 C 1=2 O2 ! CO C 2H2 
Hı
298K D �36 kJ=mol (9.20)

Steam reforming

CH4 C H2O ! CO C 3H2 
Hı
298K D C206 kJ=mol (9.21)

Dry reforming

CH4 C CO2 ! 2CO C 2H2 
Hı
298K D C247 kJ=mol (9.22)

Water–gas shift

CO C H2O ! CO C H2 
Hı
298K D �41 kJ=mol (9.23)

Boudouard reaction

CO2 C C ! 2CO 
Hı
298K D C171 kJ mol (9.24)

In the reaction environment at the SOFC anode, it is possible that several of these
reactions may compete or proceed concurrently. This provides an exceptionally
high ceiling of 100% for the theoretical conversion efficiency of electrochemical
oxidation of methane, which also is significantly higher than for the typical and
preferred SOFC fuel H2, as shown in Fig. 9.5.

Besides hydrocarbons, alcohols like methanol and ethanol are also attractive
for distributed generation of electrical energy and transportation applications [76].
Use of a liquid as fuel can realize high energy density, which can decrease the
size, complexity, and cost of fuel cell systems. Methanol is a competitive fuel that
remains liquid over a wide temperature range, so it is able to tolerate a range of
operating conditions.
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Fig. 9.5 Calculated
theoretical efficiencies for
electrochemical oxidation of
methane, hydrogen, and
carbon monoxide [71]

4.2 Photoelectrochemical Production of Hydrogen

Solar hydrogen production from direct photoelectrochemical (PEC) water splitting
is the ultimate goal for a sustainable, renewable, and clean hydrogen economy. The
interest in extracting hydrogen from water is fueled by the need to find a renewable,
sustainable, and environmentally safe alternative energy source. Hydrogen is con-
sidered as a viable option to today’s fossil fuel–based energy source especially when
it is produced from water and only sunlight as the energy input. This completes the
consumption and regeneration cycle of hydrogen, Eqs. (9.25) and (9.26).

Generation W H2O C energy .solar/ ! H2 C 1=2 O2 .PEC reactor/ (9.25)

Consumption W H2 C 1=2O2
� ! H2O C energy .Fuel cell/ (9.26)

Photoelectrochemical (PEC) water splitting has the potential to be an efficient
and cost effective way to produce hydrogen where the PE in PEC system absorb
sunlight and split water directly into hydrogen and oxygen [77]. The basic PEC
consists of two electrodes immersed in an aqueous electrolyte contained within a
vessel, where one or both of the electrodes are photoactive. The vessel containing the
aqueous electrolyte is transparent to light or fitted with an optical window that allow
light to reach the photoactive electrode or also known as photoelectrode (PE). Water
splitting will occur when the energetic requirements are met where the practical
potential will be much higher than the minimum required to overcome overpotential
and other system losses, Fig. 9.6 and Eqs. (9.27), (9.28), and (9.29).

Photoanode:

2 h� ! 2 e� C 2h: (9.27)
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Fig. 9.6 Schematic of PEC water splitting [73]

2h: C H2O.liquid/ ! 1

2
O2.gas/ C 2HC (9.28)

Cathode W 2HC C 2 e� ! H2 .gas/ (9.29)

Hematite (’-Fe2O3) as a potential material for photoelectrochemical devices due
to its ability to absorb visible light as well as its chemical stability in an alkaline
medium and the abundance of this element 1 [78]. Many excellent research projects
have demonstrated good photoelectrochemical performance for hematite thin which
can be associated with morphological control at the nanoscale through a suitable
thin film deposition process [79, 80].

5 Summary

Thus, the use of rechargeable batteries has been proposed as a means to accumulate
the energy excess to be further supplied on demand. The advantages that these
electrochemical devices offer are low cost, size, power, and easy transport. One
additional reason why batteries are to be found in all aspects of modern life
is that electronic devices have become much more portable and convenient to
use. For the modern society, whether the source is renewable energy or nuclear
energy, the energy supplied will be in the form of electricity in most cases, and
people would need energy storage systems capable high energy and power density.
Moreover, reliability, free maintenance, durability, safety, and low cost are desirable
characteristics to compete with combustion engines in the car market.

On the other hand, contrary to batteries, fuel cells are not energy storage devices
but electrical generators, that is, the energy conversion process will theoretically
remain unaltered as long as the fuel and the oxidant feed the system.



9 Functional Nanomaterials for Applications in Energy Storage and Conversion 235

Fuel cells are a competitive alternative to supply energy by converting chemical
energy into electricity via electrochemical reaction with high efficiency and low
emissions.

The development of high-performance SOFCs to be operated at low temperature
is vital to effectively reduce the cost of the SOFCs system, thus realizing industri-
alization a new class of functional materials with possible applications in energy
storage and production many areas.
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Chapter 10
Electrochemistry: A Powerful Tool
for Preparation of Semiconductor Materials
for Decontamination of Organic and Inorganic
Pollutants, Disinfection, and CO2 Reduction

Juliano Carvalho Cardoso, Guilherme Garcia Bessegato, Juliana Ferreira de
Brito, Bárbara Camila A. Souza, and Maria Valnice Boldrin Zanoni

1 Overview

One-dimensional nanostructures exhibit excellent physical and chemical properties
that have attracted great interest in many scientific and technological applications.
In particular, 1D nanotube (NT) arrays have received increasing attention in recent
years, since they exhibit an exceptional combination of well-defined electrical,
optical, and chemical properties with an organized geometry, instigating tremendous
advances in the fields of nanotechnology and microelectronics. Additionally, when
compared to bulk materials, the 1D nanotubes feature superior characteristics,
such as high-electron mobility, quantum size-related effects, very high specific
surface area, and mechanical strength. These properties are of vital importance for
numerous applications in physics, chemistry, materials science, and medicine [1–3].

Since the discovery of carbon nanotubes [4] and their proven impact on
nanotechnology [4, 5], research efforts have been extended to a large number of
inorganic materials, mainly oxides and sulfides of metals and transition metals
[6–8]. The oxide/sulfide nanotubes can be synthesized by various methods, such
as hydrothermal [9, 10], sol-gel, or template-assisted methods [11, 12]. In recent
years, the most frequently adopted and straightforward approach for the growth of
highly ordered 1D nanostructures is the self-organized electrochemical anodization
process [13, 14].
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The growth and the use of electrochemical nanostructures were first reported by
Rummel [15] with the fabrication of porous-type aluminum oxide layers. The work
of Thompson and Wood [16] first highlighted the great potential of porous alumina
for dispersion of organic dyes and loading of inorganic pigments for corrosion
protection.

Owing to the extended control over nanoscale geometry, direct back-contacting,
and the versatility involving the controlled growth of nanotubular structures of
various metal oxides and mixed oxide compounds, the electrochemical anodization
process is the most widely explored method for the fabrication of NTs. The self-
organized nanotubular structures find applications in a broad range of fields. For
example, TiO2 NTs are widely used in dye-sensitized solar cells (DSSCs), photo-
catalysis, and biomedical applications, ’-Fe2O3 and Ta3N5 NTs are used as anodes
for (photo)electrochemical water-splitting reactions [17–19], ordered nanoporous
V2O5 and Co3O4 structures are utilized for batteries and ion intercalation devices or
as oxygen evolution catalysts [20], and WO3 nanochannels are used for gas sensing
and electrochromic applications [21].

Interestingly, TiO2 has become the most investigated metal oxide [17, 20, 22–
26], and many functional applications rely on the specific ionic and electronic
properties of the main shapes of TiO2. Nonetheless, this metal oxide has also been
widely used because of its nontoxic, environment-friendly, corrosion-resistant, and
biocompatible characteristics. The most common applications of TiO2 are in the
areas of photo-electrochemistry (e.g., photocatalytic splitting of water into oxygen
and hydrogen, self-cleaning surfaces, and degradation of organic pollutants) and
solar cells (mostly in Grätzel-type DSSCs) [27].

2 Introduction

The electrochemical production of highly ordered nanomaterials of TiO2 (TiO2

NTs) is a simple process and includes the anodization of a pure titanium metal
electrode in a one-compartment cell with any other metal (typically platinum) acting
as the cathode.

Anodization refers to the electrochemical process of converting a metallic
surface into a durable, corrosion-resistant, anodic oxide finish [28]. It is generally
considered as the process of treating metals, in which the “sample” to be treated
acts as the positive electrode in an electrical circuit. This process usually involves
the deposition of oxide coatings aimed at improving the properties of the metal
surface.

From the early 1900s, considerable efforts were devoted toward protecting and
improving the properties of precious metals, such as aluminum and titanium. The
first and the most important consequence of these efforts was the development of
the anodizing process [28]. The process of anodization completely integrates the
film with the underlying sample substrate, i.e., it cannot chip or peel like paint
or plating [29]. In this process, the sample to be anodized (Al/Ti) is immersed
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into an acid electrolyte bath, and electric current is passed through the medium.
The sample to be anodized acts as the anode, whereas any other suitable material
can function as the cathode. Oxygen ions are then released from the electrolyte,
and they react with the sample atoms at the surface of the part being anodized
[28]. At the sample/oxide interface, the anodic film grows as a result of the
continuous formation and dissolution of the oxide layer, known as the barrier layer
(or base layer). Ultimately, a very hard, relatively inert and an electrically insulating
oxide (Al2O3/TiO2) film is formed at the surface. The sample substrate is entirely
composed of the anodic oxide (Al/Ti) structure. A highly ordered, porous structure
is formed, which can be used for secondary processes.

The thickness of the oxide layer is a function of the voltage and is determined
from the current per unit area and time. The influence of the time on the growth
of the anodic film on the substrate increases with resistance, and the process
voltage also increases correspondingly. However, increasing the thickness does
not necessarily improve the performance. Thicker coatings are beneficial when
thermal or electrical insulation is required, but the resistance declines while the cost
increases more than proportionally to the film thickness [30].

2.1 Growth of TiO2 NTs

TiO2 NT arrays can be easily grown via the electrochemical anodization of titanium
in fluoride-based baths by applying an electrical current between a Ti electrode
and a counter electrode. Typically, the diameter of nanotube is controlled by the
applied anodization voltage [31], while its length can be varied by the anodization
time and by using different electrolytes containing fluoride ions. The anodization
under constant voltage conditions leads to an ordered layer consisting of a distinct
morphology of smooth tubes with well-defined cylindrical or hexagonal cross
sections [31], as shown in Fig. 10.1.

Hence, TiO2 NT arrays are formed in a fluoride-containing electrolyte as the
result of three processes that occur simultaneously at the surface:

1. Field-assisted oxidation of the Ti metal to form TiO2

2. Field-assisted dissolution of the Ti metal ions in the electrolyte
3. Chemical dissolution of Ti and TiO2 due to etching by the fluoride ions

From this perspective, it appears that the key to achieving very long TiO2 NT
arrays is the use of polar organic electrolytes with water content less than 5%.
The organic electrolytes pose difficulties with respect to the donation of oxygen
in comparison to water and reduce the tendency toward oxide formation [31–33].
Concomitantly, the reduction in the water content that results in the formation of
thinner or lower quality barrier layers through ionic transport may be enhanced.

The first synthesis of the TiO2 NTs via anodization of Ti using hydrofluoric acid
(HF) as the electrolyte was reported in 1999 by Sounart et al. [34]. Zwilling et al.
[35] in the same year reported the formation of a porous titanium oxide layer using
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Fig. 10.1 FEG-SEM images of TiO2 nanotube arrays prepared by electrochemical anodization,
where (a) shows a top view and (b) a cross-sectional view

chromic acid solution with a small amount of HF. Gong et al. [33] demonstrated the
necessity to control the experimental conditions to obtain high-quality and well-
ordered TiO2 NTs in HF electrolytes. Great breakthroughs in the fabrication of
TiO2 nanotubular structures were achieved by Macak et al. [36] and Paulose et al.
[32]. They reported the preparation of aligned, regular, and very long nanotubes
using fluoride in the presence of organic viscous electrolytes. Since then, different
electrolytes based on HF, aqueous glycerol, aqueous carboxymethyl cellulose, and
ethylene glycol containing ammonium fluoride (NH4F) have been successfully used
for the preparation of TiO2 NTs.

The use of phosphoric acid and sodium fluoride or HF as electrolytes has also
been reported for the anodization of titanium [26]. However, the TiO2 NTs prepared
using these electrolytes are not well ordered, and it takes several hours to prepare
micron-length nanotubes in a high-pH electrolyte.

According to Macak et al. [37], anodization is an interesting technique owing
to the fact that the diameter, the length, and the smoothness of the NTs can be
easily controlled by adjusting the electrochemical parameters, such as the type of
electrolyte, concentration, potential, time, and so on. Mohapatra et al. used ethylene
glycol as an electrolyte and a sonoelectrochemical method [17] with an applied
potential of 5–20 V to synthesize self-ordered arrays of TiO2 NTs with diameters
in the range of 30–100 nm and lengths of 300–1000 nm. They also demonstrated
that the rate of formation of the TiO2NTs via the sonoelectrochemical method was
almost twice as that of the magnetic stirring technique.

Zhao et al. [38] have also synthesized TiO2 NT arrays on titanium substrates
at constant voltages in HF electrolytes. Yang et al. [39] reported the use of
H2SO4 solution for the anodic oxidation of the titanium surface. They analyzed
the modified structure focusing on the bioactivity of titanium for biomedical
applications. Macak et al. [40] reported the synthesis of self-organized layers of
TiO2 NTs by the electrochemical anodization of Ti in various electrolytes containing
fluoride anions. Sul et al. [41] studied the growth behavior of anodic oxide on
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a commercially pure titanium sample after modifying its surface by changing the
anodizing parameters. They also reported the effects of different electrolytes, such
as acetic acid, phosphoric acid, calcium hydroxide, and sodium hydroxide on the
anodization process performed under galvanostatic mode.

Gong et al. [33] reported the formation of TiO2 nanoporous structures with
limited thickness in an HF-containing aqueous electrolyte. More recently, Beranek
et al. [23] have shown that a highly ordered porous titania can be produced in H2SO4

electrolytes containing HF. However, the thicknesses of the pores are still limited up
to 500 nm. Grimes et al. [33] found that the use of an electrolyte solution consisting
of fluorinated dimethyl sulfoxide (DMSO) and ethanol mixture for the anodization
of titanium resulted in a highly ordered surface architecture of NT arrays with inner
diameter of 60 nm and thickness of 40 nm. They also reported the formation of
2.3 �m thick nanotubular structures using DMSO/ethanol/HF electrolyte.

Ali et al. [26] reported the fabrication of highly oriented anodic TiO2 nanoporous
structures with uniform and parallel nanochannels at room temperature, using a two-
step anodization method in two different viscous organic electrolytes. Beranek et al.
[23] and Macak et al. [40] fabricated TiO2 NTs by the anodization of Ti in H2SO4-
HF and Na2SO4-HF electrolytes. However, scanning electron microscopy analyses
revealed the formation of tubular structures instead of porous ones.

Choi et al. [42] prepared TiO2 NTs using nanoimprint lithography and successive
anodization of Ti in ethanolic HF. They obtained a network of pores with interpore
distance of 500 nm. Zhang et al. [43] reported the obtained highly ordered TiO2NTs
structure by applying a three-step anodization approach. The structure was only
formed at the top surface after the third anodization. Schmuki’s [24] group used
nonaqueous mixtures of ethanol and ammonium fluoride and reported the formation
of nanotubular structures without using an imprinting treatment. However, the depth
of the TiO2NTs was limited to a few 100 nm.

Cai and coworkers [44] reported the formation of 4.4 �m long TiO2 NT arrays
by the anodization of Ti using NaF or KF as electrolytes. According to Kumar et al.
[45], the nucleation-growth type of phase transformation leads to reductions in the
porosity and/or the surface area of TiO2 NTs with sintering. Hence, it is important
to use low temperatures to fabricate TiO2 NT arrays with high crystallinity and
isomorphic structures.

Mohamed et al. [46] synthesized TiO2 NTs in glycerol, ethylene glycol, and
carboxymethyl cellulose with inner diameter ranging from 16 to 91 nm and wall
thickness in the range of 7–29 nm. Ge et al. [47] synthesized TiO2 NT arrays via
anodization in ethylene glycol and glycerol electrolytes, and they demonstrated the
tuning effects of DMSO on the length, the wall thickness, the dimension, and the
morphology of the nanotubes.

Smith et al. [48] summarized the recent advances in solar-based applications
achieved using metal oxide NT arrays formed via anodization. Gurrapa [49] used
a Ti alloy instead of the metal and recently reported the synthesis of highly ordered
TiO2 NT by the electrochemical anodization of IMI-834 alloy in 0.5 wt.% HF and
1 M phosphoric acid electrolytes.
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Fig. 10.2 Representation of
electronic transfer on TiO2

nanotubes and TiO2

nanoparticulate films. In the
nanotubes, the transfer of
photogenerated electron to
the metal substrate is
vectorial, while it takes place
randomly in the
nanoparticulate film

The various applications of semiconductors based on their electronic properties
include photovoltaics (e.g., DSSCs) [50, 51], sensing [52], electrochromics and
photochromics [53, 54], self-cleaning surfaces [55], photocatalysis [56–59], and
photoelectrocatalysis (PEC) [60–67]. In the following sections, we present a few
examples of the applications of the semiconductors prepared by electrochemical
anodization.

2.2 TiO2 NTs for Photoelectrocatalysis

Among the nanostructured TiO2 films, considerable attention has been focused on
TiO2 NTs, especially those prepared by the anodization of titanium in fluoride-based
baths. The important advantages of these NTs include the precise control of the
dimensions of the tubes, resulting in a large internal surface area where reactions
may take place, and the outstanding charge transport and carrier lifetime properties
owing to the excellent electron percolation pathways through the oriented structures
[30, 68–70], as shown in Fig. 10.2.

The unique properties of the TiO2 NTs enable their diverse applications in a
wide range of areas including supercapacitors, solar cells, drug-eluting surfaces,
hydrogen sensors, biofiltration membranes, photoelectrochemical cells for hydrogen
generation, and photocatalytic degradation of contaminants, among others [68].

The photocatalytic reactions merit a relatively broader attention due to the
possibility of generating electrons, holes, hydroxyl radicals, and/or superoxide
radicals for different applications such as oxidation of organic compounds [67, 71,
72], reduction of inorganic ions [65, 73], inactivation of microorganisms [66, 74],
reduction of CO2 [75, 76], and production of electricity and hydrogen [77–80].

Upon the absorption of photons with energy greater than the bandgap of
TiO2, electrons are excited from the valence band (VB) to the conduction band
(CB), creating electron-hole pairs (e�/hC) (Eq. 10.1). The holes and the electrons
subsequently diffuse or migrate to the semiconductor surface and react with a
suitable redox species in the environment. The oxidizing character of the hole
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Fig. 10.3 (a) Mechanism of charges generation and reactions that may occur at a TiO2 semicon-
ductor/electrolyte interface under irradiation. (b) Scheme of a photoelectrochemical arrangement
and reactions that take place when TiO2 is under irradiation with bias potential

(hC) leads to the generation of hydroxyl radicals (•OH) by the oxidation of H2O
molecules or OH� ions adsorbed on the semiconductor surface besides enabling
the direct oxidation of the organic molecules (Eqs. 10.2 and 10.3). The electrons in
the CB, on the other hand, may be transferred to H2O or HC contributing finally
toward the production of H2 in an aqueous environment (Fig. 10.3). However, if O2

is present in the aqueous solution, the predominant reaction of the electrons shall be
with O2, resulting in the formation of superoxide (Eq. 10.4), hydrogen peroxide, or
water. Apart from the reactions of electrons and holes with the redox species on the
surface, they may recombine by an electronic transition from the CB to VB, which
is referred to as electron-hole recombination [59–61, 81, 82] (Eq. 10.5).

TiO2 � hC
VB C H2Oads ! TiO2 � HO�

ads C HC (10.1)

TiO2 � hC
VB C HO�

ads ! TiO2 � HO�
ads (10.2)

TiO2 � hC
VB C RXads ! TiO2 C RX�C

ads (10.3)

TiO2 � e�
CB C O2 ! TiO2 C O��

2 (10.4)

TiO2 � e�
CB C TiO2 � hC

VB ! TiO2 C heat (10.5)
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The main factors that affect the photocatalytic activity are the light absorption
properties (light absorption spectrum and coefficient), the reduction and the oxida-
tion rates of the charges at the surface, as well as the electron-hole recombination
rate [59, 83]. Thus, a large surface area with a constant surface density of adsorbents
leads to faster rates of the surface photocatalytic reactions, and this can be achieved
using the morphology of the TiO2 NTs. The combination of electrochemical and
photocatalysis processes, known as photoelectrocatalysis, offers the possibility to
efficiently separate the charge carriers and reduce the electron-hole recombinations
[60, 61, 81, 82, 84].

In a PEC system, the electrochemical processes create a potential gradient in
the photocatalyst, which is attached to a conductive substrate, and hence modify
the properties of the substrate/electrolyte interface. The photogenerated holes on
the surface of semiconductor afford oxidation reactions, and the electrons migrate
to the counter electrode due to the potential gradient, where the reduction reactions
take place. Thus, the charge recombination process is minimized, while the quantum
yield of the photocatalytic activity is improved. Excellent reviews on the properties
of TiO2 and its photocatalytic and photoelectrocatalytic behaviors are available in
the literature [59, 60, 81, 82, 85–87].

The main drawback of powder forms employed in heterogeneous photocatalysis
is the use of catalyst suspensions that necessitates the separation of the material
following the reaction. In PEC, however, the photocatalyst is immobilized at the
surface of a solid conductive substrate, thus rendering the subsequent filtration step
dispensable [88].

An important development in the area of PEC was the work of Fujishima and
Honda in 1972 [89]. They demonstrated that photoelectrocatalytic water splitting is
possible when n-type TiO2 and Pt electrodes are used as the anode and the cathode,
respectively. This breakthrough opened an essentially important window in the area
of PEC [56, 89].

A notable contribution of the PEC process lies in the treatment of organic
pollutants. The occurrence of contaminants of emerging concern (CEC) in surface
water, such as pesticides, hormones, pharmaceuticals, phenols, surfactants, and
dyes, has been an appalling problem to the environment and human health [90–92].
These contaminants are causes of concern because they can bioaccumulate, and
some of the CECs have been recognized as endocrine-disrupting chemicals, i.e.,
they can interfere with the functioning of the endocrine system. The presence of
CECs in the environment is mainly attributed to the direct discharge of industrial
and domestic wastewater or even treated wastewater from wastewater treatment
plants [91]. This is because conventional wastewater treatments involve either the
modification of the organic pollutants into different phases or their concentration
into a single phase, without actually destroying them.

The advanced oxidative process has been established as an efficient method
for the degradation of contaminants. The in situ generation of •OH, which is a
highly oxidizing agent and a nonselective reagent, has been found to be effective
for the oxidation of any organic substance. The reaction of organic molecules with
•OH leads to complete mineralization which involves the conversion of organic
molecules into CO2, H2O, and inorganic ions [60, 81, 82, 84].
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The first studies on the photoelectrocatalytic degradation of organic contaminants
were reported by Vinodgopal et al. [88], Haque and Husling [93], and Kim and
Anderson [94]. Films of TiO2 were deposited on conductive glass substrates, such
as fluorine-doped tin oxide (FTO) and/or indium tin oxide (ITO). These studies
showed that the photocatalysis efficiency can be significantly enhanced by using a
suitable bias potential.

Recent progress in the area of PEC is closely related to the development of
nanomaterials. Highly ordered nanomaterials such as NTs have been proven to
be endowed with the most suitable morphology as evident from their superior
properties, such as high surface area and excellent electronic transport compared
to other types of semiconducting electrodes [59, 60, 87]. This was illustrated by the
study on the influence of structure and surface morphology of TiO2 (i.e., nanotubes,
nanowires, and nanoporous morphology) on the photoelectrocatalytic oxidation of
4,4-oxydianiline. While 100% removal of total organic carbon (TOC) was obtained
after 120 min of treatment using the TiO2 NT electrodes, only 68% and 47%
were obtained with the nanowires and the nanoporous morphology, respectively
[67]. Xin et al. showed that the degradation rate of alachlor herbicide increased
from 59% by using the wormhole TiO2 electrodes to 94% by using TiO2 NTs
photoelectrodes [95].

The photoelectrochemical studies demonstrate the excellent stability of TiO2 NT
arrays for long-term applications [96]. The efficiency of the PEC process can be
improved by the precise control of the dimensions of the tubes in the TiO2 NT
arrays prepared by electrochemical anodization [61, 68]. This is because the length
of the TiO2 nanotube arrays directly affects the photoelectrocatalytic activity [97].
The increase in the length of the tubes increases the resistance of the TiO2 NTs,
which reduces the intensity of the electric field within TiO2 and decreases the charge
separation. There is also an increased probability of recombination as a result of the
enlarged path through the nanotubes to the substrate.

2.3 Doping of TiO2 NTs for Improved Photoelectrocatalytic
Performance

The electrochemical process has also contributed to the modification of the prop-
erties of the TiO2 NTs fabricated for different applications. A typical example is
the improvement in the photoactivation properties of TiO2 which are limited to the
ultraviolet (UV) region (œ � 387 nm). Since the UV radiation corresponds to only
5% of the sun’s radiation, the extension of the optical response of TiO2 to the
visible region would be more beneficial for photocatalysis [59, 69, 87]. This has
been achieved by doping (anion and/or cation) or surface decoration with noble
metals (such as Pt, Pd, Au, and Ag) or coupling with other semiconductors with
small bandgap energy (such as CdS and Sb2S3) using the electrochemical process.
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The anion and/or cation doping of TiO2 systems by the electrochemical technique
can be carried out in three different ways: (i) electrodeposition, (ii) addition of a
precursor of the element in the electrolyte during electrochemical anodization for
oxide formation, and (iii) use of a Ti alloy during anodization.

The substitutional doping of TiO2 with N is the most widely explored and
effective technique because the nitrogen p states contribute significantly to the
bandgap narrowing by mixing with O 2p states. Nitrogen can be easily introduced
in the TiO2 structure due to its comparable atomic size with oxygen, apart from
its small ionization energy and high stability. The following examples describe the
use of electrochemical techniques for N-doping. Shankar et al. [98] performed the
N-doping of TiO2 fabricated by the anodic oxidation of a pure titanium sheet in an
electrolyte composed of 0.07 M HF, NH4NO3 (from 0.2 to 2.5 M), and NH4OH
to adjust the pH to 3.5. The material exhibited optical absorption in the visible
wavelength range of 400–530 nm. Kim et al. [99] prepared N-doped TiO2 NTs by
the anodization of a highly pure Ti alloy with approximately 5 at.% N in glycerol C
water (50:50 vol.%) C 0.27 M NH4F electrolyte. The UV response of the N-doped
TiO2 NTs was found to be lower compared to the pure TiO2 NTs, though the
former showed a strongly increased photoresponse in the visible region. Li et al.
[100] prepared N-doped TiO2 NTs by electrochemical anodization in glycerol
electrolyte, followed by electrochemical deposition in NH4Cl solution. Both the
photoelectrochemical properties and the photocatalytic activity under visible light
irradiation were enhanced after the N-doping of the TiO2 NT arrays.

Similar methods were used for anion doping with B [71, 101, 102] and C [103,
104] and cation doping with W [105] and Zr [106]. Another method of doping is
based on the incorporation of more than one anion (or an anion and a cation) in
the structure of TiO2 and is known as codoping. Examples include N-F-codoped
[107], B-N-codoped [108], Si–W-codoped [109], and N/Zr-codoped [110] TiO2 NTs
prepared using electrochemical methods.

The visible light absorption mechanism associated with the anion/cation doping
has not been fully understood by the scientific community [61, 86, 111]. Some
researchers are inclined to the proposition that anion doping tends to shift the
absorption edge of TiO2 to lower energies through the narrowing of the TiO2

bandgap. However, some others believe that TiO2 doped with anion/cation exhibits
electronic transitions from localized states in the bandgap to the CB of the
semiconductor. In addition to the aforementioned distinct views, a hypothesis
defended by other researchers is based on the redshift of the absorption edge which
is considered to be related to the formation of color centers including Ti3C centers
and oxygen vacancies [111]. Although several proposals have been made to explain
the redshift, the role of dopants has not been clearly described, and no consensus
has been reached on this topic till date within the scientific community.

The absorption of visible light can also be achieved by coupling two semicon-
ductors with appropriate energies of the CB and the VB. Depending on the bandgap
energy of the semiconductor used with TiO2, the composite can be activated in the
visible region [86], and this junction reduces the recombination of the e�/hC pairs
due to the transfer of the carriers from one semiconductor to the other [60]. The use
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of electrochemical techniques is hardly reported in this case. Cadmium sulfide (CdS)
is the most common semiconductor coupled with TiO2 due to its small bandgap
energy (Eg D 2.4 eV) that is capable of absorbing visible light. Li et al. [112]
produced CdS nanoparticle-modified TiO2 NT arrays by electrodeposition via direct
current, in which the electrolyte was a mixed solution of 0.01 M CdCl2 in DMSO
with saturated elemental sulfur. The photocurrent of the CdS/TiO2 NTs was found
to be much larger compared to that of the pure TiO2 NTs.

The photoactivity of TiO2 can be enhanced by decorating the surface of TiO2

with nanoparticles of noble metals (such as Ag, Au, Pt, and Pd). Because of the
difference in the Fermi levels of TiO2 and the metal nanoparticles, a Schottky barrier
is formed in the new material. Thus, a rectification of the charge carrier transfer takes
place wherein the difference in the energies at the semiconductor/metal interface
drives the e� from the CB of the TiO2 to the metal nanoparticles. In other words,
the metal acts as an electron trap, promoting interfacial charge transfer and thereby
minimizing the recombination of the e�/hC pairs [86]. The metal nanoparticles
are usually deposited via an electrochemical technique. Xie et al. [113] prepared
Ag-loaded TiO2 NTs by pulsed-current deposition technique in 0.01 M AgNO3

and 0.1 M NaNO3 electrolytes. Another important work on the surface decora-
tion of TiO2 with noble metals is that of Xing et al. [114]. They prepared Pt
nanoparticles-decorated TiO2 NTs using cyclic voltammetry electrodeposition in
19.3 mM H2PtCl6 solution in the voltage range of �0.4 to 0.5 V at a scan rate of
10 mV	s�1 (controlling the number of cycles). Furthermore, Qin et al. [115] also
reported the decoration of the TiO2 surface using Pd particles deposited by pulse
electrodeposition technique in PdCl2 (2 g	L�1) electrolyte solution (pH of 1.5).
All these materials demonstrated massive improvements in the photoelectrocatalytic
performance.

The use of TiO2 nanostructured materials for the removal of contaminants has
been successful for the treatment of contaminated water. A number of works
published in the literature have reported the photoelectrocatalytic degradation of
organochlorinated compounds [116, 117], pesticides [118, 119], aromatic amines
[67], biological microorganisms [66, 74, 120], hormones and pharmaceuticals
(endocrine disrupters) [72, 121–123], flame retardants [124], and dyes [63, 71, 125–
127]. The process of PEC using TiO2 nanotubes as the photoanode has proven to be
a suitable alternative with high efficiency.

Some microorganisms can spread potential pathogens causing contamination of
water. The photoelectrocatalytic oxidation has been demonstrated to be a powerful
method for water disinfection [60, 74, 120]. This method promotes the inactivation
of several microorganisms within a short treatment time. It is noteworthy that the
PEC process is an alternative to conventional chlorination methods that result in
toxic by-products such as the carcinogenic trihalomethanes. In addition, this method
is effective for the demobilization of microorganisms that are resistant to chlorine
disinfection [128]. The TiO2 NT arrays and TiO2 decorated with silver nanoparticles
have been utilized for the disinfection of water containing Mycobacterium smeg-
matis. Under UV irradiation, the photoelectrochemical treatment achieved 100%
inactivation after 3 min of treatment [74].
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As electrons are directed to the cathode in a PEC system, reduction reactions are
likely to take place at the cathode. Thus, it may be possible, for instance, to reduce
heavy metals at the cathode. In this regard, the simultaneous degradation of organic
compounds and reduction of Cr(VI) to Cr(III) has been demonstrated in a simulated
tannery effluent [129]. Another very important application based on the reaction at
the cathode is the generation of hydrogen [77]. In a PEC cell used for water splitting,
the TiO2 electrode (anode) and the counter electrode (cathode) are separated in a
two-compartment cell by a Nafion membrane. Usually, ethanol, glycerol, methanol,
and compounds derived from biomass are useful for providing electrons to the
photoanode [130–132], although recently reported works have employed a large
number of organic substances that are contaminants. These electrons flow to the
cathode where water is reduced to molecular hydrogen.

2.4 WO3 Electrodes for Photoelectrocatalytic Treatments

The use of TiO2 as a semiconductor for photoelectrocatalytic applications has been
well established in the literature [66, 74, 133–135]. Nevertheless, this material
exhibits a bandgap energy of approximately 3.2 eV and is photoexcited only
in the ultraviolet region, requiring wavelengths below 400 nm [136, 137]. The
photocatalytic and photoelectrocatalytic applications of TiO2 are attributed to its
high stability, nontoxicity, and low cost. The development of new materials with
a better performance than TiO2 is a huge challenge due to two reasons: (i) rapid
recombination of the photogenerated electron-hole pairs and (ii) low utilization of
the solar energy [138]. In this context, active systems for the photodegradation of
organic contaminants and use in photoelectrochemical reactions can be obtained by
investigating semiconductors that exhibit highly efficient absorption in the visible
region.

Tungsten trioxide (WO3) is a widely studied material like TiO2 and presents a
wide range of bandgap values depending on the crystalline phases [139] besides
the fact that it can also be obtained by electrochemical processes. An increase in
the absorption of visible radiation as well as a reduction in the recombination of
charges (e�/hC) has been obtained by the coupling of WO3 and TiO2. This has been
attributed to the difference in the bandgap values of these materials as reported by
several authors [140].

Tungsten trioxide is a promising alternative to TiO2 for photoelectrocatalytic
treatments as it exhibits a smaller bandgap (2.4–2.8 eV for monoclinic phase) and
can be photoexcited at wavelengths in the visible region. However, most of the
studies have explored the use of WO3 for electrochromic applications and solar
energy conversion [141]. The applicability of WO3 in electrochemical processes
is due to the position of its conduction band, which is more positive compared to
the water reduction potential. This means that this material has the ability to directly
reduce HC to H2 [142]. As a result, numerous reports have been published regarding
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the synthesis of nanostructured WO3 thin films using different methods, especially
via the electrochemical routes, such as electrochemical anodization and cathodic
electrodeposition for applications in PEC and water splitting [143].

A wide range of structures can be obtained by the distortion of the hydrated
octahedral crystal structure of WO3, by the replacement of an oxygen octahedron
by a water molecule or by the intercalation of H2O molecules between layers of
the octahedral structure of WO3. The synthesis of WO3 polymorphs crystallized
in monoclinic, orthorhombic, hexagonal, tetragonal, and cubic systems has been
reported [144]. Among the studies involving the use of WO3 structures, the synthesis
method employed is regarded as the key to the development of nanostructures with
desirable properties for specific applications and reproducible catalysts for industrial
applications. However, a controlled synthesis process without the contamination of
the final material is required to obtain heterostructures with high photoelectrocat-
alytic activity. Thus, simple and clean methods for the controlled synthesis of the
semiconductor without the use of additives are being extensively explored [143,
145, 146].

The most widely used electrochemical method for the preparation of WO3

films is based on electrochemical anodization and cathodic electrodeposition.
Electrochemical anodization is an electrochemical treatment process used for the
growth of an oxide film of interest from a metal surface in an electrolytic solution
under the application of a potential difference [147], as shown in Fig. 10.4.

The formation of WO3 films on a tungsten plate via the electrochemical method
has been well reported in the literature by Zhu et al. [143]. The electrochemical
growth of WO3 in an aqueous medium is due to the initial anodic oxidation
of tungsten that results in a mixture of oxides such as WO2, WO3, and W2O5,
among which the tungsten-containing species with C6 oxidation state prevails in
the system, as shown in Eqs. 10.6, 10.7, 10.8, and 10.9. The presence of fluoride
in the reaction medium contributes to the formation of the desired morphology
[26, 148].
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Fig. 10.5 FE-SEM images of (a) W foil, (b) nanoporous W/WO3 thin film electrode obtained by
electrochemical anodization of tungsten foil in 0.15 mol L�1 NaF at 60 V for 2 h, annealed at
450 ıC (30 min)

Cathode

2H2O C 2e� ! H2 C 2OH� (10.6)

Anode

W C H2O �! WO2 C 4HC C 4e� (10.7)

2WO2 C H2O �! W2O5 C 2HC C 2e� (10.8)

W2O5 C H2O �! 2WO3 C 2HC C 2e� (10.9)

The work done by Fraga et al. in 2011 [147] reports the satisfactory synthesis
of nanoporous electrodes of W/WO3 by the electrochemical anodization method,
where they detected the formation of the monoclinic phase of WO3 which is the
photoactive crystalline phase of this oxide (Fig. 10.5). The application of the elec-
trodes in the photoelectrocatalytic degradation of the hair dye Basic Red 51 showed
very promising results. The electrode was found to promote complete decolorization
of the investigated Basic Red 51 dye after 60 min of photoelectrocatalytic oxidation.
Furthermore, 61% mineralization of all the organic materials was observed after 1 h
of the treatment, revealing the potential of this material for the decontamination of
water.

Films of WO3 with nanotubular morphologies were obtained by the anodization
process as reported by Lai Wei [149]. The nanotubes were produced by anodizing
a tungsten foil in the middle of NH4F and Na2SO4. The optimization of various
synthesis parameters such as electrolyte concentration, reaction time, and applied
potential resulted in an interesting material for photoelectrocatalytic applications.
The WO3 nanostructures exhibited substantial enhancement in the degradation of
methyl orange (MO) dye and generation of H2 via the water-splitting process.
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According to Zhu et al. [150], the electrodeposition method of synthesis has
received increasing attention due to the advantages that include low capital cost,
ambient temperature, and pressure conditions for synthesis, direct control of film
thickness, and the possibility of scaling-up and commercialization. In their study,
they reported the importance of systematically optimizing the electrodeposition
parameters in order to achieve a higher photocurrent density on the nanostructured
WO3 thin films. The nanostructured WO3 films were obtained by galvanostatic
electrodeposition under tungsten trioxide Fe-SnO2 wire at room temperature using
a conventional three-electrode electrochemical cell system submerged in a W
precursor solution with a high ion concentration of W2O11

�. The optimum process
conditions of the study were reported as deposition time, 60 min; precursor
concentration of W, 0.15 mol	L�1; annealing temperature, 600 ıC; and pH 1.0. The
photocurrent density at these conditions was found to be 120 �A	cm�2.

Guaraldo et al. explored nanostructured films composed of TiO2/WO3 bicom-
ponent electrodes prepared by the template method. In this work, the electrodes
consisting of WO3 were obtained by electrodeposition, using polystyrene beads
as the template for the growth of the film. After electrodeposition, the template
was removed by dissolution in tetrahydrofuran resulting in a macroporous film,
the structure of which was determined by the original template. The prepared
electrode was subjected to the photoelectrocatalytic treatment of indigo carmine
dye. Following 2 h of treatment, 97% decolorization and 62% mineralization of
the organic materials were obtained, which demonstrate the great potential of the
prepared bicomponent electrode [151].

Another work published by Guaraldo et al. [152] showed the application of this
electrode for the degradation of dyes and the simultaneous generation of hydrogen
gas, indicating the versatility of PEC. A good photoactivity response (11 mA	cm�2)
was obtained under UV and visible light irradiation, while the optimization of
the photoelectrochemical conditions revealed that the pH had a major impact on
H2 production. The optimized pH resulted in a satisfactory hydrogen generation
efficiency (46%), 100% decolorization of the system, and 85% removal of TOC.

It is worth noting that several works have reported the preparation of WO3

by electrodeposition using W foil as the precursor [151]. When the appropriate
potential (�0.45 V) is applied, occurs the formation of the WO3, yielding the desired
coating. The material is subjected to a calcination process at a temperature greater
than or equal to 450 ıC for the formation of the appropriate crystalline phase [151].

The study published in 2011 by Hepel and Luo [153] pioneered the use of WO3

for photoelectrocatalytic treatments. This study investigated the photoelectrochem-
ical degradation process of the dye Naphthol Blue Black (NBB) in an aqueous
solution, and we intended at creating an effective method for the degradation of
diazo dyes. The nanocrystalline WO3 film was electrodeposited on a platinum
surface and applied satisfactorily for the degradation of the NBB dye. This study
is of great importance since it reports some mechanistic details of the WO3 film
functioning as the photoanode, such as the sensitivity degradation of the dye with
respect to the potential applied on the electrode and the strong dependence of the
degradation of the dye on the pH of the chloride medium. Another significant work
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involves photobleaching of the dye Remazol Black B. In this study, the treatment of
the dye using the W/WO3 electrode was found to be more efficient when compared
to the Ti/TiO2 electrode with the same roughness, demonstrating the potential of this
material for photoelectrocatalytic applications. Moreover, the system was examined
with a model similar to Langmuir-Hinshelwood in order to explain the adsorption
of the dye on the electrode surface [154].

Fraga et al. have also investigated the applications of W/WO3 electrodes for
active chlorine formation and degradation of microcystin produced by M. aerugi-
nosa [141] and obtained similar results as those reported by Hepel and Luo in their
aforementioned work.

The work carried out by Emuakpor et al. [155] shows the degradation of a persis-
tent chlorophenol (2,4-dichlorophenol; 2,4-DCP) using visible-light-active W/WO3

electrodes. The degradation of 2,4-DCP was monitored using a combination of
chemical and bacterial biosensor toxicity assessments. The results showed that the
concentration of 2,4-DCP dsecreased by 74% after a period of 24 h out of which
54% was attributed to the degradation processes and 20% was associated with
losses of pollutants by adsorption or volatilization. The formation of more toxic
intermediates was a subject of investigation in this study. Therefore, analyses by
liquid chromatography-mass spectrometry were performed to study the intermediate
degradation products. The results showed the occurrence of stable dimers within
the first few hours of the process of degradation and the formation of intermediate
products with higher toxicity compared to the parent compound.

Tungsten trioxide electrodes with nanoporous morphology and monoclinic phase
were prepared by electrochemical anodization in 0.25 wt.% HF under a potential of
50 V and subsequent calcination at 500 ıC. The photoelectrocatalytic capability of
this material was verified by the degradation of MO dye under visible light. High
decolorization and mineralization of the MO dye were observed, and the photoanode
proved to be extremely stable. These results were attributed to the bandgap of
2.77 eV and the greater separation of the photogenerated charges [156].

Previously reported studies show the great potential of WO3 electrodes for the
photoelectrochemical degradation of pollutants in wastewater. Tungsten trioxide
electrodes are also very effective in the treatment of microorganisms that are
potentially harmful to humans. This has been highlighted in the work conducted by
Souza in 2015. The aim of the work was to investigate the capability of W/WO3 pho-
toanode for the disinfection of water contaminated by Candida parapsilosis (which
is found in hemodialysis water) using PEC. To this end, WO3 was synthesized using
electrodes via electrochemical anodization through the growth of WO3 films on
a tungsten foil as the substrate. This work resulted in the establishment of a new
method for the disinfection of dialysates. Under photoexcitation with visible light,
total destruction of the microorganisms was achieved after 1 h of treatment, while
the mineralization of the organic material was found to be 60%. Thus, this study
unfolded new perspectives in the research of this material for the destruction and
the mineralization of microorganisms [157].

Recently, the disinfection of Escherichia coli was investigated using an immo-
bilized WO3 thin film photocatalyst in a visible light-driven photoelectrocatalytic
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batch cell. The best disinfection efficiency (> 99% within 15 min) was obtained
when the WO3 catalyst was illuminated under closed-circuit conditions along with
the occurrence of cell death. Thus, the WO3 photocatalyst is a potential disinfectant;
the utilization of its visible parts of the solar spectrum optimizes energy for
treatment of contaminated water [158].

The applications of PEC processes are not limited to degradation of organic
compounds, removal of microorganisms, and remediation of pollutants. An equally
important application is the reduction of CO2 to obtain chemicals with high
commercial and energetic values using not only TiO2NTs as catalysts but also other
important materials like CuO and Cu2O.

2.5 Generation of Products with Commercial Values Using
Copper Electrodes

Among the nanostructured semiconductors, the copper oxide catalysts, copper (I)
oxide (Cu2O), and copper (II) oxide (CuO) are among the few known p-type
semiconductors [159] that can be produced by electrochemical processes. Owing
to the poor electronic conductivity of stoichiometric Cu2O, the two oxides coexist
with copper [160]. These semiconductors are attractive by virtue of their photoactive
properties, natural abundance of copper, good environmental compatibility, low
thermal emittance, nontoxicity, and simple and low-cost production process [159,
161–163].

Copper (II) oxide is a p-type semiconductor that absorbs light in the visible
region, exhibiting a bandgap energy between 1.2 and 1.7 eV [164] which is close to
the ideal bandgap for a single-junction photovoltaic cell [165]. As a result, CuO has
been investigated for its potential use in photoelectrochemical cells [164, 166], as
the active layer in solid-state solar cells [165], for the reduction of CO2 by photo-
and photoelectrocatalysis [167, 168], and as a cathode in DSSCs [169].

Copper (I) oxide is also a p-type material with a bandgap of around 2.2 eV
[170]. This means that Cu2O absorbs light radiation in the range of 300–620 nm,
covering about 50% of the photons of the solar spectrum [162]. Copper (I) oxide is
a semiconductor with a reported resistivity varying from a few ohm-centimeters
to 1014 � cm, depending on the preparation technique [171]. As compared to
CuO, Cu2O is more widely explored as a photocathode [159]. It is suitable for
hydrogen generation as a result of the position of its conduction band which is
0.7 V more negative compared to the reduction potential of hydrogen [172]. The
Cu2O semiconductor is also applied for photo- and photoelectrocatalytic reduction
of CO2 [173–176].

Despite the photoactive properties of Cu2O, it was generally not preferred for
photoelectrochemical applications owing to its slow stability when illuminated in
an aqueous solution [159, 172, 173]. However, reports on the improved stability
of electrodeposited polycrystalline Cu2O as photocathodes in aqueous solutions
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[73, 171, 172, 177] gradually increased the interest in the photoelectrochemical
applications of p-Cu2O. Besides the essential stability, the electrochemical synthesis
of copper oxide provides flexibility, relatively low cost, and control of morphology,
structure, and orientation of the final products [159].

A variety of methods have been reported for the preparation of CuO which
include solution phase [170], dip coating [167, 178], alcohothermal [165],
hydrothermal [179], combustion synthesis [180], microemulsion [181], and
electrodeposition [163, 164, 182]. Among these methods, electrodeposition is
particularly attractive as it provides inexpensive and mild conditions for the
preparation of high-quality films with easily tunable film thickness and offers a
facile route toward controlling the morphology or structure of interfacial films
[163, 164].

Since the electrodeposition method improved the photostability of both the types
of copper oxides, there has been a remarkable increase in their application as
catalysts for CO2 reduction, and the results obtained demonstrate their relatively
good efficiency in most of the cases. Brito et al. [173, 174] studied the photo-
electrocatalytic reduction of CO2 using Cu2O which was electrodeposited under
a copper plate. The copper plates were treated with hydrogen peroxide/ammonium
hydroxide (1:1) solution to improve the adhesion of the Cu2O film on the surface.
The electrodeposition was performed with 0.4 mol	L�1 cupric sulfate solution
containing 3.0 mol	L�1 lactic acid. The pH of the solution was adjusted to 12.0 using
12.0 mol	L�1 NaOH, and the substrate was subjected to a potential of �0.40 V for
30 min at a temperature of 60 ıC. The authors presented the evaluation of different
parameters that resulted in the formation of methanol, ethanol, formaldehyde,
acetaldehyde, and acetone.

Le et al. [183] presented the direct reduction of CO2 to methanol (CH3OH) using
electrodeposited Cu2O thin films. Cuprous oxide thin films were electrodeposited
on stainless steel substrates at �0.555 V (saturated calomel electrode; SCE) and
333 K for 30 min. The electrolyte employed was a lactate solution consisting of
0.4 M copper sulfate (CuSO4) and 3 M lactic acid at a pH of 9.0 using Cu foil as the
anode. The yield of CH3OH was found to be 43 �mol	cm�2	h�1 and the faradaic
efficiency reached up to 38%. According to the authors, these values were higher
than those of air-oxidized or anodized Cu electrodes prepared in the same study,
and they suggested that the electrodeposited Cu (I) species play a critical role in
electrode activity and selectivity to CH3OH.

Ren et al. [183] performed electrochemical reduction of CO2 to ethylene and
ethanol using copper (I) oxide catalysts. Flat Cu disks were used as substrates for
the catalysts after polishing. The Cu2O layers were then galvanostatically deposited
onto these Cu disks from a copper lactate solution for different durations in the range
of 1–60 min, generating Cu2O films of different thicknesses. The results revealed
that the faradaic yields of C2 products can be systematically tuned by varying the
thicknesses of the Cu2O overlayers. The most efficient C�C bond formation was
obtained with 1.7�3.6 �m-thick films, resulting in faradaic efficiencies of 34�39
and 9�16% for ethylene and ethanol, respectively.
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Ghadimkhani et al. [184, 185] reported the preparation of hybrid CuO-Cu2O
semiconductor nanorod arrays for the photoelectrocatalytic reduction of CO2 with
methanol formation. First, the CuO nanorod arrays were prepared by thermal
oxidation in the presence of air using a box furnace at 400 ıC for 4 h. In the
second step, Cu2O crystallites were electrodeposited on the thermally grown CuO
nanorods from the same basic solution of lactate-stabilized copper sulfate. The
electrodeposition was performed at �0.2 V vs. standard hydrogen electrode in 0.4 M
CuSO4 C 3 M lactic acid and pH of 9 at 60 ıC for preselected times (1–30 min)
on the surfaces of the CuO nanorods. The methanol formation as a result of the
photoelectrocatalytic reduction of CO2 was found to be 85 �mol	L�1 after 90 min
with the faradaic efficiency ranging from 94% to 96%.

Li et al. [186] prepared a wedged N-doped CuO with a more negative CB and a
low overpotential for the photoelectric conversion of CO2 to methanol. The catalyst
was prepared under a Cu foil polished with sand papers. The electrolytes (water-
ethanol D 3:1) consisted of 3.200 g NaOH and 0.002 g polyvinyl alcohol. The
anodization was performed at 3 mA	cm�2 and 15 ıC for 1 h. After the anodization,
the sample was placed in a muffle furnace under a nitrogen atmosphere with a
flow rate of 60 sccm and heated to 300 ıC at a rate of 2 ıC	min�1 for 3 h. The
authors affirm that the material not only exhibited excellent PEC reduction of CO2

but also promoted the efficient separation of the photoelectrons and the holes.
The reduction of CO2 by PEC resulted in the predominant formation of methanol
(3.6 mmol	L�1	cm�2) with efficiency of 84.4%. However, the copper oxides were
not the only products of electrodeposition. The electrodeposition resulted in the
combination of the different metallic supports as well as the merging of the copper
oxides with other p- or n-type oxides. Copper oxides are a good material for
heterojunctions due to their ability to act as an electron trapper, which is necessary
to avoid the accumulation of charge on the surface [187]. For instance, Cu2C has
an unfilled 3d shell, making its reduction thermodynamically feasible. Thus, CuO
can trap the electrons generated on the other surface of the semiconductor, and as a
result, the rate of the electron-hole recombination is slowed down, and more holes
and electrons are available for the redox reactions [167, 187].

Siripala et al. [188] prepared the Cu2O/TiO2 heterojunction thin film cathode
for photoelectrocatalytic applications. The electrodeposition of the Cu2O film was
performed under a clean titanium substrate using a three-electrode electrochemical
cell containing aqueous solutions of 0.05 mol	L�1 sodium acetate and 0.05 mol	L�1

cupric acetate. The temperature of the electrolyte was maintained at 60 ıC under
continuous magnetic stirring. The counter electrode was a platinum wire, and
Ag/AgCl electrode was used as the reference electrode. The electrodeposition was
carried out under potentiostatic control at �200 mV for 45 min, and the resulting
films were calcined in air at 150 ıC for 30 min. Finally, the heterojunction was
formed by electron beam evaporation of TiO2 over the electrodeposited Cu2O under
high vacuum. The Cu2O/TiO2 electrode presented efficient light-induced charge
carrier generation at the p–n junction. In addition, the authors affirm that the
TiO2 film protects the Cu2O film against photocorrosion without diminishing its
performance.
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In the paper published by Kecsenovity et al. [176], the decoration of ultra-
long carbon nanotubes with Cu2O nanocrystals was studied as a hybrid platform
for enhancing the photoelectrocatalytic reduction of CO2. Cuprous oxide was
electrodeposited under the carbon nanotubes from an alkaline solution (pH of 9)
of lactate-stabilized copper sulfate, containing 0.4 mol	L�1 cupric sulfate and
3 mol	L�1 lactic acid in deionized water at 60 ıC. To ensure complete coverage
of the carbon nanotubes, nuclei formation was initialized by introducing a seed
nucleation step at a more negative potential (�0.35 V) until the first 50 mC	cm�2 of
charge was passed (15 s). After that, the deposition was performed at a less negative
potential (�0.25 V, steps of 20 s) to achieve uniform and homogenous crystal
growth. After each 50 mC of charge was passed, the deposition was interrupted
for 60 s to avoid the depletion of the solution. The photoelectrocatalytic reduction
of CO2 using this new material resulted in the formation of methanol, ethanol, and
formic acid. On the other hand, Li et al. [189] electrodeposited Cu2O under hematite
nanotubes (Fe2O3 NTs) for the conversion of CO2 to methanol. The Cu2O/Fe2O3

NTs were prepared by the potentiostatic electrodeposition method by depositing
Cu2O films on the surface of Fe2O3 NTs. The electrodeposition experiments were
performed at 0.5 V for 30 min (20 ıC) using 0.4 mol	L�1 CuSO4 and 3 mol	L�1

lactic acid as electrolytes. The growth mechanism of the Cu2O/Fe2O3 NTs was
investigated in detail by the authors; the Cu2O film showed various structures during
the course of the electrodeposition. Furthermore, the photoelectric properties of the
materials varied with the morphologies. The faradaic efficiency for CO2 reduction
and the yield of methanol reached 93% and 4.94 mmol	L�1	cm�2, respectively, after
6 h of the reaction.

Kang et al. [190] also studied the combination of copper oxide and iron oxide for
the photoelectrocatalytic reduction of CO2. The researchers reported the preparation
of CuFeO2 and CuO mixed p-type catalysts for solar conversion of carbon dioxide
into formate. The electrode fabrication was performed under FTO substrates which
were maintained at �0.36 V vs. SCE for 2 h due to the highest efficiency in aqueous
50 mmol	L�1 KClO4 solution with 4 mmol	L�1 Cu(NO3)2�3H2O and 12 mmol	L�1

Fe(ClO4)3	H2O. Following the electrodeposition, the samples were annealed at
650 ıC in air for 3 h, resulting in the formation of CuFeO2/CuO. This electrode was
used for the reduction of CO2 to formate, simultaneously leading to the oxidation
of water to molecular oxygen at circumneutral pH without any external bias. This
stand-alone system operated for a period of 1 week with continued production of
formate.

Despite the difficulties related to the stability of copper oxide, electrodeposition
has been proven to be a good option for the preparation of pure copper oxide
catalysts or junctions of semiconductors based on copper oxides. These p-type
catalysts have become the most popular materials for the conversion of carbon
dioxide to products with high energetic values. The PEC using Cu2O and CuO
semiconductors is a potential technique for the reduction of CO2 and the formation
of different types of products with high yields.



10 Electrochemistry: A Powerful Tool. . . 259

3 Final Consideration

Overall, different methods for the preparation of semiconductors as catalyst materi-
als involving the formation of different types of nanostructures, such as nanowires,
nanotubes, and nanoporous, have been proposed in the literature among others.
Conventional techniques such as thermal, hydrothermal, sol-gel, sputtering, and
dip coating have been reported to be useful for the preparation of these materials,
which are potential candidates for environmental applications, sensors, and other
commercial applications. Electrochemical methods deserve considerable attention
when it comes to the production of these nanomaterials. It has several advantages
over the previously mentioned processes, namely, ease of manufacture, simple
instrumentation, speedy preparation process, low generation of chemical residues,
reproducibility of the samples produced, and low cost.

Titania is one of the most studied compounds in materials science and easy to
produce by electrochemical methods. Owing to its outstanding properties, it is used
in photocatalysis with focus on environmental protection, DSSCs, and biomedical
devices. The feasibility of growing highly ordered arrays of TiO2 nanotubes by a
simple but optimized electrochemical anodization of a titanium metal sheet has
gained considerable attention in the last decade. This finding stimulated intense
research activities focused on growth, modification, properties, and applications
of these one-dimensional nanostructures. The combination of extreme molecular
geometry and exciting properties has not only inspired the field of nanotechnology
but also instigated enormous efforts in physics, chemistry, and materials science.
These 1D nanostructures exhibit unique electronic properties, such as high-electron
mobility or quantum confinement effects, high specific surface area, and high
mechanical strength that have revolutionized the industry considerably. Although
carbon is still the most explored nanotube material, a considerable range of other
materials, which are mainly transition metal oxides and sulfides, have been synthe-
sized in the 1D geometry (e.g., nanowires, nanorods, nanofibers, or nanotubes) and
have also shown fascinating properties.

Electrochemistry has contributed significantly to the production of 1D nanos-
tructures, such as WO3 and CuO, besides its remarkably important applications
including catalytic conversion of CO2, reduction of inorganic pollutants, and
disinfection processes.
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Chapter 11
Nanostructured Functional Materials: Silver
Nanoparticles in Polymer for the Generation
of Antimicrobial Characteristics

Luiz Fernando Gorup, Francisco N. Souza Neto, Andressa M. Kubo,
José Antonio Santos Souza, Renan Aparecido Fernandes,
Gabriela Lopes Fernandes, Douglas Roberto Monteiro,
Debora Barros Barbosa, and Emerson Rodrigues Camargo

1 Synthesis of Silver Nanoparticles and Antimicrobial
Proprieties

1.1 The Science of Nanotechnology

Nanoscience has been established recently as a new interdisciplinary science,
which means that the potential of nanocomposites to improve the welfare of our
society will be achieved only through an intensive and collaborative work of
researchers and experts from different fields, such as biology, chemistry, materials
science, and industry. The results of nanoscience are realized in nanotechnology
as new materials to meet new demands of the society. Currently, the synthesis of
nanocomposites prepared with polymer and silver nanoparticles is one of the main
growing directions of nanoscience [18, 64, 109].
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Recently, considerable attention has been given to the use of inorganic nanopar-
ticles in nanocomposites for creating materials with antimicrobial activity. These
materials are used in various technological fields, particularly in bionanotechnology
[65]. Among these, metallic particles at the nanoscale are the most promising, which
include copper, zinc, titanium, magnesium, gold, and silver [1, 9, 17, 75, 134, 140].

Nanometric metallic particles show unique and considerably changed chemical,
physical, and biological properties compared to their macroscaled counterparts,
mainly due to their high surface-to-volume ratio [123]. At the same time, these
materials provide innovative solutions in technological and environmental fields
related to medicine, water treatment, and food preservation, as they offer an
alternative way for the control of the proliferation of pathogenic bacteria and fungi
[63, 97].

1.2 Silver Nanoparticles

Metallic nanoparticles, in particular silver nanoparticles (AgNPs), have long been
known to exhibit strong toxic effects on a wide range of microorganisms. Thanks
to these broad-spectrum antimicrobial properties, silver has been extensively used
for biomedical applications and other environmental disinfection processes for
centuries.

Although there are several studies where AgNPs are used as antimicrobial agents,
their mechanism of action is still not completely understood. McShan et al. [25]
and Fu et al. [92] related their antimicrobial action to the toxicity resulting from
free metal ion dissolution from the surface of the AgNPs [46]. For decades, people
have been using colloidal silver for their own health benefits, but detailed studies
on its effect in the environment have only recently started. Initial studies have
demonstrated that cells and microbes are primarily affected by a low level of silver
ion (AgC) released from the nanoparticle [100].

Due to the increasing use of silver nanoparticles in products for daily use,
such as shampoos, soaps, detergents, cosmetics, toothpastes, and medical and
pharmaceutical products, there has been a remarkable effort worldwide in order
to verify the safety related to the use of silver nanoparticles and to understand how
these effectively kill several microorganisms [112]. Moreover, this has encouraged
the textile industry to use AgNPs in different textile fabrics [53, 91], given that
cotton fibers containing AgNPs have antibacterial activity.

Silver nanoparticles coated in a polymer matrix increase the efficiency of
antimicrobial action with a controlled release of AgC ions. Also, the combination of
silver with polymeric material significantly reduces the transmission of infectious
agents [50, 141]. Scientists are also studying how these characteristics affect the
mechanism of cell killing [10, 126]. For instance, the antibacterial activity of dif-
ferent metal nanoparticles depends directly to the particle size [42, 111]. Generally,
the morphological control is achieved by varying the methods of synthesis and its
parameters (e.g., like reducing agents, stabilizers, and so on).
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With the currently available technology, there are several synthetic routes of
silver nanoparticles, which include chemical [8], electrochemical [78], radiation
[135], photochemical [108], and biological methods [71]. There are several wet
chemical routes to obtain silver nanoparticles, which typically involve the reduction
of silver ions by a reducing agent in the presence of a colloidal stabilizer. When
the particles are very small, the colloidal suspension has a yellowish color with an
intense band in the 380–400 nm range and other less intense or smaller bands at
longer wavelengths [107].

The band results from the collective excitation of the free electrons of the
metallic particles at the surface of the nanoparticle, which is known as surface
plasmon absorption [90]. Commonly used reductants are hydrazine [122], sodium
borohydride [93], ascorbate, hydrogen gas, citrate (Gorup et al. 2010), and sugar,
among others. The stabilization of nanoparticles can be achieved by two main
methods of stabilization, i.e., steric and electrostatic. The steric stabilization is
achieved by the presence of bulky, typically organic materials that cause the steric
impediment in the surface of the particle, preventing coalescence of the particles.
Electrostatic stabilization, on the other hand, is achieved by the coordination
of anionic species on the surface of particles, such as carboxylates, halides, or
polyoxoanions. This results in the formation of an electrical double layer (in
fact, a diffuse electrical multilayer), which causes coulombic repulsion among the
nanoparticles, preventing the contact among them. Polymers and large cations such
as alkylammonium are examples of steric stabilizers. The choice of stabilizer also
allows one to tune the solubility of the nanoparticles in the matrix polymeric.
The more common stabilizer agents are undoubtedly the polyvinyl alcohol [117],
poly(vinylpyrrolidone) [79], citrate, and cellulose [72, 88].

1.3 Antimicrobial Activity of Silver Ion and Silver
Nanoparticles

Despite the bactericidal effect of silver compounds in microorganisms is well
known, their mechanism of action is not fully understood [86]. Silver particles
have high affinity for nucleophilic atoms such as sulfur and phosphorus, which
are found both in the bacterial cell membranes and cytoplasm, so that silver
nanoparticles interact with the cell membrane deregulating the process of cellular
respiration [74] and, within these, interact with DNA by preventing cell division.
Silver nanoparticles have been shown to interact with other microorganisms such as
fungi, by preventing their adhesion to cells, thus expanding its range of antimicrobial
activity [62]. Studies showed that silver nanoparticles have antifungal activity
against Trichophyton mentagrophytes and some species of Candida [106]. The main
hypotheses of the bactericidal mechanisms of action by which silver nanoparticles
and ions lead to death of the bacteria are shown in Fig. 11.1 and described below
[45, 76, 77, 80]:
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Fig. 11.1 Schematic representation of the bactericidal activity exerted by silver nanoparticles

• Silver nanoparticles have a strong interaction with the microorganisms due to
their high surface area. Thus, these nanoparticles attack the bacterial surface, by
penetrating into these organisms and leading to a disruption of the vital functions
of the organism due to alteration of the membrane fluidity and hence increasing
cell permeability.

• Bacterial membrane proteins contain sulfur and phosphorus in its structure. Both
silver nanoparticles as silver ions can interact with these proteins and inhibit the
DNA functions by interacting with these chemicals.

• Silver nanoparticles and/or silver ions can attack the respiratory chain in the
bacterial mitochondria and lead to cell death.
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• Silver nanoparticles may have a controlled release of AgC once in the bacterial
cells, which can form free radicals and induce oxidative stress, enhancing its
bactericidal activity.

1.4 Composites with Silver Nanoparticles and Polymer

Polymer-metal nanocomposites can be prepared by two different approaches,
namely, in situ and ex situ techniques [99]. By the in situ approach, AgNPs can
be directly generated inside a polymer matrix by decomposition (e.g., thermolysis,
photolysis, radiolysis, etc.) or by chemical reduction of a metallic precursor,
conversely, by the ex situ approach; NPs are first produced by soft chemistry routes
and then dispersed into polymeric matrices.

The term nanocomposite is described as a combination of two or more layers
comprising a polymer matrix and a particle in which one of its dimensions is at
the nanometer scale. The layers may be amorphous, semicrystalline, or crystalline.
When combined, the phases can generate a synergistic behavior between the
constituents of the nanocomposite.

There are several scientific types of research on the synthesis of uniform
nanocomposites seeking a homogeneous load distribution in the polymer matrix
and a good adhesion on the two-component interface. The main nanocomposite
preparation routes from polymer latex and silver nanoparticles matrix are outlined
in Fig. 11.2, but the principle is the same for other polymers.

I. Polymerization of the matrix in situ: The properties of a nanocomposite
are generally determined by the matrix, which in this particular case is a
polymeric material. Polymers provide an excellent support for the nanoparti-
cles, protecting them from physical/chemical degradation and facilitating their

Fig. 11.2 Nanocomposite synthesis strategies: (I) synthesis of particles in situ; (II) polymerizing
the matrix in situ; (III) mixing of components
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handling/processing. The controlled synthesis of the polymer in the presence
of inorganic nanoparticles enables strict control over the physicochemical
properties of the matrix. It also allows a good dispersion of fillers, yielding
homogeneous nanocomposites of easy processing and low production cost.

II. In situ synthesis of nanoparticles: The synthesis of the charges involves
chemical methods of controlled preparation of inorganic solids. The materials
prepared by this strategy are generally of chemical bonds between components,
which results in more homogeneous hybrid materials and with greater consis-
tency. The main methods for preparing nanocomposites by in situ synthesis
of the loads are: solgel method and synthesis in the presence of structural
materials.

III. The mixture of components: This method has been widely used in the prepa-
ration of composites, especially in nanocomposites in which the loads are
lamellar or layered structures. Small lamellar inorganic compounds (montmo-
rillonite) with nanometric dimensions are usually hydrophilic and before being
dispersed in the polymer matrix must be chemically modified to make them
compatible with the polymers.

The main reason for using a compound containing silver nanoparticles is one
of the most powerful natural disinfectants known; therefore, its deposition onto
prosthetic device surfaces (catheters, heart valves, etc.) would be an attractive
approach for preventing bacterial attachment and biofilm formation, which can lead
to serious infections. Another potential application is related to food processing
equipment and packaging materials, where the presence of undesirable bacteria can
cause food spoilage and foodborne diseases.

For this reason, an increasingly common application is the use of AgNPs for
antimicrobial coatings, many textiles, polymer, and biomedical devices that contain
AgNPs to provide protection against bacteria and fungi. AgNPs coated in the
polymer matrix increases the efficiency of antimicrobial action with a controlled
release of AgC. The combination of silver with polymeric material reduces the
transmission of infectious agents.

2 Silver Nanoparticles for Consumer Products

2.1 Demands for Products with Silver Nanoparticles

Considering the current demands for better living conditions are pushing companies
for a new era of sustainability and the search for new products [32]. Several
countries introduced rigorous legislation regarding safety and environment require-
ments, including ethical obligations [67]. The relationship between companies and
consumers is now much more complex, often surpassing business standards based
exclusively in selling products. To survive in this competitive world, it is necessary
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to stay focused in improved production processes in order to increase efficiency
and efficacy, without compromising quality, convenience, or price. In this context,
nanoparticles and nanotechnology emerged as a potential solution [57, 85].

2.2 A Brief History of the Use of Silver Nanoparticles

Nanoparticles can exhibit unique physicochemical properties, due to the presence of
discrete energy level characteristics of confined nanometric systems [26, 70, 131].
In the case of noble metals, metallic silvers are largely used because of their known
antimicrobial properties. Since antiquity, silver is used in filters or kitchenware for
water disinfection [97, 110]. Historically, silver nitrate (AgNO3) was reported as
medical substance by Gabor [3], and in 980, Avicenna used AgNO3 as a medicine
for blood purifier, offensive breath, and to cure heart palpitations [87]. In the
seventeenth and eighteenth centuries, AgNO3 was used as a folk medicine to treat
epilepsy, ulcers, and cholera [34], probably being effective only against diseases
caused by microorganisms, without any antiepileptic action that is modernly treated
with controlled anticonvulsants. In the nineteenth century, the Austrian surgeon
Johann N. Rust used it to prevent infection in the treatment of burn [129] and Carl
Crede used solutions of 0.5% AgNO3 to treat Ophthalmia neonatorum, a neonatal
conjunctivitis caused by virus or bacteria usually during the first month of life. Since
1954, colloidal AgNPs have been used in the United States as biocidal agent [104].

2.3 Toxicity and Legislation

A postantibiotic era far from a fantasy is a real possibility for our near future.
Antimicrobial resistance within a wide range of infectious agents is considered a
serious public health problem that urges for immediate action [86]. Increasingly
new species of bacteria, both gram-negative and gram-positive, are becoming
resistant to commercial drugs, requiring the production of new substances to combat
them [115]. Thus, nanotechnological silver compounds may be used in combatting
bacterial infections due to their low toxicity to human cells [66]. However, there is a
lack of information about the risk of nanomaterials in consumer products, especially
on their main side effects to human health [30]. Although international regulatory
agencies successfully implemented safety procedures for a population about the
problems related to exposures or ingestion of products based in nanotechnology
[24], their impacts on human health and environment during long-term are still
unknown [49].

Several government agencies or nongovernmental organizations approved prod-
ucts based in polymeric nanocomposites made with silver nanoparticles, such
as the Society of Industrial Technology for Antimicrobial Articles in Japan, the
National Sanitary Inspection Agency (ANVISA) in Brazil, and the Food and Drug
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Administration (FDA) and the Environmental Protection Administration (EPA) in
United States [2, 22]. Actually, EPA studied AgNPs especially evaluating their
toxicity when in contact with the environment and biological systems, and the FDA
elaborated a guidance for the use of nanotechnology in industries [19, 73, 116].

2.4 Applications

Considerable attention has been given to the widely use of inorganic nanoparticles
in various fields of nanotechnology, particularly in bionanotechnology [65], in
large part, because of their versatility in different areas [33]. Among the inorganic
nanoparticles, metallic nanoparticles of copper, zinc, titanium, magnesium, gold,
and silver are the most promising materials [102]. Indeed, copper and AgNPs
effectively kill bacteria at low concentrations [35, 46, 82, 94], and their application
in consumer products would be the logical next step.

Figure 11.3 shows the exponential interest in the last decade in applications of
AgNPs in different fields, such as agriculture (germination and growth of plants)
[56], health (dental treatment with sealers) [114], textile, and packaging industries
(Fig. 11.4) [14, 37, 127].

Fig. 11.3 Comparison of Scopus and Web of Science databases of published/accepted articles
from 1996 to 2016 using the terms silver nanoparticles and application. In 2016, only the articles
published/accepted up to September were considered



11 Nanostructured Functional Materials: Silver Nanoparticles in Polymer. . . 279

Fig. 11.4 Categories of products containing silver nanoparticles

2.5 Food Packaging

The production and use of plastics have been exponentially increasing worldwide
[12, 128], with a great attention devoted to the use of coatings for fruits and
vegetables [31]. The use of plastics as food packaging is relatively recent and still
under development [96], their inherent advantages related to flexibility, strength,
and ease of recycling [29].

Conventional petroleum-based packaging takes thousands of years to degrade,
which led to the development of films and biofilms from renewable materials. Films
made of polysaccharides, including cellulose derivatives, are widely used in the
food industry due to their neutral sensory properties [40, 113]. One of the most
promising concepts for packing is the incorporation of functional nanoparticles in
biopolymers such as cellulose, agarose, chitosan, and starch [20, 38, 52]. Food
industry has an increasing interest in antimicrobial packaging aiming to reduce the
use of preservatives, to minimize potentially toxic and allergic responses [81]. At
the same time, the food spoiling occurs due to the growth of microorganisms on the
surface of food [83]. In this sense, instead of using chemical preservatives to protect
food, AgNPs can be used due to their antimicrobial action to prevent the growth of
microorganisms [6, 61].

Tankhiwale and Bajpai [119] investigated microbial properties of acrylamide
onto cellulose and AgNPs nanocomposites against Escherichia coli, and Youssef
et al. [136] prepared nanocomposite films of chitosan AgNPs which inhibited the
growth of Staphylococcus aureus, Pseudomonas aeruginosa, Aspergillus niger, and
Candida albicans and consequently increased the food shelf time.
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2.6 Cosmetic Materials

Cosmetics are defined by the FDA as materials to be applied to the human body or
any part thereof for cleansing, beautifying, promoting attractiveness, or altering the
appearance [68]. Cosmetic products are exposed to bacteria and fungi, in particular
during their manufacture or storage. Since cosmetics have a direct contact with
human body, it is important to prevent their contamination against pathogenic
microorganisms [44]. AgNPs have been also used for this purpose [58, 98].

The main applications of nanomaterials containing AgNPs in cosmetics include
housecleaning, antiseptics, sunscreens, soap, and shampoos [11, 121]. Benn et al.
[13] evaluated the likelihood of several different consumer products (shirt, medical
mask and cloth, toothpaste, shampoo, detergent, towel) to release AgNPs into the
environment (air, water, soil) when washed in water and concluded that they did not
release significant amount of silver in the water, thus avoiding environmental and
health problems to users of this products.

2.7 Clothing with Antimicrobial Activity

Nanoparticles have reached the textile industry as a way to add value to the
consumer products, assigning properties to the initial material, which means a
functional product in the end of the process [69]. In the case of silver nanoparticles,
the properties are associated to the antibacterial and antifungal aspects [21].

Cotton fabrics are the most common materials to associate with the nanoparticles
[133]. At first, because of the consumer market, and the ability of this functional
material in eliminating the odor caused by microorganisms, such as bacteria,
El-Rafie et al. [36] embedded AgNPs in cotton fabrics and tested their efficiency
as antibacterial agent. The amount of Staphylococcus aureus and Escherichia coli
is reduced by 97 and 91%, respectively. On the other hand, Hebeish et al. [47]
have evaluated the antimicrobial activity of cotton fabrics with different quantities
of AgNPs in two types of bacteria (Staphylococcus aureus and Escherichia coli)
and one type of fungi (Candida albicans), showing that the greater the amount of
AgNPs the higher the inhibition of bacteria and fungi growth.

Besides the use in clothing, cotton fabrics can be applied in medical area as
a wound dressing. Ravindra et al. [103] have observed an excellent antibacterial
behavior of cotton fibers with AgNPs against Escherichia coli. Also, their functional
material presented an improvement of thermal stability and elongation properties
which enhances its use as wound and burn dressing. Velazquez-Velazquez et al.
[124] have shown that commercial cotton dressings embedded with AgNPs were
able to avoid the growth of the bacteria Pseudomonas aeruginosa, present in chronic
wounds of patients.
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3 Polymer with Silver Nanoparticles for Medical
and Health Applications

With the advances in nanotechnology, the incorporation of metal nanoparticles (such
as silver nanoparticles) in a polymer matrix promotes the formation of polymer
nanocomposites, and therefore a combination of the properties of these components
(polymer and nanoparticles) yields a more effective material in many aspects
[15, 27, 118]. In this case, the polymer not only functions as a support for the
nanoparticles but can enhance the antibacterial performance of this material [118].

The control or prevention of microbial colonization is a necessity due to the
several infectious diseases that affect human health. Medical devices such as
vascular and urinary catheters, hip and knee prostheses, and endotracheal tube
contamination are responsible for many cases of infections [27, 105].

The structural and morphological nature of polymers and chemical properties
such as long polymeric chains are characteristics that allow the incorporation of
silver nanoparticles, besides to prevent the agglomeration of these nanoparticles
(which could decrease the antimicrobial effect of silver). In addition, the size of
nanoparticles is of great importance, as it influences the surface reactivity and,
consequently, its antimicrobial effect [23, 27, 51, 138].

The synthesis of polymer nanocomposites can be performed in two ways: (1) in
situ, where the nanoparticles are synthesized in the middle of the polymer matrix,
and (2) ex situ, meaning that AgNPs are synthesized prior to their incorporation in
the matrix, so that this matrix is only used as a dispersion medium [46, 94].

The first method is mainly used for hydrogel polymers, where the presence of
water improves the stability of the nanoparticles. The second method is most widely
used for the thermoplastic nanocomposites, where high viscoelastic matrix in a
melting state is used to improve the dispersion of nanoparticles [46, 94].

The development of hydrogel nanocomposites has been widely researched.
For example, poly(acrylamide-co-acrylic acid) can be used as a template for the
formation of AgNPs with a size of about 25–30 nm and with excellent antimicrobial
activity [46, 94, 120]. Silver-hydrogel nanocomposite based on poly(vinyl alcohol)
and sodium alginate has also been prepared and exhibited excellent antimicrobial
activity against gram-positive and gram-negative [43, 46, 94].

A hydrophilic environment is excellent for antimicrobial applications, since
water is necessary to facilitate the release of silver ions from the polymer matrix;
in addition a moist environment or hydrate favors the healing of infected wounds
[27, 84].

With all the benefits of the polymeric matrix associated with AgNPs and with the
increase in the resistance of microorganisms to conventional antimicrobial agents,
several studies have been carried out using different types of polymers. Some
examples of these polymers and their microbial applicability are presented below.

While the use of carboxymethyl cellulose loaded with silver nanoparticles could
be an alternative to prevent infections, the antimicrobial activity of this system was
carried out against E. coli, P. aeruginosa, S. aureus, and B. subtilis and showed a
good antimicrobial effect [48].
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Biocompatibility tests have been carried out in vitro using fibroblasts and
keratinocytes, in a study showing no inhibition of cell proliferation, thus safe for use
as a topic material. The antimicrobial test against S. aureus (ATCC 6538) showed a
great reduction in the number of colonies forming units at a concentration of 50 ppm
of AgNPs [28].

The association between polymers is a common approach. A study used a gel
of carboxymethyl cellulose with AgNPs bonded to cotton an antimicrobial test
against Staphylococcus aureus (ATCC 6538) and Klebsiella pneumonia (ATCC
4352), showing a 99.9% reduction for both, thus being an alternative for wound
dresses [16]. In addition, cotton with 250 ppm of AgNPs were tested against E.
coli (AATCC 2784), S. aureus (AATCC 147), and C. albicans (AATCC 100–2004)
showing an anti-inflammatory activity in an in vivo model [47].

Tampons and baby diapers are based on cellulose pulp. Although, these prod-
ucts are used worldwide, this substrate offers a good surface for the growth
of microorganisms. The addition of AgNPs could help to prevent the initial
microbial colonization phase. In this sense, AgNPs with size less than 100 nm at
a concentration of 0.2 g/napkin showed no cytotoxic effects in rabbits, as well as
in MTT assay, and had an excellent effect to control Staphylococcus aureus and
Klebsiella pneumonia [54].

ICU pathogens have been considered a worldwide problem. A study was carried
out to develop a nanobiomaterial containing carboxymethyl cellulose and AgNPs,
whose antimicrobial activity was verified by Kirby-Bauer method. The silver
nanoparticle – hydrogel composites – exhibited higher antibacterial activity against
Escherichia coli, Klebsiella pneumoniae, Pseudomonas aeruginosa, Proteus vul-
garis, Staphylococcus aureus, and Proteus mirabilis compared to a corresponding
neat hydrogel [5].

Inflammation and infection are responsible for the maintenance of open wounds.
AgNPs were used in an in vitro and in vivo model against a wound healing process.
Bacterial cellulose gel membranes were impregnated with AgNPs and used to
evaluate the antimicrobial and cytotoxic effect. S aureus (ATCC26085) was chosen
to be tested, and the gel membranes exhibited significant antibacterial activity
against these bacteria, as well as to present no side effect verified in MTT assay.
The area of the wound was smaller in the treated groups when compared with the
controls, thus being a good alternative to being used in treatments of wounds [130].

Nanobiomaterials with chitosan are also studied aiming to wound treatment.
Membranes of chitosan and AgNPs were evaluated against Staphylococcus aureus
(ATCC 25913), Staphylococcus sciuri (ATCC 29061), Escherichia coli (ATCC
35218), and Pseudomonas aeruginosa (ATCC 9028), as well as biocompatibility
test in vitro and in vivo model. The membranes showed excellent biocompatible
properties through in vitro and in vivo tests [89]. AgNPs with chitosan were also
tested in an in vivo model showing a wound healing process greater than the
groups with no treatment. Moreover, the antimicrobial efficacy of this hydrogel was
observed against E. coli and S. aureus.
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Other in vivo model using AgNPs and chitosan showed an antimicrobial effect
against E. coli and S. aureus and nontoxicity effect at the concentration of 0.001% of
silver oxide nanoparticles. The results of wound closure rate showed the treatment
with this nanobiomaterial accelerated this process [7].

The process of storage of food is critical, given that contamination of food
with microorganisms can be a problem for producers and consumers. It is known
that AgNPs can prevent infections when incorporated into the packages. Films
based on chitosan and AgNPs were developed and their antimicrobial activity
was tested against S. aureus, Pseudomonas aeruginosa, Candida albicans, and
Aspergillus niger, showing a good effect against these microorganisms. Moreover,
because of the hydrophilic, biodegradable, biocompatible, and nontoxic character
of chitosan/silver nanocomposites protected with chitosan layers, it can be used for
biomedical, pharmaceutical, biosensor, and edible packaging applications [136].

Odor present in some leather or cotton clothes is a promising field for the
companies to find strategies to control this inconvenience. Given that this odor is
caused by some microorganisms, AgNPs were incorporated in lather and cotton,
and their antimicrobial activity was evaluated against the major microorganisms
which causes this problem. The results showed a good antimicrobial effect against
Brevibacterium linens, in a study showing the great potential of AgNPs and their
application in the process of manufacturing clothes [125].

Besides the use for medical approaches and in industry, 80% of gastrointestinal
infectious and parasitic diseases are due to the use of non-potable water in the world.
Contaminated water is regarded as the main vehicle involved in the transmission of
bacteria, viruses, or parasites. Most pathogenic microorganisms contained in the
water are removed in the early stages of treatment for water purification. So, AgNPs
showed as a great alternative to treat water. The filter of nitrocellulose was prepared
and tested against E. coli (ATCC 8739), P. aeruginosa (ATCC 9027), and E. faecalis
(ATCC 29212). At a concentration of 1 mg L�1 , it was able to reduce the bacteria
colony count by over five orders of magnitude [39].

Bacterial contaminations triggered by medical implants are still a major issue in
hospital-acquired infections. These infections are often caused by the production
of biofilms on the surface of medical implants mostly affecting the urinary tract,
respiratory tract, and bloodstream [55].

Fuchs et al. [41] have evaluated the antibacterial properties of stable,
uniform, high surface coverage films of poly(hydroxyethyl methacrylate-co-2-
methacryloyloxyethyl phosphorylcholine) (p(HEMA-co-MPC)) with embedded,
non-leaching AgNPs. Cultures of Escherichia coli were used in this study as a
suitable bacterial model. They observed that the incorporated AgNPs showed
antibacterial properties (99.9%) up to 1 � 105 CFU mL�1 after 1 h in nongrowing
medium and 4 h under growing conditions. They hypothesize that the antibacterial
effect occurs mainly by a contact active mechanism with contributions from a slow,
nonmeasurable release of silver ions. Thus, it is envisioned that these films may
prove effective for coating devices such as catheters, stents, and dialysis equipment.
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High-density polyethylene is commonly used for long-term catheters, facial
restoration, nasal dorsal augmentation, mandibular contours, ear reconstruction, and
augmentation of facial contours. However, such devices may lead to a postoperative
complication like bacterial infections and biofilm formation, which may not always
be eradicated by antibiotics.

Zapata et al. [137] studied the incorporation of silver nanospheres (�10 nm)
into high-density polyethylene (HDPE) by in situ ethylene polymerization. The
antibacterial effect of the silver-nanofiber composites was evaluated after incubation
of Escherichia coli ATCC 25923 for 8 h on their surface. Bacterial viability tests
showed that the silver-nanofiber composites inhibited the growth of E. coli ATCC
25923 by 88 and 56%. This behavior is attributed to increased silver ion release from
the nanocomposite. Moreover, transmission electron microscopy (TEM) analysis
showed that the antibacterial effect is associated with membrane disruption but not
with changes in shape.

In another study, Ziabka et al. [139] synthesized a HDPE containing AgNPs.
This new material was tested against gram-positive Staphylococcus aureus and
gram-negative Escherichia coli. Antibacterial tests prove that nanosilver-modified
materials have bactericidal activity against tested bacteria.

The development of hybrid nanofibers is of tremendous interest for the biomed-
ical research community. They have been also used in wound dressing and healing
where these scaffolds possess more homogeneity and oxygen penetration and
prevent infections and dehydration. It has been reported that Ag nanoparticle-
embedded nanofibers showed enhanced antimicrobial efficacy against gram-positive
and gram-negative bacteria [59].

Xu et al. [132] synthesized Ag-loaded nylon nanofibers. Antibacterial perfor-
mance tests were conducted. A strong antibacterial activity of Ag-loaded nylon
was clearly demonstrated with bacterial killing rates reaching �100% for gram-
negative E. coli and Pseudomonas aeruginosa microorganisms. Moreover, the
authors concluded that both Ag nanoparticles and the Ag ions were found to be
the reason for enhanced cell death in the bacterial solutions.

Perelshtein et al. [95] performed a study which AgNPs were deposited into the
surface of different fabrics (nylon, polyester, and cotton) by ultrasound irradiation.
The antimicrobial activity of these materials was tested against gram-negative
(E. coli) and gram-positive (Staphylococcus aureus) bacteria. Cultures of the
bacteria were eradicated completely after 1 h of treatment with the 6% (wt%) coated
fabric and after approximately 1.5 h for the 1 wt% sample. Thus, these coated fabrics
can have potential applications in wound dressing, in bed lining, and as medical
bandages. Moreover, it can also be recommended for the purification of medical
and food equipment, domestic cleaning, etc.

Controlled drug delivery systems have gained much attention in the last few
decades. Polymers contain metal nanoparticles which are used as antimicrobial or
drug delivery systems and have been captured attention, because of their novelty
in being long-lasting biocidal materials with high-temperature stability and low
volatility [60].
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Poly(D,L-lactic-co-glycolic acid) polymers (PLGA) are ones of the most com-
monly used for preparing eroding drug-release devices. Almajhdi et al. [4] syn-
thesized a new class of poly lactic-co-glycolic acid (PLGA) nanofibers containing
AgNPs. They evaluated the anticancer activity of PLGA nanofibers containing
different AgNP percentages against liver carcinoma cell line as well as antimicrobial
efficacy against different types of bacteria. They observed that the anticancer activity
of PLGA nanofibrous increased by increasing the concentration of the coated
AgNPs. Moreover, PLGA/AgNPs (7%) inhibited all the strains used in this study
(E. coli ATCC 51659, Staphylococcus aureus ATCC 13565, Bacillus cereus EMCC
1080, Listeria monocytogenes EMCC 1875, and Salmonella typhimurium ATCC
25566) with inhibition zone diameter of 10 ˙ 1.27 mm.

4 Trends and Future Perspectives for the Use of Polymer
with Silver Nanoparticles

In summary, the combination of silver with polymeric material makes these
materials promising commercial products, as they could be used in treating infec-
tious pathogens, preventing microbial infections, and reducing the transmission
of infectious agents. The application of polymeric material containing AgNPs is
still far from achieving the maximal potential in the environmental, medical, or
chemical fields. Considering that there are still many combinations and applications
to be explored, these can be open a new generation of products for controlling and
preventing further outbreak of diseases caused by fungi and bacteria. However, the
emerging questions on the investigations assessing the efficacy of nanocomposites
as disinfectants for real environmental contaminations are needed and especially the
possible impacts on the contamination of the ecosystem.
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Chapter 12
Iron-Oxide-Filled Carbon Nanotubes

Carlos Eduardo Cava

1 Carbon Nanotube Development

Like diamond, graphite, fullerene, and other structures, carbon nanotubes (CNTs)
also can be considered an allotropic form of carbon, as their composition contains
only carbon–carbon bonds. Since its discovery in 1991 [1], several carbon nanotube
applications have been suggested during the last 25 years [2–5], especially due to
its combined hardness, strength, and electrical conduction properties [6, 7]. Carbon
nanotubes can be divided into two classes: those that are formed by a single layer of
graphene, called single-walled nanotubes (SWNTs) (see Fig. 12.1a), and those that
are formed by several layers of graphene, called multiple wall nanotubes (MWNTs)
(see Fig. 12.1b). Single-walled carbon nanotubes are divided into three categories,
depending on the angle that the graphene sheet was rolled: armchair, zigzag, or
chiral. The winding angle determines whether nanotubes are metallic conductors or
semiconductors [8].

These three categories of SWNTs have different properties: all armchairs have
metallic properties, and the other two structures can be metallic or semiconducting,
depending on the diameter of the nanotube. The difference between the properties of
SWNTs resides on how their atoms are arranged. In a carbon–carbon structure, the
atoms have a covalent bond with different sp 3, sp 2, sp hybridizations. For instance,
the sp 3, which has a full filled orbital p, is responsible for the hardness of the
diamond. Other carbon structures as graphene, fullerenes, and carbon nanotubes
have in most cases the sp 2 hybridization with a delocalized electron, creating the
possibility of electrical conduction. The SWNTs are stable until to 750 ıC in air.
However, it is possible to observe an oxidation process at lower temperatures,
which leads to the possibility of filling up the CNT inner with molecules [9].
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Fig. 12.1 Simulated
structure of a (a) Single wall
carbon nanotube, (b)
Multiwall carbon nanotube

Typically, the total surface area of as-grown SWNTs ranges between 400 and
900 m2=g [10], and it can support high-current densities (max. 109 A=cm2) [11].
However, structural defects can increase the material’s electrical resistance. The
tensile strength of a SWNT was calculated as 45 GPa [12], which is 20x larger
than the steel. MWNTs with a structure free of defects have electronic properties
similar to the metallic SWNT. The electronic conductance occurs preferentially
at the surface of the nanotube; in most of the cases the interaction between the
walls can be neglected. This property allows the nanotube to support a high level
of electric current. MWNTs thermal conductivity measurements have shown an
excellent heat transport rate (3000 W=mK), higher even than the natural diamond
and the graphite (both 2000 W=mK) [13]. The surface area of a MWNT is directly
related to its diameter, and most of the measured values are in the range of 200 and
400 m2=g [14].

1.1 Filled Carbon Nanotubes

An interesting aspect of CNTs is the possibility of filling their hollow core
with foreign material. The resulting nanocomposite could provide new electrical,
optical, and mechanical properties due to the synergistic effect between the CNTs
themselves and the filling, which could lead to novel multifunctional materials.
In some cases, the CNT can act as a shield, which increases the environment
protection and lifetime of the material inside the CNT. Another improvement occurs
in the crystalline and in the nanowire form of the inner material. An example is
the possibility to manipulate the filled CNT whenever the inner material presents
magnetic properties. Among the materials that may be part of this filling are those
present at the growth process, enabling the formation of the nanocomposite in situ.
Transition metals are considered good candidates for the formation of filled CNT
because they have a binding energy favorable to the interaction with carbon. Another
possibility is to fill up the CNT inside after its production using the capillarity effect
proportioned by the nanometric size of the tube [15, 16]. The discovery of the
carbon nanotube [1] motivated an expressive number of researchers to develop new
methods to produce carbon nanotubes. Many of these methods ended to produce
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Fig. 12.2 Number of published papers per year related to filled carbon nanotubes and the
applications mentioned on these publications. The search terms are (“filled carbon nanotubes” OR
“filled carbon nanotube” OR “filled-CNTs” OR “filled-CNT” OR “filled-MWCNT” OR “filled-
MWCNTs”) between the years of 1992 and 2015

multiple derivatives forms of carbon nanotube, such as the filled CNTs. Since its
first publication in 1993 [16, 17] the number of publications related to filled CNTs
has grown expressively (see Fig. 12.2). After 2010 the average number of filled CNT
related publications reached 350 papers per year. This is a significant number, which
indicates the consolidation of this field of study.

Synthesis and magnetic properties showed to be the most common subjects in
the researched papers. Actually, these are expected results because it is a novel
class of materials. Therefore, a great effort had been done in order to understand
the filled CNT synthesis. The addition of magnetic properties is a desired feature
for many technological applications, so the possibility to add magnetism on carbon
nanostructures rapidly pointed the researchers’ efforts toward this direction. There
are many possibilities of filling a carbon nanotube. The capillarity-induced process
allows the insertion of many new materials such as the Buckminster fullerene
(C60). The first molecule introduced into a CNT was a C60 [18]. This hybrid
material was called nanopeapods. Figure 12.3a shows a high-resolution transmission
electron microscopy (TEM) image of C60 filled CNT [19]. This is not only
an exotic material, but the insertion of molecule inside a CNT can change their
physical properties, their response to the presence of the absorbed molecules and
electronic properties [20, 21]. Many other fullerenes species such as endohedral
fullerenes can be added to a CNT in order to achieve new results from the regular
carbon nanotube [22, 23]. This possibility is directly related to the ratio between
the CNT diameter and the fullerene diameter [24]. Regarding other molecules
inside the carbon nanotubes, water is a subject of interest in many studies, as
shown in Fig. 12.3b. The possibility of having water inside a carbon nanotube has
attracted the attention of many researchers in applications such as nanofluidic chips,
cellular probes, and drug delivery. The water behavior in confined systems with
tubular aspect promotes changes on its basic properties (i.e., crystallization [25])
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Fig. 12.3 (a) High-resolution image of C60-filled double-walled nanotubes. Adapted from [19].
Copyright 2005 American Chemical Society. (b) Observation of water confined in nanometer
channels of closed MWNT. Adapted from [37]. Copyright 2004 American Chemical Society. (c)
High-resolution images of an Ni-filled CNT. Adapted from [27] with permission from Elsevier.
(d) Images of the Fe2O3-filled nanotubes. Adapted from [38] with permission from The Royal
Society of Chemistry

and allows transportation through the carbon nanotube, which can be applied for
osmotic processes such as desalinization [26]. Many other materials can be used
to fill up CNTs, Fig. 12.3c [27] shows an example of nickel-filled CNT with high
crystallinity. Actually, the most often used materials inside a CNT are those with
magnetic properties, such as Fe, Ni, or Co [28–31], which can lead to a new material
with new properties. Looking from another perspective, these materials can be used
as a carbon-covered nanowires with significant potential for electronics due to their
size and improved magnetic coercivity [32]. In addition, carbon shells provide an
effective barrier against oxidation and, consequently, ensure the nanowire stability.
Another possibility is to fill up the inner of a CNT with nanoparticles. In fact,
almost any nanoparticle with the proper size can be added to the interior of the
tube, which makes a great number of possible applications. Metals such as gold and
silver [33, 34] inside the CNT can be used for medical and electronic applications.
Particles like Si and Sn inside the CNT are interesting materials for energy storage.
Well-oriented semiconductor nanoparticles inside the CNT can act as a nanobattery.
In this case, the CNTs act as a buffer to accommodate the nanoparticle expansion
during the lithiation process [35, 36]. Figure 12.3d shows an example of iron-oxide
nanoparticles at the inner some CNTs.
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1.2 Iron and Iron-Oxide-Filled CNTs

Iron is versatile and abundant in nature. It is considered the best-known transition
metal and is present in many applications of our society. The iron atom can
perform different types of connections due to its electron configuration (3d6). This
characteristic enables high chemical activity with other elements such as carbon.
This fact reinforces the iron participation in the formation of CNTs [39].

Iron oxides are common compounds of iron (Fe) together with oxygen (O) and/or
hydroxyl (OH). Usually iron oxides have a crystalline structure such as a hexagonal
close packing (hcp) or a cubic close packing (ccp). There are many applications
involving iron oxides in various technological fields such as electrochemistry,
biology, chemical sensors, magnetic, and electronic devices [40–42]. At the iron-
oxide structures, iron 3 d-orbitals have a large influence on the electronic and
magnetic features of the material. There are five different available d-orbitals, each
one with a different orientation on space. The ions of iron such as Fe 3C have
five unpaired d-electrons and Fe 2C has two paired and four unpaired electrons.
There are 16 iron oxides; the basic structure units are Fe.OOH/6 or Fe.O/4, and
the various oxides differ in their arrangement in the space. The range of iron
oxides is large, and the material properties are different for each structure. Here,
the properties of hematite (˛-Fe2O3) and magnetite Fe3O4 inside the CNTs will
have special attention due to their applications in electromagnetic devices. The
iron-oxide hematite complex structure has motivated many studies over the years
in order to understand their properties [43–45]. The hematite unit cell structure
is hexagonal with the following parameters: a D 0:5034 nm, c D 13:4 nm,
and � D 120ı. It is also possible to describe as a rhombohedral R3c structure
(see Fig. 12.4). Hematite presents an antiferromagnetic (AFM) behavior below
Tc D 955 K [46] but is weakly ferromagnetic (FM) at room temperature [47].
The material normally exhibits n-type semiconductor characteristics with a band
gap of 1.6–2.2 eV [48, 49]. The confinement inside a nanotube and the presence
of interstitial atoms or vacancies can modify the electronic properties and its
semiconductor characteristics [44, 50]. These studies indicated that this material is
affected by its stoichiometry, which is strongly dependent on its growth conditions.

Magnetite is also a natural iron compound, which presents the Fe3O4 unit
formula. This material is ferrimagnetic at room temperature; however, its properties
are strongly dependent on temperature and stoichiometry. As showed in Fig. 12.5
magnetite unit cells are organized in a cubic inverse spinel structure Fd3m in a
face-centered cubic crystalline structure with a crystal lattice parameter of a D
0:8396 nm [51]. However, the non-stoichiometric structure in which there is cation
missing is often found. In its stoichiometric form magnetite the ratio Fe 2C/Fe 3C
is 0:5. The Verwey transition occurs around 118 K, which is related with changes
in the iron-oxygen stoichiometry at this temperature [51]. Magnetite presents a
semi-metallic behavior with a low bandgap around 0:1 eV. These iron oxides have a
complex structure, and its properties can be modified only by doing minor changes
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Fig. 12.4 Unit cell
representation ball-and-stick
model, the light and dark grey
colors represent the iron and
the oxygen atom,
respectively: (a)
rhombohedral; (b) hexagonal
close pack (hcp) to Fe2O3

Fig. 12.5 (a) Side view of
the inverse spinel Fe3O4
structure. (b) Top view of the
Fe3O4.100/ bulk
B-termination. The black
open square in (b) marks the
p.11/ bulk unit cell.
Reprinted with permission
from [52]

on their crystal structures. Therefore, it is expected that both magnetite and hematite
will have their properties strongly affected by the nanometric confinement inside the
nanotube.

Inserting a new material into a CNT presents synergistic effects in order to
form a nanocomposite with multiple properties. Such composites present better
performance in many applications at the nanometric size. Transition metals are
good materials to participate in the formation of CNTs. This fact is observed
because the binding energy of transition metals presents a favorable interaction with
carbon [53]. In fact, since the beginning of the CNT history, transition metals are
used as catalysts at the CNT synthesis [54, 55]. Among the materials used to fill
up a CNT, iron is one of the most popular. Pure iron or iron oxide confined in a
SWCNT or a MWCNT can add magnetic properties to the CNT or, from another
perspective, the CNT can provide stability and environmental protection to the iron
nanowire.
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Many examples of iron-filled CNTs applied for magnetic and medical studies
have already been cited above. However, it is easy to find this material used in
other applications as photovoltaic devices [56], electronic memory devices [57],
polymer matrix composites [58], and electrochemical sensors [59]. The electrical
properties of iron-oxide-filled CNTs are diverse from the regular CNTs, which allow
the materials to be used in other applications [60, 61].

Several studies have suggested filled carbon nanotubes as vehicles for the
delivery and targets for medical applications because of their biocompatibility.
A promising biomedical application is the use of a CNT as a container for contrast
agents (i.e., gadolinium) in magnetic resonance images [62]. This application can
prevent the contrast from interacting with the human body thus mitigating the collat-
eral effects. Concerning the improvement of images used for biomedical diagnosis,
the approach is to fill up the CNT with some nanoparticles or molecules, which
have a strong response to the excitation signal. An example is the improvement of
fluorescence microscopy images, as shown in Fig 12.6a–d, by the addition of Fe3O4
nanoparticles inside CNTs, which are used to emphasize the studied cell [63].
In order to destroy a cancer cell, one approach is the use of iron-filled CNT,
which, in the presence of an induced magnetic field [64], can heat and destroy
the undesirable cells. Many other researches of filled CNTs applied for biomedicine
are still ongoing, and some promissory results can be expected from this field of
application. Regarding the magnetic properties of thin films, the use of iron-filled
CNT presented improvements on the image resolution. Magnetic force microscopy
(MFM) is a powerful tool to visualize the magnetic configuration at the materials
surface. These images are acquired by scanning the magnetic forces between the
probe and surface. Thus a probe with reduced size should improve the resolution
of this equipment. When the iron-filled CNT is applied as the MFM probe, the
equipment resolution and stability are improved [65]. An example of iron-filled
CNTs applied as MFM probe is shown in Fig 12.6e, f.

The next sections are dedicated to the production, characteristics, and application
of iron and iron-oxide-filled CNTs. The electrical and morphological properties of
devices based on iron-oxide-filled CNT are also presented.

1.3 Routes to Obtain Iron-Oxide-Filled CNTs

The process and synthesis of CNTs have received great attention in the science
industries in order to create large-scale production of SWNTs or MWNTs. The
most common methods of manufacturing CNTs are voltaic arc-discharge, high
power laser ablation, and chemical vapor deposition (CVD). The diameter of
these nanotubes ranges from 0:4 to 3 nm for SWNTs and from 1:4 to 100 nm for
MWNTs. All these growth techniques generate nanotubes with a high concentration
of impurities as well as amorphous carbon material. These impurities, or amorphous
carbon structures, can be removed with an acid treatment. However, this treatment
involves additional damage to the nanotubes, which introduce other impurities
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Fig. 12.6 Images of Fe2O3 nanoparticle-filled CNT used to enhance the fluorescent microscopic
images of Hela cells (a) brightfield images; (b) fluorescent images by blue light excitation; (c) the
merged images of (a) and (b); and (d) fluorescent images by green light excitation. Adapted from
[63]. Copyright 2012 American Chemical Society. (e) Image of a Fe-CNTs attached to an AFM
cantilever. (f) A cantilever without a tip. The inset shows the end of the nanotube attached to
the AFM cantilever with two areas of deposited contamination. Scale bar: 10 �m, inset: 300 nm.
Adapted from [28] with permission from AIP Publishing

or defects in the material. A challenge for CNT manufacturers is to achieve a
synthesis in which all nanotubes have the same electrical and mechanical properties.
The iron-oxide-filled CNT can be produced by in situ or ex situ techniques. The
chosen approach will depend on the desired material. Commonly, CNTs filled with
iron-oxide nanoparticles as Fe3O4, ˛-Fe2O3, and � -Fe2O3 are obtained by ex situ
techniques. The CNTs filled with iron-oxide nanowires as Fe3O4, ˛-Fe2O3 can be
achieved by in situ techniques.

1.3.1 Ex situ Synthesis of Iron-Oxide-Filled CNTs

The ex situ method, also called post-synthesis method, of filling up a CNTs is
a versatile method. Almost any material can be used to fill the CNT inner. This
technique consists in opening the CNT by a chemical or thermal oxidation process
and then inserting the desired material into the CNT. The capillarity presented in
this CNT plays an important role on this technique. Interestingly, the pioneering
studies on filled CNT [15, 16, 66] used this approach. This method can be done in
one, two, or three steps, as detailed explained by Sloan et al. [67]. The opening tube
process can be achieved by thermal oxidation in O2 or Air. At temperatures around
400 ıC the tube starts a process of oxidation. The tube tip has lower energy than the
tube’s body due to its curvature. Therefore, when the tube is heated in an oxygen-
rich atmosphere, the carbon–carbon bonds at the tip are removed by oxidation first,
then the carbon–carbon bonds at the tube’s body. There are also chemical methods
to open the CNT which are based on acid attach or other oxidization chemical
process [66, 68]. The chemical and thermal oxidation are successful methods;
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however, the chemical method has disadvantages due to issues in the removal of
residues. Many iron species can be inserted in the CNTs by ex situ techniques.
Nanoparticles of ˛-Fe2O3, � -Fe2O3, and Fe3O4 are the most regular used due to
their applications on biomedical and magnetic devices [38, 69–71].

1.3.2 In situ Synthesis of Iron-Oxide-Filled CNTs

The most regular in situ methods to fill up CNTs are arc-discharge (also called
electric arc plasma) and CVD. The arc-discharge technique is a well-known method
and was extensively used at the beginning of the research for filled CNTs [72–74].
This process consists in an electric arc plasma between two graphite electrodes
in a chamber with a controlled atmosphere. The material, which will fill up the
CNT, is placed in a coaxial hole within the graphite electrode. Many results can
be achieved by the electric arc modulation changing its current, voltage, pressure,
and atmosphere. Nowadays, this technique is not being considered for large-scale
applications due to reproduction problems and relative high cost. The CVD method
is capable of producing CNT in large quantities; due to its low cost, this technique is
perfectly suited for the production of CNTs in industrial applications [75]. A regular
CVD assembled to produce CNTs is a tubular furnace where the decomposition of a
mixture of hydrocarbon gases (i.e., methane, ethylene) or carbon/metal compounds
produces the CNTs. This decomposition process commonly occurs at temperatures
of 500�1200 ıC at atmospheric pressure. The presence of a metallic nanoparticles
on the synthesis is important once it acts as catalyst and nucleation sites in the
CNTs growth process. These nanoparticles can be located at the substrate or
mixed with the vapor. The catalyst nanoparticle and preparation of substrate will
determine the material inside the nanotube. Usually, Fe, Co, Ni nanoparticles are
used as catalyst [28–31]. The excess of these materials will lead to a filled CNT.
Porous silicon, alumina, and other ceramics are considered as good substrates
for controlled growth of filled CNTs. The use of organometallic compounds in
place of hydrocarbon gas is attractive in order to produce filled CNTs [76, 77].
Organometallic compounds work as a catalyst and carbon source at the same time.
Using this approach, is it possible to achieve CNTs with a high fill rate. The iron-
filled CNT produced by the use of organometallic compounds is obtained by the use
of ferrocene [78]. This technique produces iron-filled CNTs as well as filled carbon
nanostructures such as onions and rods. The route presented by Schitzler et al. [77]
achieved good results using the sublimation of ferrocene at 300 ıC. In this process,
the ferrocene vapor was carried by the argon flow into a second furnace at 900 ıC
where the material’s pyrolysis occurs. The argon gas used in this synthesis has a
mixture of 4-5% of oxygen; this oxygen ends to produce iron oxide inside CNTs
with multiple walls. The following sections will present the use of this filled CNT
at magnetic and electronic applications. Figure 12.7 shows a high-resolution image
of one iron-oxide-filled CNT produced by the method presented above.
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Fig. 12.7 High-resolution images of an iron-oxide-filled CNT. The inset highlights the iron-oxide
crystal orientation, and “d” refers to the typical distance between the CNTs walls 0:34 nm. Adapted
from [77] with permission from Elsevier

2 Iron-Oxide-Filled CNT Applications

2.1 Magnetic Properties

Iron-oxide nanoparticles and nanowires can transfer their magnetic properties to
the iron-oxide-filled CNT. This has attracted attention to the use of this material in
many applications that request magnetic features. As mentioned before, applications
such as resonance images [62] and MFM [28] probes using filled CNTs can be
achieved by using magnetic materials inside the CNT. In applications of magnetic
material, many parameters should be considered. The material’s response to a mag-
netic field applied determines if the material present diamagnetic, ferromagnetic,
ferromagnetic, or paramagnetic behavior. However, the confinement in a nanometric
tube can lead these materials to present unexpected behaviors in terms of coercivity
and transition temperatures (i.e., Curie, Verwey, Néel temperature). Actually, the
insertion of a material inside the CNT can motivate significant anisotropic behavior,
due to the high aspect ratio induced by the CNT [41]. Another expected change
is in the crystal lattice distances at the edge between the material and the CNT
internal walls. The curvature in the inner tube should motivate some structure
distortions at the crystal surface. These changes can have an effect in a positive
or negative way depending on the desired feature. It is expected that, in small
diameter tubes, disordering and the aspect ratio are increased. Araújo et al. found
that iron and iron-oxide-filled CNTs presented a Verwey transition temperature of
125 K and a coercive field of 0:4 kOe [32]. The results can be seen in Fig. 12.8.
Some works have applied the ferromagnetic or paramagnetic behavior of iron-oxide-
filled CNTs to magnetically remove undesired residues in liquids [79, 80]. These
studies used the CNTs to adsorb contaminants; further, as these CNTs had magnetic
properties due to the filling, a magnetic field was used to attract and remove the
filled CNTCcontaminant.
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Fig. 12.8 Hysteresis loops taken at several values of temperature of iron-oxide-filled CNTs. The
right-hand-side inset shows an amplification of the area of low field, whereas the left-hand-side
inset displays the temperature dependence of the coercive field. Adapted from [32] with permission
from Elsevier

2.2 Electronic Properties

The insertion of a new material inside a CNT can profoundly change its electronic
properties. It is expected that the filling material transfers its electronic properties
to the new hybrid material. This phenomena is well known in SWCNTs filled with
many materials [24, 81]. However, there are few studies related to filled MWCNTs
concerning their electrical properties. This may happen because of experimental
conditions or even because of the impurities that are likely found on MWCNT
samples. The inner diameter of a MWCNT is commonly higher than that of a
SWCNT. Thus, it is possible to have more material inside a MWCNT than a
SWCNT, which indicates a major possibility to observe the inner material effects
on the electronic properties. However, as the MWCNT has many CNT walls, this
effect can be mitigated by the shield formed by these walls. In addition, this is rarely
explored by theoretical calculations due to the size of these systems with multiple
walls. Another fact is that defects and impurities are crucial in the inter-layer
electronic transport of a MWCNT [82]. In electronic devices, not only a single filled
CNT can be used between two electrodes, but an entanglement of CNT also can be
used to electronic applications. The use of a CNT net has potential applications
due to the easiest manipulation. This method can save time and facilitate the use
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Fig. 12.9 (a) Characteristic current intensity versus voltage curve (I-V) for the iron-oxide-filled
CNT planar device; the inset presents curves for different initial applied voltage, 0 to 30 V and
�30 to 30 V; a schematic representation of the measurement setup, with the Raman laser incident;
and a device SEM image. (b) Iron-oxide-filled CNT Raman spectra for an applied voltage range
of �40 to 40 V in both directions (indicated by the arrows). The darker line indicates zero voltage
applied. Adapted from [84] with permission from The Royal Society of Chemistry

of a filled CNT for certain applications. Here some features of entangled iron-
oxide-filled CNTs applied in devices such as memories and gas sensors will be
discussed. The current versus voltage analyses of an entanglement of iron-oxide-
filled CNTs between two planar electrodes revealed an unexpected bipolar behavior.
This behavior can be addressed to modifications of the material’s electronic state.
The inset in Fig. 12.9a shows an iron-filled CNT net covering both electrodes,
allowing electronic transport between them. The electrical current versus applied
voltage (I-V) on these devices can be made by a semiconductor parameter analyzer
with applied voltage and is capable of reading a current in a nanoampere scale.

The I-V analyses shown in Fig. 12.9a exhibit the characteristic curve shape
of an iron-filled CNT net between two identical electrodes. This measurement
analyzes the electrical current intensity from an external voltage applied from 30

to 30 V (forward direction, increasing) and from 30 to 30 V (backward direction,
decreasing), indicated by arrows on the figure, at a voltage step of 0:05 V with
a scan rate of 2 V=s. Two intense electric current peaks are identified in the I-V
curve: one in the positive region for the forward applied voltage, and the other in the
negative region for the backward applied voltage. The highest positive electrical
current peak, near 6 V, only occurs after the negative voltage has been applied;
likewise, the negative electrical current peak near 6 V only occurs after the positive
voltage has been applied. Thus, the application of the opposite voltage on the sample
is necessary to yield a peak in the next voltage region. The inset in Fig. 12.9a
demonstrates this feature; when the voltage is at 0 V, there is no electrical current
peak. Therefore, if a new measurement is performed starting with a negative applied
voltage, the peak appears in the same region as before. It is important to note that
the I-V curve presents small perturbations after the peak, which can be attributed to
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the different CNTs (sizes and diameters) present in this sample. For similar devices,
this current peak is not detected when regular, unfilled CNTs are used, as tested by
our group and in other studies [82, 83].

The I-V analyses revealed bipolar behavior, which should correspond to mod-
ifications of the material electronic state. One way to analyze this behavior is
by the use of Raman spectroscopy with applied voltage in order to identify
modifications due to the electron–phonon interactions on the material surface.
Raman spectroscopy has been extensively applied to characterize carbon materials,
such as carbon nanotubes and graphene. These carbon materials present a well-
defined signature on Raman spectroscopy. So, a minor change on this signature
can be addressed to a modification on its electronic configuration. A schematic
illustration of the setup used simultaneously to apply an external voltage and acquire
the Raman intensity is shown in Fig. 12.9a. A more detailed explanation about
this measurement can be found in [84]. The main result of this measurement
is shown in Fig. 12.9b. The Raman laser spot, with a diameter of approximately
1 mm, was focused exactly on the center of the gap to avoid any interference
from the metal electrodes. The arrows in Fig. 12.9b indicate the applied voltage
direction and reference values. All modes also exhibit a blueshift when the forward
direction voltage is applied, regressing to the initial position as the voltage is applied
backward. All the common intense active modes for MWCNTs are found between
1200 and 3000 cm�1. For the Raman spectrum at zero applied voltage (V D 0), the
Lorentzian line shape analyses revealed the G band, located at 1580 cm�1, as well as
the D band at 1354 cm�1, the D; band at 1618 cm�1, and the G; band at 2700 cm�1;
all of these wavenumber are in agreement with previously published values [85].

Analyzing the values presented with the forward voltage ramp between �40

and 40 V, the G band shifts are identified between 1576 and 1583 cm�1, the first
of which is typical for small CNT metallic tubes, and the second of which is
characteristic of graphite-like materials [85, 86]. When the opposite voltage ramp
is applied (backward voltage), the materials still present graphite-like frequencies,
with an abrupt change for lower frequencies down to 40 V. However, our samples
have a large diameter (40 to 100 nm) and a diameter reduction motivated by an
applied voltage that cannot be used in order to explain the energy phonon reduction.
To explain these results, it is important to remember that iron-oxide-filled CNTs
are a strongly electron-doped material due to the iron oxides, which are strongly
correlated materials. Thus, the CNTs tested here present a different electron charge
distribution than do regular MWCNTs, and a metallic behavior is expected due to
the electrical characteristics of the MWCNTs and the additional charge from the
filling.

This results conclude that there are two different electronic states promoting
phonons with different energies for the same applied voltage (6 V), which are related
to the direction of the electric field. This difference occurs due to the reminiscent
charge polarization. Once the voltage is applied in different directions, the device is
still under the same electronic conditions until the space charge at the filling changes
its polarization; for this sample, this phenomenon begins at 10 V. This feature leads
to the possibility of using this material as a resistive memory device capable of
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Fig. 12.10 (a) Iron-oxide-filled CNT resistive memory operating for 10 min with the voltage
current dependence; the operation process is comprised of write (�10 V), read ON (C7 V), erase
(C10 V), and read OFF (�7 V). (b) Current versus time (I-t) with 7 V applied after a pulse of
�10 V; the inset is the resistance versus temperature curve (R-T) for Arrhenius analyses showing
activation energies. Adapted from [84] with permission from The Royal Society of Chemistry

writing, reading, and erasing information many times. Figure 12.10a shows the same
iron-oxide-filled CNT device working as a resistive memory device for 10 min.
Here, it is possible to identify the processes of write (W), read (ON), erase (E),
and read again (OFF). In this test, the information was written using an applied
voltage of 10 V; the recorded information was read at 7 V, at which it is possible to
identify the high-conductivity state (ON); the information was erased by applying
10 V; and the information was accessed again at 7 V, at which the low-conductivity
state (OFF) can be verified. All of these processes (write, read, erase, and read again)
were conducted within 28 ms with an ON/OFF difference of approximately 40 nA.
This ON/OFF difference is related to the device construction parameters, and high
values can be obtained by changing the device dimensions. The Raman analyses
revealed the strong modification of the material’s electronic state due to the applied
external field and its reversibility. These measurements corroborate the electrical
behavior of the iron oxide filling the CNT.

The time-dependent current under a constant applied voltage (7 V) after one
pulse of the opposite voltage (10 V) is presented in Fig. 12.10b. This discharge
curve can be described using the empirical Curie-von Schweidler equation [87],
simplified as I.t/ � t˛ , where it was found that ˛ D 0:68 at 300 K, which can be
assigned to space-charge polarization and electron charge hopping [88, 89]. The
energy needed to activate the electronic transport in this material was determined
by measuring the electrical resistance versus temperature. The inset of Fig. 12.10b
shows the Arrhenius analysis, which confirms the thermal-activated transport with
two different activation energies: EA1, with a value of 135 meV, and EA2, with a
value of 519 meV. These results were obtained by monitoring the temperature as a
function of the device electrical resistivity in an inert atmosphere (N2). Iron-oxide-
filled CNTs are a complex material combining two different classes of materials.
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Thus, it is important to consider that any electronic transport should occur in at least
two different regions. Analyzing the activation energies, is it possible to attribute
one portion of the charge transport to the MWCNT inter-shell transport and the
other portion for electronic hopping between a metal or metal oxide to a carbon
layer. Charge polarization is not often observed in CNTs; in fact, this feature is
commonly found in metal-oxide materials [90]. Thus, it remains unclear as to how
the filling contributes to the electronic transport on the carbon nanotube network.
Considering these facts, it becomes evident that the filling strongly contributes to
the electronic transport of the iron-oxide-filled CNTs.

Changes in the electrical conductivity also can motivate changes in the gas
sensing materials properties. The interaction between a CNT and the filling could
modify the electronic structure of the material and, consequently, change the
kind of interaction between the CNT and different gases. Therefore, this kind of
nanocomposite material could be useful in the preparation of versatile and durable
solid-state sensors, with simple manufacturing and an appropriate size.

Achieving the right morphology is essential for a resistive gas sensor, and the
right material distribution between the electrodes is essential for good operation of
the sensor. The images of the iron-oxide-filled CNT and empty CNT films can be
seen in Fig. 12.11a, b, respectively. This analysis shows that the CNT net covers the
substrate in a way that allows good film formation. Although there is a difference
in the diameter between the filled and nonfilled CNTs, the film formation is on a
similar scale.

The resistivity at room temperature in a vacuum of 0:8 bar was initially measured
for both devices; the iron-oxide-filled CNT and the empty CNT devices had values
of 38:4 Ohm and 16:6 Ohm, respectively. The difference in the electrical resistivity
of both devices was tested in vacuum and an oxygen atmosphere. Figure 12.11c
presents the rate of resistance change (sensitivity) of the iron-oxide-filled CNT and
the empty CNT devices under two atmospheric configurations changing every 2 min
between vacuum and an oxygen atmosphere of 1 bar. The sensitivity magnitude
shown in Fig. 12.11c is higher for the iron-oxide-filled CNT than for the empty CNT
device. This result suggests that the oxygen atmosphere decreases the resistivity
of the iron-oxide-filled CNT film more than the empty CNT film. In order to
understand this interaction (oxygen/iron-oxide-filled CNT), the conductivity of the
iron-oxide-filled CNT was monitored in a nitrogen (N2) flow for 12 min, which
was periodical interrupted by the addition of 1% of oxygen over 4 min. This
measurement was made at the operating temperature of 160 ıC, this temperature
is characteristic for CNT films applied for oxygen sensors [91]. The results of this
analysis are shown in Fig. 12.11d. The increase in conductivity in the presence of
oxygen, although in the small amount presented in Fig. 12.11c, indicates a relatively
strong interaction between the iron-oxide-filled CNT surface and the oxygen
molecules. It is also important to note that the morphology of the empty CNT
device is more favorable for achieving higher sensitivity. Figure 12.11a highlights
some imperfections on the iron-oxide-filled CNT film due to a nonconformity in
the CNT dispersion during the film production. Another important fact is that the
iron-oxide-filled CNTs have a larger diameter compared with the empty CNTs.
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Fig. 12.11 Scanning electron microscopy (SEM) images: (a) iron-oxide-filled CNT film under
the electrical contacts. (b) Empty CNT film under the electrical contacts. (c) Sensitivity in terms
of resistance between a low pressure atmosphere of 0:8 bar (vacuum) and a dry oxygen gas
atmosphere (O2) at 1 bar, the atmosphere was changed every 2 min. The empty circles show the
sensitivity measurement for the empty CNT device, and the solid line is for the iron-oxide-filled
CNT device. (d) Sensitivity in terms of conductivity between a flow of nitrogen (N2) and a flow
of nitrogen mixed with oxygen (1% O2) for the iron-oxide-filled CNT device. Adapted from [92]
with permission from the PCCP owner societies

These characteristics should increase the activation energy for sensing oxygen
and, consequently, decrease the sensitivity. Nevertheless, the iron-oxide-filled CNT
device presented higher sensitivity for oxygen molecules than the empty CNT
device, even under the above-mentioned conditions. The theoretical calculations
also corroborate with these facts [92]. The same work also demonstrated that
an iron-filled CNT is more sensitive and exchanges more electrons with the O2
molecule than a regular CNT.

3 Summary

Although the CNT is a well-known material, many of its forms remain an interesting
topic of study. The possibility of filling up CNTs opened a new class of multifunc-
tional materials with possible applications in many areas. The iron oxide inside a
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CNT is a new hybrid material where the electromagnetic properties of the inner
are transferred to the carbon outside wall. The carbon nanotube acts as a shield
protecting and inducing the shape of the iron-oxide nanowire. This material can
present intriguing electric and magnetic properties. Its electrical behavior allows
the construction of an electronic resistive memory with the possibility to write
and read using an electronic pulse. Many studies should be made on this material
before a satisfactory understand of these hybrids materials and its application. The
combination of theoretical and experimental studies will be needed in order to
accelerate better comprehension about these materials for its application in the near
future.
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Chapter 13
Characterization of Nanocarbons: From
Graphene to Graphene Nanoribbons (GNRs)
and Quantum Dots (GQDs)

Gabriela Borin Barin, Paulo T. Araujo, Iara de Fatima Gimenez,
and Antonio G. Souza Filho

1 From Graphene to Graphene Nanoribbons (GNRs):
The Effect of Quantum Confinement on Graphene-Based
Material Electronic Properties

Carbon-based materials can be found in several different structural configura-
tions (see Fig. 13.1) due to their bond flexibility [7], which allows for different
hybridizations: sp, sp2, and sp3. Classical examples for each of the different
hybridizations would be the diamond (displaying a sp3 configuration), the graphite
(displaying a sp2 configuration), and the carbyne (displaying a sp configuration).
Moreover, all these different hybridizations generate a wide variety of mechanical,
electronic, thermal, and vibrational properties. Beyond the influence of the different
hybridizations, these properties are intimately connected to these structures’ dimen-
sionality. Among systems with only carbon atoms, graphene – a two-dimensional
(2D) allotrope of carbon – plays an important role since it is the basis for the
understanding of the electronic properties in other allotropes, such as graphite,
nanotubes, and fullerenes [1, 7], as shown in Fig. 13.2a.
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Fig. 13.1 Molecular models of different types of sp2-like hybridized carbon nanostructures
exhibiting different dimensionalities, 0D, 1D, 2D, and 3D: (a) C60, buckminsterfullerene;
(b) nested giant fullerenes or graphitic onions; (c) carbon nanotube; (d) nanocones or nanohorns;
(e) nanotoroids; (f) graphene surface; (g) 3D graphite crystal; (h) haeckelite surface; (i) graphene
nanoribbons; (j) graphene clusters; (k) helicoidal carbon nanotube; (l) short carbon chains; (m) 3D
schwarzite crystals; (n) carbon nanofoams (interconnected graphene surfaces with channels); (o)
3D nanotube networks; and (p) nanoribbon 2D networks (Figure and caption adapted from Ref.
[6]. Reproduced with permission from Elsevier Copyright © 2010)

Fig. 13.2 (a) shows a graphene sheet (top left corner) and some of its allotropes: carbon nanotube
(bottom left corner), fullerene (bottom right corner), and an AB-stacked trilayer graphene (top
right corner). (b) shows the electronic structure of graphene. At the corners of the hexagons, in
which the carbon atoms sit, the valence and the conduction bands touch each other giving rise to
a conical linear dispersion called Dirac cones (Figures adapted from Ref. [7]. Reproduced with
permission from American Physical Society. Copyright © 2009)
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The band structure of graphene and graphite was first investigated by P.R.
Wallace in 1946, in which study showed the unusual semimetallic behavior in these
materials [8]. At that time, the idea of a purely 2D structure was still elusive, and
Wallace’s studies of graphene served him as a starting point to study graphite, an
important material for nuclear reactors in the post-World War II era [7, 8]. Graphene
is a flat monolayer of carbon atoms tightly packed into a two-dimensional (2D)
honeycomb lattice [1], as illustrated in the top left corner of Fig. 13.2a. Graphene
carbon atoms present sp2 hybridization between one s orbital and two p orbitals
which leads to a trigonal planar structure with a formation of a � bond between
carbon atoms that are separated by 1.42 Å [7]. The other 2pz orbital, perpendicular
to the graphene plane, is responsible for the � bond formation. The electrons from
this orbital are less bounded to the atom and therefore can move freely in the crystal
lattice. Also, they can be excited to the conduction band more easily than the �

electrons. In graphene, the electrons of the � bond have no role in the electrical
conduction. On the other hand, the electrons of the � bond originate the valence
and conduction bands, � and �*, and these electrons are the most important for the
determination of optical and electrical transport properties in graphene [9].

The hexagonal graphene network has two carbon atoms per unit cell which
results in a very unique band structure, as shown in Fig. 13.2b. As shown in Fig.
13.3a, there are two electrons per unit cell which fulfill the valence band (� band),
the density of states at the Fermi level is null, and the �* band is empty. This
configuration gives 2D graphite a zero-bandgap semiconductor character. These
two bands touch at six points, the so-called Dirac or neutrality points. Symmetry
allows these six points to be reduced to a pair, K and K’ (see Fig. 13.3b), which

Fig. 13.3 (a) shows the graphene unit cell (shaded diamond) in the real space with its respective
basis vectors �!a1 and �!a2 . A and B are carbon atoms sitting on two inequivalent K and K0 points,
which are two inequivalent high-symmetry points in the graphene’s Brillouin zone, as shown in
(b). (b) shows the first Brillouin zone (shaded hexagon) of a graphene with its respective basis

vectors
�!
b1 and

�!
b2 . The main high-symmetry points � , M, and K are also shown (Figure adapted

from Ref. [10]. Reproduced with permission from American Chemistry Society. Copyright© 2010)
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are independent of one another. If we limit ourselves to low energies, which are the
most relevant in electron transport and optical properties, the bands have a linear
dispersion, and the band structure can be viewed as two cones touching at the Dirac
points EDirac. This is because the orthogonal � and �* states do not interact, so
their crossing is allowed. Since the band structure is symmetric about the Dirac
point, electrons and holes in pure, freestanding graphene should have the same
properties [11].

Graphene layers were first isolated experimentally in 2004 by Novoselov and
Geim et al. [12, 13] via mechanical exfoliation of graphite. The observation of the
atomic-thick graphene layers was just possible due to the possibility of graphite to
have isolated layers cleaved from its bulk, and the identification of such isolated
layer was only possible after depositing the cleaved layer on top of an oxidized Si
wafer followed by its surface scan in an optical microscope. So far, this detection
technique has been demonstrated and widely used only for a SiO2 thickness of
300 nm (purple to violet in color). It was observed that 5% change in the thickness
(to 315 nm) can significantly lower the contrast [1]. Thin flakes were sufficiently
transparent to add to an optical path, which changed their interference color with
respect to an empty wafer [12, 13]. After this pioneer isolation of a graphene layer,
other procedures to obtain this material were explored, being the epitaxial growth
on SiC and the catalytical chemical vapor deposition (CVD) method, the two main
approaches used to grow wafer-scale graphene [14]. Via the CVD method, growth is
possible to obtain large-area graphene in a wide range of metal catalysts, such as Cu,
Ni, Pt, Ru, and Ir. In most of the transition metals, graphene growth follows a two-
step mechanism, the incorporation of carbon into the metal (dissolution) followed by
segregation upon fast cooling. For transition metals with low-carbon solubility such
as Cu, the graphene growth can be better understood via surface growth mechanism.
Such mechanism is based on chemisorption/deposition in which the growth starts
with the hydrocarbon dissociation step and stops as soon as the hydrocarbon supply
is no longer provided [14, 15].

In order to exploit all the promising application of graphene in, for example,
nanoelectronic and photoelectronic devices, it is necessary to transfer the graphene
layers from the metal catalyst substrate to technologically relevant substrates [2].
Several techniques were exploited to transfer graphene such as polymer-based
transfer [16], electrochemical delamination [17], and cold/hot lamination [18],
among others. Graphene films are transparent, conductive, mechanically strong,
and flexible which open up different possibilities of application such as conductive
electrodes [19], radiofrequency devices [20], and flexible displays. Despite its
potential, the absence of a bandgap indicates that graphene is not likely to be suitable
for semiconductor application, such as digital switches. Different methodologies
have been studied in order to progress in this direction and induce a gap opening in
graphene, such as substrate-induced bandgap via epitaxial growth of graphene on
SiC substrate [21], adsorption of atomic hydrogen onto the moiré superlattice posi-
tions of graphene [22], or bandgap induced between two layers of graphene [23].

The synthesis of ultra-narrow graphene nanoribbons [3, 4] (with widths down
to 1 nm) also allows the opening of a bandgap due to the quantum confinement
of the electronic bands in such narrow widths. Theoretical studies predict that
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ribbons with a width smaller than 2 nm have bandgap comparable to that in silicon
(1.1 eV) which makes this material really interesting for application in logic devices
[24]. Graphene nanoribbons (GNRs) are narrow strips of graphene which have a
sizeable bandgap due to lateral confinement. GNR semiconductor behavior raises
interesting properties for electronic device application, which overcomes many of
limitations of graphene [25, 26]. Besides the bandgap which decreases as the ribbon
width increases, GNRs also present exceptional properties such as high thermal
and electrical conductivity. However, in order to achieve such properties, it is
of primary importance to develop techniques to synthesize graphene nanoribbons
with atomically smooth and well-defined edges and width [27, 28]. Traditionally
available methods to pattern GNRs from graphene, known as top-down methods,
i.e., unzipping carbon nanotubes [29, 30] or e-beam lithography of graphene
[31], result in GNRs with poorly defined edges and widths which degrade GNR
electronic properties [32]. Therefore, these top-down techniques urge for further
improvements if they are to be used in the nanofabrication of such ribbons.

A more recent alternative has shown the bottom-up approach to fabricate
graphene nanoribbons with atomically smooth edges and well-defined width [3, 33].
The two main synthesis routes reported in the literature to fabricate graphene
nanoribbons via bottom-up approach are the synthesis via chemical synthetic
routes in solution [24, 34] and via on-surface synthesis, either using CVD [35]
or more recently ultrahigh-vacuum (UHV) systems [3, 5, 36]. Solution-mediated
synthesis achieved so far a variety of different defined GNRs; however, the
solubility of the graphene nanoribbons remains a challenge and is limited by
strong �–� interactions. Improving the solubility of GNRs is strongly linked to
the addition of chemical groups, like alkyl chains in the GNR edges, which could
compromise its electronic properties for further device application. On the other
hand, GNR synthesis via on-surface methods allows the synthesis of single GNR,
with hydrogen-terminated edges that can be characterized in situ via tunneling
microscopy techniques as well as transfer to possible device integration [34].

Graphene nanoribbon growth via on-surface synthesis in ultrahigh-vacuum
systems was first realized by Fasel et al. [3], and it is based on the surface-
assisted covalent coupling of functionalized molecular precursors. The topology,
edge structure, and width of the GNRs are controlled by monomer structure upon the
polymerization step of the synthesis [37]. Further annealing allows for the closure
of C–C bonds, upon the so-called cyclodehydrogenation step, forming the desired
graphene nanoribbon. Defined electronic structure of the GNRs allows studies of
charge transport and increases the potentiality of application in nanoscale electronic
devices [25, 38]. GNRs have their electronic properties and bandgap tuned by
their edge topology (armchair or zigzag) and their width (N D 5,7,9,11, etc.).
Depending on the width, armchair GNRs can present both semiconductor (widths
lower than 10 nm) and metallic behaviors [34, 39, 40]. For zigzag GNRs, the theory
predicts that regardless of their width, they always show metallic behavior with
strong localized edge states at the zigzag sites [34, 40]. Recently Ruffieux et al.
[41] and Wang et al. [42] showed experimental results on GNRs with zigzag edges
synthesized via on-surface synthesis on Au(111) in ultrahigh-vacuum conditions.
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By combining finite-sized zigzag and armchair GNRs, it is possible to build
up the graphene nanowiggles (GNWs) [3, 43, 44]. It is possible to construct four
different arrangements regarding the edges (zigzag or armchair) and the parallel and
oblique directions of the ribbons as indicated in Fig. 13.4a, b. Theory predicts that
these GNWs exhibit emergent and versatile properties different from basic GNR
counterparts. Similar to GNRs, the ground state for the GNWs with at least one
zigzag sector is the antiferromagnetic configuration. In fact, the presence of at least
one sector with zigzag edges allows the systems to exhibit many magnetic states
as summarized in Fig. 13.5. The quantum mechanics explains the origin of these
multiple magnetic states, and it is attributed mainly to the bipartition of the graphene
lattice [43, 44].

Besides a lot of progress made so far, it should be pointed out that the full
experimental realization of magnetism in graphene nanoribbon systems is still far
from reaching the level of the body of theoretical predictions. The preservation of
edge magnetism in zigzag ribbons depends strongly on keeping the C atoms at the
edge in their sp2 hybridization, and the right choice of chemical groups able to
passivate and stabilize the edges preserving the magnetism is challenging [45].

2 Optical Absorption and Emission of Graphene-Based
Materials

2.1 Pristine Graphene

The optical response of graphene depends upon the spectral region under investiga-
tion and may be dominated either by intraband or interband transitions, as reviewed
by Heinz and coworkers [48] (see Fig. 13.6). In the far-infrared region, intraband
transitions from free carriers dominate the optical response, while in the mid- and
near-infrared regions, interband transitions from the valence to conduction band
predominate.

In the case of interband transitions, the response is almost independent of
the frequency, being equal to a universal value. This is regarded as the “univer-
sal” conductance of graphene and is determined only by fundamental constants,
assuming the value of �e2/2 h, where e is the elementary charge of an electron
and h is the Planck constant, and corresponding to an absorbance of � 2.29%
[49] (see Fig. 13.6). Thus, monolayer graphene represents an interesting example
of a macroscopic manifestation of quantum mechanics [50]. In this context, the
absorption spectrum of graphene has been predicted to exhibit particularly simple
spectral features with a dependence on the number of stacked layers, which means
that a bilayer absorbs 4.6% and a five-layer-thick flake near 11.5% [51].

This behavior remained to be experimentally observed until 2008 [52], and
it has also been found that this type of optical absorption in graphene can be
controlled through electrostatic gating, which induces Pauli blocking of the optical
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Fig. 13.4 (a) The four possible structures of graphene nanowiggles (GNWs). (b) Definition of the
parallel width (Wp) and oblique width (Wo) parameters as the number of C–C lines or zigzag strips
along the width of each sector and the length y of the outer edge of the parallel sector. The GNWs
shown are (5Z,7A) [44] (Reproduced with permission from American Physical Society. Copyright
© 2012)
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Fig. 13.5 Possible spin distributions in (a) AZ-GNWs, (b) ZA-GNWs, and (c) ZZ-GNWs. Black
dots and a red cross stand for majority spin-up and spin-down, respectively. AFM antiferromag-
netic, LAFM longitudinal antiferromagnetic, LFiM longitudinal ferrimagnet, FM ferromagnetic,
and TAFM transversal antiferromagnetic [44] (Reproduced with permission from American
Physical Society. Copyright © 2012)

Fig. 13.6 Optical
conductivity of graphene
(solid line). The dashed line
is the universal optical
conductivity, which depends
only on fundamental
constants (Figure adapted
from Ref. [54]. Reproduced
with permission from
American Physical Society.
Copyright © 2011)

transitions [53]. In the ultraviolet region, the interband absorption was found to
increase above the universal value and shows characteristics of excitonic signals.

The absorption for monolayer graphene is well behaved and smooth from 300
to 2500 nm (0.49 to 4.13 eV); the peak at œ D 250 nm in the UV region is
attributed to the interband electronic transition from the unoccupied �* states [2].
In photoluminescent materials, light emission by interband transitions is caused
by the relaxation process that follows optical absorption. Since graphene, as an
extended aromatic system, has sufficient light absorption, one could question about
the possibility of observation of photoluminescence from this material. Single-
layer graphene is considered a zero-bandgap semiconductor because its electronic
structure exhibits two bands intersecting at inequivalent points K and K’ – referred
to as Dirac points – in the reciprocal space, where valence and conduction bands
are degenerated [2], as shown in Fig. 13.2b. Thus, owing to the absence of
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Fig. 13.7 Spectral fluence of
light emission from graphene
for excitation with 30-fs
pulses. The spectra are
compatible with the
predictions for thermal
emission (dashed lines) for
T D 2760 K and 3180 K
(Reproduced from Ref. [55]
with permission from
American Physical Society.
Copyright© 2010)

a bandgap, the observation of photoluminescence from graphene is considered
almost impossible, since carrier relaxation causes the energy of highly excited
e–h pairs to return to low energies at very high rate. Nevertheless, Heinz and
coworkers reported the observation of significant light emission from graphene
under excitation by ultrashort (30-fs) laser pulses, discussing that ultrafast excitation
can produce carriers with transient temperatures above 3000 K that give rise to
emission in the visible spectral range [55] (Fig. 13.7). As further evaluated by Stöhr
and coworkers, this broadband nonlinear PL was thought to result from radiative
recombination of a high-density electron–hole plasma in graphene, generated by
pulse laser irradiation [56].

A potentially successful way to make graphene photoluminescent is to open
up its bandgap, which is zero because the two carbon atoms in the unit cell have
identical properties. Thus, a bandgap can be formed through both chemical (or
physical functionalization to reduce the connective long range � conjugations) [57]
and structural modifications (reduction of size to give rise to quantum confinement)
[58]. In the first strategy, oxidation is one of the most effective ways to open
the bandgap of graphene by introducing the defects and confined islands of sp2

conjugations [59].

2.2 Nanographenes

Since graphene exhibits an infinite exciton Bohr radius, it has been recognized
that quantum confinement could take place in graphene of any finite size, being
expected to result in many interesting phenomena that cannot be obtained in other
materials such as the semiconductors. In principle, the bandgap of graphene can be
tuned from 0 eV to that of benzene. For benzene, the HOMO–LUMO gap value is
reported around 5–7 eV depending on the calculation method used [60] by varying
the graphene dimensions. When the size of a material becomes equivalent to or falls
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below the characteristic length scale for the motion of its electrons, its properties
become dependent on the size and shape of the material. Specifically, as the size of
a semiconductor crystal is reduced such that it becomes comparable to the exciton
Bohr radius of the bulk material, the boundary significantly modifies the electron
distribution, thus leading to size-dependent properties such as a bandgap and energy
relaxation dynamics. This phenomenon, known as quantum confinement, has been
demonstrated in many semiconductor materials including graphene itself [61].
Consequently, graphene quantum dots (GQDs), as a new class of quantum dots, have
emerged and attracted tremendous research interest [58]. Colloidal graphene QDs
with well-defined structures provide unique opportunities to study the evolution of
properties with size in a two-dimensional crystal and may lead to useful applications
[62]. Also, interesting semiconducting bandgaps were predicted in GNRs, laterally
constrained graphene sheets, with widths under 100 nm [39]. As discussed before,
GNRs are thin, elongated strips of graphene with straight edges. As their width
decreases, GNRs can gradually transform from semimetals to semiconductors (i.e.,
the bandgap of GNRs is inversely proportional to the ribbon width) due to the
quantum confinement and edge effects.

Theoretical and experimental studies [63] have shown that narrow GNRs (width
less than 10 nm) exhibit substantial quantum confinement and edge effects that
render GNR semiconducting character. By comparison, GQDs possess strong
quantum confinement and edge effects when their sizes are down to 100 nm. If their
sizes are reduced to 10 nm, comparable with the widths of semiconducting GNRs,
the two effects will become more pronounced and, hence, induce new physical
properties. Several works were dedicated to calculations of optical properties of
pure graphene and its various forms such as GQDs and GNRs with different sizes
and forms [64–66].

Optical absorption spectroscopy is frequently used for the characterization of
GQDs [67–73] which typically show strong optical absorption in the UV region,
with a tail extending into the visible range. For the UV–vis absorption spectrum of a
graphene oxide (GO) sample, in particular, two kinds of peaks can be clearly seen: a
peak at �230 nm due to �–�* transition of aromatic C D C bonds and a shoulder at
�300 nm assigned to n–�* transition of C D O bonds [58]. In the case of extended
graphene, the �–�* transition peak shifts to �270 nm with the disappearance of the
n–�* transition peak. These peaks can also be observed in the UV–vis absorption
spectra of GQDs, with the �–�* transition peak centered at a wavelength between
200 and 270 nm and the n–�* transition peak at wavelength longer than 260 nm.
For instance, Wu and coworkers observed a band at 230 nm (�–�*) for oxidized
graphene sheets, with the appearance of a second absorption at 320 nm (n–�*)
after cutting oxidized graphene sheets into GQDs [63]. Peak positions are sensitive
to both GQD sizes and the presence of chemical groups. It has been shown that
increasing the temperature in the preparation of GQDs from carbon fibers yields
smaller particles, shifting the absorption peak to lower wavelengths [74]. This
behavior is indicative of quantum confinement, although there are exceptions with
size-independent spectroscopic properties [75, 76] (Fig. 13.8).

One of the most exciting properties of graphene nanostructures is the photo-
luminescence emission, as predicted from the fact that graphene should exhibit
quantum confinement for any finite size, a result that was also studied by theoretical
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Fig. 13.8 UV–vis absorption
spectra showing changes in
spectral profile of graphene
oxide under different
reduction times with
hydrazine (Reproduced from
Ref. [76] with permission
from Macmillan Publishers
Limited, part of Springer
Nature. Copyright © 2008)
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calculations [77]. Several works have reported the synthesis of photoluminescent
GQDs with different colors ranging from deep ultraviolet to near-infrared region
[78–80]. However, most GQDs were in fact partially oxidized graphene quantum
dots, for which the oxygen-containing functional groups on the surfaces introduce a
series of emissive traps into the �–�* gap influencing the emission mechanism [81].
In carbon materials containing a mixture of sp2 and sp3 bonding, the optoelectronic
properties are determined by the � states of the sp2 sites [71]. The � and �*
electronic levels of the sp2 clusters lie within the bandgap of � and �* states of
the sp3 matrix and are strongly confined, as they depend on the size of sp2 domains.

Although the exact mechanism driving PL emissions in GQDs is still under
debate, theoretical works proposed for this phenomenon include electron–hole
(e–h) pair recombination with quantum size effect (band edge recombination), edge
structure (when graphene sheets are cut along different crystallographic directions,
diverse types of edges – armchair and zigzag edges), doping with impurities that
introduce additional energy levels, free zigzag sites with a carbene-like triplet
ground state, and surface defects in the functional groups of the GQDs [58].
As regards the existence of a bandgap, one could predict simple size dependences
based on quantum confinement. However, the possibility that more than one
mechanism occurs simultaneously increases the complexity of the GQD panorama.
In fact, to the best of the authors’ knowledge, no clear dependence of the emission
colors on particle size was evidenced by detailed examination of literature data [58].
Several studies evaluated possible effects that may influence the photoluminescence
emission of GQDs [82]. The formation of special molecule-like states containing
carboxyl groups and carbonyl groups – parts of the so-called edge states – in carbon
nanodots and graphene quantum dots has been shown to be responsible for their
green fluorescence [81]. On the other hand, in chemically derived GO thin films, the
presence of isolated sp2 clusters within the carbon–oxygen sp3 matrix leads to the
localization of e–h pairs, facilitating radiative recombination and giving rise to blue
emission [71]. The intrinsic state was found to depend on size for a series of GQDs
(C42H18, C96H30, C132H34, C222H42) synthesized by organic methods, while
the energy level offset between intrinsic state and edge state determined their optical
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properties. As a result, the green fluorescence of these GQDs not only depends on
the size but also results from bright edge state [83]. For well-crystallized GQDs
prepared from glucose, sulfuric acid, and deionized water with ultraviolet and blue
emission, the ultraviolet emission is originated from the recombination of e–h pairs
localized in the C–C bonds, while the blue one originates from the electron transition
from sp2 domains [77].

In general, most luminescent GQDs exhibit excitation-dependent PL charac-
teristics with an emission peak shift toward longer wavelength accompanied with
an intensity decrease when the excitation wavelength is increased [84]. This
behavior affords multi-PL colors under different excitation wavelengths, and this
property is important for certain applications such as in bioimaging, biosensor, and
biomolecule/drug delivery and may result from optical selection of differently sized
GQDs and/or different emissive sites on GQDs. This effect has been called red
edge effect and is unusual for other types of quantum dots as well as molecular
fluorophores, but the position of the peak fluorescence of GO in a polar solvent is
heavily dependent on the excitation wavelength [85]. Authors observed that, when
GO sheets are present in a polar solvent, the solvation dynamics slows down to
the same time scale as the fluorescence due to the local environment of the GO
sheet. Consequently, the fluorescence peak of GO broadens and red-shifts up to
200 nm with an increase in the excitation wavelength, while the effect disappears in
nonpolar solvents. Thus, there is no unified explanation to this effect, similarly to
the photoluminescence mechanism itself [86].

3 12C and 13C Isotopic Labeling: A Novel Route to Tune
Properties and Characterize the Growth of Carbon Layers
and Stacking Orders

As discussed throughout this chapter, the growth of carbon structures and the
development/improvement of experimental techniques to characterize these carbon
structures have been a major focus of research in the past decades [15, 19, 87].
Among these carbon structures, monolayer (SLG) and few-layer graphenes (FLG)
have been extensively explored, since these structures are unique as regards their
electronic, thermal, and mechanical properties [15, 19, 87]. Naturally derived from
bulk graphite, SLG and FLG systems may be obtained by scotch-taping a piece of
graphite and then transferring the flakes, which were extracted from the piece of
graphite, to target substrates [1]. Although the quality of these scotch-taped flakes
is outstanding, their dimensions are limited to a few microns. Notwithstanding, this
limitation is a major drawback to a potential large-scale application by the industry
[1, 15, 19, 87]. Fortunately, advances in the synthetic growth of SLG and FLG,
which happened mainly in the past 10 years, allow us to envision these systems to
be industrially scalable [1, 15, 19, 87]. Among the techniques available to synthesize
graphene systems, the CVD technique is very convenient as it allows the use of a
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large variety of catalyst substrates, and the size of the carbon layers is, in principle,
limited by the dimensions of the catalyst substrate itself [1, 15, 19, 87].

As regards the CVD method, discussed in detail elsewhere in the chapter, copper
(Cu) and nickel (Ni) have been the two main catalyst substrates used to grow SLG
and FLG. Usually, the growth process can be established through four basic steps:
(1) insertion of the catalyst substrate in the CVD chamber; (2) establishment of a gas
flow constituted of 1/10 mixture of methane (CH4) and hydrogen (H2), respectively;
(3) elevation of the temperature to the desired growth temperature, which changes
with changing the catalyst substrate as well as its crystallographic orientation; and
(4) fast cooling down of the specimens [15, 19, 87]. The growth mechanisms are
different for each substrate. In Cu, the solubility of C is not very high so that the
carbon atoms left at the Cu surface by the dissociation of CH4 molecules will diffuse
across the Cu bulk surface and form nucleation centers from which the carbon layers
start growing [14, 88–95]. Since each nucleation center may be oriented in different
directions, the carbon layers grow on the Cu surface several grains with different
crystallographic orientations connected to each other. There is the formation of
grain boundaries at the intersection of several differently oriented grains, which
impoverishes the resulting carbon layers. On the other hand, in Ni, the solubility
of carbon atoms if fairly high and diffusion of carbon atoms into the bulk Ni and
segregation of carbon atoms from the bulk Ni rule the growth process [1, 15, 19,
87, 93, 96]. In Ni, SLG may be grown in the Ni(111) and Ni(110) crystallographic
directions, while FLG may be grown in all the three Ni(111), Ni(110), and Ni(100)
directions. In the Ni(111) direction, the growth of carbon layers will be epitaxial,
and, therefore, the SLG layers are expected to be continuous producing high-quality
layers. However, in the Ni(110) direction, the growth is no longer epitaxial, and
similarly to the growth in Cu, the SLG layers will present different grains with
different orientations [1, 15, 19, 87, 93, 96].

The CVD growth technique also brings an extra component of versatility: it is
possible to synthesize carbon structures that present in their structures both carbon
12 (12C) and carbon 13 (13C), which are carbon isotopes. The electronic properties
of these isotopes are the same, but their unified atomic masses are different: 12C
has an unified atomic mass equals 12 and 13C has an unified atomic mass equals
13. Consequently, their vibrational properties (and any other property which is mass
dependent) will be different. Moreover, this isotope labeling of CVD carbon layers
may also be used as a characterization technique [14, 88–95, 97–100]. Li et al.
were pioneers on using 12C and 13C to study the dynamics of SLG and bilayer
graphene (BLG) on bulk Cu surface and bulk Ni surface [90]. In their work, the
different masses presented by the carbon isotopes are used to identify aspects of
the spatial distribution of graphene domains over the catalyst substrates and also
to identify the mechanisms ruling the growth in each substrate [90]. In the case of
growth in bulk Ni, since the solubility of carbon in this catalyst is very high, by
introducing 12CH4 and 13CH4 in the CVD chamber in a specific sequence, the 12C
and 13C dissociated from the 12CH4 and 13CH4 molecules will diffuse into the bulk
Ni followed by segregation and precipitation of those atoms at the bulk Ni surface.
However, this mechanism produces a random allocation of carbon species at the
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surface. Therefore, the resultant carbon layer will contain a random mixing of 12C
and 13C atoms, and such randomness should be independent of which is introduced
first in the CVD chamber: 12CH4 or 13CH4 [90]. On the other hand, since in Cu
the solubility of carbon is not high, the growth of carbon structures will rely upon
the adsorption of carbon atoms at the bulk Cu surface. In this case, the order with
which the 12CH4 and 13CH4 are introduced into the CVD chamber should matter
because the carbon structure will have its formation started with whatever carbon
atoms (12C or 13C) that are initially available [90]. Indeed, as shown in Fig. 13.9,
the isotopic labeling technique works well. Figures 13.9a–c show the G-band images
of a SLG deposited on SiO2 substrate, and Figs 13.9d–f show the D-band images
for the same SLG. The G-band can be described as in plane vibrations in which
the two carbon atoms of the graphene unit cell vibrate out of phase. The D-band is
a defect activated feature and will show up every time the translational symmetry
in the graphene layer is lost. Figures 13.9a–d show the G-band and the D-band,
respectively, for the image containing contributions from areas with only 12C, areas
with only 13C, and areas with a mixture of both altogether. Figures 13.9b, c show
(see the bright areas), respectively, areas with only 13C and areas with only 12C in
an experiment in which 13CH4 was introduced first into the CVD chamber. Figures
13.9e, f show, respectively, the D-band areas with only 13C and areas with only 12C,
and these images give insights on where the grain boundaries are located [90].

In a publication from another group, Li et al. demonstrated that the isotopic
labeling technique could help to understand how the growth of BLG via the CVD
technique happens [94]. The growth of BLG via CVD was already being studied by
several groups [14, 88–96] using both Cu and Cu–Ni alloys as catalyst substrates.
However, several questions were still without answer, as for example, which layer
would grow first, the top layer or the bottom layer [14, 88–96]. In their work, Li
and collaborators were able to identify that the adlayer graphenes composed of
13C, which were synthesized on a 12C graphene film previously grown, produced
isotopically distinct regions and they also shown that the 13C atoms would use the
same nucleation centers established for growing the 12C graphene layer [94]. Since
the experiment revealed that the carbon layers comprise either only 12C or only 13C,
the authors attacked the BLG samples with O2 plasma and demonstrated that the
adlayer was indeed the bottommost layer (see Fig. 13.10). Wu and collaborators also
used the isotopic labeling technique to understand the growth mechanisms of SLG
and BLG in Cu–Ni alloys [93]. These alloys, depending on the concentration of its
constituents, may observe properties similar to bulk Cu, properties similar to bulk
Ni, or hybrid properties (properties observed in bulk Cu and bulk Ni). They studied
Cu–Ni foils, which are commercially available and whose weight percent of its
constituents is 88.00% Cu and 9.90% Ni. With such substrate, one would expect the
formation of carbon layers to happen through adsorption of carbon atoms at the bulk
surface as it happens when Cu is used as the catalyst substrate [93]. However, they
demonstrate that even at this lower concentration of Ni relative to Cu, in the Cu–Ni
foils, the dominant growth mechanisms are diffusion into the bulk, segregation, and
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Fig. 13.9 (a) shows the G-band for the image containing contributions from areas with only 12C,
areas with only 13C, and areas with a mixture of both altogether. (b, c) show (see the bright
areas), respectively, areas with only 13C and areas with only 12C in an experiment in which
13CH4 was introduced first into the CVD chamber. (d) shows the D-band for the image containing
contributions from areas with only 12C, areas with only 13C, and areas with a mixture of both
altogether. (e, f) The D-band areas with only 13C and areas with only 12C, and these images give
insights on where the grain boundaries are located. As expected, the distribution of 13C and 12C is
not random (Figure adapted from Ref. [90]. Reproduced with permission from American Chemical
Society Copyright © 2009)

precipitation [93]. These growth mechanisms explain, as mentioned earlier in the
text, the growth of carbon structures in bulk Ni, in which the carbon solubility is
high. Wu et al. also showed that the diffusion of 12C atoms is about 4% higher than
the diffusion of 13C atoms [93].

Later, Fang and collaborators used a combination of Raman spectroscopy and
isotopic labeling technique to implement a fast route to identify if the BLG grown
in a Cu substrate via the CVD method is turbostratic or AB stacked (also known as
Bernal stacking) [91]. As shown in Fig. 13.11, Raman spectroscopy provides unique
signatures related to the top and bottom layers of an isotopically labeled turbostratic
BLG system (12C/13C t-BLG) and isotopically labeled AB-stacked BLG (12C/13C
AB-BLG) [91]. In their experiments, Fang et al. used Cu enclosures to grow the
BLG systems. First, through the admission of 12CH4 into the CVD chamber, 12C
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Fig. 13.10 (a) shows the G-band image for the 12C SLG before the plasma etching, and (b) shows
the G-band image for the 12C SLG after plasma etching. (c, d) are schematics that represent the
cross sections (dashed lines in (a) and (b)) of the images shown in (a) and (b). (e, f) show
the Raman spectra for the samples before and after plasma, respectively. G12 and G13 stand for
the G-band originated from the 12C layer and 13C layer, respectively; D12 stands for the D-band
generated by the 12C layer; 2D12 and 2D13 stand for the 2D-band originated from the 12C layer and
13C layer, respectively. After plasma exposure, only the 12C layer presented a D-band, suggesting it
is the topmost layer (Figure extracted from Ref. [94]. Reproduced with permission from American
Chemical Society Copyright © 2013)

SLG was grown, and, subsequently, through the admission of 13CH4 into the CVD
chamber, 13C SLG was grown underneath the preexisting 12C SLG, using the same
nucleation center established to grow this preexisting SLG [91]. Figure 13.11a
shows the BLG systems as transferred to a SiO2 substrate. The filled circle and
filled square represent two different positions in an isotopically labeled AB-BLG in
which a Raman spectrum (shown in Fig. 13.11b) was taken in each position. The
filled circle is on top of a nucleation center in which 12C/12C AB-BLG is expected,
while the filled square is on top of a 12C/13C AB-BLG. Still in Fig. 13.11a, the
open circle and open square represent two different positions in an isotopically
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Fig. 13.11 (a) Optical image of bilayer graphene transferred on Si/SiO2. Scale bar is 5 �m. (b)
Raman spectra of a 12C SLG and 13C SLG (black), 12C/12C t-BLG (dotted blue), 12C/12C AB-
BLG (solid blue), 12C/13C t-BLG (dotted red), and 12C/13C AB-BLG (solid red) taken from (a).
(c) Peak fitting of the 2D band for 12C/12C AB-BLG, 13C/13C AB-BLG, and 12C/13C AB-BLG. As
expected, the 2D linewidth for the 12C/13C AB-BLG sample is almost twice the linewidth of the
12C/12C AB-BLG and 13C/13C AB-BLG samples. (d) The spectral region in the frequency range
from 1650 to 1750 cm�1 (see the region delimited by the gray box) shows the combination of
mode LOZO0 and 2ZO, which are only observed in the two AB-BLG systems (Figure adapted
from Ref. [91]. Reproduced with permission from American Chemical Society Copyright © 2013)

labeled t-BLG. Again, a Raman spectrum (shown in Fig. 13.11b) was taken in each
position. The open circle is on top of a nucleation center in which 12C/12C t-BLG
is expected, while the open square is on top of a 12C/13C t-BLG. The open black
triangle is in an area in which only 12C SLG graphene is present. Looking at Fig.
13.10, it is clear that the Raman features for each type system are quite unique [91].
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Particularly special, the 2D-band carries a clear signature to distinguish between
AB-BLG and t-BLG. Figure 13.11c shows the Raman spectra zoomed into the
2D range for a 12C/12C AB-BLG (top), for a 13C/13C AB-BLG (middle), and for
a 12C/13C AB-BLG (bottom). The top and middle spectrum lineshapes are similar
to that lineshape observed for the scotch-taped AB-BLG, which is typically fitted
using 4 Lorentzian peaks and presents a linewidth of 58 cm�1 in average, while the
bottom lineshape seems to add up the other two. Therefore, the 2D band for the
12C/13C AB-BLG is fitted with 8 Lorentzian peaks and presents a linewidth almost
twice as broad, averaging about 106 cm�1. Another signature for the 12C/13C AB-
BLG is observed in the spectral range between 1650 cm-1 and 2100 cm-1. AB-BLG
systems have non-negligible interlayer interactions [97, 98]. The vibrations related
to these interlayer interactions, which are known as the ZO’ (symmetric breathing
of the layers) and ZO (antisymmetric vibrations of the layers), are observed around
1700 cm�1 and 1800 cm�1 as a combination mode (LOZO’) and an overtone (2ZO).
These spectral features are not present in turbostratic systems.

Another application for this isotopic labeling technique was demonstrated
by Chen and collaborators in which the authors synthesize SLG with different
concentrations of 12C and 13C carbon atoms [99]. Figure 13.12a shows the Raman
spectrum evolutions as the percentage of 13C changes in a 12C SLG. Then, Chen
et al. measured the thermal conductivity on the different SLG with different
concentrations of 12C and 13C (the layers were suspended). As shown in Fig. 13.12b,
the isotopically pure graphene (12C SLG with 0.01% 13C) has the highest thermal
conductivity K (4120 ˙ 1410) WmK�1 measured at the temperature Tm D 320 K.
The thermal conductivity drops almost twice for the 12C SLG with 1.1% 13C in its
composition (K (2600 ˙ 658) WmK�1 at Tm D 330 K). Note that this percentage
of 13C atoms is the percentage found in graphite samples available in nature. The
lowest thermal conductivity was observed for the 12C SLG with 50% 13C in its
composition (extrapolated K value of K 2192 WmK�1 at Tm D 300 K), as shown in
Fig. 13.12b. This decrease in the thermal conductivity is a mass-related effect [99].
The thermal conductivity is changed mostly due to changes in the phonon–defect
interactions originated from the mass differences observed throughout the hybrid
samples. This approach shed light to the understanding of how the introduction of
impurities with different masses (relative to the host material) and similar electronic
properties (also relative to the host material) will change the thermal properties of
the host material and also help to understand what are the mechanisms associated
with these changes [99]. In their case, the host material is a 12C SLG [99]. It is
worth to comment that Pei et al. observed similar effects for the thermal resistance
and thermal conductivity of hybrid 12C/13C graphene samples [100].

To the best of the authors’ knowledge, there are no experimental data available
for isotopically labeled GNRs. However, theoretical calculations by Hu et al. [101]
have predicted that the thermal conductivity of 12C GNRs decreases with adding 13C
atoms in its structure, in agreement to what is observed for SLG systems. Also, in
comparison to the 12C GNRs, the pure 13C GNRs present lower thermal conductivity
as well, which is understandable as the mass of 13C atoms is bigger than the mass
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Fig. 13.12 (a) shows the evolution of the Raman spectrum for the 12C SLG with different
percentages of 13C in its constitution. (b) Thermal conductivity measurements for suspended
samples of 12C SLG with different concentrations of 13C on its constitution. The extrapolated
K values at 300 K are 4419 WmK�1, 2792 WmK�1, 2197 WmK�1, and 2816 WmK�1 for 0.01%
13C, 1.1% 13C, 50% 13C, and 99.2% 13C, respectively. The solid lines are a guide to the eye only
(The figures were adapted from Ref. [99]. Reproduced with permission from Nature Publishing
Croup Copyright © 2012)

of 12C atoms [101]. Moreover, the thermal conductivity with a random distribution
of 13C in the 12C GNR structure is always higher (regardless the concentration of
13C atoms and 12C atoms) than the thermal conductivity of a superlattice structure.
Figure 13.13a shows the thermal conductivity for the 12C GNR with a random
distribution of 13C at five different 13C concentrations, while Fig. 13.13b shows
the thermal conductivity for the proposed GNR superlattice, which has slabs of 13C
atoms and slabs of 12C atoms organized periodically (see the inset in Fig. 13.13b).
Still in Fig. 13.13b are results for the thermal conductivity related to superlattices
with four different lengths (L) for the 13C slab. Figure 13.13c brings an overview of
the thermal conductivities for both the case of random distribution and the case of
the superlattice, over a variety of 13C concentrations in the 12C lattice. It is noticeable
that only for the case of pure 12C GNR and for the case of pure 13C GNR the thermal
conductivities are almost equivalent. For any other 13C concentration, the random
distribution case always shows higher conductivities. It is worth mentioning that
two other groups [102, 103] made theoretical predictions which are in agreement
with the predictions by Hu and collaborators [101].
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Fig. 13.13 (a) shows the temperature-dependent thermal conductivity for five different concen-
trations of 13C atoms distributed randomly in a 12C GNR structure. (b) shows the temperature-
dependent thermal conductivity for superlattice structures composed of slabs of 12C atoms and 13C
atoms, as illustrated in the inset of the figure. The figure shows the results for four different lengths
set for the 13C slabs. (c) shows the thermal conductivity as a function of the 13C concentration for
both cases: the random distribution case and the superlattice case (This figure is adapted from Ref.
[101]. Reproduced with permission from AIP Publishing group Copyright © 2010)



13 Characterization of Nanocarbons: From Graphene to Graphene. . . 335

References

1. Geim AK, Novoselov KS (2007) The rise of graphene. Nat Mater 6:183–191
2. Singh V et al (2011) Graphene based materials: past, present and future. Prog Mater Sci

56:1178–1271
3. Cai J et al (2010) Atomically precise bottom-up fabrication of graphene nanoribbons. Nature

466:470–473
4. Biró LP, Nemes-Incze P, Lambin P (2012) Graphene: nanoscale processing and recent

applications. Nanoscale 4:1824–1839
5. Cai J et al (2014) Graphene nanoribbon heterojunctions. Nat Nanotechnol 9:896–900
6. Terrones M et al (2010) Graphene and graphite nanoribbons: morphology, properties,

synthesis, defects and applications. Nano Today 5:351–372
7. Castro Neto AH, Guinea F, Peres NMR, Novoselov KS, Geim AK (2009) The electronic

properties of graphene. Rev Mod Phys 81:109–162
8. Wallace PR (1947) The band theory of graphite. Phys Rev 71:622–634
9. Saito R, Dresselhaus G, Dresselhaus M (1998) Physical properties of carbon nanotubes.

Imperial College Press, London
10. Dresselhaus MS, Jorio A, Hofmann M, Dresselhaus G, Saito R (2010) Perspectives on carbon

nanotubes and graphene Raman spectroscopy. Nano Lett 10:751–758
11. Avouris P (2010) Graphene: electronic and photonic properties and devices. Nano Lett

10:4285–4294
12. Novoselov KS et al (2004) Electric field effect in atomically thin carbon films. Science

306:666–669
13. Blake P et al (2007) Making graphene visible. Appl Phys Lett 91:63124
14. Seah C-M, Chai S-P, Mohamed AR (2014) Mechanisms of graphene growth by chemical

vapour deposition on transition metals. Carbon 70:1–21
15. Mattevi C, Kim H, Chhowalla M (2011) A review of chemical vapour deposition of graphene

on copper. J Mater Chem 21:3324–3334
16. Borin Barin G et al (2015) Optimized graphene transfer: influence of polymethylmethacrylate

(PMMA) layer concentration and baking time on graphene final performance. Carbon
84:82–90

17. Mafra DL, Ming T, Kong J (2015) Facile graphene transfer directly to target substrates with
a reusable metal catalyst. Nanoscale 7:14807–14812

18. Martins LGP et al (2013) Direct transfer of graphene onto flexible substrates. Proc Natl Acad
Sci 201306508. doi:10.1073/pnas.1306508110

19. Zhang Y, Zhang L, Zhou C (2013) Review of chemical vapor deposition of graphene and
related applications. Acc Chem Res 46:2329–2339

20. Rogers JA (2008) Electronic materials: making graphene for macroelectronics. Nat Nanotech-
nol 3:254–255

21. Zhou SY et al (2007) Substrate-induced bandgap opening in epitaxial graphene. Nat Mater
6:916–916

22. Balog R et al (2010) Bandgap opening in graphene induced by patterned hydrogen adsorption.
Nat Mater 9:315–319

23. Zhang Y et al (2009) Direct observation of a widely tunable bandgap in bilayer graphene.
Nature 459:820–823

24. Vo TH et al (2014) Large-scale solution synthesis of narrow graphene nanoribbons. Nat
Commun 5, 3189(2014) doi:10.1038/ncomm54189

25. Bennett PB et al (2013) Bottom-up graphene nanoribbon field-effect transistors. Appl Phys
Lett 103:253114

26. Zschieschang U et al (2015) Electrical characteristics of field-effect transistors based on
chemically synthesized graphene nanoribbons. Adv Electron Mater 1:1400010

http://dx.doi.org/10.1073/pnas.1306508110
doi:10.1038/ncomm54189


336 G.B. Barin et al.

27. Liang G, Neophytou N, Nikonov DE, Lundstrom MS (2007) Performance projections
for ballistic graphene nanoribbon field-effect transistors. IEEE Trans Electron Devices
54:677–682

28. Han MY, Ozyilmaz B, Zhang Y, Kim P (2007) Energy band-gap engineering of graphene
nanoribbons. Phys Rev Lett 98:206805

29. Jiao L, Zhang L, Wang X, Diankov G, Dai H (2009) Narrow graphene nanoribbons from
carbon nanotubes. Nature 458:877–880

30. Jiao L, Wang X, Diankov G, Wang H, Dai H (2010) Facile synthesis of high-quality graphene
nanoribbons. Nat Nanotechnol 5:321–325

31. Tapasztó L, Dobrik G, Lambin P, Biró LP (2008) Tailoring the atomic structure of graphene
nanoribbons by scanning tunnelling microscope lithography. Nat Nanotechnol 3:397–401

32. Yoon Y, Nikonov DE, Salahuddin S (2011) Role of phonon scattering in graphene nanoribbon
transistors: nonequilibrium green’s function method with real space approach. Appl Phys Lett
98:203503

33. Chen Y-C et al (2013) Tuning the band gap of graphene nanoribbons synthesized from
molecular precursors. ACS Nano 7:6123–6128

34. Narita A, Feng X, Müllen K (2015) Bottom-up synthesis of chemically precise graphene
nanoribbons. Chem Rec N Y N 15:295–309

35. Campos-Delgado J et al (2008) Bulk production of a new form of sp2 carbon: crystalline
graphene nanoribbons. Nano Lett 8:2773–2778

36. Talirz L et al (2013) Termini of bottom-up fabricated graphene nanoribbons. J Am Chem Soc
135:2060–2063

37. Chen Y-C et al (2015) Molecular bandgap engineering of bottom-up synthesized graphene
nanoribbon heterojunctions. Nat Nanotechnol 10:156–160

38. Talirz L, Ruffieux P, Fasel R (2016) On-surface synthesis of atomically precise graphene
nanoribbons. Adv Mater 28:6222–6231

39. Bai J, Huang Y (2010) Fabrication and electrical properties of graphene nanoribbons. Mater
Sci Eng R Rep 70:341–353

40. Nakada K, Fujita M, Dresselhaus G, Dresselhaus MS (1996) Edge state in graphene ribbons:
nanometer size effect and edge shape dependence. Phys Rev B Condens Matter 54:17954–
17961

41. Ruffieux P et al (2016) On-surface synthesis of graphene nanoribbons with zigzag edge
topology. Nature 531:489–492

42. Wang S et al (2016) Giant edge state splitting at atomically precise graphene zigzag edges.
Nat Commun 7:11507

43. Costa Girão E, Liang L, Cruz-Silva E, Souza Filho AG, Meunier V (2011) Emergence of
atypical properties in assembled graphene nanoribbons. Phys Rev Lett 107:135501

44. Costa Girão E, Cruz-Silva E, Liang L, Souza Filho AG, Meunier V (2012) Structural and
electronic properties of graphitic nanowiggles. Phys Rev B 85:235431

45. Li Y, Zhou Z, Cabrera CR, Chen Z (2013) Preserving the edge magnetism of zigzag graphene
nanoribbons by ethylene termination: insight by Clar’s rule. Sci Rep 3:2030

46. Llinas JP et al (2016) Short-channel field effect transistors with 9-Atom and 13-Atom wide
graphene nanoribbons. ArXiv Prepr. ArXiv160506730

47. Fantuzzi P et al (2016) Fabrication of three terminal devices by ElectroSpray deposition of
graphene nanoribbons. Carbon 104:112–118

48. Mak KF, Ju L, Wang F, Heinz TF (2012) Optical spectroscopy of graphene: from the far
infrared to the ultraviolet. Solid State Commun 152:1341–1349

49. Nair RR et al (2008) Fine structure constant defines visual transparency of graphene. Science
320:1308

50. Kuzmenko AB, van Heumen E, Carbone F, van der Marel D (2008) Universal optical
conductance of graphite. Phys Rev Lett 100:117401

51. Bae S et al (2010) Roll-to-roll production of 30-inch graphene films for transparent electrodes.
Nat Nanotechnol 5:574–578



13 Characterization of Nanocarbons: From Graphene to Graphene. . . 337

52. Mak KF et al (2008) Measurement of the optical conductivity of graphene. Phys Rev Lett
101:196405

53. Wang F et al (2008) Gate-variable optical transitions in graphene. Science 320:206–209
54. Mak KF, Shan J, Heinz TF (2011) Seeing many-body effects in single- and few-layer

graphene: observation of two-dimensional saddle-point excitons. Phys Rev Lett 106:46401
55. Lui CH, Mak KF, Shan J, Heinz TF (2010) Ultrafast photoluminescence from graphene. Phys

Rev Lett 105:127404
56. Stöhr RJ, Kolesov R, Pflaum J, Wrachtrup J (2010) Fluorescence of laser-created electron-

hole plasma in graphene. Phys Rev B 82:121408
57. Wei W, Qu X (2012) Extraordinary physical properties of functionalized graphene. Small

Weinh Bergstr Ger 8:2138–2151
58. Li L et al (2013) Focusing on luminescent graphene quantum dots: current status and future

perspectives. Nanoscale 5:4015–4039
59. Loh KP, Bao Q, Eda G, Chhowalla M (2010) Graphene oxide as a chemically tunable platform

for optical applications. Nat Chem 2:1015–1024
60. Rienstra-Kiracofe JC, Barden CJ, Brown ST, Schaefer HF (2001) Electron affinities of

polycyclic aromatic hydrocarbons. J Phys Chem A 105:524–528
61. Lu G, Yu K, Wen Z, Chen J (2013) Semiconducting graphene: converting graphene from

semimetal to semiconductor. Nanoscale 5:1353–1368
62. Yan X, Li B, Li L (2013) Colloidal graphene quantum dots with well-defined structures. Acc

Chem Res 46:2254–2262
63. Pan D, Zhang J, Li Z, Wu M (2010) Hydrothermal route for cutting graphene sheets into

blue-luminescent graphene quantum dots. Adv Mater 22:734–738
64. Chopra S, Maidich L (2014) Optical properties of pure graphene in various forms: a time

dependent density functional theory study. RSC Adv 4:50606–50613
65. Zhao M, Yang F, Xue Y, Xiao D, Guo Y (2014) A time-dependent DFT study of the absorption

and fluorescence properties of graphene quantum dots. Chemphyschem Eur J Chem Phys
Phys Chem 15:950–957

66. Chopra S (2015) Study of electronic, optical absorption and emission in pure and metal-
decorated graphene nanoribbons (C29H14-X; X D Ni, Fe, Ti, CoC, AlC, CuC): first
principles calculations. ChemPhysChem 16:1948–1953

67. Qu D et al (2013) Highly luminescent S, N co-doped graphene quantum dots with broad
visible absorption bands for visible light photocatalysts. Nanoscale 5:12272–12277

68. Zhuo S, Shao M, Lee S-T (2012) Upconversion and downconversion fluorescent graphene
quantum dots: ultrasonic preparation and photocatalysis. ACS Nano 6:1059–1064

69. Zheng XT, Ananthanarayanan A, Luo KQ, Chen P (2015) Glowing graphene quantum dots
and carbon dots: properties, syntheses, and biological applications. Small 11:1620–1636

70. Riesen H, Wiebeler C, Schumacher S (2014) Optical spectroscopy of graphene quantum dots:
the case of C132. J Phys Chem A 118:5189–5195

71. Eda G et al (2010) Blue photoluminescence from chemically derived graphene oxide. Adv
Mater 22:505–509

72. Zhang R et al (2015) Size and refinement edge-shape effects of graphene quantum dots on
UV–visible absorption. J Alloys Compd 623:186–191

73. Pan D et al (2015) Efficient separation of electron–hole pairs in graphene quantum dots by
TiO2 heterojunctions for dye degradation. ACS Sustain Chem Eng 3:2405–2413

74. Peng J et al (2012) Graphene quantum dots derived from carbon fibers. Nano Lett 12:844–849
75. Huang K, Lu W, Yu X, Jin C, Yang D (2016) Highly pure and luminescent graphene quantum

dots on silicon directly grown by chemical vapor deposition. Part Part Syst Charact 33:8–14
76. Li D, Müller MB, Gilje S, Kaner RB, Wallace GG (2008) Processable aqueous dispersions of

graphene nanosheets. Nat Nanotechnol 3:101–105
77. Yang P et al (2014) Facile synthesis and photoluminescence mechanism of graphene quantum

dots. J Appl Phys 116:244306



338 G.B. Barin et al.

78. Jin SH, Kim DH, Jun GH, Hong SH, Jeon S (2013) Tuning the photoluminescence of
graphene quantum dots through the charge transfer effect of functional groups. ACS Nano
7:1239–1245

79. Lingam K, Podila R, Qian H, Serkiz S, Rao AM (2013) Evidence for edge-state photolumi-
nescence in graphene quantum dots. Adv Funct Mater 23:5062–5065

80. Pal SK (2015) Versatile photoluminescence from graphene and its derivatives. Carbon
88:86–112

81. Wang L et al (2014) Common origin of green luminescence in carbon nanodots and graphene
quantum dots. ACS Nano 8:2541–2547

82. Zhu S et al (2015) The photoluminescence mechanism in carbon dots (graphene quantum
dots, carbon nanodots, and polymer dots): current state and future perspective. Nano Res
8:355–381

83. Zhu S et al (2014) Investigation of photoluminescence mechanism of graphene quantum dots
and evaluation of their assembly into polymer dots. Carbon 77:462–472

84. Lin L et al (2014) Luminescent graphene quantum dots as new fluorescent materials for
environmental and biological applications. TrAC Trends Anal Chem 54:83–102

85. Cushing SK, Li M, Huang F, Wu N (2014) Origin of strong excitation wavelength dependent
fluorescence of graphene oxide. ACS Nano 8:1002–1013

86. Shi W, Fan H, Ai S, Zhu L (2015) Preparation of fluorescent graphene quantum dots from
humic acid for bioimaging application. New J Chem 39:7054–7059

87. Muñoz R, Gómez-Aleixandre C (2013) Review of CVD synthesis of graphene. Chem Vap
Depos 19:297–322

88. Yan Z, Peng Z, Tour JM (2014) Chemical vapor deposition of graphene single crystals. Acc
Chem Res 47:1327–1337

89. Zhou H et al (2013) Chemical vapour deposition growth of large single crystals of monolayer
and bilayer graphene. Nat Commun 4:2096

90. Li X, Cai W, Colombo L, Ruoff RS (2009) Evolution of graphene growth on Ni and Cu by
carbon isotope labeling. Nano Lett 9:4268–4272

91. Fang W et al (2013) Rapid identification of stacking orientation in isotopically labeled
chemical-vapor grown bilayer graphene by Raman spectroscopy. Nano Lett 13:1541–1548

92. Li X et al (2010) Graphene films with large domain size by a two-step chemical vapor
deposition process. Nano Lett 10:4328–4334

93. Wu Y et al (2012) Growth mechanism and controlled synthesis of AB-stacked bilayer
graphene on Cu–Ni alloy foils. ACS Nano 6:7731–7738

94. Li Q et al (2013) Growth of adlayer graphene on Cu studied by carbon isotope labeling. Nano
Lett 13:486–490

95. Li X et al (2011) Large-area graphene single crystals grown by low-pressure chemical vapor
deposition of methane on copper. J Am Chem Soc 133:2816–2819

96. Dahal A, Batzill M (2014) Graphene–nickel interfaces: a review. Nanoscale 6:2548–2562
97. Araujo PT et al (2013) Mass-related inversion symmetry breaking and phonon self-energy

renormalization in isotopically labeled AB-stacked bilayer graphene. Sci Rep 3:2061
98. Araujo PT et al (2012) Unraveling the interlayer-related phonon self-energy renormalization

in bilayer graphene. Sci Rep 2:1017
99. Chen S et al (2012) Thermal conductivity of isotopically modified graphene. Nat Mater

11:203–207
100. Pei Q-X, Zhang Y-W, Sha Z-D, Shenoy VB (2012) Carbon isotope doping induced interfacial

thermal resistance and thermal rectification in graphene. Appl Phys Lett 100:101901
101. Hu J, Schiffli S, Vallabhaneni A, Ruan X, Chen YP (2010) Tuning the thermal conductivity

of graphene nanoribbons by edge passivation and isotope engineering: a molecular dynamics
study. Appl Phys Lett 97:133107

102. Li X, Chen J, Yu C, Zhang G (2013) Comparison of isotope effects on thermal conductivity
of graphene nanoribbons and carbon nanotubes. Appl Phys Lett 103:13111

103. Li C, Miao L, Tan X, Han M, Jiang J (2014) Thermal conductivity of graphene nanoribbons
with regular isotopic modification. J Comput Theor Nanosci 11:348–352



Chapter 14
The Amazing Chemistry of Metal-Organic
Frameworks

Regina C. G. Frem, Guilherme Arroyos, Guilherme N. Lucena, Jader B. da
Silva Flor, Marcelo A. Fávaro, Mariana F. Coura, and Renata C. Alves

1 Introduction

The study of metal-organic frameworks (MOFs) is a multidisciplinary field of
research that has risen rapidly over recent years, particularly after the iconic work
of Omar Yaghi, reported in 1999, about a Zn(II) porous solid of high structural
stability, named MOF-5 [1]. Following that, over more than one hundred review
articles [2–12] and some relevant books [13–19] have been published in a short
time concerning the design and new synthetic strategies of linkers and MOFs,
structural and topological analysis, properties and applications, as well as theoretical
and modeling studies. The interest in this kind of the complex material came, in
part, from its peculiar properties, such as high crystallinity, microporosity, high
surface area [20, 21], low density, and good thermal stability. These interesting
properties and the fact that it is possible to functionalize the pores of the material
make MOFs highly attractive in frontier research. In fact, several and important
applications of MOFs have been recently investigated in different areas, such as
gas storage [22, 23] and separation [24], heterogeneous catalysis [25], drug delivery
[26], and photonics [27], among others [28–31]. From 2013, the IUPAC Inorganic
Chemistry Division has recommended the use of the official definition of MOF
as “a coordination network with organic ligands containing potential voids” [32,
33]. In other works, the cavities of MOFs should be empty, or at least it should be
theoretically possible to remove what is within them. From the historical point of
view, the first publishing about this new class of synthetic inorganic porous material
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was initially reported by Kinoshita et al. in 1959 [34]. This article involved the
synthesis of a novel four-connected coordination solid constructed by the covalent
interaction between tetrahedral copper(I) ions and adiponitrile ligands. Thirty years
later, Hoskins and Robson published the first paper in which it has introduced
the concept of porous polymeric structures based on metal-ligand coordinate
bonds. By using the nod-and-spacer approach proposed by Wells in 1978 [35], it
was possible to obtain a 3D coordination solid consisting mainly of tetrahedral
centers linked together by rodlike building units [36]. However, almost another
10 years have passed (1998) before the proof of its permanent porosity for the
MOFs was obtained [37]. This same research group led by Professor Omar Yaghi
prepared the highly stable zinc(II) coordination compound, Zn(BDC)(DMF)(H2O)
(BDC D 1,4-benzenedicarboxylate, DMF D N,N0-dimethylformamide), named
MOF-5 [1], whose structure is shown in Fig. 14.1.

Fig. 14.1 Construction of the MOF-5 framework. On top, the Zn4(O)O12C6 cluster is shown in
different representations. Left, as a ball and stick model (Zn, blue; O, green; C, gray). Middle,
the same with the Zn4(O) tetrahedron indicated in green. Right, the same but now with the ZnO4

tetrahedra indicated in blue. On the bottom, the yellow sphere represents one of the cavities in the
Zn4(O)(BDC)3, MOF-5, framework. Eight clusters (only seven visible) constitute a unit cell and
enclose a large cavity with a diameter of 18.5 Å in contact with 72 C atoms (gray) (Reprinted with
permission from [1])
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As it can be shown in Fig. 14.1, in MOF-5 structure, the OZn4 clusters are linked
by 1,4-benzenedicarboxylate ligand (BDC) to form a continuous cubic framework
of composition Zn4O(BDC)3 (see the concept of secondary building units (SBUs) in
the next section). In other words, the compound is formed by tetranuclear clusters
of the type Zn4O(O2CR)6 that share a central oxygen atom. The cluster structure
is extended through Zn-O-C bond to the formation of the 3D solid, whose pore
is represented as a yellow sphere in Fig. 14.1. Therefore, from 1999, the MOFs
became more known, and there has been a spectacular growth and development of
this modern chemistry area. Concerning the nomenclature of this kind of inorganic
porous material, it is very common that MOFs take the name of the place in
which they were discovered, followed by an integer (n) assigned in chronological
order, such as MIL-n (MIL D Matériaux de I’Institut Lavoisier) [38], HKUST-n
(HKUST D Hong Kong University of Science and Technology) [39], or CPO-n
(CPO D Coordination Polymer of Oslo) [40].

2 Design and Topologies

In order to analyze the factors contributing to the assembly of these porous coordina-
tion solids from molecular building blocks, Yaghi et al. proposed a strategy, based
on the modular chemistry concepts [41], by linking polytopic organic molecules
with transition metal ions [42]. In the early 2000s, the authors reported the next
stage in the development of MOFs, introducing the concept of SBUs [43] for the
construction of robust frameworks with its permanent porosity, i.e., the evacuation
of the pores occurs without destruction of the structure. SBUs are then defined
as “molecular complexes and cluster entities in which ligand coordination modes
and metal coordination environments can in principle be easily utilized in the
transformation of these fragments into extended porous networks using polytopic
linkers.” In 2003, the Yaghi group published a definitive article in which it has
established a more comprehensive conceptual approach, named reticular synthesis,
to the rational construction of this new class of highly porous coordination solids
from molecular building units [44]. Reticular chemistry is concerned then with the
assembling of predetermined ordered frameworks through rigid molecular building
blocks (SBUs) which are repeated and held together by strong covalent metal-
ligand bonds. In this paper, the authors redefined the term SBU (originally used
to describe fragments of zeolites), referring to the geometry of the units defined by
the points of extension. In Fig. 14.2, for instance, some examples of inorganic SBUs
are illustrated, where the points of extension correspond to the C atoms (in black)
in carboxylate MOFs [45]. In the right side of Fig. 14.2, it can be seen a chemical
representation of the same SBUs.

Therefore, from the reticular chemistry point of view, for a specific geometry
of molecular building units, rationally designed MOFs can easily be synthesized,
because the topological different vertices and the connectivity between them are
infinite, as well as the number of possible network structures is, in principle, unlim-
ited. However, the central point of this approach is that, according to geometrical
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Fig. 14.2 Some common SBUs from carboxylate MOFs. Left: O, red; C, black, metal-oxygen
polyhedra are blue, and the polygon and polyhedron defined by carboxylate carbon atoms (SBUs)
are red; Right: (a) a dinuclear paddle-wheel square SBU of the type [M2(O2CR)4L2] with four
bridging acetates and two axial ligands, (b) a trinuclear basic chromium acetate structure with six
bridging acetates and three terminal ligands of the type [M3O(O2CR)6L3], and (c) a tetrametallic
cluster �4-oxo hexacarboxylate, [M4O(O2CR)6], prototype to a molecular octahedron (Figures
adapted and reprinted with permission from [44] and [45])

design principles, there are a relatively small number of basic topologies (e.g.,
default nets) that can be expected to form. In other works, depending on the
geometry and connectivity of the building blocks, the synthesized MOFs will have
simple basic topologies [46, 47]. Based on collected topological data, the more
common nets can be identified by the so-called RCSR database [48]. For illustration,
an example is given in Fig. 14.3 concerning the copper(II) MOF named HKUST-1
[39], whose framework is assembled by the linkage between Cu2(O2CR)4 square
paddle-wheel SBUs (see Fig. 14.2) and three connected nodes (the organic SBU)
that consists of BTC (1,3,5-benzenetricarboxylate) ligands. The net describing the
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Fig. 14.3 The components of HKUST-1, [Cu3(BTC)2(H2O)3]n (BTC D 1,3,5-
benzenetricarboxylate) [39] showing the Cu2(O2CR)4 paddle-wheel SBUs (square), the tritopic
linker (triangle), and their combination to form the tbo net (Figure adapted and reprinted with
permission from [4])

topology of this highly porous coordination solid, [Cu3(BTC)2(H2O)3]n, has a three-
letter code: tbo, derived from twisted boracite. In fact, there are many MOFs with
(3,4)-coordinated net (tbo topology) in which paddle-wheel SBUs (squares) are
linked with tritopic linkers (triangles) [4].

In the moment that this chapter has been written (September 2016), more than
2800 different three-dimensional nets are described in the RCSR database [http://
rcsr.anu.edu.au/]. However, most of them have very simple basic topologies for a
given choice of shape and connectivity of the molecular building blocks. Table 14.1
lists common default nets with one or two kinds of links and representative-related
MOFs [46, 47]. It is worth to mention that the three-letter codes that identify
nets describing the topologies of MOFs can be abbreviations of a structure type
(pcu D primitive cubic), name of mineral (dia D diamond), or contracted form of
the formula of chemical compounds, like srs corresponding to the net of the silicon
atoms in SrSi2 [48–50].

In the same period of 2000, when the group of Yaghi and O’Keeffe was
performing their studies on MOFs, Kitagawa et al. [57] reported the discovery
of the highly porous 3D [fCuSiF6(4,40-bipyridine)2gn], created through analogous
building block rational synthetic strategy. It is important to say at this moment
that the reticular chemistry approach is only able to predict the structure and
net topology of an MOF if its building blocks have a strong tendency to form
specific clusters, such as Zn4O(COO)6 or Cu2(COO)4, in MOF-5 and HKUST-1,
respectively (see above). Reactions involving the same metal ions and organic
ligands can otherwise lead to completely different final MOFs, depending on the
synthetic route and/or reaction conditions used to obtain the material. On the other
hand, it is also very difficult to design a synthesis of an MOF whose structure

http://rcsr.anu.edu.au/
http://rcsr.anu.edu.au/
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consists of not well-defined shape SBUs, for example. In this context, Yaghi and
O’Keeffe published in 2012 a review in which they showed how to reduce structures
of high complexity (deconstruction) to an underlying topology [8]. Structurally
more complicated MOFs can be designed and constructed using the conceptual
supermolecular building blocks (SBBs) approach proposed in 2000s by Zaworotko
[58–60]. This crystal engineering strategy is mainly based on the use of large-sized
and high symmetric metal-organic polyhedra (MOPs) as SBBs, for the construction
of a new class of MOFs with a high level of control over the topology and a new
level of scale to the resultant framework (several nanometers). Just to give one
example, Fig. 14.4 illustrates an extended porous MOF with pcu topology, made of
discrete MOP of the type [Cu6L8](NO3)12 as SBBs [61]. Here, the C3-symmetric
organic compound (N,N

0

,N00-tris(3-pyridinyl)-1,3,5-benzenetricarboxamide) (see
inset of the figure) acts as triangular facial ligands (L), while tetragonally distorted
octahedral Cu(II) ions can be regarded as vertex nodes of this structure. The nitrate
counterions link these metal vertices, since the axial site of the Cu(II) ion is directed
to the exterior of the nanocages, serving as a connecting node for the formation of
the three-periodic framework. As can also be seen in Fig. 14.4, two different types
of nanocages (e.g., represented by the yellow and green octahedral clusters) are
interacting with each other via   : : :   stacking between the central aromatic rings
of the ligands. However, the MOF retains the nanosized cavities, which originally
belonged to the MOPs.

More recently, Eddaoudi and Lah introduced other design strategy to construct
MOFs of high structural complexity based on the concept of supermolecular
building layer (SBL) [3, 62]. From this approach, it is experimentally possible to
construct three-periodic frameworks via pillaring of two-dimensional MOFs using,
for example, the neighboring accessible metal/axial sites. Figure 14.5 shows a
pillaring scheme of four different 2D MOFs leading to the construction of several
topologically different MOFs.

In conclusion, the use of the combination between Crystallography and Coordi-
nation Chemistry concepts – symmetry and connectivity of metal ions and organic
linkers, experimental conditions of the synthesis (see below), the great variety of
available starting materials, and so on – is a great opportunity that can’t be missed
for the future “designers” of MOF crystals.

3 Synthesis and Characterization

Several synthetic approaches for MOF preparation have been presented and dis-
cussed in a few review articles [6, 63, 64]. Most of them are solution-based methods
such as direct mixing of soluble metal ions and organic linkers (direct addition or
slow diffusion in vertical tube) [65] and solvothermal (using electrical heating) [38],
microwave-assisted (also under solvothermal conditions) [66], sonochemical [67],
and electrochemical [68, 69] synthesis. Solvothermal synthesis, for example, though
very important for growing large and high-quality crystals, needs long reaction
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Fig. 14.4 (a) N,N
0

,N00-tris(3-pyridinyl)-1,3,5-benzenetricarboxamide ligand; (b) discrete octahe-
dral [Cu6L8]12C MOP with blue faces representing C3 ligands and green vertices representing
Cu2C ions; (c) a pcu-net obtained by the linkage between the MOPs and nitrate anions; (d)
schematic packing diagram of the crystal structure showing the ditopic nitrate as green or yellow
rods and the � : : : � intermolecular interaction, as gray dots (Figure adapted and reprinted with
permission from [61])

times, occurs in relatively high temperature (�400 K), and requires the use of
costly, harmful, and high-boiling-point organic solvents such as dimethylformamide
or diethylformamide (which act, in some cases, as templates). Besides that, the
formation of impure phases – unreacted or recrystallized organic linker molecules,
for example – results in a low product yield when the MOF is prepared by this
technique. However, from an environmental point of view, solid-state synthetic
approaches are much more adequate to prepare MOF materials. In this context, the
mechanochemical method [70, 71] (such as mortar grinding or high-energy ball
milling of the metal salt and organic linker) occurs in room temperature; is a very
fast, high yield, virtually solvent-free route; and has been widely used to synthesize
some MOFs since 2006 [72]. More recently, in order to avoid the use of soluble
metal precursors (and the subsequent undesirable formation of acidic by-products),
an alternative synthetic strategy starting from cheap solid metal oxide/hydroxide has
been proposed [73]. Therefore using this synthetic method, as a result, it is possible
to prepare MOFs with water as the only by-product. In this same green synthesis
perspective, since 2011, dry gel conversion (DGC) synthesis has been investigated
[74–76] to obtain uniform crystalline MOFs in high yield, using a very reduced
reaction volume and generating a minimum amount of waste. Finally, another not
less important issue to be highlighted is that, independent of the method applied,
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Fig. 14.5 Schematic pillaring of sql, kgm, hxl, and hcb 2D layers to form the pcu, fsc, kag, hex,
bnn, hms, gra, and tfz nets. Red rods represent the ditopic ligands (Reprinted with permission from
[5])

there are very important reaction parameters that affect the synthesis of MOFs,
mainly pH, solvent, metal/ligand molar ratio, the concentration of starting materials,
reaction time, and reaction temperature.

Size- and Shape-Controlled Synthesis As expected to most nanoscale materials,
nano-MOFs exhibit physical properties distinct from their corresponding bulk
crystalline powders [77, 78]. For this reason, depending on the intended application,
in particular, it is more appropriate that the MOFs are miniaturized at nanometer
scale [26]. Likewise, it is also important that MOFs have nano- and microcrystals
whose morphologies are well regulated [79]. Figure 14.6 shows a high-resolution
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Fig. 14.6 (a) Very high-resolution TEM image of a Zn-MOF-74 nanoparticle (20 nm) oriented
along the [001] direction showing a hexagonal arrangement of the pores. (b) A closer look at the
pores of the particle, where the Zn cluster can be visualized (Reproduced with permission from
Sánchez-Sánchez et al. [80])

TEM image of a monodisperse Zn-MOF-74 nanocrystal [80], where the metal
clusters and the hexagonal channels of �11 Å of diameter can be observed.
According to the authors, this was the first time that high-resolution electron
microscopy data allowed the observation of a metal cluster linking the organic phase
in an MOF.

Although this MOF has been obtained by the direct mixing method at room tem-
perature and, in principle, the methods used to synthesize conventional micrometer-
sized MOF materials [81] can be used to prepare nano-MOFs, there are more
specific synthetic approaches to obtain size- and shape-controlled MOF particles
[82, 83]. Coordination modulation [84, 85] is one of the most used methods in which
monodentate ligands are introduced in a reactional environment in order to directly
compete with the linker molecules for the coordination sites at the inorganic building
units. Monocarboxylic acids, such as acetic acid or formic acid, for example, can
be used as coordination modulators, playing an important role in controlling the
nucleation and growth (crystal size and morphology) of the particles. Kitagawa et
al. reported an interesting study at the beginning of the 2010s [86], in which it was
shown the morphological transition of HKUST-1 crystals (from octahedron to cube
nanoparticles) with an increase in the concentration of the modulators (n-dodecanoic
or lauric acids, in this case). Alternatively, a large excess of the polydentate linker
[87] can also be used for this same purpose. In any case, both mechanisms of
modulation often improve the reproducibility of the synthesis and the crystallinity
of the obtained MOF nanoparticles. A second strategy well known to modulate
the size and the morphology of MOF particles, in part, involves the preparation of
reverse micelles by mixing two immiscible liquids in the presence of a surfactant.
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In this typical case, the obtained microemulsions act as nanostructured chemical
reactors confining the synthesis of MOFs to the nanometric scale [88]. Besides
that, by adjusting the concentration of the surfactant, Sun et al. have demonstrated
that it is also possible to control the nanoparticle morphology, and, in this way,
cubes, truncated cubes, cuboctahedrons, and octahedrons could be obtained [89].
However, it is worth to mention that the microemulsion approach affords poor yields
as well as have a low reproducibility, most likely because of a large number of
parameters associated with the processes of micelle formation. To avoid some of
these problems, Maspoch et al. [90] have proposed the use of spray-drying as a
method for creating and heating droplets containing the precursors without the need
to add immiscible solvents or surfactants.

Large-Scale Production To produce high quantities of MOFs to the market, some
synthetic routes have been investigated. The methods for upscaling manufacture
of MOF-based products must fulfill certain requirements such as reproducibility,
efficiency (high yields), economy (not expensive raw materials), and environment-
friendly (high purity of product and low energy consumption). From 2005, when
it was reported by the first time the use of the electrochemical route to prepare
HKUST-1 [91], BASF company has been producing this MOF on a ton scale
(Basolite C300, commercialized by Sigma-Aldrich) [64] using this versatile and
low-cost method. Continuous MOF production can also be reached using flow reac-
tors [92, 93], solvothermal method [94, 95], spray-drying or aerosol continuous-flow
technique [96, 97], or the virtually solvent-free mechanochemical route. From this
solid-state methodology, synthesis by extrusion has recently allowed the continuous
and large-scale production of some types of MOFs [98]. Some interesting works
have also been published in literature concerning the use of different synthetic
strategies for scalable batch production of some MOFs [99–102]. Besides the
utilization of versatile scale-up methodologies to prepare large quantities of MOFs,
typically they are obtained as powders. It is convenient to process and formulate
them into specific macroscopic shapes with a view toward application-specific
configurations. In fact, from different approaches such as mechanical pressure, the
use of extrusion methods, or incorporation of binders, some authors have reached
success in shaping MOF powders into mm-sized extrudates [103], spherical pellets
[104], spherical beads [96], and monoliths [105], among others. Under this same
perspective and envisaging industrial applications [106, 107], MOFs have also been
employed in the production of crystalline thin films [108–114], membranes [115–
117], and composites [118–123].

Characterization of MOFs To determine the structural and surface properties of
MOFs, several experimental techniques are available. Due to their very large unit
cells and high structural complexity, single-crystal X-ray diffraction (XRD) is
the main method for determining the structure of these coordination solids, and,
for this purpose, single crystals are indispensable. However, some MOFs do not
yield suitable crystals, and, in these cases, we have to recourse to complementary
experimental and computational methods of structural analysis such as solid-
state nuclear magnetic resonance [124], powder X-ray diffraction and scattering
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measurements [125], and X-ray absorption (EXAFS) spectroscopy [126]. Besides
the use of these techniques for structural analysis, it is also important to know other
very special properties of the MOFs such as particle size and morphology [127,
128], thermal stability [129], and surface properties. Concerning to this matter and
according to Stoddart et al. [130], the applicability of nitrogen adsorption at 77 K
as standard method for surface area assessment and micropore size analysis must
be made with care, and, for this reason, since 2015, the IUPAC has recommended
the use of argon adsorption at 87 K to determine surface properties of microporous
materials, including MOFs [131]. Finally, it is also important to mention that in
order to understand the complicated nucleation and crystallization processes of
MOFs from solutions and to gain more detailed information on the interactions
at molecular level [132], some authors have been using time-resolved in situ
techniques such as X-ray absorption spectroscopies [126], X-ray diffraction [133],
synchrotron diffraction [134], and high-resolution microscopies [135, 136]. In fact,
to understand how complex extended networks are self-assembled in solution from
simple metal salts and organic ligands is very important, not only to have some
control over the reaction conditions, but it can allow the isolation of kinetic phases
that may have practical applications as well.

4 Applications

The unique physical and chemical properties of MOFs, such as permanently ordered
porosity and tunable functionality, make them very interesting materials for a wide
range of technological applications [137, 138]. More specifically, the use of MOFs
in drug delivery and photonics will be discussed in detail on this chapter (see later),
while review articles in gas storage [23, 57, 139–149], gas separation [150–153],
catalysis [25, 154–158], and magnetism [31, 159, 160], among others [29, 161–167],
are easily accessed. However, despite the vast literature on this exciting growing
research area, we intend here to present available literature about two very important
aspects when referring to applications of MOFs: pore size and pore wall surface.
In fact, for some applications (especially gas storage/separation and catalysis), the
very small micropores (< 2 nm) available in most MOFs can be an issue in mass
transport, for example. For this reason, some different strategies have been used
to introduce large pores [167, 168] aiming the construction of mesoporous [169–
171] MOFs and macroporous [172] materials as well, such as capsules, hollow
microspheres, and so on. The use of longer organic linkers [173, 174] was one of the
first methods to introduce large pores in MOFs, although in some cases it can lead
to interpenetrated structures (catenation) [175–177], reducing the available surface
area, pore size, and framework stability as well. Surfactant templating is another
approach that can be used, and in this case, the mesopores are present in addition to
the micropores [178–180]. Besides the possibility of tailoring pore size, it is also
possible to modulate the pore surface by attaching functional groups to organic
linkers and, in this way, give MOFs new levels of functionality. In this context,
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Yaghi et al. [181, 182] have proposed a method that allows the prediction of gas
adsorption properties of the same MOF crystal after the incorporation of different
combinations of functional chemical groups. Several different functionalities can
also be introduced into one MOF structure, with full retention of its crystallinity and
porosity, by covalent post-synthesis modification (PSM) approach, i.e., chemical
modification after the synthesis of the MOF [183–185]. The tailoring of the pore
wall can occur either by the covalent attachment of functional groups to the organic
linkers or the coordinatively unsaturated open metal sites within the backbone of
MOFs, among other strategies [186–189]. In addition to the covalent chemistry
within the pores, new properties such as acidity/basicity or magnetism can be
provided by the encapsulation of inorganic nanoparticles into the pores of the MOFs
[28, 190, 191]. This synthesis strategy for tailoring the pore architecture has given
to MOFs new performances, mainly in the area of heterogeneous catalysis [192].

MOFs in Drug Delivery MOFs provide different opportunities for applications
in the biomedicine area. Most of them, including drug delivery and intracellular
imaging, require the use of biologically compatible metal ions and organic linkers
(bio-MOFs) [193]. In fact, several MOFs have been carefully designed and synthe-
sized by the judicious selection of specific inorganic bioelements (e.g., zinc, iron,
copper) and biomolecules such as amino acids, nucleobases, and sugars, among
others. Building blocks based in biomolecules can offer some additional advantages
to MOFs as higher structural diversity and framework flexibility, significantly
impacting in the properties of the biomaterial obtained. Moreover, the chiral centers
of some biomolecules afford the possibility to combine chirality and porosity in a
single material, giving it unprecedented selectivity in molecular recognition [194].
Concerning the use of bio-MOFs as drug carriers, these materials exhibit in fact the
main desired properties for the application, such as exceptionally high surface areas
and large pore sizes (for drug encapsulation), intrinsic biodegradability (as a result
of relatively labile metal-ligand bonds), and functionality for covalent post-synthesis
grafting of drug molecules [195]. Bio-MOFs also can be scaled down to nanosize
in order to allow the entrance of anticancer drugs into the cells [196]. It should
be highlighted that when a drug is administered by conventional means, its action
may be limited by some factors such as low solubility, high toxicity, very short
biological half-lives (e.g., as ibuprofen), and/or in vivo degradation [26, 197]. And,
in this context, storage systems and controlled release provide some advantages over
conventional methods, including the maintenance of constant drug levels within the
organism and the possibility of direct application of the drug to the main action
sites [198]. Some factors must be taken into consideration in the development of
drug delivery systems, including the chemical nature, the porosity and adsorption
capacity of the biomaterial, and the different kinetic mechanisms to control the
release, such as erosion or swelling of the matrix and/or diffusion of the drug [199,
200]. Based on this, two general strategies have been developed to use MOFs in
drug delivery. As illustrated in Fig. 14.7, in the first one, the organic linker itself has
therapeutic activity, while, in the other, the pharmacological species is incorporated
within the porous structure of the MOF [201].
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Fig. 14.7 MOFs as drug carriers. (a) Drug as an organic linker; (b) drug adsorbed into the porous
structure of the MOF (Reprinted with permission from Imaz et al. [194])

The use of MOFs with large surface area to high drug loading can be avoided in
the first approach [199]. Some bio-MOFs have been constructed using this strategy,
such as bioMIL-5, based on Zn2C ions and azelaic acid, an antibacterial agent
[200], the biocompatible porous Mg-gallate with antioxidant activities [201], and
bioMIL-1, a biodegradable MOF containing Fe3C ions and vitamin B3 [202] and
a zinc MOF with curcumin, a biomolecule with antioxidant and anti-inflammatory
activities [203]. On the other hand, when a drug is adsorbed into the porous of bio-
MOFs, several factors may influence the drug release kinetics, including exogenous
concentrations of ions, pH, and temperature. In fact, it was recently reported that
the release of 5-fluorouracil drug from the MOF UiO-66-NH2 is simultaneously
controlled by pH and Ca2C concentration on bone tumor cells [204]. Some drug
release studies showing the potential application of MOFs as drug carriers are
compiled in Table 14.2.

It is also important to mention that this new area of biomedical applications
is just in the beginning, and numerous detailed investigations of the MOF usage
as drug carriers will be required before clinical use. These actions must involve
the evaluation of the bio-MOFs in vivo toxicity, determination of the stability
in biological environment, investigation of the mechanisms of degradation in the
organism, the modification of MOF surfaces to improve the cellular recognition,
and also, undertaking drug metabolism and pharmacokinetic (DMPK) studies [26].

MOFs in Photonics MOFs can exhibit luminescence if they are constructed from
certain metals (e.g., lanthanide ions), specific organic ligands, or when they adsorb
luminescent guest molecules [27]. The photophysical behavior can come from
different sources, such as antenna effect (see below), excitation of fluorophore
linkers, or charge transfer mechanisms. These porous materials are usually sensitive
to UV excitation, but some of them can also show emission when exposed to
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Table 14.2 Some MOFs examples in drug delivery

MOF Drug Loading (g.g�1) Release rates Refs.

[Zn(NO2-BDC)(dmbpy)0.5]n Busulfan 0.17 45%, 0 55%, 20 [205]
[Cu2(L2)(H2O)2]n 5-fluorouracil 0.42 96%, 5 d [206]
NH2(CH3)2[Zn3(L’)2]n 5-fluorouracil 0.22 92%, 5 d [207]
[Zn8(O)2(CDDB)6(DMF)4(H2O)]n 5-fluorouracil 0.66 65%, 3 d [208]
[Cu(L”)(4,40-bipy)(H2O)]n 5-fluorouracil 0.27 61%, 4 d [209]
MOF-74 Ibuprofen 0.21 50%, 4 h [210]
[Zn2(1,4-bdc)2(dabco)]n Ibuprofen 0.15 80%, 12 d [211]
MIL-53-Fe Ibuprofen 0.21 100%, 21 d [212]
Bio-MOF-1 Procainamide 0.22 100%, 3 d [213]
MIL-100-Fe Sodium diclofenac 0.63 63%, 3 d [209]

NO2-BDC 5-nitroisophathalate, dmbpy 4,4´-dimethyl-2,2´-bipyridine, L 2,5-di(30,50-
dicarboxylphenyl)pyridine), L’ 1,10,40,100,400,1000-quaterphenyl-3,5,3000,5000-tetracarboxylic
acid 1,3,5-benzenetrisbenzoate, CDDB 4,40-(9-H carbazole-3,6-diyl)dibenzoic acid, L”
diphenylmethane-4,40-dicarboxylic acid, 4,40-bipy 4,40-bipyridine, 1,4-bdc benzene-1,4-
dicarboxylic acid, dabco 1,4-diazabicyclo[2.2.2] octane

X-rays, through a phenomenon called scintillation [214–216]. The luminescence
based on the emission of the fluorophore organic ligand is particularly interesting for
biological applications, since the materials can be synthesized using biocompatible
metals (bio-MOFs, see above). However, when the metallic ion is also susceptible to
excitation, it opens up a range of possibilities for designing new structures through
supramolecular chemistry and crystal engineering knowledges [217]. Typically,
some lanthanide-based MOFs, named Ln-MOFs, show high luminescence under
UV excitation through antenna effect. This phenomenon involves the absorption of
UV radiation through the ligand’s conjugated bonds and the transfer of this energy
to the lanthanide ion, which then proceeds to emit visible light through f-f transitions
[218]. Ln-MOFs have attracted extensive attention due to their permanent porosity
and the unique luminescence properties such as high emission quantum yield,
long-lived emission, large Stokes shifts, and characteristically sharp line emissions
[219–224]. For these reasons, in the last years, a new set of applications for these
multifunctional materials has emerged, and some of them are illustrated in Fig. 14.8.
Besides the use of chemical sensors and biological markers (see below for more
detail), Ln-MOFs can also be utilized for gas storage, as materials for organic light-
emitting diodes (OLEDs) or as magneto-luminescent materials [225–227].

One of the most reported potential applications for Ln-MOFs is as chemical and
biological sensor. There are a lot of mechanisms in which the MOF can alter a
property producing the sensor signal. Ln-MOFs usually can be changed in their
luminescence behavior when a substance enters into their cavities; however, the
mechanisms in which this happens are dependent on the system. The pore size
can be a factor for selectivity, alongside the particular properties of the lanthanide
ion and/or the organic spacer. An Ln-MOF with large pores, for example, can
be selective for small molecules if they contain open sites or functional groups
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Fig. 14.8 Schematic representation of porous lanthanide-organic frameworks with versatile func-
tionalities (Reprinted with permission from [226])

that the analyte can interact with. On the other hand, although Ln-MOFs with
small pores are most selective for small molecules, the permanence of these guests
inside the cavities is dependent on the interactions as well [228–232], which can
include hydrogen bonding to the structure, covalent bond with the inorganic building
block, and/or chirality (for enantiomeric sensing) [233]. Besides that, nanosized
synthetized MOFs are ideal for sensing applications since the effective contact
area between the analyte and the porous surface is increased, thus intensifying
the signal [234, 235]. In this context, there are recent and advanced studies
on using Ln-MOFs as molecular thermometers, pH sensors, and imaging agents
[236–238], where nanoscale MOFs are important for biological applications of these
types of sensors, especially for monitoring small temperature and pH changes in
biological environments such as living cells. In fact, under the biomedical point of
view, Ln-MOFs exhibit some particular physical properties that make them possible
to use in quantitative (biosensor) and qualitative (MRI and optical multimodal
imaging contrast agents) sensing [88]. As mentioned above, the use of luminescent
nanoMOFs in this area is highly promising, by giving them the capability to enter
into cells through the mechanism of endocytosis [239]. One of its first applications
was in the detection of dipicolinic acid (DPA), a component of bacterial endospores
[232]. After that, several organic compounds – from ascorbic acid, glucose, and
dopamine to large biomolecules such as DNA and proteins – and bioelements
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(Cu2C, Fe3C) were fast and efficiently detected using Ln-MOF-based sensors [232,
240]. On the other hand, contrast-enhancing agents based on gadolinium MOFs [88]
have been used in noninvasive MRI diagnostic technique [219]. The paramagnetic
properties of the Gd3C ions increase the proton relaxation rates in tissues, making it
possible to reduce substantially the contrast agent dose used during the procedure.

5 Final Considerations

We hope that this chapter is useful for an introduction to the fascinating MOF
research area whose importance has been demonstrated by the very large number
of publications, growing engagement of researchers from other fields and emerging
commercial interest. Nowadays, an MOF picture is on the cover of a highly
regarded book of General Chemistry [241], and one of the syntheses has been
recently published in the Journal Chemical Education [242]. With almost limitless
possibilities for the tuning of the metal centers and organic linkers, new MOFs with
unimaginable properties are being discovered, but that is only the beginning. With
the design and synthesis of new organic linkers [5, 243, 244], usage of ligands other
than carboxylate ones [245–248], modification of the chemical components and/or
physical forms of MOFs [249], and the possibility of structural transformation
under various stimuli [24, 250–253], helped by recent advances on computational
screening [254, 255], new frameworks with desirable topologies, architectures, and
improved performances will be obtained. And then, the pores of these fascinating
materials could be commercially exploited in a range of processes such as carbon
dioxide capture [146, 256–258] and transformation [259], hydrogen storage for
fuel-cell vehicles [260], natural gas adsorption for green car [261, 262], and so
on. In fact, it is not surprising that some renowned researchers of the MOF
area, such as Jeffrey R. Long and Omar Farha, have recently created the Mosaic
Materials and Nu Mat Technologies start-up companies [263], respectively. Besides
that, the MOF field is also taking several new research directions such as the
possibility of manufacturing molecular-electronic devices through the incorporation
of dynamic interlocked components within MOF crystal lattice [264–267], the X-
ray structure determination of natural large biomolecules within MOFs [268, 269],
the investigation of framework melting into an amorphous liquid as route for the
synthesis of glasses with controllable chemical functionality [270], and the use of
MOFs as sacrificial templates for syntheses of materials [271, 272]. As Yaghi has
recently said, in a very elegant paper [273], “the emerging inclusion properties of
these materials are examples of the far-reaching implications and significance of
translating molecular chemistry into the solid state.”
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Chapter 15
Review on Simulation Models for Materials
and Biomolecular Study and Design

Carlton Anthony Taft and Jose Gabriel Solano Canchaya

1 Introduction

From quantum mechanics, we know that a 3N wave function that obeys the
Schrodinger equation (SE) can be used to determine the properties of an N-
particle system. However, since the number of atoms of a macroscopic material
is on the order of 1023, for a realistic system, it is not trivial to solve SE, i.e.,
approximations/alternatives become necessary. Hartree eliminated the dimension-
ality problem of electrons yielding single-electron wave functions in a mean-field
approximation for electrons. Since the nuclei are more massive than electrons
and move faster, the Hamiltonian can be further simplified, i.e., motion of nuclei
can be neglected in the Born-Oppenheimer (BO) approximation. Hartree’s method
depends on a three-dimensional space instead of a 3N-dimensional space. However,
electronic correlation is not taken into account. Incorporating antisymmetry of the
wave functions yields the Hartree-Fock (HF) method, whereas pairwise electron-
electron repulsion is replaced by the interaction of the ith electron with the average
electrostatic field, and an exchange term keeps electrons with the same spin apart.
The conceptual framework for chemistry as well as the theoretical foundation
of methods that model chemical compound’s electronic structure is provided by
quantum mechanics [1–8].

In this chapter, we review HF, post-HF (CI, MRCI, CC, MCSCF, CASSCF,
MBPT, LMP2, CCSD(T)), semiempirical (Hückel, CNDO, INDO, NDDO, MNDO,
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AM1, OMx, PM7, RM1), density functional theory ((challenges, LDA, GGA,
meta-GGA, hyper-GGA, hybrids, range separation, screened, fitting, adiabatic,
local, fifth rung) functionals, random phase approximation, thermochemical data
sets, prediction of geometries, reaction barriers and kinetics, hydrogen bonding,
response functions, performance of DFA, van der Waals forces, frontier eigenvalues
and band gaps, time-dependent DFT, vdW-DF, and new trends), basis sets, plane
waves and pseudopotentials, projected augmented plane wave method, generalized
plane waves, wavelets, discrete variable representations, augmented and mixed
basis sets, Wannier functions and real-space grids, quantum Monte Carlo, ab initio
molecular dynamics, quantum mechanics/molecular mechanics, coarse-graining,
and multi-scaling. An overview of selected application areas for materials and
biomolecular structures, including functional materials is also presented, i.e.,
dielectrics, capacitors, batteries, superconductors, hydrogen storage, photovoltaics,
catalysts, nanomaterials, surface adsorption, and functionalization [1–24].

2 Approaches to Solve the SE

At present, there are three approaches to solve the SE. The first is the quantum-
chemical ab initio method that yields a convergent path to exact solutions of
quantum-mechanical SE. Nonetheless, these methods are expensive, and for cor-
related/accurate approaches, they are in general restricted to small molecules. The
second method is density functional theory (DFT) with a good performance/price
ratio, which yields, for medium-sized molecules, sufficiently accurate calculations.
Notwithstanding, the first-principle nature of DFT, the method does not yield a
systematic path for improvement. The third method is quantum-chemical semiem-
pirical, which involves parametrizations and approximations, but makes them
efficient with the possibility of modeling in a realistic manner larger molecules,
but with limited accuracy. The models are also divided into those that depend on
wave function theory (WFT) and those that depend on DFT.

3 Valence Bond and Molecular Orbitals

Concepts of valence and bonding are central to understand reactivity and molecular
structure, whereas the treatment of molecules via quantum mechanics is necessary.
Valence bond (VB) and molecular orbital (MO) theories are two alternatives to
explain chemical bonding. VB, chemically intuitive, helps understand chemical
concepts based on bond/lone pairs. During the second half of twentieth century, with
increasing computer power and programs, the attractive orthogonal MO formalism
has become very tractable, in particular, for medium-sized molecules. MO theory is
an extension to the molecular regime of the atomic structure. They are delocalized
over nuclear framework yielding computationally tractable equations. The linear
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combination of atomic orbitals (LCAO) is at the heart of the MO approach.
Generating MOs from LCAOs helps understand, from an electronic structure
view point, the relationship between atoms and molecules. In VB theory, electron
correlation is overemphasized, whereas in simple MO theory it is neglected. In
polyatomic molecules, directed valence, based on principle of maximum overlap
and valence shell electron pair repulsion (VSEPR) theory, has been successful.
Improvements in both VB and MO theories can lead to convergence [23].

4 HF and Post-HF

For polyatomic molecules, MO theories can be classified as electron-independent
(non-self-consistent field) and electron-dependent SCF methods. The non-SCF has
the possibility of modeling in a realistic manner larger molecules. Hückel’s theory
only includes   basis, whereas extended Hückel theory includes all valence basis.
SCF methods iteratively solve many-electron SE equations in matrix form based
on HF theory. They are ab initio when the Fock matrix is constructed from first
principles and semiempirical when approximation and parameters are used. The HF
method treats interaction of one electron with the average field of other electrons
but does not consider instantaneous electrostatic interactions, whereas correlated
motions of electrons are neglected, yielding higher energies. Correlation energy is
the difference between exact and HF energies. Note that the quantum-mechanical
exchange term, i.e., two electrons of same spin cannot occupy a single orbital, is
included in HF theory [1].

For a good description of properties and structure of molecules, electron
correlation is necessary and thus addressed in post-HF methods, i.e., configuration
interaction (CI), multireference CI (MRCI), multiconfiguration SCF (MCSCF),
coupled cluster (CC), many-body perturbation theory (MBPT), and complete active
space self-consistent field method (CASSCF) [3, 13, 14].

MO theory is improved via configuration interaction (CI), whereas excitation of
one or more electrons (single, double, and multiply occupied) configurations can be
generated. Slater determinants can be used to describe these excited configurations.
In CI methods, we note that HF determines energetically the best determinantal
trial wave function which could however be improved with more configurations.
Excited configurations can be generated promoting electrons from occupied to
virtual orbitals. MRCI uses an expansion of Slater determinants (corresponding to
excitation of ground state configurations and some excited states).

Dynamic correlation for closed shell ion addresses instant correlation between
electrons occupying same spatial electrons, whereas nondynamic correlation
describes electrons avoiding each other by occupying different spatial orbitals.
Consequently, one Slater determinant cannot describe the ground state, and MCSCF
is necessary. In the MCSF, the MOs construct the determinants whereas coefficients
are optimized using the variational principle. The optimization is an iterative-like
procedure.
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In the CASSCF method, the selections of configurations are performed by
partitioning the MOs into inactive and active spaces, whereas the active MOs
have some of the lowest unoccupied as well as highly occupied MOs from an HF
calculation. Other high virtual orbitals and high stable orbitals constitute the inactive
orbitals (doubly occupied or completely unoccupied).

In MBPT, the Hamiltonian operator consists of the unperturbed Hamiltonian
and the perturbation term, yielding corrections of various orders. As one increases
from zero to finite values, the perturbation, the energy, and wave functions change
continuously, which can be written as a Taylor expansion (power of perturbation
parameter). Perturbation approaches (MP2, MP3, etc.) were quite powerful/popular
QM methods which naturally include dispersion effects. However, they show
systematic errors causing unbalance to intermolecular interactions contributions,
whereas the accuracy at MP2 level is not guaranteed.

A traditional well-established WFT methods yield reliable accurate results.
Correlations (electron-electron) are introduced by many-body wave function (WF)
expansions, i.e., single (S), doubly (D), triply (T), etc., excited determinants
(using reference wave functions). In full configuration interaction (FCI), all excited
determinants are included which yields the best variational results (for given basis
set). Due to high computational cost with increasing electrons and basis functions,
these calculations are only performed on small systems.

The coupled cluster (CC) theory was constructed for interacting particles system
using N-particle excitation operators. Once trial wave functions are expressed
as determinant of HF orbitals, one obtains coupled nonlinear equations whose
amplitudes are solved by some iteration technique in order to compute the CC
energy. This approach emerged as very practical reference method. Consequently,
CC with singles, doubles, and perturbative triples has been considered a “gold
standard” for many applications (medium systems) although accuracy in large
systems have not been confirmed. The CCSD(T) approach extrapolated to complete
basis set (CBS) limit, i.e., CCSD(T)/CBC, is accurate for intermolecular interaction
energies providing results of chemical accuracy (1 kcal/mol). For small systems
with dispersive interactions, it may be necessary to use 0.1 kcal/mol subchemical
accuracy.

Other approaches include complete active space with second-order perturbation
theory (CASPT2) and LMP2 theory where the Hartree-Fock orbitals are localized
to lone pairs and bonds from which electrons are correlated, rather than the Hartree-
Fock delocalized canonical orbitals. Electronic structure quantum Monte Carlo
(QMC) is a set of methods for solving the stationary Schrodinger equations using
sampling of wave functions in the space of electron positions and usage of stochastic
processes. This approach also indicates basis set-based limitations.

At this point, it is noteworthy that DFT reasonably includes electron correlation
at a fractional cost of typical post-HF methods previously discussed.
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5 Basis Sets

After selection of methods, it is necessary to represent the orbitals by basis sets,
i.e., a linear combination of functions, which can represent exactly any reasonable
function (limit of complete base set). Quantum chemists have used Slater-type
orbitals (STOs) with a radial part that is exponentially decaying as well as Gaussian-
type orbitals (GTOs), which is widely used in software. The coefficients of the linear
expansions are fixed, and only the orbital expansion coefficients are optimized.
Fixed linear combinations of these primitives can define angular momentum
(contracted basis sets). Slater/Gaussian sets are centered at nuclei (atoms) leading
to linear combination of atomic orbitals (LCAO). WF methods, unfortunately, have
known imitations. The correlation energy converges slowly with size of one-particle
atomic basis sets. There are often basis sets superposition and incompleteness
errors. For benchmark calculations, large basis sets (augmented with diffuse basis
functions) are often necessary [1, 24].

6 Plane Waves and Pseudopotentials

In order to solve the many-body problem SE (with large number of ions and elec-
trons) more simplifications are required for practical purposes. Taking advantage
of symmetry and periodicity of solid structures is one route. In addition, core
electrons are typically not involved in bonding making it advantageous to write
the MO in terms of plane waves with the periodicity of the crystal structure. Plane
waves are rooted in solid-state theory, whereas the periodicity of the lattice yields a
periodic potential, imposed on the density (Bloch’s theorem). Forming a complete
and orthonormal set of functions, plane waves can be used to expand orbitals where
labeling can be given by vectors in reciprocal space yielding simple forms for total
electronic energy and gradients. It is noteworthy that plane waves do not depend
on the positions of the nuclei and are delocalized in space not favoring specific
atoms or regions. To improve quality of basis set, it is necessary to increase the
cutoff energy (largest reciprocal vector included in the finite expansion). Plane
waves also have advantages with delocalized electrons. A plane wave basis is a
lattice-symmetry-adapted three-dimensional Fourier decomposition of the orbitals.
Consequently, ever larger Fourier components are necessary to solve structures in
real space with decreasing small distance scales.

Core electrons can be considered inert and thus removed explicitly. Actually,
they can also be represented by smooth modeless effective potential (effective core
potentials, ECPs), i.e., the pseudopotential which yields pseudo-wave functions
representing valence electrons close to the nuclear core region as smoothly as
possible. Nonetheless, properties that depend essentially on wave function close
to core are not obtained in a straightforward manner. Valence wave functions
are highly oscillatory inside core region where many terms are required for their
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expansion. This leads to the usage of so-called pseudo-wave functions for valence
states (replacing true all-electron wave functions). However, this method is subject
to transferability errors and information on the all-electron wave function in the core
region is lost [4].

7 Plane Wave Methods

In order to address pseudopotential method drawbacks, powerful techniques were
introduced for plane wave calculations, i.e., “soft” norm-conserving ab initio
pseudopotentials, ultrasoft pseudopotentials, and the projector augmented wave
(PAW) method. The PAW method uses operators to map a smooth auxiliary wave
function into the true all-electron single-particle wave function. The wave functions
are decomposed into one with rapid oscillations acting only at nucleus and another
that is smooth everywhere. Although each part is treated separately, information
about the core region is not lost, and the all-electron wave function can at any time
be retrieved [4, 25].

The above methods led to important approaches for plane wave/pseudopotential
electronic structure calculation using the DFT framework. It is noteworthy, however,
that for the plane waves, it may be difficult to put more required basis functions in
regions of space where they are needed such as in systems with strong inhomogene-
ity. For some cases, an enormous cutoff parameter may be needed whereas only a
few regions in real space would suffice.

8 Generalized Plane Waves

A generalization of the plane wave concept is obtained by defining them in curved
space yielding orthonormal functions that form a complete basis set and used for
reciprocal point sampling. As a result, the density of grid points (cutoff energy)
is now highest in regions close to nuclei and lowest in vacuum regions. For a given
accuracy, a lower number of generalized plane waves are required allowing even all-
electron electronic structure calculations where the simple plane wave fails. Other
methods consider the distortion of the metric frozen spherically around atoms via
deformation functionals leading to nonuniform atom-centered meshes in real-space
methods. In such approaches, locally adaptive models based on predefined coor-
dinate transformations are used for Pulay force contributions evaluated explicitly.
Freely floating Gaussians can also be used, which are distributed in space forming
an originless basis set (not atom fixed/localized) [25].
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9 Wavelets and Discrete Variable Representations

Similar to generalized plane waves are powerful multiscale properties of wavelets
which allows exploitation of multiple length scales without introducing Pulay forces
(handled efficiently by wavelet transformation). They also count on powerful routes
to linear scaling. The discrete variable representation (DVR) approach consists of
using continuous functions which satisfy properties of eigenfunction positions on
an auxiliary grid yielding high localization about the auxiliary grid points. Plane
waves are simple but lack the spatial bias of Gaussian basis sets which eliminates
the problem of delocalization at the expense of increased complexity. However,
DVR can be well localized about points on the grid with basis functions that satisfy
orthogonality and completeness relations and constructed for simple basis functions
according to boundary conditions [4, 25, 26].

10 Mixed Basis Sets

There are two extremes: plane waves on one hand and localized Gaussian basis func-
tion on the other, yielding considerable long-standing efforts to combine/exploit the
mutual strengths of these approaches. The projector augmented wave method maps a
smooth auxiliary wave function into true all-electron wave function using operators
which yields highly oscillatory wave functions into components that contains rapid
oscillations smooth and continuous everywhere as well as a contribution with rapid
oscillations only in the core region for each atom. For the PAW method, for example,
each part can be treated separately. Plane waves could represent delocalized wave
functions. Centered radial grids (Gaussians, Bessel functions, polynomials) can be
used for localized contributions. One does not lose information about core region,
and all-electron wave functions can be retrieved [4, 25].

11 Wannier Functions and Real-Space Grids

For periodic solid-state theory calculations, Wannier functions can be of interest
since they are formally obtained from a unitary transformation of Bloch orbitals
and can be, under circumstances, localized exponentially and proven useful for
electronic structure calculations. The generalized Wannier functions (maximally
localized) are periodic analogs of Boys’ localized orbitals for isolated systems [27].

A completely different approach consists of using real-space methods in which
continuous space is substituted by discrete space whereas the derivative operator
and total energy expression are discretized in some way. A number of real-
space approaches have been devised including finite difference approximation
with equally spaced cubic meshes in real space, nonuniform meshes, multigrid
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acceleration, discretization techniques, and finite element methods. In real-space
methods, we can exploit the nearsightedness of electronic matter for linear scaling,
whereas the multiple length scale problem can be addressed by hierarchically
adapting the grid in framework of multigrid methods [28].

12 Intermolecular Interactions

Noncovalent interactions are important in areas such as materials science, chemistry,
biology, and drug design. These are weak interactions, i.e., with minimum changes
in the electronic structures and geometries of the individual components. Hydrogen
bonding and stacking ( -  interactions) are the most studied as they play very
important roles in biochemical systems. Other noncovalent interactions identified
include sigma-hole interaction, halogen bond, blue-shifting hydrogen bond, and
anion-/cation-  interaction. These nonbonding interactions operate at larger (several
angstroms) interatomic distances, whereas overlapping is not necessary since the
attraction arises from electrical properties of participating molecules. These interac-
tions can be described in terms of dispersion, induction (polarization), electrostatic,
and exchange repulsion components. The total intermolecular interaction potential
is determined by the balance of the cited interactions. The classical Coulomb
interaction of the monomers electron distribution (unperturbed by the interaction)
gives the electrostatic interaction. Change of the electrostatic interaction due to
polarization of the monomer charge density by the interacting molecules yields
the induction. Interaction of the instantaneous fluctuations of electronic density
and multipoles induced by fluctuation yields the dispersion term. In other words,
for induction terms, charged molecules polarize neighboring species, whereas
dispersion interactions arise from the interactions between fluctuating multipoles.
The dispersion is a correlation effect requiring a quantum chemical approach.
The attractive short-range forces are opposed due to Pauli principle (exchange
repulsion). Electrons flow from donor to acceptor in charge transfer (CT) inter-
actions. The van der Waals (vdW) forces often describe repulsion and dispersion
contributions, whereas other long-range contributions may also contribute [14,
29, 30].

13 Semi-empirical Methods

The  -electron Hückel method is one of the early semiempirical approaches. This
method uses the connectivity matrix of a molecule to generate MOs. For unsaturated
molecules, it provides good insight into stability, structure, and spectroscopy. All
valence electrons are included in the extended Hückel theory which has been
qualitatively applied to organometallic and inorganic compounds [12].
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Hückel-type methods are noniterative since they only include one-electron
integrals. In semiempirical self-consistent field (SCF) methods, two-electron inter-
actions are explicitly taken into account. The Pariser-Parr-Pople method [31, 32],
among the first SCF approach, was restricted to   electrons yielding, for unsaturated
molecules, a reliably description. Pople introduced the generalization to valence
electrons via integral approximations which satisfied rotational invariance as well
as other consistency criteria. These approximations yielded the complete neglect of
differential overlap (CNDO), intermediate neglect of differential overlap (INDO),
neglect of diatomic differential overlap (NDDO) [31–35].

For organic molecules, Dewar introduced a new parameterization strategy by
addressing the realistic description of ground-state potential surfaces via calibration
against experimental reference data. This line of work yielded MINDO/3 (INDO-
based method) as well as MNDO (NNDO-based method) and AM1. Parameteri-
zation of the MNDO model yielded PM3. The choice of empirical core repulsion
functions determines the formal difference between MNDO and (AM1, PM3) [12,
34–36].

There are two other developments based on INDO approach before 1990, i.e., in
the INDO approach, the orthogonalization corrections to the one-electron integrals
by Jug et al. as well as parametrization for ground-state properties (SINDO1) [37].
This was later upgraded to MSINDO [38]. The INDO/S method by Zerner et al.
focused on vertical excitation energies, using configuration interaction with single
excitations (CIS) [38]. The MNDO model has progressed since the 1990 from
an sp basis to an spd basis. The treatment of heavier elements has thus enabled
improving results for hypervalent main-group elements. The extension to an spd
basis has led to PM6 and PM7 covering the whole periodic table with applications
to both solid-state and molecular properties. The usage of pairwise distance directed
Gaussians (PDDG) for empirical code repulsions resulted in the PDDG/PM3 and
PDDG/MNDO models. Some recent work address hydrogen bonding and dispersion
by using special purpose parameterizations. Using a larger reference data set
introduces the general-purpose RM1 model [39–41].

By including orthogonalization, corrections in the one-electron terms of Fock
matrices yields the OM1, OM2, and OM3 models which go beyond MNDO method
since they can account for the effects of Pauli exchange repulsions [42]. OM3
includes corrections to the two-center and one-electron terms of the Fock matrix
to account for Pauli exchange repulsion. OM1 and OM2 include them in the one-
center electron term.

We note, however, that conceptually, these semiempirical methods can be
considered as simplified ab initio MO approaches. Semiempirical tight-binding
(TB) versions of DFT methods have also been designed, i.e., DFTB approach, as
well as the self-consistent charge (SCC) DFT method. We note that the DFTB
method uses extensive integral approximations and parameterizations, especially
in medium-/large-sized molecules. MNDO methods were mostly used in the 1980s
and 1990s for quantum-chemical computations [43]. At present the MNDO, AM1,
and PM3 approaches are still used along with more recent versions such as PM6 and
PM7. Although DFT calculations have become dominant, OMx methods appear to
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have merit for electronically excited states. INDO/S methods are still useful in many
applications. In biochemistry and materials science, DFTB methods are popular.
Recently, graphic processing units (GPUs) have been used on hybrid platforms to
accelerate numerically the calculations [12].

14 Density Functional Theory

It was recognized in the early 1920s that in a uniform electron gas approximation,
the kinetic energy density could lead (via constraints) to the ground-state energy
functional minimization. However, only in 1964 did Hohenberg and Kohn show
that properties of many-body systems are a function of the ground-state density
and could thus be determined. Consider any system of electrons in an external
potential. Except for a constant, the latter potential will be determined uniquely,
and all the properties of the system as well as the many-body wave function are
determined. Another theorem indicates that for all-electron system, a universal
functional for the energy of the density could be defined. The global minimum
for a given external potential would yield the exact ground-state energy. A new
independent electron problem was provided to substitute the many-body problem.
The independent electron problem can be solved by requiring the ground-state
density and the exact density to be the same. The Kohn-Sham (KS) DFT, in use
today, defines equations (self-consistent) to be solved for a set of orbitals whose
density is defined to be exactly that of the real system.

DFT, with a better cost/performance than WFT, has become, in electronic
structure problems, a very popular tool allowing us to solve the electron correlation
problem which is included in the exchange-correlation potential. However, the exact
formula is not known which yields different approximations for implementations
(B3LYP and PBE are among the popular approximations [2, 9, 15–18, 44–56].

15 Some DFT Challenges

The early basic DFT challenges focused on functionals that could yield a description
of dissociation energies and geometries of molecules. Subsequent challenges were
to address barrier heights of reactions to determine van der Waals interactions
and kinetics of chemical reactions. There is still much debate about the ability
of DFT to predict the small van der Waals interactions. Current research still
tries to determine whether nonlocal functionals of the density are required for
these interactions. Although this is one of the weakest interactions, it is essential
for a good understanding of biological processes involved in protein-drug/protein
interactions [15, 18, 57].

In DFT, simple systems can indicate intricacies of larger systems such as strong
correlations and encompass breakdown of the single-particle picture, based on a
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determinant of single-particle Kohn-Sham orbitals. The quantum nature of matter
is described by a Hamiltonian which for a Coulombic system is determined by a
specified set of nuclei with charges and positions as well as a number of electrons.
One needs to minimize the energy over all possible antisymmetric wave functions in
order to find the appropriate wave function and thus the ground-state energy. In DFT,
the external potential is a ground-state density functional. The observable 3D space
density can be used to describe the interactions between electrons. Consequently,
everything is determined. DFT is very useful for systems with many electrons.
Kohn-Sham theory is formulated as a ground-state energy expression where the
kinetic energy, the nucleus electron potential energy, and the classical electron-
electron repulsion energy are known. Although an explicit form is not available,
much is known about the principal remaining term, the exchange-correlational,
which can be expressed via density functionals.

One of the important challenges of DFT is to maintain simplicity. The DFT
functionals should not become too complicated. However, the method should not be
empirical, and the cost of the simplicity should not be too high. Density functional
approximations (DFA) lie in between. DFT was important for accurate description
of binding energies and geometries of simple molecules. The solid-state community
also widely used DFT since local-density approximation (LDA) was not performing
well, overbinding molecules but yielding good geometries. The introduction of
generalized gradient approximation followed by exact Hartree-Fock exchange led
to B3LYP that has indicated a great performance over numerous systems becoming
the most widely used functional serving as a route for improving DFT functionals
[15, 18, 57].

Another challenge for DFT is to improve description of dispersion/van der Waals
interaction and reaction barriers. One needs to go past equilibrium geometry and
better describe transition states and weakly interacting molecules. However, LDA-
/GGA-type functions underestimate by several kilocalories/mole the transition state
barriers. Basic arguments include the need for a 1/R6 decaying attractive part of
the energy, when the interaction distance increases. LDA or GGA functional do not
show this behavior. Hartree-Fock nonlocal functional indicates repulsive long-range
behavior. For weakly bound dimers, for example, popular functionals often yield
poor results. There is still thus a challenge in DFT to correctly describe covalent
bonding and van der Waals attraction [15, 18, 57].

It is important in developing DFT functional to remember the connection to
the exact exchange-correlation functional and understand how the popular approx-
imations yields known properties of the exact functional. For this purpose, the
uniform/slowly varying electron gas has been very useful. The use of eigenvalues
and orbitals to describe the Kohn and Sham reference system is the basis of most
approximations. It is also possible to consider this as a mathematical artifact not
effectively linked to density/total energy. Some authors suggest substitution of the
electron density by the potential.

Most authors solve single-electron systems using the wave function, whereas
DFT considers their total density. Thus, single electrons could unphysically self-
interact. However, including full exact Hartree-Fock exchange cancels the Coulomb
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term exactly and consequently corrects the self-interaction error. For DFT to
remain strong in the future, it is important to understand theoretical/practical
inconsistencies. In simple systems, we can still find errors of 100 kcal/mol.

Strongly correlated systems are still a challenge/important frontier for DFT. If
we consider infinitely separated protons with different number of electrons, most
functionals fail, and the integer nature of electrons is important to better understand
correlation. For integer number of electrons, the energy functionals should indicate
correctly the discontinuous behavior in order to yield the energy gap and describe
correctly strong correlation.

16 Exchange-Correlation Functionals

16.1 LDA

The form of the uniform electron gas exchange (as a functional of density) was
known from the time of Dirac in 1930. However, Monte Carlo simulations (not
first principles) served to investigate high-/low-density limits. Vosko, Perdew, and
others developed popular LDA correlation functionals. The uniform electron gas has
played an important role in the development of functionals [58, 59].

16.2 GGA

The uniform electron gas can indicate different density from that of molecu-
lar/atomic systems. We note that the gradient of the density at the nucleus tells
what the nucleus is and that the Hohenberg-Kohn proof applies to any external
potential (including nucleus), yielding some insight regarding the importance of the
knowledge of gradient of the density at a fundamental level.

Using the dimensionless reduced gradient for slowly varying uniform elec-
trons gas, the gradient expansion yields major problems when applied directly to
molecules and atoms due to the fact that their densities are not varying slowly. This
can be attributed not to the well-defined nuclei but to the exponentially decaying
atomic tails. This led to development of the generalized gradient approximation
(GGA) with the introduction of functionals for exchange. With mathematical
derivations as well as solid-state physics/chemistry involved, gradient functionals
took some time to be developed. Although many functionals have been developed,
LYP and PBE are among the main ones established [59–62].
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16.3 Meta-GGA

GGA brought an order of magnitude improvement in binding energies with respect
to LDA. There was thus much expectation for inclusion of higher order density
derivatives. Perdew and Schmidt introduced the term meta-GGA via the Jacob’s
ladder of approximation to the exact exchange-correlation functional. The ladder
starts with LDA and continues with GGA. Next, meta-GGA is incorporated with
local ingredients including the kinetic energy density [63].

16.4 Hyper-GGA

Subsequently, at the fourth ring, nonlocal functional of the occupied orbitals involv-
ing functionals with Hartree-Fock exchange terms (hyper-GGA) is introduced.
In the ladder, each rung should satisfy some constraints, whereas each step up
the ladder should have previous rung functionals (B88C, B95, TPSS, and others)
[64–68].

17 Hybrid Functionals

In 1993, an important advance came via inclusion in the functional of some Hartree-
Fock exchange using a linear model that mixed correlation type functionals with
local DFA exchange yielding BHLYP among others. Subsequently, this model was
improved using experimental data (G1 data set of Pople and co-workers) yielding
the B3LYP model (implemented in Gaussian package) which is a linear combination
of HF, LDA, B88, LYP, and VWN [69–76].

18 Range Separation

Another idea is to separate the electron-electron interaction into short-range and
long-range interactions using an error function and different functions for each
interaction. The long-range LDA exchange energy can be calculated from the
exchange-hole explicit form, and the Hartree-Fock potential can be considered
correct in the asymptotic limit. It is thus possible to mix short-range DFA with
long-range Hartree-Fock to yield a corrected functional [77–81].
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19 Screened Functionals

These solid-state types of functionals use long-range DFA and short-range HF yield-
ing an area with interesting applications in solid-state chemistry with improvements
in excitation energies and other properties [82, 83].

20 Fitting

It is difficult to determine an accurate form from first principles. A more accurate
exchange correlation functional can be obtained from a fitting approach, which
consists of using experimental information to determine/test the functionals using
some form of parameterization. Although this model has been successfully used
in B3LYP and B97 functionals, it is not clear how many parameters are required.
Nonetheless, this model has led to development of numerous functionals including
(VS98, £-HCTH, MO6-L, MO6, MO6-2X, MO6-HF) some of which indicate good
improvement over standard B3LYP [66, 67, 76, 84].

21 Adiabatic Functionals

The idea of the adiabatic connection is that the interaction between electrons can
vary with a family of Hamiltonians (H	) and minimizing wave functions §	 such
that H	§	 D §	 and �œ(r) D �(r) for all 	. The exchange-correlation energy can
thus be expressed by integral over 	. The path is from the noninteracting Kohn-
Sham system (	 D 0) to the real physical system (	 D 1). An important advance
in the functional development comes from including Hartree-Fock fraction in the
hybrid functional based on adiabatic connections. Functionals can be developed
from the adiabatic connection integrand, using both linear and nonlinear models,
as well as the exact adiabatic connection [65, 85–89].

22 Local Hybrids

Another method consists of using a variable amount of exact exchange at each point
in space. This can be done by using a local variant of exact exchange with a local
mixing function. The mixing function now plays a key role [90–93].
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23 Fifth Rung Functionals

Usage of fifth rung functionals involves unoccupied eigenvalues and orbitals,
whereas the MP2 (second-order many-body perturbation theory) functional is the
simplest form when the eigenvalues are from Hartree-Fock [94–96].

24 Random Phase Approximation

The difference between the single-particle excitations and the many-body formu-
lation yields the random phase approximation (RPA) correlation energy. RPAX
and RPAE differ in choice of eigenvalues and orbitals. Some models combine the
coupled cluster formulation with RPA, whereas others connect range-separation and
second-order screened exchange (SOSEX) with the RPA method [96–99].

25 Performance with Selected Properties

25.1 Thermochemical Data Sets

An important challenge in DFT is to test the results with experimental data of high
quality. Pople and collaborators developed the G1, G2, and G3 sets including large
molecules, ionization energies, heats of formation, proton affinities, and electron
affinities. Boese and Handy and Truhlar’s group as well as Grimme have also
developed data sets (including AE6 and BH6) that can be used to test/benchmark
DFT performance [100–103].

25.2 Prediction of Geometries

DFT has done well with geometries. Even the early LDA, without a satisfactory
energetic performance, yields reasonable geometries. Sometimes, the geometries
are better than GGA (with magnitudes of order better formation heats). For many
geometric quantities, there is also very good performance from hybrid functionals
[18, 104].
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25.3 Reaction Barriers and Kinetics

Functionals indicate good performance for atomization energies but yield poor
results for barrier heights of reactions even for the simplest reactions. Even hybrid
functionals are known to underestimate reaction barriers by 3 kcal/mol. Reaction
rates are also not well addressed. Truhlar’s group work included modification
of exact exchange to yield new functionals (MPW1K, HTBH42, NHTB38) that
address reaction barriers and kinetics [105, 106].

26 Hydrogen Bonding, Inorganic Chemistry,
and Transition Metals

Hydrogen bonding is much weaker than ionic and covalent bonds and is on the order
of 1–10 kcal/mol. They are however much stronger than van der Waals interactions
and weak dispersion. There exists a good difference between functionals that
perform on hydrogen bonding. Since there are electrostatic interactions between
fragments and overlap of electron density, functionals for hydrogen bonding has
been a challenge, yielding wide differences [107].

For inorganic chemistry and main periodic group, there appears to be improve-
ments on going from semilocal GGA to meta-GGA and forward to hybrids. When
barriers are included, the trend is to include/increase Hartree-Fock exchange. For
inorganic/transition metal chemistry, the opposite is suggested, i.e., there is a better
performance with smaller percentages of exchange [18, 108].

27 Response Functions

In general, GGAs overestimate for small molecules the polarizability. Hybrid
functionals improve the performance. Again for polymer chains, polarizability is
overestimated by LDA/GGA and corrected by HF and hybrid functionals. Similarly,
range-separated hybrids perform better for long-distance charge transfer excitations.
On the other hand, for NMR shielding constants, hybrid functionals make the
performance worse [109].

28 Performance of DFA

LDA does well in geometries but not for energetic differences. For energetics,
GGA/meta-GGA is superior to LDA. However, the three models overestimate
polarizabilities and underestimate reaction barriers. For weak interactions and
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hydrogen bonding, there is a wide variance among the methods. For some of the
most recent functionals, a much better description is obtained including Hartree-
Fock exchange in hybrids and range-separated functionals. Inclusion of theoretical
and physically motivated corrections sometimes can yield a worse description of
chemistry although they may yield good results in other areas [18].

29 Van Der Waals Forces and Simple Corrections

For the exact theory, dispersion forces are not a problem, but local/semilocal func-
tions cannot capture the asymptotic 1/R6 behavior. There may be basic/mathematical
flaws in the DFT functional, and thus failure to give correct energy for two fixed
densities at long distances has originated simple corrections.

Since LDA and GGA cannot describe van der Waals long-range behavior, the
correct 1/R6 will be missing. Empirical 1/R6 pairwise correction has been thus
proposed. These can also be functionals of both the density and the nuclear geometry
and extended to higher-order corrections. The coefficients can be calculated from ab
initio methods or derived from experimental information. Nonempirical functionals
can also be developed from the dipole moment of the exact exchange hole.
Pseudopotentials can also be used to capture the dispersion interaction. It is also
possible to develop explicit functionals from the density of two separate fragments
that are weakly interacting [110–113].

30 New Trends

One of the new trends consists of constructing approximate functionals and
minimizing the total energy. One can also allow the interaction between electrons
to vary using a family of Hamiltonians and minimizing the wave functions. Another
approach would be development of models based on implicit density functionals
[15, 18, 57].

Another way to carry out energy minimization with orbital functionals is the
optimized effective potential (OEP) method which depends, however, on the choice
of balanced potential basis sets and orbitals. The theoretical foundation of potential-
centric view was established as potential functional theory (PFT). For nonlocal OEP,
one can optimize the ground-state energy, whereas the optimization variables are
orbitals. Using functionals such as the exact exchange (Exx) yields the generalized
Kohn-Sham (GKS) equations. These are also called Hartree-Fock-Kohn-Sham
equations. For a functional such as B3LYP, GKS and OEP methods can yield similar
results [114, 115].

Although DFT is reaching success and maturity, it is important to understand
the errors which arise from the approximate functionals used in the calculations.
Understanding the root of the errors can offer good insight into improving the
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physics, chemistry, biology, and engineering involved, i.e., delocalization errors,
self-interaction, many-electron self-interaction, and fractional charges errors [116].

Since a system of fractional number of electrons does not supposedly exist, what
is the important perspective of fractional charges? Is the purpose to look at the
properties of the functional rather than the chemistry? [18]

The initial/simple way to use approximate functionals to calculate fractional
charge was to perform calculation on molecules with odd number of electrons.
These were then stretched to infinity. However, the stretching can cause technical
challenges. Another route involves modifications of code to involve fractional
occupation. Generalization to fractional numbers can also be obtained by using
fractional numbers for the frontier orbitals.

Another important question regards the correctness of ensemble or factional
occupation. We must keep in mind that the importance of really understanding
calculations on integer systems is that the density matrix appears to have been
separated into fractional pieces. In other words, it is important to understand the
role of functionals for calculations with fractionals essentially because of their
appearance in real integer calculations [117, 118].

It is known that approximate functionals deviate from linearity condition for
fractional charges with a convex behavior. They will thus give low energies for
delocalized charge distribution or favor delocalized charge distributions over integer
or localized ones yielding delocalization errors. For functionals with concave behav-
ior, for fractional charges, delocalization will raise the energy yielding localization
errors. The delocalization error is essentially an example of delocalized densities
and can have physical consequences [119].

From a quantum perspective, static correlation and degeneracies are inherently
multideterminental. The methods used for these cases are often built upon a
multiconfigurational starting point yielding methods such as CASDFT where a deep
understanding of the method is required [120].

Formal occupation numbers apply in the case of exact degeneracy. This idea
could be extended to near degeneracy or density functional approximation (DFA)
where orbital are not exactly degenerate. Degenerate ensemble of states (spatial
degeneracies) can yield fractional-spin states. Both charge and fractional-spin errors
can produce wrong densities. DFA has been used successfully with fractional spin
to describe spin state splitting in open-shell singlet molecules [18, 121].

For the simple case of one and two electrons with a proton, the long-range
asymptotic DFA behavior indicates challenges in the construction of functions
which raises questions regarding usage of long-range Hartree-Fock exchange. The
screening of the long-range electron-electron interactions is important in solid-state
systems having different external potentials [122].

Although strongly correlated systems are difficult to describe, the problem in
DFT can be focused from the functional perspective, whereas it is necessary to find
one functional that works for all systems. Quantum chemistry divides the correlation
energy into dynamic or nondynamic correlation, whereas the correlation energy is
given by Ec D Eexact – EHF

. DFT dynamic correlation is describable by functionals
such as Ec

LYP and Ec
PBE, i.e., not unlike correlations of uniform electron gas.
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Static correlation functionals of DFT appears for cases with multiple determinants
associated with degeneracy. It can be considered as the deviation from the constancy
condition for fractional spins, whereas we can detect if a DFA describes it correctly
[18, 123].

A fundamental understanding of band gap lies in the change in derivative when
orbitals change between LUMO and HOMO. In band theory, the eigenvalue picture
for the Mott insulators breaks down. The frontier KS and GKS eigenvalues are
the chemical potentials when Exc is an explicit and differentiable functional of the
noninteracting density matrix or orbital functionals. However, the exact functional
cannot be a differentiable and explicit functional of the noninteracting density
matrix for all physical densities/matrices. For Exc the functionals can be non-
differentiable. For a Mott insulator, with zero eigenvalue difference, the gap can
thus be written as Egap D I – A D XC, which includes the explicit discontinuity of
the exchange-correlation term which implies that there is a change in the functional
itself (not only a change in the density or orbitals that functional acts on). XC

represents only the explicit discontinuity of the exchange-correlation term, I is the
ionization potential, and A is the electron affinity. For a pure Mott insulator, only a
change in Exc can yield a gap. This is a new difficult concept [124, 125].

We note that the rapid rise of DFT was supported by the similarity of computation
solving KS equations using simple ab initio methods (HF). However, there is a
strong philosophical difference between both methods, i.e., wave functional versus
exchange functional of density. The actual challenge is concentrated on finding Exc,

31 Frontier Eigenvalues and Band Gaps

The fundamental band gap for solids is the difference between the electron affinity
and the ionization potential, whereas for molecules, it is the chemical hardness
(a one-half factor neglected). For energetics, structure, defects, interfaces, and
electron transport as well as electromagnetic responses, the band gap plays a key
role. The frontier orbitals are either the highest occupied molecular orbital (HOMO)
or the lowest unoccupied molecular orbital (LUMO).

When the exchange functional is an explicit functional of the electron density,
(local or nonlocal), the frontier KS or GKS eigenvalues are the chemical potentials.
The total energy is a linear interpolation between integer points. For functionals
that satisfy exact linearity conditions, those are simple differentiable and depend
explicitly on electron density "HOMO D �I (ionization potential) and "LUMO D �A
(electron affinity). The functional satisfy linearity conditions will determine how
well the frontier KS and GKS determine experiments. Molecules that include
long-range Hartree-Fock exchange should improve the description of the frontier
eigenvalues [18, 121, 126].

We also note that the fundamental band gap can also be understood from the
behavior of E versus N, i.e., as the difference between the electron affinity and
the ionization, whereas this can be compared with derivatives with respect to N
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(difference between derivative to the right and to the left). For an exact functional,
we would observe that the Egap

integer D Egap
derivative. This may explain some of

difficulties of approximate functionals to determine accurate band gaps of solids
[124, 127].

32 vdW-DF Method

Even nearly 100 years after van der Waals received the Nobel Prize in Physics,
the complex manifestations of the vdW force is still a challenging research
area. In physical chemistry, vdW includes a permanent dipole and corresponding
induced dipole (Debye force), two permanent dipoles (Keesom force), and London
dispersion force (two instantaneously induced dipoles). For the condensed-matter
scientist, the latter nonclassical term is the vdW force. The vdW interaction is a true
quantum phenomenon which emanates from dynamic electron correlation causing a
net attraction between fragments of electrons in many-electron systems. Since it is
a correlation effect, vdW interactions are included in exact DFT functional, but in
practice, approximate forms are necessary. Analysis of polarizabilities of interacting
inert atoms, molecules, and surfaces yield for inert atoms molecules and surfaces the
R�6 asymptotic form of London force for atomic and molecular dimers, the Z�3 law
for a neutral molecule on a surface and d�2 interaction law for pairs of solids [128].

The vdW has been important to investigate physical and chemical properties of
functional materials. Indeed, today’s emphasis in computational materials science
has shifted from metals and semiconductors to biological materials and nanomate-
rials due to many low-density vdW regions. The applications of vdW functionals
include interaction of atoms, molecules and solids, molecular solids, surfaces,
adsorption, graphene, metal, oxides, polymers, nanosystems, adsorbate interactions,
clusters, nanotubes, water, and others [15].

Initial vdW-DF work focused on nonlocal correlation. Asymptotic behavior such
as R�6, z�3, and d�2 offered simple vdW parameters/formulas yielding promising
results. Significant improvements for description of vdW-bonded regions originated
vdW-DF0 and vdW-DF1 functionals. vdW-DF2 included nonlocal correlation
energy and exchange energy update to address overestimation of separation and
molecule-molecule interactions. Recently, the focus has been placed on exchange
to improve performance, internal inconsistencies, covalent solids, and systems
with different binding characteristics yielding energies that now approach chemical
accuracy. The vdW-DF-cx functional attempts to use an exchange functional
derived from the same plasmon-based model originating nonlocal correlation
energy. An ultimate solution would be generalization to a unified treatment with an
explicit solution of the electrodynamics to smaller separation. vdW-DF0 attempts
to do such a generalization. The vdW-DF method also has a good potential for
transferability [15].

Phenomena and processes where flexibility of DFT could be important include
molecules on metal surfaces (strongly differing from bulk), charge transfer, and
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screening at grain boundaries. Weaknesses of vdW-DF include lack of spin,
exchange mechanisms, low accuracy for noble-gas dimers, d and f electron effects,
and incorrect asymptotic power laws of low-dimensional structures. Dispersion
interactions are ubiquitous and still challenging but are essential not only for typical
weakly bound systems but also for materials (where they were traditionally consid-
ered negligible). New application areas should include disordered systems, liquids,
several length scale systems, biological/competing interactions systems [15].

33 Time-Dependent DFT

Time-dependent density functional theory (TD-DFT) is an extension of ground-state
(GS) DFT which allows electronic modeling of excited states (ESs). Runge and
Gross in 1984 defined the fundamental equations [129]. Casida provided, 11 years
later, linear-response expression for calculation of excitation energies (TD-DFT)
[46, 130, 131]. For adiabatic approximation, considering the exchange-correlation
independent of the frequency, the so-called memory effect is lost, yielding a pseudo
eigenvalue matrix formulation. When the de-excitation matrix is set to zero, one
obtains Tamm-Dancoff approximation (TDA), which corresponds to configuration
interaction singles (CIS) when HF wave functions are used. The Casida formulation
has been successful for a number of approaches since all single-reference theories
using TD-DFT is straightforward/accessible. The method can treat photoactive
compounds in a realistic environment, i.e., once coupled to environmental models,
large compounds can be considered via scaling [54].

Nonetheless, with this formulation, it is difficult to properly investigate excited
states (ESs), high-spin states, and multi-reference systems although the method has
a good accuracy/computational cost accuracy. Many calculations use the vertical
approximation, whereas frozen geometries (ground-state DFT/X-Ray geometries)
are used, and vibronic effects (coupling between electronic and nuclear degrees of
freedom) are neglected yielding Rydberg, localized, charge-transfer effects, but not
a good comparison with experiment (measured optical spectra). The vertical excita-
tion limits have stimulated new research in computing 0-0 energies/vibrationally
resolved band shapes. However, this implies on one hand expensive Hessians
(second geometrical derivatives of TD-DFT energy) to yield improved potential
energy surfaces (PESs). On the other hand, important information can be obtained.
Analytical geometrical derivative (at least first two) has been increasingly important
in this line of research [46].

TD-DFT approaches that provide data comparable to experiment should become
standard. Development of new exchange functionals such as range-separated
hybrids should allow more accurate studies including charge-transfer effects.
Constricted variational DFT [56], less sensitive than TD-DFT to selected functional,
may be better suited for investigating states with double excitation character.
The equation of motion coupled-cluster expansion, an alternative single-reference
theory, such as CC2, includes contributions for double excitations and can be



394 C.A. Taft and J.G.S. Canchaya

consequently more accurate than TD-DFT. With a computational cost three times
smaller than CC2 with an equivalent accuracy, we have algebraic diagrammatic
construction (ADC). These models can be improved with more correlation effects
and high-computational requirements yielding (CCSD, CC3). Another popular
alternative from solid-state physics is BSE/GW with enhanced accuracy [132].

Continuous developments of TD-DFT permits calculation of larger/more com-
plex systems whereas the role of nonadiabatic coupling cannot be ignored requir-
ing models such as quantum-dynamical wave packet propagation from multi-
configurational time-dependent Hartree (MCTDH) and its multilayer expansion
[133].

34 Force Fields

For large systems with temporal/length scales of ns/hundreds of Á, where QM is
clearly limited, a less expensive computational model such as force fields (FF) are
required. This method uses inter-site potentials to describe interactions between
sites (atomic) requiring a different parameterization (data from QM or experiments)
for each system. The number of bonds is fixed in a conventional FF simulation,
whereas it is possible to capture dynamics and formation/destruction of covalent
bonds in a reactive FF simulation. The classical potential contains bonded and non-
bonded contributions. Molecular bonded potentials contain bond stretch as well as
bond bending and torsion (3-body and 4-body terms). Harmonic functions can be
used to describe stretching and bending, whereas periodic functions can be used
for torsional energy. Nonbonding interactions are typically electrostatic (Coulomb),
whereas for van der Waals, a simple description is quantum fluctuation of charges
whose interaction can be given by the Lennard-Jones (L-J) M model, i.e., a repulsion
12th power term (Pauli repulsion due to overlapping electron orbitals) and an
attractive sixth power (dispersion force of neutral atoms) term. It was shown that
it was possible to reduce scaled L-J term to a single universal binding energy curve
for numerous materials laying the basis for bond-order concept [8, 134, 135].

35 Characterization of PES (MC/MD)

Molecular simulations and computational chemistry have evolved as major tech-
niques to study physics and chemistry of materials, whereas one of the objectives
of molecular simulation is characterization of system’s potential energy surface
(PES) due to the interest in locating minima and saddle point connections on
the PES. Approaches based on energy minimization may work well for well-
ordered, high symmetry, small systems, whereas for other more complex systems,
characterization of the PES requires extensive sampling. There are two traditional
classes of techniques for dynamics and sampling, i.e., Monte Carlo (MC) and
molecular dynamics (MD).
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35.1 Monte Carlo

MC methods employ random number in order to solve a wide range of problems,
including simulation of physical processeş solution of integral and linear operator
equations, and evaluation of multidimensional integrals. In this method, the PES
is characterized using extensive statistical sampling (accessible basins). Random
changes are made in the method to an existing configuration so as to generate new
configurations. A criterion such as the Metropolis criterion can be used to either
accept or reject these configurations [10, 14].

35.2 Quantum Monte Carlo

MC techniques can be applied to problems in quantum mechanics whereas the
intersection of MC and QM methods is referred to as quantum Monte Carlo
(QMC) methods, which are accurate tools for studying molecular quantum mechan-
ics including thorough treatment of static and dynamic correlation effects and
are not constrained by considerations of many-particle expansions and basis
set considerations. In QMC, a trial wave function approximates the true/exact
Schrodinger wave function, and its parameters can be varied to obtain a more
accurate function. The method can be considered as a family of stochastic methods
for solving quantum many-body problems such as the stationary Schrodinger equa-
tion. Stochastic methodologies offer direct/correct particle correlations, favorable
scaling, and a wide range of chemical/physical mechanisms. QMC is a unique
approach combining known analytic insights/direct constructions with robustness
of stochastic methods to capture many-body effects efficiently. Effective core
potentials, periodicity, and noncovalent interactions are addressed in QMC [10, 14].

QMC approach offers new insights of the nature of quantum correlations that are
stimulating for WFT methods. A complete basis set is used for stochastic sampling
(determined automatically) with explicit inclusion of exact nonanalytical behav-
ior (electron-electron cusps). The smooth, long-range, medium correlations are
captured with efficiency. Limitations/challenges include the fundamental Fermion
sign problem, better understanding of errors related to QMC procedures, and
development of new fast algorithms.

The most common approaches to QMC include variational MC (VMC), fixed-
node diffusion MC (FN-DMC), Green’s function MC (GFMC), Fermion MC
(FMC), self-healing diffusion MC (SH DMC), auxiliary field quantum MC
(AFQMC), reputation quantum MC (RQMC), and full-CI Quantum MC (FCI-
QMC). These methods rely on random walks in space of electron configurations.
Time-dependent quantum Monte Carlo (TDQMC) can be seen as a set of coupled
time-dependent Schrodinger equations for the guiding waves in physical space.
Although QMC methods are among the most accurate tools for studying molecular
quantum mechanics, the computed time for each step of a QMC calculation
increases roughly as N3 where N describes the size/number particles of the system
[10, 14].
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Important advantages in QMC include accurate description of noncovalent inter-
actions, larger molecular systems than current WFT approaches (due to low-order
polynomial scaling) and favorable parallelism of algorithms for supercomputer
usage and straightforward treatment of periodicity [136–141].

35.3 Molecular Dynamics

In MD, the PES is sampled, whereas the initial configuration is propagated and
explored with time using Newton’s equation of motion yielding a trajectory (series
of molecular configurations). Classical molecular dynamics, with force fields and
predefined potentials are based on independent electronic structure calculations
or empirical data. At the heart of this model is the description/approximation
of the interatomic interactions mostly determined in advance. The full inter-
action comprises two-body, long-range/short-range interactions, many-body con-
tributions, electrostatic/non-electrostatic interactions represented by appropriate
functional forms. Elaborate methods, including analytic potentials, have been
developed. However, despite significant success, there are serious drawbacks due
to the need to devise fixed predefined potential, i.e., when the electronic struc-
ture/chemical bonding pattern changes qualitatively during simulation or when
different atom/molecules yield different interatomic interactions/parameterizations
and no suitable set of potentials is already available [4, 19, 142, 144].

35.4 Ab Initio Molecular Dynamics

Despite the success of MD, the necessity to construct a predefined/fixed potential
is a drawback in particular for complex systems. Consequently, traditional MD
was extended to (AIMD) ab initio MD or Carr-Parinello (CP), first-principles
MD (FPMD) on the fly, directed extended Lagrangian MD (ELMD), density
functional MD (DFMD), quantum chemical, Fock matrix, Hellmann-Feynman MD,
and quantum MD (QMD). How does this theory work? As the molecular dynamics
trajectory is generated, the forces acting on the nuclei are determined by “on-the
fly” electronic structure calculations. The electronic variables are not represented by
fixed interaction potentials and are not integrated out beforehand. Complex system
can thus be handled by AIMD. The approximation is shifted from constructing an
interaction potential to selecting an approximation for solving Schrodinger equation
[4, 19, 142–144].

AIMD joins ab initio electronic structure theory (solving the wave equation
numerically for Schrodinger and using HF or KS/LDA) with classical molecular
dynamics (for a given interaction Newton’s equation of motion is solved numeri-
cally). However, the relaxation times and correlation lengths are relatively smaller
which is sometimes addressed by increasing computer power. Also, AIMD can yield
promising results in terms of the electronic structure and chemical bonding.
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36 Quantum Mechanics/Molecular Mechanics

Quantum mechanics/molecular mechanics (QM/MM) is one of the first hybrid
models which includes the combination of more accurate QM strength with faster
and more efficient MM methods in order to generate a stronger tool for investigating
larger more complex systems. In this model, the system is divided into two regions,
whereas the outer region is described by a force field and the inner region is treated
quantum-mechanically. Often a small region of the system can be modeled by ab
initio quantum chemistry, whereas the other can be treated more approximately.
The interface between the QM and MM regions is the key issue [3, 145]. A
less expensive alternative is the usage of self-consistent reaction field (SCRF)
approaches, for the coupling of quantum chemical calculations with continuum
models, which has been implemented over the decades in quantum chemical
softwares [3, 5, 6].

37 Coarse-Grained and Multiple Scale Models

The traditional approaches using all atoms are still not adequate for appropriately
simulating large temporal/spatial scales. In the coarse-grained (CG) model, one
neglects some of the atomistic degrees of freedom (DOFs). The CG models can
increase over temporal/spatial limitations of all-atom models. The physics of the
detailed system may be sensitive to small-scale phenomena, and there is a challenge
to develop accurate/transferable force fields, which can be extracted from atomistic
simulations or by reproducing key experimental data [8, 20, 22, 146–152].

CG creates lower resolution/simplified model of the system by grouping atoms
into CG beads (pseudoatoms) whose number determines the level of coarse-graining
(degree depends on number of atoms represented). A lower-resolution model can
be obtained by increasing atom-to-bead ratio, whereas total number of degrees
of freedom is reduced. CG beads interact with each other via potentials yielding
considerable increase in time/space accessibility. The basic idea of simulations with
coarse-graining is thus to represent the system with reduced number of degrees of
freedom (compared to all-atom representation).

In energy-based CG, interaction potentials of beads are derived/parameterized
so that it is possible to reproduce energies of all atom system. In force-matching
method, sum of atomistic forces are mapped onto corresponding CG beads.
Structure-based CG methods depend on reproducing interactions obtained from
atomistic simulations (radial distribution functions). The CG models can relate
phenomena such as energy, force and structure molecular dynamics, or experimental
results. The aim is to provide most efficient computational model with adequate
details. Using coarse-graining, we can achieve a simpler description by reducing
the structural details of a complicated system by grouping into fewer interaction
sites. Challenges of designing CG models include choice of pseudoatom sites
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(represent combined groups of multiple atoms), effective energy function (defines
interaction between the pseudoatoms), and effective dynamical equations (necessary
for dynamic properties).

One of the popular energy-based approaches CG models is the Martini model
which uses a four-to-one mapping scheme (average four heavy atoms are repre-
sented by one interaction site or bead). Standard masses of each bead are assigned to
yield a more computationally efficient model. Main types of interaction considered
are polar, apolar, nonpolar, and charged with subtypes that describe the hydrogen-
bonding capabilities whose combination yields different bead types (diversity leads
to more accurate description of chemical nature and structure).

CG models can simulate large systems with size (100 � 100 � 100 nm3) which
contains millions of particles as well as slow micro- to millisecond range processes.
High-throughput studies can be done via thousands of parallel runs indicating
location/importance of detailed insights regarding fundamental driving forces for
novel pathways at a much smaller computation cost than other available models.

It is of interest to link CG simulations with that of detailed models, whereas
behavior can be determined at multiple scales (different scales share information
regarding interactions). This can be done bottom-up, whereas fundamental physical
principles at detailed scale parametrize a CG scale model, or top-down when larger
scale behavior is used to inform more detailed scale interactions.

The CG Boltzmann inversion (BI) method aims to obtain an accurate reproduc-
tion of structural details via interaction potentials, based on the idea that for particles
to interact with each other via forces that only depend on the scalar distance that
separates them, it is necessary a one-to-one correspondence between potential and
radial distribution function. The radial distribution function indicates correlations
in distribution of particles due to forces exerted on each other from pair potentials.
When atomistic simulations yield CG interactions, the BI method is an example of
multiscale method.

Another model, the force matching method, is also an example of a multiscale
method, whereas the interaction potentials are determined from atomistic simula-
tions (structural information not used).

Another approach is the thermodynamic-based model, whose premise is that
if the local thermodynamic properties are correct, dynamics on long time scales
will be also correct, whereas analytical potentials are often chosen (Lennard-Jones
potentials for nonbonded interactions, harmonic bond stretching/bending potentials
as in atomistic simulations).

Physical and mechanical properties for systems including polymeric materials
can depend on phenomena at different temporal and spatial scales making it neces-
sary to use multiscale techniques for modeling purposes, whereas it is necessary
to establish a link between macroscopic mechanical properties and molecular
constituents. Difficulties arise from a wide range of spatial and temporal scales
involved.

For covalent bonds, typical vibrations are on the length scale of Á with sub-
picosecond time scale. Typical length of a monomer is nanometers (nm with tens of
picoseconds relevant dynamics. Polymer chains are �10–100 nm with single-chain
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interactions of 10–1000 nanoseconds (ns). Polymeric networks are on the order of
1–100 �m indicating relaxation times of micro- to milliseconds. Bulk polymeric
materials indicate length scales of millimeters to centimeters, whereas aging and
relaxation of polymeric materials happen in seconds/hours/years range. These wide
ranges of temporal/length scales show clearly that it is necessary to introduce
multiscale modeling if one wants to characterize correctly the hierarchy of scales.

Future predictions? Our present limitation is for systems containing 107 inter-
acting atoms and 1 �s which can be investigated using particle-based simulations.
Even if we could count on doubling yearly computational performance (Moore’s
law), we could not model with atomistic resolution 1014 atoms (complete cell)
although a bacterial cell may be feasible in the future. Let us go another step further
and consider a typical membrane patch of length L, whereas it is assumed that
the computational effort to increase membrane size scales as L6. Assuming again
Moore’s law, it would take us 40 years to increase the membrane size by a factor
of 10.

38 Simulation of Materials and Biomolecular Structures

The underlying physical laws (encapsulated in the Schrodinger equation) for the
mathematical theory of a large part of physics and chemistry are known from the
1920s. The exact solutions of these laws are not tractable for realistic materials.
Nonetheless, the application of numerous approximations previously discussed
reduces considerable the number of electrons to be simulated. This advancement,
coupled with computational advancements allows techniques such as DFT to solve
the fundamental laws of SE and predict properties of materials and biomolecular
structures.

Inputs of DFT calculations including identities and coordinates of atoms in the
material’s repeating lattice is often used as well as exchange correlation functional
and algorithms for convergence and methods such as pseudopotential approach to
treat the core electrons. The choice of the exchange correlation functional can often
improve the calculation. DFT codes can tackle periodic unit cells with �1000 atoms.
Difficulties can arise in modeling weak van der Walls interactions, long period
dynamics, and finite temperature excited states. However, there are methods for
overcoming these limitations. Linear scaling approaches can be used for larger
systems. TD-DFT can address the electronic excitations. Approaches previously
discussed can model the van der Walls interactions. In order to screen for materials
properties using DFT, the input is given via crystal structure (atomic positions, unit
cells) of hypothetical material, as well as “choice” of approximations/convergence
parameters yielding total energies, charge densities, band, and crystal structures.
Outputs produce descriptors for relevant applications [8, 11, 153–187].

Total energy calculations can yield important properties. The energy difference
between a point defect and the perfect crystal can yield the thermodynamic



400 C.A. Taft and J.G.S. Canchaya

properties of the defects. The energetics of diffusion barriers can be evaluated as the
energy differences along an atom’s migration path. Analyzing the resultant force on
remaining atoms, after displacing some atoms, it is possible to determine phonon
modes (vibrational heat capacity). In the field of catalysis, we can use DFT results
as descriptors to be used in scaling relations or heuristics.

Lithium-ion batteries will provide for the next-generation electric vehicles,
whereas the expected voltage determines energy stored per unit charge. Using
electron localization, it is possible to predict voltage increase in hypothetical doped
materials. High-throughput automation virtual screening of materials can be used to
predict new cathode and anodes [154–156].

Hydrogen can be generated from hydrocarbons via a steam reforming process,
whereas the necessary catalysts can be predicted theoretically and the binding
energies related to catalytic behavior. Since hydrogen can be embedded in a solid
compound, theoretical methods can be used to identify new compound mixtures for
hydrogen storage [16–160].

Traditional superconductors (electron pairing interactions arise from electron-
phonon coupling) can in principle be predicted in systems with anomalously high-
electron density at the Fermi level. Since many materials exhibit phase transition
as a function of pressure, it may be possible to use crystal structure determination
to predict high-pressure superconductivity in materials with unknown structures.
Theoretical methods are expected to evolve to screen for novel higher Tc compounds
[161–164].

Contribution of photovoltaics to the total electricity generation is small. The-
oretical screening can be made on a wide range of materials (chalcogenides,
organic photovoltaics, copolymers, transparent conducting films, alloys). PVs can
be analyzed by looking at the HOMO energy level relative to air and charge-transfer
energy offset of LUMO as well as band gaps [165–167].

Thermoelectric materials drive electrical currents via temperature differences.
Despite their potential applications (transportation vehicles, power generation),
the performance of these materials can be determined by ZT (figure of merit)
which is proportional to electronic conductivity, Seebeck coefficient, and electronic
conductivity). Due to inherent trade-off among these properties, there is a limit
on attainable ZT. In large complex materials, it is not straightforward to obtain,
from DFT, accurate band gaps and carrier lifetimes. Despite difficulties, screening
of materials with improved ZT is still feasible [168, 169].

Using the polarization of an electric field within a material, the capacitor
stores electrostatic energy, i.e., pseudocapacitors, carbon-based supercapacitors,
ferroelectrics, dielectric capacitors. A dielectric capacitor should have high break-
down strength, good cycling stability, and high dielectric constant. The electronic
component of the dielectric constant depends on the band gap. The dielectric
constant can be evaluated as a function of structural and chemical properties. For
most materials, it is not necessary to do, in silico, the entire material design, but
focus the experimental efforts within a structural and chemical space [153, 170].

Molecular modeling is appropriate for developing quantitative and qualitative
knowledge of structure-properties relationships (selective adsorption, catalysis,
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separation technology) for a wide range of systems (bulk, interfaces, molecules)
yielding important information regarding pore size, temperature, shape, and other
variables in selectivity adsorption. Simulation methods are important for computa-
tional study/design of synthetic sorbents and catalysts (zeolites, aluminophosphates,
aluminosilicates, nano, mesotubes, fullerenes, heterofullerenes, pillared clays, dis-
ordered porous solids) as well as surface heterogeneity/equilibrium and kinetics
of fluid adsorption, thermal desorption, surface diffusion, and surface reactions.
Solid oxide fuel cells can be improved by studying the effects of doping one the
ionic conductivity [8, 11]. Future trends should include development/application
of widely understood modern techniques to study adsorption experiments in order
to design new types of catalysts and adsorbents. Usage of experimental databases,
artificial intelligence, and advanced simulation techniques will open new strategic
technologies [11, 153].

Nanotechnology with its applications for electronics, batteries, drug/gene deliv-
ery, water desalination, and diagnostics has an increasing participation in sustainable
technologies that address society needs, i.e., clean water/air/energy supplies. On the
other end, the usage of small size/reactive nature of nanomaterials in addition to
positive contributions, raise issues regarding potential health, environmental, and
safety concerns. There are challenging chemical, biological, and physical issues
involving interactions between biological and nanomaterials that span spatial and
broad length scales. Nanomaterials may be involved in electron transfer in cells,
generation of damaging reactive oxygen species as well as undergo undesired
chemical transformations. Theoretical and computational studies are expected to
play important roles in elucidating the complexity of nano/bio interfaces. Coarse-
grained models (structure and dynamics) may be necessary to access the large
length (>100 nm) and time (>�s-ms) scales relevant to behavior and impact
of nanomaterials with biological settings. Top-down approaches that depend on
semiempirical methods can also provide insights into effects of nanomaterials on
biological structures such as lipid membranes.

In modern surface science technology, modeling the reactions and adsorption
of organic molecules at metal surfaces has important applications in molecular
switches, sensors, photovoltaics, energy devices, and catalysis. The highly tunable
properties of organic molecules and the electrical conductivity of metals can result
in new functionalities not present in either material. An accurate description of
bonding between substrate and adsorbate is essential for control and understanding
functionality and design of these types of hybrid systems in which there is a delicate
balance between van der Waals (vdW), covalent, hydrogen bond, Pauli repulsion,
and charge transfer [144].

Due to nontoxicity, high stability, and abundance, metal oxides such as TiO2

(nano) materials have been the subject of numerous theoretical investigations
regarding chemical and physical fundamental properties. It was challenging for
a long time to correctly describe relative stabilities of anatase and rutile bulk
phases. Inclusion of dispersion in DFT calculations have been suggested to be
important for reproducing the greater stability of rutile. Stable in nanoparticles,
anatase indicates higher photocatalytic/photovoltaic activity, whereas the electronic
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structure plays an important role in these applications, i.e., positions of valence and
conduction band edges relative to the potentials of relevant redox couples determine
occurrence of photocatalytic reactions. The optical absorption is determined by
the band gap. States near conduction and valence band edges have more influence
on chemical reactivity and electrical conductivity. Accurate theoretical description
of band gap is important allowing quantitative energetic prediction of trap states,
impurity levels, defects as well as influence of doping on optical absorption which
is crucial for design of oxides with improved properties. It is also important
whether charge carriers (reducing defects, doping, and photoexcitation) are in
delocalized band states or coupled to lattice polarization forming localized polaronic
states. Choice of electronic structure method is important, and nonstandard DFT
methods are sometimes used [171]. Fullerenes, nanotubes, nanowires, and other
nano systems have been designed and investigated using semiempirical, ab initio,
density functional, and molecular dynamics methods [172–175].

Surface functionalization/modification is used to induce new material’s prop-
erties (hybrid photovoltaics and dye-sensitized solar cells). Molecular dynamics
simulations based on force fields potential allows modeling the sintering of oxide
nanoparticles. Photoelectrochemical and photocatalytic processes can be elucidated
using modern parallel computers and computational algorithms expanding first-
principles electronic structure simulations to better understand realistic oxide
nanocrystals of a few nm size. Simulation models are being applied to an ever
increasing number of diversified areas including crystal structure, phase stability,
mechanical properties, elasticity, theoretical strength, fracture, magnetism, conduc-
tivity, phonon frequencies, liquids, amorphous, semiconductor, insulators, metals),
surfaces, interfaces, and thin films [144].

The earliest example of CG approach in structural biology was developed in the
mid-1970s, i.e., a simplified simulation model of proteins. The field has branched
out considerable since then, yielding many variants of protein representation,
sampling models, and interaction potentials, whereas the growing number of
experimentally solved structures of large biomolecules is too large to be addressed
by all-atom simulations. Some of the CG models enable protein structure prediction.
Interaction schemes are typically based on mean-force potentials (derived from
known protein structures), and the simulation processes can be controlled by the
MC method. One of the future trends of CG dynamics lies in design of approaches
for efficient/reliable transition between atomic resolution and simplified levels.
Using CG approaches, we will be able to send CG scale simulations to detailed
all-atomic simulations (vice versa). CG simulation is playing an increasing role
in protein mechanostability, folding, unfolding, and understanding mechanisms of
virus binding to its host cell. CG simulation of protein-protein interaction dynamics
is now in the spotlight of biomedical research since these interaction dynamics
can yield essential insight into important biological processes as well as causes of
diseases/drug-receptor interactions. Membrane proteins are responsible for molecu-
lar transport across lipid bilayers, signaling, maintaining cell structural stability, and
control of cell-cell interactions. Nonetheless, 1% of all known 3D protein structures
account for membrane proteins. The complexity of these biomolecular structures
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makes CG molecular dynamics (CG-MD) simulations a very valuable approach to
investigate stability, dynamics, and structure-function relationships. The MARTINI
force field is of the most recognized and best performing CG-MD approaches that
uses four-to-one atom mapping enabling treatment of more than 500,000 atoms with
time scales above 100 �s (far beyond classical all-atom MD) [8, 22, 146–152].

Although thermodynamically stable, protein conformation was treated as respon-
sible for biological functions; it is now known that intrinsically disordered proteins
(IDP) can retain their functionality. Conformational studies of protein systems
remain highly challenging. Nonetheless, CG approaches have been used to yield
insights into the binding mechanisms of these complexes. CG protein simulation
thus enables studies of larger protein systems and longer time scales compared with
atomistic models.

Processes which are photoinitiated play very important roles in living organisms,
whereas photosynthesis is performed via absorption of sunlight by bacteria, algae,
and plants. Carbon dioxide and water are converted into oxygen and carbohydrates,
yielding basis for Earth life. Using the rhodopsin protein, vision of animals/humans
is accomplished in the eye, whereas absorption of a photon performs isomerization
of the central retinal chromophore. Phototaxis of plants/bacteria begins with
photoexcitation of protein pigment followed by excitation energy transfer, electron
transfer isomerization among other reactions. For some of these reactions, the
important ultrafast processes occur in very small spatial regions of the protein
environment with only a few nuclear degrees of freedom of the pigment. The
remaining protein environment has often only negligible influence on relevant
excited states of pigment. Consequently, for these systems, DFT can be successfully
applied within QM/MM schemes [176].

The properties of polymers depend on numerous time and length scales which are
coupled. These systems indicate unique viscoelastic properties arising from atom-
istic level interactions. There is thus a need to probe polymers across length/time
scales in order to capture their behavior making their computational modeling very
challenging. With increasing molecular weight, these systems become entangled
yielding long-time diffusive regimes (not accessible to atomistic simulations).
Coarse-graining the polymer, i.e., increasing the time scale and reducing the degrees
of freedom, is one path to overcome the theoretical/computational challenges posed
by polymeric systems [8, 150].

Multiscale top-down and bottom-up approaches have been used to investigate
complex biological systems, whereas an emerging approach is the middle-out
approach which starts with an intermediate biological cell which is gradually
expanded to include both smaller and larger spatial scales [22]. 3D multiscale
numerical models were used to analyze stress/deformation of cells subject to
mechanical loads. There has also been modeling of organ-level bone modeling,
physical and coronary artery processes, wounded epithelial cell monolayers, simula-
tion of heart, and immunological interactions. Future trends aim to describe complex
bio systems and develop predictive models of human disease. CG representations
of the DNA are being developed which should enable extensive simulations that
could permit, in a reasonable amount of time, a better comprehension of essential
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physical/chemical/biological processes involved [146]. Docking, molecular dynam-
ics, pharmacophore modeling, and ADME/Tox predictions have been used in
simulations to propose new drugs for cancer, aids, Alzheimer’s, diabetes, and other
diseases [177–187].

Although protein folding takes several minutes, their hydrogen bonds and van
der Waals interactions occur within picoseconds. Corrosion of metals, in material
engineering, destroy or compromise billions of dollars of advance products/process
of fundamental importance to society. It takes femtoseconds for a single-electron
transfer at metallic surface, minutes for multiple reaction cascades diffusion) and
decades/hundreds of years for macroscopic corrosion and decomposition of metallic
structures. For both materials and biomolecular systems, the underlying phenomena
span a very large hierarchically organized sequence (length and time scales).

Understanding, describing, and predicting these multiscale and multi-
physics/chemistry/biology/engineering phenomena with advanced theoretical-
computational methods is a very important task to assure the well-being of our
society.
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Chapter 16
Iron Oxides Applied to Catalysis

Maíra dos Santos Pires, Lívia Clara Tavares Lacerda, Silviana Corrêa,
Telles Cardoso Silva, Alexandre Alves de Castro, and Teodorico C. Ramalho

1 Iron Oxides

It is recognized that iron oxides are compounds formed by the chemical elements
iron (Fe) and oxygen (O); they occur naturally and are widely distributed in the
global sphere. Their abundance, coupled with the ease of synthesis in the laboratory
and magnetic, electrical, morphological, physical, and chemical properties, makes
them potentially relevant and interesting in many technological applications [72].

Due to the redox chemical behavior, low toxicity, and low cost of the element
Fe, its oxides have been extensively used for various applications, mainly related to
catalytic reactions. The different physical-chemical characteristics of these oxides
can make them more or less favorable to the oxidative reactions. Properties such
as specific area, pores size/volume, and crystal structure, in particular, have major
effects on their activities [29]. These solid catalysts exhibit powerful degradation
potential of recalcitrant pollutants, such as colorants and phenolic compounds. A
literature review performed by Oliveira et al. [44] reveals that several studies show
the high efficiency of these oxides for the degradation of organic compounds.

The use of iron oxide materials can be explored to Fenton-type heterogeneous
reactions for the degradation of phenolic compounds is the focus of many studies,
since iron catalyzes the decomposition of hydrogen peroxide (H2O2) for the
generation of hydroxyl radicals (OH•), highly oxidant species, capable of causing
organic matter mineralization to carbon dioxide (CO2), water, and inorganic ions.
This process is of great importance, since these pollutants may cause serious damage
to the environment and public health [26].
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Among the iron oxides and hydroxides, the best known are magnetite (Fe3O4),
maghemite (”-Fe2O3), hematite (’-Fe2O3), goethite (’-FeOOH), and feroxyhyte
(•-FeOOH). In this chapter, we will discuss each of them, addressing their proper-
ties, structures, and applications in catalytic reactions.

1.1 Magnetite

Magnetite (Fe3O4) is an oxide formed by the mixture of FeO and Fe2O3. It presents
magnetic, optical, and dielectric properties which have application in various fields,
such as catalysis, technology, and medicine, among others. It occurs naturally in
igneous and metamorphic rocks and is found in large amounts in beach sand known
as mineral sand, ferrous sand, or black sand. Furthermore, it is believed that it,
along with its weathering product, the maghemite has a correlation with the natural
fertility of tropical soils [58].

This oxide is a ferrimagnetic mineral which contains iron in two oxidation
states, Fe2C and Fe3C, having a cubic crystallization system with inverted spinel-
type structure belonging to the Fd-3m space group (Fig. 16.1). In a unit cell, the
O2

� ions form a dense packing in the fcc (face-centered cubic); the Fe3C ions
are located in tetrahedral sites and the Fe2C and Fe3C ions in octahedral sites
[74]. As shown in Fig. 16.1, the inverse spinel structure of Fe3O4 materials can
be conveniently described, as the tetrahedral [FeO4] and octahedral [FeO6] cluster
units are connected by vertices, whereas the octahedral [FeO6] units are connected
to each other via edges. As the ”-Fe3O4 has an inverted spinel structure, in particular,
the Fe3C ions are divided equally between both tetrahedral and octahedral positions;
there is no magnetic moment resulting from the presence of these ions. However,
all Fe2C species reside in octahedral clusters, being responsible for the saturation
magnetization or also for the magnetic behavior of this material [21].

Fig. 16.1 Schematic representation of the unit cell corresponding to the magnetite: (a) Stick-and-
ball and (b) polyhedral
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Fig. 16.2 Schematic representation of the unit cell corresponding to the maghemite: (a) Stick-
and-ball and (b) polyhedral

1.2 Maghemite

Maghemite is mainly present in tropical soils derived from basic rocks and can also
be found in soils of temperate climate regions [19, 24].

The structure of ”-Fe2O3 is very similar to that of magnetite, the main difference
being the presence of Fe3C as the only cation in the structure. Each unit cell
contains an average of 32 O2� ions, 21.33 Fe3C ions, and 2.66 vacancies, since
the cations are distributed in 8 tetrahedral sites and 16 octahedral sites (Fig. 16.2).
The vacancies are mainly located in octahedral sites [32]. The maghemite originates
from magnetite oxidation; in this case, one Fe2C ion exits the site, leaving a vacancy
in the crystal lattice, and another Fe2C ion becomes Fe3C.

The distribution of the cationic vacancies in the octahedral and tetrahedral sites
has not yet been fully established and can be distributed randomly on both sites or
focus on only one of the sites [60], but according to studies by Lindsley [36], there
is a preference for the octahedral site.

Maghemite may exhibit a cubic symmetry (a D 0.8350 nm) or tetragonal
symmetry (a D 0.8340 nm; c D 2.502 nm). When the vacancies are located at the
tetrahedral site and are arranged, the symmetry is tetragonal, but if they are arranged
at random, the cubic symmetry will prevail [8]. It is characterized as ferrimagnetic
oxide at room temperature, and its magnetic properties depend on the particle size
and surface effects. Particles larger than 10 nm are magnetic at room temperature,
while smaller particles are superparamagnetic [44].

The isomorphic substitution of Fe3C ions by other cations (Al, Ti, Co, Zn, Ni,
Cu, Mn) is also quite common in maghemite. In the transformation of maghemite
to hematite, cations of distinct oxidation states, differently from 3C, are expelled
from the structure [59], because otherwise there would be the creation of vacancies,
incompatible with the compact hexagonal symmetry of the hematite phase.
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1.3 Hematite

As is well known, the hematite is the most abundant of the iron oxides in soils and
sediments. It occurs, particularly, in temperate climate regions [64] and is usually
found in soils, dispersed in the form of small grains with diameter of less than 2 �m,
characteristic of the clay fraction [53]. In nature, there are two varieties of hematite,
the red hot, when pure, and brown when hydrated, the latter being more commonly
known as goethite [39]. Large Brazilian hematite deposits originated from ancient
limonitic segments that have undergone dehydration by the metamorphism effect,
crystallizing itself as iron oxide [61].

The hematite crystalline system is trigonal. Its crystalline structure is rhombo-
hedral and can be described as being a compact arrangement of oxygen anions
in the direction [001] with the Fe3C ions occupying two third of the octahedral
interstices (Fig. 16.3). In this structure, six oxygen atoms surround each iron, with
three of these nearer the iron, forming an asymmetric octahedral environment that
leads to the formation of a rhombohedral structure [18]. The magnetic behavior
of hematite is relatively complex: above the Curie temperature (Tc � 955 K) it
is paramagnetic; between Tc and Morin temperature (TM � 260 K), it presents a
weakly ferrimagnetic phase; finally, under TM the electron spin orientation occurs,
which leads to an antiferrimagnetic phase [64]. The hematite is characterized by
a high thermodynamic stability and may have different characteristics, depending
on the preparation method, the time, and the calcination temperature [20]. The
performance of this iron oxide for the degradation of organic compounds is reported
in some works [20, 34], which show its effectiveness when used at pHs near
neutrality.

Fig. 16.3 Schematic representation of the unit cell corresponding to the hematite: (a) Stick-and-
ball and (b) polyhedral
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Fig. 16.4 Schematic representation of the unit cell corresponding to the goethite: (a) Stick-and-
ball and (b) polyhedral

1.4 Goethite

Goethite (’-FeOOH) is the most common mineral from the iron oxyhydroxide
group, besides having the highest thermodynamic stability among the iron oxides. It
is an important component of soil and of many minerals, normally found in nature
as small size particles in wet and semiarid regions. Goethite differs from hematite
in relation to the mineralogical characteristics, crystallinity degree, size and shape
of the mineral, and weathering stage [16].

The unit cell of goethite (Fig. 16.4) presents an orthorhombic crystalline system
with a D 0.4608, b D 0.9956, and c D 0.3021 nm, in which Fe3C cations are
coordinated to three O2� and three OH�, forming an octahedral. Two octahedra
comprise double octahedral clusters chains linked by edges forming parallel planes
to the direction [100], whereas these chains are connected with each other through
the vertex, and the OH groups are attached to another O atom in a diagonally
opposite chain [37].

1.5 Feroxyhyte

Feroxyhyte was introduced by Chukhrov et al. [6] as a mineral with a rather orderly
and ferrimagnetic structure. It is a rare iron oxide with little known thermodynamic
properties, having specific structural and magnetic properties contrary to all other



414

Fig. 16.5 Schematic representation of the unit cell corresponding to the feroxyhyte: (a) Stick-and-
ball and (b) polyhedral

polymorphs of magnetic iron oxyhydroxide at room temperature. In natural occur-
rences, it is always fine grain; although the samples with larger particle size and
better crystallinity can be synthesized in the laboratory, its magnetic properties
depend strongly on these aspects [4].

The crystallographic structure of the feroxyhyte is based on a hexagonal closed-
packed oxygen lattice, with Fe3C ions occupying half of the octahedral interstice
sites (Fig. 16.5). In the literature, the X-ray diffraction (XRD) patterns of the
feroxyhyte reported four peaks, corresponding to d (h k l) of values 2.55, 2.23,
1.70, and 1.47 Å [55]. Comparing the feroxyhyte nanocrystals with other iron
oxyhydroxides, these Bragg peaks are well defined [7].

The studies of Chen et al. [4] show that the obtained •-FeOOH ultrathin
nanosheets were of high quality; in the XRD pattern, the synthesized sample could
be readily indexed to pure hexagonal •-FeOOH (space group P3m1), a D b D 2.95
0

Å, c D 4.53
0

Å, ˛ D ˇ D 90ı, and � D 120ı.
The feroxyryte has been used in various applications. One area that has been quite

explored is heterogeneous catalysis in the organic contaminant degradation such as
cationic polyacrylamide (methylene blue) and anionic dye (indigotin) [49]. Pereira
et al. [48] show the application of this oxide as a photocatalyst in the production of
hydrogen from water.

Studies from Chagas et al. [3] have reported that •-FeOOH nanoparticles release
a controlled amount of heat when influenced by a magnetic field; this classifies this
material as promising for biomedical applications.

Hybrid materials containing polymers and iron oxide have been investigated
mainly due to magnetic properties and biocompatibility. Corrêa et al. [11] synthe-
sized hybrid nanocomposites of •-FeOOH/PMMA, which aim at future biomedical
applications.
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2 Iron Oxides Applied to Catalysis

The rich chemical and physical properties of catalysts based on iron oxides enable
their use in the chemical industry in diverse reactions, such as the synthesis
of ammonia, dehydrogenation reaction of ethylbenzene to styrene, and Fischer-
Tropsch (FT) synthesis, among others. The wide natural availability, stability, low
cost, and high corrosion resistance of these materials have ensured their use as
an industrial catalyst in recent years [47]. Their activity and selectivity not only
depend on their composition but are also strongly linked to their structure, such as
morphology, size and shape of the particles, and surface characteristics.

Iron oxides are used for the synthesis of various organic compounds via
oxidation, dehydrogenation, isomerization, and other chemical processes [73]. One
of the most important processes is the FT synthesis, a catalytic method for the
production of hydrocarbons from synthesis gas, a mixture of CO and H2. The
great emphasis on FT is related to the obtaining of alternative and clean fuels in
response to the current global requirements [71]. Iron oxides have been considered
promising catalysts in this type of synthesis in much of the discussion on the subject
in literature [5, 15, 51, 65]. Tu and co-workers used Fe3O4 nanocatalysts applied to
FT synthesis, achieving a higher selectivity of heavy hydrocarbons as compared to
the traditional Fe catalysts [63].

Besides the synthesis, iron oxides are present in the decomposition and reforma-
tion reactions of organic compounds involving several purposes. The production of
environmentally clean hydrogen as fuel, for example, takes place from the catalytic
reforming of hydrocarbons and alcohols. Recent investigations have focus on the use
of iron oxide-based catalysts in these reactions [1, 17]. Yharour et al. [68] studied
the catalytic behavior of maghemite and magnetite against the hydrotreating ethanol
to produce H2. The catalysts showed an activity, as well as a satisfactory selectivity
for H2 with a low CO content.

Another hotly debated topic in this context is undoubtedly the environmental
issue, especially as regards the effective degradation of several organic pollutants in
wastewater. The advanced oxidation processes (AOPs) have been considered as the
most promising approach for use in contaminated effluents, mainly leading to the
formation of cleaner compounds or even total degradation [23, 56].

AOPs are oxidation processes that produce hydroxyl radicals (HO•), highly
oxidizing species, in amounts sufficient to cause mineralization of organic matter
to carbon dioxide (CO2), water, and inorganic ions from the heteroatoms. These
processes are divided into homogeneous and heterogeneous systems wherein the
hydroxyl radicals are generated with or without ultraviolet radiation, and can also
involve the use of ozone, hydrogen peroxide, and semiconductors (photocatalysis)
[42].

Among AOPs, heterogeneous Fenton-like systems are widely studied using iron
oxides as a catalyst [13, 38, 46]. There are numerous works involving the treatment
of dyes and/or wastewater from the textile industry by the Fenton process [41, 52].
This interest is mainly due to the effective application of the Fenton reaction in
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the dye oxidation, more precisely the reactive dyes, which are quite recalcitrant
compounds. Despite its advantages, the application of the Fenton reaction on an
industrial scale is still seen with some concern, due to the fact that the process
presents a great potential for sludge generation by the precipitation of Fe3C ions
as in hydroxide form. The sludge formation takes place mostly because of the
excess iron dissolved in the solution. From an environmental standpoint, the sludge
generation in the industry is an inconvenience, needing to seek an appropriate end to
this waste, so that it does not become an environmental liability. Aiming to reduce
this problem, some authors have investigated the use of hydrogen peroxide along
with an iron-containing solid in the degradation of organic pollutants, whose process
is called heterogeneous Fenton. The main feature of this technology is the use of
iron in the form of a solid catalyst, which may be supported on another material
or in the form of poorly soluble oxides. The mineral iron oxides have two major
advantages that lead to the interest in their application in the heterogeneous Fenton
reaction: their abundance, especially in Brazilian soils, and the high iron content in
their composition [14].

The use of iron oxides in heterogeneous photocatalysis has been widely studied,
mainly for use in environmental decontamination process. The oxides, Fe2O3 and
Fe3O4, for example, are semiconductors of small “bandgap” (� 2.2 eV), low cost,
and low toxicity and for these reasons play a great role in photocatalytic reactions
[40].

Semiconductors are characterized by valence bands (VB) and conduction bands
(CB); the region between the two energy bands is called bandgap. The absorption
of photons with energy higher than the bandgap energy results in the promotion
of an electron (e-) from the VB to the CB, with concomitant generation of a gap
(hC) in the valence band; these gaps have sufficiently positive potential to generate
HO• radicals from adsorbed water molecules on the catalyst surface [42]. The
possibility of using solar energy makes the process economically viable, in addition
to producing low waste after treatment.

To optimize the process with the use of solar radiation, one of the aspects that
should be explored further in research on photocatalysis is the expansion of the
spectrum of light absorption by the catalyst in the visible region. The synthesis of
new complex materials using different oxides and the possibility of incorporating
metals to semiconductors have been used for this purpose [12].

In the iron oxides, the conductivity can be increased by adding isomorphic
substitution via other elements, a process known as doping. Studies have shown that
the doping process significantly improves the catalytic activity of the material. Cui
et al. [12], for example, observed that the titanium dioxide doped with iron promoted
an improvement in the photocatalytic action of the semiconductor. According to the
authors, this improvement in catalytic activity may be due to lower energy values
for the formation of the electron/hole pair, i.e., reduced bandgap.

M. dos Santos Pires et al.
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2.1 Modified Iron Oxides

Although pure iron oxides are widely applied in several reactions, changes in their
structures have been put into practice, in order to optimize their catalytic activity.
According to Guimarães [27], the surface heat treatment of the catalyst under H2

atmosphere, for example, resulted in the generation of Fe2C sites on the surface of
goethite and therefore significantly increased its Fenton reaction efficiency for the
degradation of quinoline compounds.

Chelating agents are also an interesting alternative, since they can increase the
efficiency of iron minerals to a near neutral pH [66], by means of their positive
effects on nonreducing/reductive dissolution rate of iron oxide [75]. Xue et al.
[66] have proved the best performance of magnetite for the decomposition of pen-
tachlorophenol when this oxide was worked along with the EDTA chelating agents,
carboxymethyl-“-cyclodextrin (CMCD), oxalate, tartrate, citrate, and succinate.

Another interesting modification is the isomorphic substitution of iron species
by developing systems involving doping with transition metals, since these can
facilitate electronic transfers [73]. There are several challenges regarding the
practical implementation of these iron oxides replaced for use as heterogeneous
catalysts, because of, among other factors, the need for relatively simple and
inexpensive production methods [9, 73]. Thus, attention is increasingly focused on
the development of iron oxides doped by elements that are able to further optimize
the catalytic properties of the pure oxides. Thus, many transition metals (Ti, Mn, Cr,
Co, Nb, Ni, Cu, Zn, Mo, etc.) have been impregnated into the matrix of iron oxides,
giving significant improvements in their properties [22, 30, 70].

Studies show that niobium is capable of improving the goethite activity in the
H2O2 decomposition and oxidation of some dyes, as well as promoting an increase
in the surface area by decreasing the particle size [45].

Iron oxides doped with cobalt and manganese have been used as heterogeneous
catalysts in fine chemicals, in the aerobic oxidation of various monoterpene alkenes
to obtain new products with added values, like epoxides [44]. In addition to this
application, the work of Costa et al. [10] showed that the systems created by doping
the magnetite with cobalt, manganese, and nickel have high potential for application
in advanced oxidation processes based on heterogeneous Fenton systems.

Magnetite was also studied in the presence of copper and aluminum dopants.
According to the authors, copper favors the formation of the active phase (mag-
netite) and its stability. The aluminum acts to increase the specific area (textural
promoter), while copper increases the activity of catalytic sites (structural pro-
moter). In the case of copper, this action can be attributed to electronic changes
caused by its interaction with iron atoms [2].

The interest in doping iron oxides with Cu is mainly due to the fact that this
element acts similarly to Fe in Fenton processes, in so-called cuprous Fenton
reactions, in addition to the synergistic properties that it can bring to the material,
since previous studies point out the high efficiency of Cu in degradation reactions
of diverse organic compounds [62].
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2.2 Computational Studies Related to Iron Oxides Applied
to Catalysis

The use of computational tools for molecular modeling in recent years has shown
great potential in the study of several systems, especially those containing solids
such as iron oxides and oxyhydroxides [28].

Solid surfaces have technological importance in different fields, including
semiconductor manufacturing, gas separation membranes, and catalysis. Due to
the possible applications, it is very important to understand the geometry and the
electronic structure of surfaces. Knowing the correlation between the structure of
a surface and its catalytic activity, the computational calculations of molecular
modeling can be an important alternative for research into catalysis, having the
technological improvement and cost reduction in the catalyst production as the
main goals. Computational methods, such as density functional theory (DFT), can
accurately describe the properties of materials used in catalysis, having an important
role in the elucidation of reaction mechanisms in the surface of metal catalysts,
zeolites, and oxides, among others [57, 33].

Coupled to the diverse experimental techniques, such as scanning tunneling
microscopy (STM), temperature-programmed desorption, and X-ray diffraction, the
DFT method has been widely used in the investigation of solid surfaces [57, 31].

Many theoretical studies report the study of the catalytic properties of iron
oxides. In the 1980s, calculations based on DFT theory predicted that the Fe3O4

structure has ferrimagnetic properties [67]. Moving ahead, the theoretical research
evolution on these materials helped to elucidate most of the surface phenomena
known today [35, 54, 69]. The bulk structures of iron oxides can also be instigated by
these methods; Grau-Crespo et al. [25] studied the stabilities of cubic and tetragonal
systems of maghemite based on the distribution of vacancies in their structures,
revealing that the tetragonal phase presents homogeneous distribution of cations
and vacancies, resulting in a favorable electrostatic contribution.

According to Norskov and co-workers [43], even with all the progress achieved in
the electrocatalytic and photocatalytic processes using DFT, some methodological
improvements are still necessary to investigate electron transfer processes at
interfaces and address the limitations of this method in the treatment of electronic
bandgap and excited electronic states.

2.3 Cu-Doped Maghemite for Use as a Catalyst
in Heterogeneous Fenton Reactions: A Case Study

A study by Pires et al. [50] reveals that the catalyst doping based on iron oxides
with Cu2C ions is a promising alternative in heterogeneous Fenton processes
for degrading phenolic compounds present in wastewater. The development of
technologies that are satisfactory from a technical and operational point of view

M. dos Santos Pires et al.
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is extremely important, since the presence of these contaminants can cause serious
environmental and public health damage, even at concentrations around 1 mg L�1.
Several studies show that these pollutants, while in sublethal doses, affect the
nervous and circulatory system, reducing blood cell growth in humans. According to
the authors, the maghemite (”-Fe2O3), iron oxide characterized by the high catalytic
activity and thermodynamic stability, showed significant improvements in phenol
degradation reactions (model molecule used) after addition of 2% m/m of Cu2C to
its matrix (Cu/”-Fe2O3).

The materials were synthesized by following the procedures of the polymeric
precursor method that, besides being economically viable, provided the obtainment
of nanostructures with good homogeneity. Scanning electron microscopy (SEM),
XRD with Rietveld refinement, energy-dispersive X-ray spectroscopy (EDX), and
temperature reduction (TR) have provided support for the investigation of the
material characteristics.

The SEM data indicate that Cu doping caused reduction in grain size when
compared to the undoped catalyst. EDX spectra show that the copper content in
the sample is 1.8% m/m, close to the nominal content of 2% m/m; furthermore,
it was observed that the synthesis method provided good Cu atom dispersion in
the iron oxide matrix. XRD analyses identified the maghemite and hematite phases
in the two catalysts; however, the data refinement revealed that the percentage of
maghemite phase increased from 41 to 69.5% m/m after doping, indicating that the
Cu2C ions play a significant role in the stability of its structure. The substitution of
Fe3C ions by Cu2C occurred only in the maghemite phase, because its tetragonal
unit cell was strongly distorted. This behavior was not observed in the hexagonal
unit cell of hematite.

Knowing that the Fe2C species are the most active in heterogeneous Fenton
process, the use of a catalyst that is more willing to reduce is interesting. The
RTP data indicate that the material doped with Cu exhibits a significant decrease
in reduction temperature of iron species. Most reducibility of the species in the
presence of Cu2C dopant can be attributed to the small size of the iron oxide particles
in the modified catalyst and also because this ion is able to increase the mobility of
oxygen and hydroxyl groups present. This effect is related to the ability of Cu to
dissociate H2 and provide a source of atomic H which assists in the reduction of
Fe2O3.

As discussed in Sect. 2 of this chapter, an important step in the degradation
of organic pollutants by heterogeneous Fenton-like reactions is the decomposition
of hydrogen peroxide to the generation of hydroxyl radicals active in the process.
Thus, the authors evaluated the catalytic behavior of materials in contact with H2O2.
The decomposition profiles exhibit a significant improvement in the evolution of
O2 from H2O2, for the doped catalyst in comparison with the undoped, indicating
that the Cu2C ions play a key role in this type of reaction. Moreover, experiments
using phenol as a scavenger of radicals were performed to study the mechanism
of H2O2 decomposition in the presence of the doped catalyst. The results indicate
a reduction in the O2 evolution of approximately 50% after 50 min of reaction,
suggesting that the H2O2 decomposition mechanism is accomplished through the



420

formation of radicals as intermediate species. Thus, once the radical is formed, it
can react with a competitive pathway with phenol, thus decreasing the O2 evolution.
In the catalytic tests of phenol molecule degradation, the catalyst Cu/”-Fe2O3 also
showed better performance. In the absence of copper, the maghemite’s ability to
degrade phenol remained at values near 16 and 17%. However, after the addition of
this metal, 32% degradation was initially obtained; this value increased to 45% after
30 min of reaction, remaining constant until the end of the process. This suggests a
rapid consumption of hydrogen peroxide by the catalyst, which limits the reaction
rate over time. To better understand the catalytic behavior of the doped catalyst,
several additions of hydrogen peroxide were performed. As expected, the phenol
degradation significantly increased to 70% after 2 h of reaction, confirming the high
activity of the Cu-doped catalyst for generation of hydroxyl radicals (OH•). Thus,
the addition of copper makes the iron oxide becomes more efficient and promising
in the degradation of organic pollutants.

Allied to the experimental characterization, theoretical studies were explored
for the investigation of the properties of the catalysts (”-Fe2O3 and Cu/”-Fe2O3).
Computational calculations allow a better understanding of the electronic properties
and interatomic bonds of the compounds. Therefore, obtaining experimental and
theoretical data in relation to the material characteristics provides greater reliability
in its performance in the desired application. The authors used the DFT method
along with the PBE (Perdew, Burk, and Ernzerhof) functional and TZP (triple-zeta
polarized) basis function, which are recognized in the description of solid systems.

The computational calculations confirmed the order of stability of the crystalline
planes already provided by XRD analysis. The ascending energy value order was
E311 < E220 < E440.

The improved catalytic activity of the Cu-doped catalyst can be attributed to
changes in the electronic structure properties of maghemite. The presence of more
reactive catalytic sites, after the insertion of Cu2C atoms, can be understood through
the electron density map analysis. The formation of more positive regions (less
electron density) near the Cu ions can be seen in Fig. 16.6, inferring that Cu is
more susceptible to interact with the hydrogen peroxide molecule than iron ions,
which can favor the occurrence of cuprous Fenton reactions.

The work also included the thermodynamic analysis of different routes of the
peroxide decomposition mechanism on the surface of the catalysts. The authors
suggest that the interaction takes place between the oxygen atoms of the H2O2

molecule and the metals on the surfaces, as shown in Fig. 16.7. Thereafter,
complexes of the type HO—M—OH, M—O—O—M, M—H2O2, and M—OOH
are formed.

In all suggested routes, the formed intermediate complexes became more stable
in the presence of Cu2C ions. This may be due to the formation of more positive
regions around the Cu atoms on the catalyst surface, as previously discussed. Among
the evaluated paths, the authors concluded that the generation of OH• radicals
takes place preferably by the route shown in Fig. 16.8. This, besides being the
most favorable thermodynamically pathway, is also the one that underwent higher
influence by the presence of copper, reducing its energy to about 25 kcal mol�1 after
doping.

M. dos Santos Pires et al.
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Fig. 16.6 Map of electronic densities of (a) ”-Fe2O3 and (b) Cu/”-Fe2O3.Red indicates regions
of low density and green/blue of high electronics

Fig. 16.7 Illustration of the
interaction between the H2O2

molecule and the catalyst
surface, where M D Cu for
the Cu-doped catalyst and
M D Fe for the undoped
catalyst

The results of this study illustrate the successful use of iron oxides as catalysts in
Fenton reactions. Moreover, they demonstrate that the modification of the structure
in these materials, by insertion of a new metal, leads to significant improvements in
their catalytic properties. This is a simple strategy that can be extended to other
materials for the production of active heterogeneous catalysts in environmental
restoration processes.

3 Conclusion

The iron oxides are configured as an excellent alternative for catalytic application
in different reactions. They are present in processes ranging from the obtainment
of products of interest to the degradation of compounds highly damaging to living
organisms in general. Due to the wide range of application of these materials, an
alternative that has been widely explored is the optimization of their properties
by doping with other metals. The insertion process of metal ions in the oxide
matrix is considered simple, inexpensive, and capable of causing highly interesting
synergistic effects on their performance in reactions.
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Fig. 16.8 Most favorable
route for the generation of
OH• radicals by
decomposition of H2O2 on
the catalyst surface

In this chapter, a study about the heterogeneous Fenton catalysts ”-Fe2O3 and
Cu/”-Fe2O3 was presented as a way to elucidate the advantages that the addition of
a second metal, in this case Cu2C ions, can bring to the properties of iron oxides
in general. We have seen that the structural and electronic characteristics of the
starting material were beneficially affected after the change, which justifies the best
performance of Cu/”-Fe2O3 for the degradation of phenol (model molecule used). It
is expected, therefore, that this section had been effective for a better understanding
of the numerous advantages that the use of iron oxide-based compounds may bring
to several reaction systems.
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Chapter 17
Bridging Structure and Real-Space Topology:
Understanding Complex Molecules
and Solid-State Materials

J. Andrés, V. S. Safont, L. Gracia, R. Llusar, and E. Longo

Structural elucidation through experiments (e.g., X-ray diffraction and Rietveld
refinements) and quantum chemical computations has seen tremendous progress in
the last few decades. In particular, the characterization of crystalline substances at
the level of electron density has become possible owing to new X-ray diffraction
instrumentation and an increasing number of tools suitable for the description
and treatment of the tiny details at the electron density level. However, despite
the contemporary high standards for the determination of geometrical parameters,
questions about chemical bonding are still highly controversial. The “classical”
concepts of bonding analysis and the corresponding chemical reactivity have been
seriously challenged in cases of multicenter-bonded systems, or materials subjected
to certain special conditions, such as high pressures or irradiation by electron beams.

To overcome these problems, topological partitioning of the electron density has
been used to provide an unambiguous definition of chemical structure and reactivity
and promises to shed light into the complex modes of bonding in the mentioned
systems. This strategy generalizes quantum mechanics to a subsystem by taking
note of the topological and geometric properties of the electron density. The most
prominent approaches are the quantum theory of atoms in molecules (QTAIM) and
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the electron localization function (ELF). Through the topological analysis of the
three-dimensional electron density and the definition of surfaces of zero electronic
flux, QTAIM divides direct space into discrete atomic basins and provides self-
consistent atomic properties such as the atomic charge and volume, as well as
topological interatomic bond path motifs, which are often assigned to a molecular
structure. The ELF performs a topological analysis of the same-spin pair probability
density and thus generates basins of localized electron pairs. These procedures are
particularly appropriate for this task, because they represent molecular structure and
bonding as a consequence of the electron density topology and geometry and give
clues about real electrons fluxes. This method grounded solely on the electronic
density extracted from a wave function can be generalized to any complex molecule
and solid-state material of interest.

This information can be used to explain chemical behavior and thus give rise to
the rational design of novel chemical structures and materials with tuned chemical
and physical properties. Herein, computational insights based on the density
functional theory into the structure, bonding, and energetics of several representative
examples from the authors’ work are reviewed, and we show how QTAIM and ELF
tools can be used to model bonding patterns in complex molecules and the solid
state, such as in transition metal clusters or silver chromate. A bright future of
interfacing-chemical structure and reactivity in catalysis and solid state waits, where
the interplay of theory and experiment is sure to bring unexpected results.

Measure that which is measurable and make measurable that which is not. Galileo Galilei

In exact sciences, every theory has a philosophical, mathematical and empirical content.
All these aspects are equally important; if we neglect one of them, we sooner or later get
into difficulties. Hans Primas (H. Primas, In Quantum Dynamics of Molecules: The New
Experimental Challenge to Theorists; R. G. Woolley, Ed.; Plenum: New York, 1980)

1 The Road Map: Chemical Bond and Novel Structures

Chemistry is the science of atoms, molecules, matter, and their transformations.
Chemists, with the help of sophisticated experimental techniques and accurate first
principle calculations, are capable of obtaining a wide range of molecules and
determining their structures, even at extraordinary levels of complexity. These types
of works are devoted to elucidating how atoms are held together by chemical bonds
in order to understand their 3D rearrangement in molecules and materials. In general
terms, a molecule possesses one stable structure, with a defined geometry at a given
condition, determined by its chemical bond. Therefore, chemical bonding is at the
heart of chemistry.

Our understanding of how atoms form favorable nuclei and electron arrange-
ments at the most fundamental level within molecules or materials provides a
solid foundation for modern science and technology. The multifarious properties of
molecules and materials, such as their structure and reactivity, are intimately related
to the very concept of chemical bonds, providing a solid foundation for modern sci-
ence and technology. The chemical structure and reactivity of molecules are usually



17 Bridging Structure and Real-Space Topology: Understanding Complex. . . 429

built up from the qualitative application of physical and chemical principles (e.g.,
electrostatics, polarizability, electronegativity, etc.). In the center of these principles
is the concept of the chemical bond [1]. Similar to other fundamental concepts in
chemistry, such as valency, bond order, and aromaticity, the chemical bond has not
been sharply defined by modern quantum mechanics; it lacks a precise definition,
and its quantification is difficult, if not impossible. From the perspective of quantum
mechanics, the difficulty stems from the fact that although a proper description of
the chemical bond can be rooted on physically observable properties, no quantum
mechanical “bond operator” exists that would provide a conventional expectation
value. At the heart of the matter is the question: what is the nature of the chemical
bond? Unfortunately, the chemical bond cannot be unambiguously assigned to any
quantum chemical observable, as the chemical bond is unobservable, and there is
also no unique way to theoretically define the chemical bond.

Currently, new chemical understanding has been driven mainly by the experi-
mental discovery of new compounds and their reactivity. This experimental work
is expensive and time consuming, but the payoff for discovering new chemical
structures and chemical reactions is enormous in terms of both fundamental
understanding and practical engineering. In recent years, attention to this field
has increased, and new types of chemical bonds have been invoked with a
plethora of important new types of molecules discovered. Computational advances
have brought quantum chemistry to the stage where it is widely applied for the
qualitative interpretation of new experimental findings and increasingly used to
construct detailed quantitative descriptions of chemical bonds. We will now present
a compilation of current literature about the different types of chemical bonds whose
nature still gives rise to debates.

The discussion on the existence (or not) of a sextuple and quadruple bond in Cr2

in C2, respectively [2–9], is contrary to what would be normally expected for main
group elements because, in principle, they should exhibit at most a triple bond.
Furthermore, there is a debate on the nature of hydrogen bonding [10–12], while
the unusual bonding arrangements found in highly strained small-ring polycyclic
molecules are still a matter of controversy, thereby presenting challenging issues
from a theoretical point of view [13]. Very recently, discrete compounds possessing
long, multicenter bonds have been reported [14], and an interesting discussion
on the nature of the multicenter bonding that arises in the central rectangular
C4 component of the ditetracyanoethylene dianion complex [TCNE]2

2� has been
presented [15–17].

Wolstenholme [18] provides a detailed account of recent advances in our
understanding of homopolar dihydrogen bonding and an appreciation of its effects
on the structure and reactivity of hydrogen-rich materials. Hicks et al. [19] have
reported examples of a variety of novel compounds containing metal–metal bonds,
including at least one Group 12 metal center in the formal 0 or C1 oxidation
states, that have been prepared and analyzed by spectroscopic, crystallographic, and
computational techniques. In particular, these authors prepared species containing
the first Zn–Cd bond in a molecular compound. The stability of all the new
compounds can be attributed to the considerable steric protection provided to their
metal–metal cores by the extremely bulky amide ligands that coordinate those cores.



430 J. Andrés et al.

Butovskii and Kempe [20] presented recent advances, challenges, and perspectives
on rare earth–metal bonding in molecular compounds and highlighted novel aspects
of their syntheses, properties, and reactivities.

Very recently, Blake et al. [21] created the unique trimetallic complex
f(Ar’NacNac)Zng2Hg. At the molecule’s heart lies a Zn–Hg–Zn unit, which is
the first example of a bond between two different group 12 metals. This metal
chain is also the first example of catenation between group 12 elements other
than just mercury, and it is also a rare instance of zinc in the C1 oxidation state,
and an analysis based on a theoretical study suggests that it is best described as
two formally Zn (I) atoms with a Hg(0) atom positioned in between. Cui et al. [22]
reported a multicenter-bonded [ZnI]8 cluster with cubic aromaticity, where quantum
chemical studies reveal extensive electron delocalization and stabilization over the
cube, with the bonding pattern of the cube being a class of aromatic system that they
refer to as cubic aromaticity. On the other hand, an interdisciplinary research team
[23] observed and theoretically investigated (with the relativistic density functional
theory including spin–orbit coupling effects) the 1-bond 199Hg 15N J-coupling
within the Hg II-mediated thymine–thymine base pair (T–Hg II–T). This strikingly
large 1 J (199Hg, 15N) is the first one for canonical sp2-nitrogen atoms, which can
be a sensitive structure-probe of N-mercurated compounds, and direct evidence
for N-mercuration. Very recently, through comprehensive characterizations, in-
depth analysis, and first principle calculations, Qian et al. [24] found that the
Ge–Ge bonds formed in Zn2GeO4 can act as a light-absorbing chromophore-like
structure, which plays a crucial role in enhancing the visible-light adsorption. On
the other hand, Liddle et al. synthesized an uranium (IV)–arsenic complex, using
the soft donor ligand tri(amido)amine, where the central bond remained stable
under ambient conditions. Although the uranium–arsenic bond was polarized and
fragile, the bonding remained covalent and one-, two-, or threefold depending on
the parent complex synthesized. This discovery may help improve the performance
of chemical treatments used to recycle nuclear waste [25].

Bauzá and Frontera [26] proposed the new term of “aerogen bonding” to describe
the unprecedented ¢-hole interactions between electron-rich entities (anions or lone
pair-possessing atoms) and elements belonging to Group 18 (known as the noble
gases or aerogens). Aerogen bonds involve low-electron density areas around xenon
atoms that are known as ¢-holes. These atoms have already been found to mediate
non-covalent bonds for every other p-block group and to complement the ¢-hole
interactions involving group 15, 16, and 17 elements known as pnicogen, chalcogen,
and halogen bonding, respectively. The first examples of XeVI–N bonds were
reported by Schrobilgen et al. [27], who synthesized and structurally characterized
F6XeNCCH3 and F6Xe(NCCH3)2 compounds by X-ray crystallography, Raman,
and NMR spectroscopy, as well as first principle calculations. The geometry of
the XeF6 moiety in F6XeNCCH3 was nearly identical to the calculated distorted
octahedral (C3v) geometry of gas-phase XeF6. The C2v geometry of the XeF6

moiety in F6Xe(NCCH3)2 resembled the transition state proposed to account for
the fluxionality of gas-phase XeF6.
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Frenking et al. [28] reported a combined experimental and theoretical work for
the synthesis and spectroscopic characterization of the boron dicarbonyl complex
[B(CO)2]. A detailed analysis using state-of-the-art methods of the electronic
structure of B(CO)2 suggests that the bonding situation is best described in terms
of donor–acceptor interactions. The chemical behavior shows typical features of
carbonyl complexes, which are known from transition metal carbonyls. This is
further supported by the suggestion that the anion [B(CO)2] is a boron complex.
In addition, the associated neutral boron dicarbonyl complex [(RB)(CO)2], in
which R is a bulky aryl group, has been synthesized and structurally characterized
by X-ray crystallography by Braunschweig and coworkers [29, 30]. Chen et al.
[31], based on isotope effects and quantum chemical calculations, identified that
diborane B2H4 possesses two bridging B–H–B bonds. Plenty of controversy on
the nature of the central B–B bond in the diboryne compound B2(NHCR)2, where
diatomic B2 binds two N-heterocyclic carbenes (NHC) that carry bulky R groups
in the nitrogen atom, can be found in recent literature [32–39]. Wu et al. [40]
reported ultrashort metal�metal distances (1.728–1.866 Å) between two Be atoms
in different molecular environments, including a rhombic Be2X2 (X D C, N) core, a
vertical Be�Be axis in a 3D molecular star, and a horizontal Be � Be axis supported
by N-heterocyclic carbene (NHC) ligands, rivaling metal�metal quintuple bonds
between the transition metals.

Studies on the nature of the chemical bond in heavier group 14 element (E) alkene
analogues, and related multiple-bonded compounds, have been a topic of broad
interest [41–43]. Analyzing their results from accurate calculations, Power et al. [44]
showed that the interplay between dispersion force attraction, steric repulsion, and
element–element bonding stabilizes dimeric structures. Although the E–E distances
indicate that E–E bonding is present in the germanium and tin dimers, and possibly
the lead dimer, the bonding is weak and represents a relatively small fraction of
the binding energy. The results emphasize the importance of including attractive
dispersion force interactions in consideration of multiple-bonded heavier main
group element species, where sterically encumbering ligands are employed in their
stabilization. Based on structural, spectroscopic, and theoretical considerations,
Ruschewitz [45] has evidenced the presence of [Ge D Ge]4� dumbbells with
unprecedented short Ge�Ge distances in the Zintl phase Li3NaGe2.

Based on their analysis of the results obtained from high-angle X-ray diffraction
techniques and quantum theory of atoms in molecules, Mitzel et al. [46] shed new
light on the nature of the chemical bonds in Al2(CH3)6, which was previously
described by contradicting interpretations of bonding. In a theoretical work, Ohno
et al. [47] reported a new class of carbons called wavy-carbon sheets and tubes,
which adopt wavy structures with condensed four-membered rings. The variety
of the forms can give a hint into designing novel materials with new mechanical,
physical, and/or chemical properties. For example, because of the very high relative
energies with respect to graphene, the wavy carbons may behave as energy-reserving
materials.

In recent years the importance of non-covalent intermolecular interactions in
chemistry, such as hydrogen bonding (H-bonding) and pi-stacking, has been clearly
recognized and has risen to the forefront of chemical research [48–50]. Therefore,
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adequate computational tools have been developed and applied to understand these
type of interactions [51–53]. In this context, Zhao et al. [54] presented a perspective
highlighting the importance of unorthodox non-covalent interactions in functional
systems, and these authors placed an emphasis on anion and cation interactions,
halogen, and chalcogen bonds in catalysis, self-assembly, transport, sensing, and
templating processes.

2 Quantum Mechanics and Electron Density

In 2007, a special issue of the Journal of Computational Chemistry titled “90 Years
of Chemical Bonding” was published [55]. In this issue, Frenking and Krapp
compared the chemical bond to a “unicorn”, seeing it as a “mythical but useful
creature which brings law and order [			] in an otherwise chaotic and disordered
world” [56], where everyone knows what it looks like, despite nobody ever
having seen one [57, 58]. This line of reasoning is similar to Coulson’s comment:
“Sometimes it seems to me that a bond between two atoms has become so real, so
tangible, so friendly, that I can almost see it. Then I awake with a little shock, for
a chemical bond is not a real thing. It does not exist. No one has ever seen one. No
one ever can. It is a figment of our own imagination” [59]. Even, chemical bonds
have been described as “noumenon” rather than as “phenomenon” [60–62].

In chemistry, as in other scientific disciplines, there is no place for ambiguity. The
definition of a concept, such as a chemical bond, must be clear and unequivocal,
building those definitions is the raison d’être for the existence of the IUPAC
body (the “IUPAC Gold Book” can be found under http://goldbook.iupac.org);
unfortunately, this is not the case. As other fundamental concepts, the chemical
bond lacks a unique and precise definition. As quoted by in the Ritter’s paper: [63]
“My advice is this,” Hoffmann says. “Push the concept to its limits. Be aware
of the different experimental and theoretical measures out there. Accept that at
the limits a bond will be a bond by some criteria, maybe not others. Respect
chemical tradition, relax, and instead of wringing your hands about how terrible
it is that this concept cannot be unambiguously defined, have fun with the fuzzy
richness of the idea.” In science, advanced theories are held by two milestones: (i) a
mathematical structure/formalism disclosing the basic entities of the theory and their
mathematical relationships and (ii) an “interpretative” recipe of the basic entities of
the theory. The latter discloses the qualitative meaning of the basic entities and their
relation to other known entities within and beyond the theory. It is important to
recognize that the connection between the mathematical formalism of a theory and
its interpretation is always subtle. This problem can be traced back to the lack of a
clear and unambiguous definition of a bond in quantum mechanics, and a plethora of
interpretations have been introduced with various “meanings” of the “mathematical
symbols/entities” of the theory [64].

In regard to this quandary, two opposite attitudes can be envisaged. The first
on is the the old and negative statement of the French mathematician R. Thom,
who stated, “Il me faut cependant avouer que la chimie proprement dite ne m’a

http://goldbook.iupac.org
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jamais beaucoup intéressée. Pourquoi? Peut-être parce que des notions telles que
celles de valence, de liaisons chimique etc., ont toujours semblées peu claires du
point de vue conceptuel.” (I should admit that chemistry never really interested me.
Why? Perhaps because notions such as that of valence, chemical bond, etc., always
appeared unclear from the conceptual point of view.) The second one is the more
actual and pragmatic comment by Alvarez et al. who said, “Chemistry has done
more than well in a universe of structure and function on the molecular level with
just this imperfectly defined concept of a chemical bond. Or maybe it has done
so well precisely because the concept is flexible and fuzzy” [65]. However, it is
important to note that scientific arguments, debates, and controversy are at the heart
of chemistry. This situation has been clearly stated in the very recent paper entitled
“The Nature of the Fourth Bond in the Ground State of C2: The Quadruple Bond
Conundrum” by Danovich et al. [66], in which these authors recognize that they are
in front of a “Rashomon effect” (see en.wikipedia.org/wiki/Rashomon effect), in
which the bonding picture risks are becoming too fuzzy to be constructive anymore.

For decades, from an experimental point of view, the possibility to manipulate
the bond-breaking process in a polyatomic molecule has been acknowledged as
a crucial ability in both science and technology. The nuclear motion involved
in the breaking of a chemical bond in a molecule typically proceeds on time
scales from several femtoseconds to picoseconds. These dynamics are driven by
the derivatives of the potential formed by the electron distribution, which can
restructure on much faster, attosecond, time scales. A suitable perturbation of the
equilibrium bound electronic distribution, for example, induced by ultrashort intense
laser pulses, can therefore initiate nuclear motion toward a desired bond-breaking
event. A relatively slow molecular fragmentation can thus be predetermined on the
much faster electronic time scale. This has been demonstrated for fragmentation
reactions resulting in two moieties using the carrier-envelope offset phase of few-
cycle laser pulses as the control parameter [67–73]. Very recently, Xie et al.
demonstrated how to control decomposition reactions by the selective removal of
electrons from either the inner or outer valence orbitals based on their different
shapes [74] or their different sensitivity to laser intensity and/or pulse duration
[75]. In particular, this research group showed experimentally and by quantum
simulations that the outcome of complex fragmentation reactions of an ethylene
trication, which involves the breakage of more than one chemical bond, sensitively
depends on the duration of the inducing intense, nonresonant, ultrashort laser pulse.
Specifically, they demonstrated that the yield ratio for fragmentation into three
versus two fragment ions can be determined using the duration of the laser pulses
as a parameter [76].

Almost all of quantum chemistry are based on the solution of the many-body
Schrodinger equation. This solution consists of the eigenvalues (the energies typi-
cally obtained from ab initio calculations) and eigenfunctions (the wave function,
where ‰(r).‰ *(r) D �(r) and is a quantum mechanical observable). It is important
to include the eigenfunctions, as they contain a plethora of information which
would otherwise be lost, particularly considering that the charge density �(r) is an
experimentally observable—and thus a directly comparable—parameter. Therefore,
a quantum mechanics-based theory should be able to provide the framework to

http://wikipedia.org/wiki/Rashomon
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make sense of and predict future experimental findings, as empirical techniques
improve beyond current expectations. To this end, there is growing interest in
explaining chemical phenomena arising from the structure of the electron density.
In this context, Heisenberg expresses this necessity to establish quantum mechanics
in the introductory sentence to his 1926 seminal manuscript: “The present paper
seeks to establish a basis for theoretical quantum mechanics founded exclusively on
relationships between quantities which are in principle observable” [77, 78].

One branch of this developing discipline is the conceptual density functional
theory [79], which has provided rigorous definitions for various chemical concepts
such as electronegativity [79] and hardness [80], as well as relating changes within
the density to frontier orbital concepts through the Fukui function [81]. Electron
density is the best choice because it is a local function defined within the exact
many-body theory, and it is also an experimentally accessible scalar field. Its
paramount role in the description of many-body problems is supported by the
Hohenberg–Kohn theorem [82]. The density functional theory [82, 83] asserts that
the single particle density �(r) contains all the information of a system, and the total
energy attains the minimum value for the true density. In Kohn � Sham DFT (KS-
DFT) calculations [83], the unknown piece of the energy, the exchange-correlation
energy, EXC[�], is approximated, EXC

app[�]. The self-consistent solution of the KS
equations then yields the density that minimizes the total energy, �app(r), and the
calculated approximate total energy is Eapp[�app].

Considering the solid foundations and remarkable success of the density func-
tional theory, today there is very little doubt that electron density contains all the
useful information about the electronic structure of molecular systems. The electron
density, �(r), of a molecular system can represent all information hidden in the wave
function of such systems.

The electron density distribution of a molecule or a crystalline material can be
obtained from high-resolution X-ray diffraction experiments or first principle cal-
culations. These physical–chemical methods provide detailed information about the
nature of intra- and intermolecular charge interactions in these systems. Presently,
the current electronic structure theory of molecules, i.e., quantum chemistry, can
provide accurate snapshots of the electronic distribution associated with geometrical
changes of very large molecules, which can provide us with a picture resembling
the total electron density distribution coming from X-ray diffraction but, arguably,
significantly richer in information about the nature of chemical bonds. Although the
Hohenberg–Kohn theorem guarantees that all the molecular information is encoded
in the electron density, the physical description of chemical systems requires
additional postulates for extracting observable information in terms of atomic
contributions. Stalke [84] provides a short introduction to the basics of electron
density investigations to demonstrate how charge density analyses can shed light on
aspects of chemical bonding and reactivity resulting from the determined bonding
situation. Very recently, Karadakov and Horner [85] analyzed the possibility to
describe chemical bonds using detailed computed isotropic shielding isosurfaces
and contour plots, providing an unexpectedly clear picture of chemical bonding,
which is much more detailed than the traditional description in terms of the total
electron density.
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Alternatively, the nature of the chemical bond can be investigated using concepts
from quantum information theory [86–92]. Information-theoretical quantities such
as Shannon entropy [93], Fisher information [94], Ghosh-Berkowitz-Parr entropy
[95, 96], and information gain [97] are functionals of the electron density and its
associated quantities (e.g., density gradient and Laplacian, etc.), and so they should
be natural descriptors of chemical reactivity. This approach allows to interpret
chemical structures and phenomena through the information content of the electron
densities in conjugated spaces (position and momentum) [98]. Esquivel [99] and
Dehesa et al. [100] have studied the quantum information features of selected
elementary chemical reactions, and very recently, these authors gained a deeper
understanding about the role played by entanglement on molecular systems and
chemical processes, particularly in the water molecule, and the hydrogenic abstrac-
tion reaction, showing that the entanglement phenomenon could be associated with
the chemical reactivity of the process [101].

3 Topological Analysis

Quantum mechanics constitutes the fundamental framework behind the theoretical
study of chemical structures, reactivity molecular systems, and chemical reactions.
The quantum mechanical approach to chemical phenomena usually deals with
very complex numerical algorithms for the approximate solution of the many-body
Schrödinger equation. Within this context, the direct analysis of the wave function,
as an eigenstate of an electronic Hamiltonian, provides complete information on
the electronic structure of the system. Unfortunately, the wave function is an
extremely complex object that depends on the positions and spins of all the
electrons; therefore, analyzing details or comparing many-electron wave functions
is virtually impossible owing to various practical difficulties. Furthermore, the
indistinguishability of electrons means that any property extracted for a given
electron (treated as distinguishable) from a properly antisymmetrized wave function
must be identical to what would be obtained from any other electron. To overcome
this difficulty, two approaches are used. The first involves analyzing molecular
orbitals as a set of one-particle wave functions. This way, the properties of a single
electron, identified as a core, a lone pair, or a bonding electron, for instance, can
be extracted. These orbitals are functions of just three dimensions and are easier
to interpret, either as density plots or isosurfaces. However, orbitals are nonunique,
and a given wave function may not even be dominated by a single configuration.
The second revolves around condensing the relevant information into a single three-
dimensional function of space: a molecular scalar field. Therefore, the attempts
made so far to extract the flow and electron transfer processes along the reaction
pathway associated to a chemical reaction from quantum chemical calculations
are wave function-based or orbital-based methods. These methods generate orbital
representations of the wave functions and the derived based energy properties, which
in turn assist the qualitative interpretation of the chemical structure and reactivity
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of molecules, and provide predictive capabilities. In this sense, molecular orbitals
allow one to define the chemical bond as a pair of electrons shared by two or
more nuclei, as put forward by Lewis [102]. Furthermore, the valence bond theory
developed by Pauling [103–106], in which the superposition of resonating Lewis
structures represents the chemical bonds of the molecule by localized electron pairs,
provides interpretations on the very nature of bonds, the structure of the molecules,
and even their reactivity [107, 108].

On the other hand, methods based on the analysis of the wave function or electron
density form, the so-called quantum chemical topology (QCT) [109–112], such
as the quantum theory of atoms in molecules [113] and the electron localization
function (ELF) [114, 115], have provided concepts arising from topological proper-
ties of the electron density, and several fields derived from it to obtain chemically
relevant information. Topological analysis is a useful tool to characterize intra- and
intermolecular interactions, and different classes of bonding analysis methods are
based on the topology of scalar fields [116, 117], with different applications of these
already published in the literature [118–128].

Scalar and vector fields, such as the gradient of the electron density (r¡),
the electron localization function (ELF) and its gradient, the localized orbital
locator, the region of slow electrons, the reduced density gradient, the localized
electrons detector, information entropy, molecular electrostatic potential, and the
kinetic energy densities K and G, among others, can be evaluated on zero, one,
two, and three-dimensional grids. These latter methods have the advantage of
being based on the analysis and response of the electron density, i.e., a quantum
mechanical observable. The topology of these fields associated with the electron
density distribution is, in principle, independent of the approximations made to
calculate the approximate wave function. Recently, different authors answered the
following questions: what is the significance of a topological approach? Can new
chemical concepts be found by a topological approach? What is the status of a
chemical concept within a topological approach? Should topological approaches
provide measurable quantities? Is it possible to predict the outcome of a topological
approach without performing calculations on a computer? And what are the new
domains for which topological approaches would be useful? [129].

The name QTC [110, 130] has been introduced to embrace all topological
investigations of three-dimensional scalar fields [113, 114, 131–136], to rationalize
the chemical bond, and to further understand chemical reactivity [137–145]. A
number of excellent works in the subject have been published to highlight the
importance of charge density analysis applied to chemical and biological systems
and solids [84, 111, 113, 146–152]. Recently, Pendás and Hernández-Trujillo [153]
found that the topology of a vector field, i.e., the Ehrenfest force density that
corresponds to the force density, is the electrostatic force acting on any point in
the electron density due to all the other particles in the molecule, while Dillen [154]
analyzed the topology of the Ehrenfest force density using basis sets based on Slater-
type orbitals.

In this context, the best-known approaches include the “atoms in molecules”
theory (QTAIM), which relies on the properties of the empirically observable
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electron density �(r) [113, 148, 151, 155], and the electron localization function
(ELF) method [156]. The QTAIM has been widely used to study molecules
[157, 158], solids [159–161], complexes [162–165], and chemical reactions [166–
168]. QTAIM uses the electron density to study well-defined localized parts of a
system, instead of dealing with the whole molecule. The electron density can be
obtained from ab initio calculations and directly from X-ray diffraction experiments.
Moreover, QTAIM allows the classification of interactions within a molecule with
the molecular graph (i.e., the set of bond paths and its critical points that define its
molecular structure).

Using the topology of the electron density, the atoms inside a molecule are
defined by regions in space called atomic basins, which are bounded by zero-
flux surfaces. Atomic properties (e.g., electron population and atomic volume) are
calculated using the volume integral of the appropriate variable over the atomic
basin. Bader’s approach provides an excellent tool for the interpretation of both
X-ray determined and theoretical charge densities. An analysis of the charge density
is based upon the topological properties of the density �(r), which is based upon
the bond critical points where the gradient of the density vanishes. The properties
evaluated at such points characterize the bonding interactions that are present and
have been widely used to study intermolecular interactions. The application of this
approach allows for the establishment of a network of intermolecular contacts, and
it permits an estimation of their energy through the correlation between the energy
and the electron density at the bond critical point [113].

The electron localization function (ELF) was introduced by Becke and Edge-
combe [156] for the Hartree–Fock theory, and it was extended to the Kohn–Sham
density functional theory (DFT) via an alternative interpretation by Savin and Silvi
[114]. This function has enjoyed enormous success as a tool for understanding
and visualizing chemical bonds. The ELF analysis is based on the topology of
the electron localization function �(r) [156, 169, 170], which measures the Pauli
repulsion between electrons due to the exclusion principle [171], and is widely
used to characterize localized electrons. ELF performs a topological analysis of the
same-spin pair probability density and thus generates basins of localized electron
pairs. Each ELF basin is related to pairs or groups of electrons, such as core and
valence basins. Lone pairs and bonds involving hydrogen atoms are associated with
monosynaptic basins, whereas covalent and polar bonds usually exhibit disynaptic
basins [172, 173]. The electron population and shape of the ELF basins are
commonly used to feature bond interactions [114, 115]. A topological analysis
allows for an evaluation of the relationship between the nature of the bond and the
chemical reactivity of the molecule. The quantification of the electron density and
the associated energetics in both intra- and intermolecular space in solids is thus of
extreme interest.

As it was mentioned below, the chemical bond is a chemical concept and not an
observable in the quantum mechanical sense; therefore, it does not appear in the
Hamiltonian. In other words, no quantum mechanical “bond operator” exists that
would provide the desired answer, for example, as a conventional expectation value.
As Fleming Crim of the University of Wisconsin–Madison puts it, cited by P. Ball
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[174], “A bond is an entity described by quantum mechanics but not a fixed “entity”
in that it will behave differently depending on how we perturb and interrogate
it,” but our intuitive perception of molecular phenomena in the three-dimensional
space demands such a representation. Thus, interpretative tools are necessary to
recover the chemical structure and reactivity, and more specifically to understand the
process of bond formation and breaking during reactions. With a similar perspective,
Lewis conceived the idea of electron pairs [102]. The description of electron pairs
is at the heart of understanding the chemistry of a given compound because the
reorganization of electron pairs drives any chemical reaction, and it is based on
the seminal work of Lewis, who identified chemical bonds as electron pairs shared
between the bonded atoms [175].

The theoretical background of the quantum chemical methodologies and details
of the quantum chemical calculations we have used for this study are included in
the ESI.�. Their brief description is given here.

In summary, the electron density �(r) contains the complete information about a
molecular system. It may be obtained using several methods of quantum chemistry,
ranging from the very state function by contraction of density matrices [176],
to the Kohn–Sham density functional theory [177]. Further progress has been
achieved with the advent of topological theories of the electron density and its
related functions [148, 178], and computational tools have enabled a more detailed
description of the electron distribution. Overall, a more precise understanding of the
interactions between atoms has led to the detection of the onset of complex patterns
of chemical bonding. This subject is under consideration here, and this chapter
constitutes a natural scenario for the application of these techniques to complex
systems such as transition metal clusters or silver chromate.

4 Transition Metal Clusters

Transition metal clusters can act as selective catalysts in several cases. For instance,
diphosphino, aminophosphino, and diamino Mo3S4 cuboidal clusters are efficient
catalysts or pre-catalysts for the hydrogenation of aromatic nitro derivatives [179,
180]. The core of these trimetallic clusters is chiral, and the terms P and M are
used depending on the stereospecific arrangement of the substituents around the
Mo3S4 core. In addition, depending on the nature of the ligands, additional sources
of stereogenicity can be provided.

In particular, the synthesis of Mo3S4Cl3 clusters bearing (R)- and (S)-2-
[(diphenylphosphino)methyl]pyrrolidine ligands, which are aminophosphine
ligands derived from (R) and (S) proline, could afford several diastereoisomers
depending on how the ligand binds to the molybdenum centers, on the substituents’
arrangement around the core of the cluster, and on the atomic arrangement around
the chiral carbon atom of the ligands, and also around its chiral nitrogen atom. In
Scheme 17.1, the P and M dispositions around the cluster core are depicted in the
upper row, where two different binding modes of the ligands to the molybdenum
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centers are schematized for a P arrangement in the middle row; and two examples
of arrangements around the chiral atomic centers of the coordinated ligands are
offered in the bottom row.
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It has been established that, among all possible diastereomers, only those with
phosphorus atoms on the ligands placed trans to the capping sulfur of the cluster
core can be obtained and also that the stereochemistry around the N atom of the
ligands is always S. In this way, only four diastereomers with S arrangement around
the N atoms (SN), with an R or S distribution around the chiral C atoms of the
ligands (RC or SC), and with a (P)- or (M)- distribution around the cluster core
remain as possible products of the synthesis. We use the following notation for these
diastereomers: (P)-[Mo-(SN,RC)]C, (M)-[Mo-(SN,RC)]C, (P)-[Mo-(SN,SC)]C, and
(M)-[Mo-(SN,SC)]C. At variance with the results observed with similar diphosphine
clusters, in which (R,R) diphosphine invariably led to P clusters, while (S,S)
diphosphines afforded only M clusters [181–183], in the present case only the (P)-
diastereomers could be experimentally detected within the synthetic outcome [184].
To rationalize this unexpected result, a theoretical study including the topological
aspects was conducted. All geometrical optimizations and NBO calculations were
performed with the Gaussian09 program suite [185]. The density functional theory
was applied with the Becke hybrid B3LYP functional [186–188]. The double-
Ÿ pseudo-orbital basis set LanL2DZ, in which all atoms are represented by the
relativistic core LanL2 potential of Los Alamos, was used. Geometry optimizations
were performed in the gas phase without any symmetry constraint, followed by
analytical frequency calculations to confirm that a minimum had been reached. The
ELF analysis was performed by means of the TopMod package, [131] considering
a cubical grid of stepsize smaller than 0.05 Bohr, on the wave function obtained at
the B3LYP/3-21G//B3LYP/LanL2DZ theoretical level.

The four aforementioned diastereoisomers, (P)-[Mo-(SN,RC)]C, (M)-[Mo-
(SN,RC)]C, (P)-[Mo-(SN,SC)]C, and (M)-[Mo-(SN,SC)]C, were taken as cluster
models for the B3LYP calculations. The initial structural parameters of the (P)-[Mo-
(SN,RC)]C and (P)-[Mo-(SN,SC)]C cations were extracted from crystallographic
data, whereas the (M)-isomers were built by changing the chlorine and
aminophosphine orientation while preserving the configuration of the stereogenic
centers. The optimized bond distances and dihedral angles, as well as the calculated
relative energies, are listed in Table 17.1. The experimentally isolated (P)-[Mo-
(SN,RC)]C and (P)-[Mo-(SN,SC)]C stereoisomers were the most stable compounds
and the highest stability calculated for (P)-[Mo-(SN,SC)]C agreed with the expected
stabilization attributed to the vicinal Cl			HN interaction observed in the crystal
structure and also to the ligand configuration. In contrast, (P)-[Mo-(SN,RC)]C turned
out to be 15.4 kcal/mol more stable than its corresponding M diastereoisomer; the
(P)-[Mo-(SN,SC)]C isomer was 20.0 kcal/mol less energetic than the (M)-[Mo-
(SN,SC)]C cation. These differences suggest a thermodynamic preference to the
formation of P isomers.

The calculated bond distances listed in Table 17.1 show good agreement with
the experimental data for the (P)-clusters [184], whereas the longer Mo–Mo and
Mo-(�3-S) distances for (M)-[Mo-(SN,RC)]C and (M)-[Mo-(SN,SC)]C suggest a
slight distortion of the Mo3S4 cluster core for these theoretically calculated species.
The calculated values for the dihedral angles that describe the conformation of the
bicyclic system in the ligand are also in good agreement with the experimental data,
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Table 17.1 Theoretical
averaged bond distances,
dihedral angles, and relative
energies for compounds
(P)-[Mo-(SN,RC)]C,
(P)-[Mo-(SN,SC)]C,
(M)-[Mo-(SN,RC)]C, and
(M)-[Mo-(SN,SC)]C

Distances
(Å)

(P)-[Mo-
(SN ,RC)]C

(P)-[Mo-
(SN ,SC)]C

(M)-[Mo-
(SN ,RC)]C

(M)-[Mo-
(SN ,SC)]C

Mo–Mo 2.807 2.805 2.834 2.845
Mo-(�3-S) 2.438 2.443 2.461 2.449
Mo-(�-S)a 2.380 2.387 2.376 2.376
Mo-(�-S)b 2.379 2.367 2.356 2.371
Mo–P 2.661 2.631 2.673 2.633
Mo–N 2.289 2.291 2.297 2.362
Mo–Cl 2.550 2.570 2.600 2.544
Dihedral
C5-N-C2-C1

8.770ı 95.723ı 24.866ı 81.800ı

Dihedral
C3-C2-N-Mo

179.573ı 14.052ı 6.480ı 4.885ı

Energies
(kcal/mol)c

4.8 0.0 20.2 20.0

aDistance trans to the Mo–N bond
bDistance trans to the Mo–Cl bond
cRelative to (P)-[Mo-(SN,SC)]C

with differences ranging less than three degrees. Therefore, both the experimental
and the theoretical studies establish that the (P)-[Mo-(SN,SC)]C complex exhibits a
cis-fused conformation of the bicyclic system, which confers additional stabilization
to the system. In addition, the stabilizing effect of the vicinal Cl			HN interaction can
also be observed in the (P)-[Mo-(SN,SC)]C calculated structure, which showed an
interatomic Cl			H distance of only ca. 2.32 Å. A similar Cl			HN interaction was
also noticed in the calculated (M)-[Mo-(SN,RC)]C species, with a Cl			H distance of
2.255 Å, although in this case the interaction took place between the NH and Cl
belonging to the coordination sphere of the same metal center as the cluster unit.

In order to gain a deeper insight into the nature of such Cl			HN interactions,
we performed natural bond order (NBO) and a topological electron localization
function (ELF) analyses. The bonding character of the shortest Cl			HN interactions
for (M)-[Mo-(SN,RC)]C and (P)-[Mo-(SN,SC)]C were confirmed by their higher
bond orders (0.043 and 0.052, respectively; see Table 17.2) in comparison to those
calculated for geminal and vicinal Cl			HN interactions found for the respective (P)-
[Mo-(SN,RC)]C and (M)-[Mo-(SN,SC)]C isomers (bond orders of ca. 0.003). The
Cl–H bond order calculated for the (M)-[Mo-(SN,RC)]C species was ca. 17% lower
than the bond order calculated for the (P)-[Mo-(SN,SC)]C species, which qualita-
tively agrees with the calculated stabilities, i.e., the (P)-[Mo-(SN,SC)]C species has
a higher bond order and is more stable than the (M)-[Mo-(SN,RC)]C cation.

On the other hand, the ELF analysis of the Cl			HN molecule fragment shows
the disynaptic V(N–H) basin accounting for the covalent N–H bond and two
monosynaptic V(Cl) basins, one roughly oriented to the hydrogen atom and the
other to the molybdenum atom, as can be seen in Fig. 17.1.

There was no disynaptic V(Cl–H) basin, as was expected due to the ionic
character of this Cl			H interaction. The population of the V(Cl) basin pointing to
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Table 17.2 Wiberg bond indexes (B) obtained at the B3LYP/3-21G//B3LYP/LanL2DZ theoreti-
cal level

Bond B averaged Bond B averaged

(M)-[Mo-(SN,RC)]C (M)-[Mo-(SN,SC)]C

Cl–Mo 0.655 Cl–Mo 0.740
N–Mo 0.489 N–Mo 0.447
Mo–Mo 0.743 Mo–Mo 0.736
NH 0.747 N–H 0.782
Cl���H (geminal) 0.043 Cl���H (geminal) 0.005

Cl���H (vicinal) 0.002
(P)-[Mo-(SN,RC)]C (P)-[Mo-(SN,SC)]C

Cl–Mo 0.726 Cl–Mo 0.686
N–Mo 0.476 N–Mo 0.478
Mo–Mo 0.751 Mo–Mo 0.751
N–H 0.767 N–H 0.729
Cl���H (vicinal) 0.013 Cl���H (vicinal) 0.052

Fig. 17.1 ELF isosurfaces
(� D 0,75) for the
(P)-[Mo-(SN,SC)]C structure.
Dashed yellow lines indicate
the vicinal interaction
between the disynaptic
V(N–H) basins (blue)
accounting for the covalent
N–H bond and the
monosynaptic V(Cl) basins
(red). Purple basins represent
core basins, while green
basins indicate disynaptic
(covalent bond) basins

the H atom and therefore involved in the Cl			HN interaction was higher for the (P)-
[Mo-(SN,SC)]C structure (3.91 e–) than the one found in the (M)-[Mo-(SN,RC)]C
structure (3.77 e–). This indicates a more electronic contribution of the V(Cl) to
the vicinal Cl			HN interaction in (P)-[Mo-(SN,SC)]C, as compared with the geminal
Cl			HN in (M)-[Mo-(SN,RC)]C, which supports the higher stabilizing effect of such
interactions observed for the (P)-[Mo-(SN,SC)]C structure from a topological point
of view.
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Therefore, in spite of the similar Cl			HN distance calculated for the vicinal
interaction in (P)-[Mo-(SN,SC)]C as well as for the geminal interaction in (M)-[Mo-
(SN,RC)]C, both the NBO and the ELF analysis suggest a stronger interaction in the
vicinal case, thus contributing to its higher stability.

5 Silver Chromate, Ag2CrO4

Silver chromate, Ag2CrO4, belongs to the important chromate family of Ag-
containing compounds with the formula Ag2MO4 (M D Cr, Mo, W) [189].
Ag2CrO4-based materials have been the subject of extensive research because of
their excellent applications in different branches of science and technology, such as
IN cathodes for lithium cells and catalysts [190–193].

The motivation for this investigation essentially arises from the discovery of an
unwanted real-time in situ nucleation and growth of Ag filaments on Ag2WO4,
Ag2MoO4, Ag3PO4, and AgVO3 crystals, which was driven by the accelerated
electron beam from an electronic microscope under high vacuum [194–200].

The electron-irradiation-induced formation of Ag nanoparticles on Ag2CrO4,
synthesized by the coprecipitation method, was observed for the first time [201].
Figure 17.2 shows the TEM images and EDS characterization of Ag2CrO4 and
the composition of Ag, Cr, and O in the sample, proving that Ag nanoparticles
grew on the material’s surface. Point 1, which is located in the Ag filament, has
a Ag content of 100%. Point 2, which is located in the vicinity of the interface, is
composed of 83.92% Ag, 14.64% O, and 1.42% Cr. However, points 3 and 4, which
are located in the internal region of the Ag2CrO4, are composed of 78.25% Ag,
6.76% O, and 14.98% Cr and 78.42% Ag, 6.01% O, and 15.57% Cr, respectively.
The formation of Ag0 promotes Ag–nanoparticle growth on the surface of the
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Ag2CrO4 microcrystal. Electron irradiation of the material induces the formation of
Ag vacancies and thereby transforms the specific region to a p-type semiconductor.
In fact, the size of the Ag nanoparticles increases with increasing concentration of
Ag vacancies. The material is therefore transformed from an n-type semiconductor
to an n-type semiconductor with p-type semiconductors in specific regions, owing to
the electron-induced formation of internal defects. The formation and corresponding
structural modifications of the [AgO6] and [AgO4] clusters were confirmed via
theoretical analysis.

To rationalize the experimental measurements (X-ray diffraction with Rietveld
analysis, field-emission scanning electron microscopy, transmission electron
microscopy with energy-dispersive spectroscopy, micro-Raman spectroscopy, and
ultraviolet-visible diffuse reflectance spectroscopy), the QTAIM methodology was
used in order to obtain a mechanism capable of explaining the electron redistribution
induced by the excess electrons in the bulk and surface of Ag2CrO4. In addition,
this theory was used to determine the relationship between the structural and
electronic changes in both Ag–O and Cr–O bonds of the [AgO6], [AgO4], and
[CrO4] constituent clusters, which are shown in Fig. 17.3.

First-principles total-energy calculations were carried out within the periodic
DFT framework using the VASP program [202, 203]. In the calculations, electrons
were introduced one by one up to four in the orthorhombic unit cell of Ag2CrO4,
and the distribution of these extra electrons took place by means of simultaneous
geometry optimization on the lattice parameters and the atomic positions. The
Kohn–Sham equations were solved by means of the Perdew, Burke, and Ernzerhof
exchange–correlation functional and by the electron–ion interaction described
by the projector-augmented-wave pseudopotentials [204, 205]. The plane–wave
expansion was truncated at a cut-off energy of 400 eV, and the Brillouin zones were

Fig. 17.3 Theoretical
representation of the
Ag2CrO4 orthorhombic
structure

[AgO6] [CrO4]
[AgO4] 

Ag1

Ag2
Cr
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Table 17.3 Lattice parameter and bond length as a function of the number of electrons (N) added

Cell parameters (Å) Bond lengths (Å)
N a b c Ag1–O in [AgO6] Ag2–O in [AgO4] Ag1–Ag2

0 10.176 7.011 5.618 2.32, 2.40, 2.67 2.31, 2.39, 2.45 3.59
1 10.405 7.079 5.676 2.35, 2.45, 2.73 2.33, 2.41, 2.49 3.62
2 10.751 7.172 5.747 2.27, 2.63, 2.89 2.36, 2.38, 2.48 3.60
3 11.131 7.282 5.933 2.16, 2.94, � 2.40, 2.35, 2.40 3.55
4 11.297 7.463 6.104 2.27 2.37, 2.55, 2.48 3.28
5 11.457 7.644 6.116 2.30 2.44, 2.95, 2.60 2.92
6 11.696 7.533 6.354 2.75 2.51, � , 2.50 2.78
7 13.538 7.612 7.247 2.88 2.71, � , 2.64 2.75

Three different sets of values are shown for the bond lengths: two sets of equal values for the
Ag1–O distance and one for the Ag2–O distance

sampled through Monkhorst–Pack special k-point grids that assured geometrical
and energetic convergence for the Ag2CrO4 structure. Bader atomic charges were
calculated using integrations of the charge density (n) within the atomic basins, �,
and subtracting the nuclear charge, Z, of the corresponding atom.

q .�/ D Z� � n .�/ with n .�/ D
Z

�

� .�/ dr

The theoretically estimated values of the lattice parameters and bond lengths as a
function of the number of electrons (N) are shown in Table 17.3. As the table shows,
the lattice parameters and the lengths of the Ag1–O and Ag2–O bonds increased
significantly with an increasing number of electrons. However, the opposite trend
was observed in the case of the Ag1–Ag2 bond.

For N D 3, [AgO6] transformed to [AgO4]´, and [AgO4] was maintained. When
one more electron was added, (N D 4), [AgO4]´ transformed into [AgO2], and Ag1
was coordinated to two O atoms at 2.27 Å. On the other hand, Ag2, which formed
[AgO4] clusters, maintained its coordination with three equal distances at 2.50 Å,
until N D 6. When the addition of five electrons was taken into account in the
calculations, the Ag1–Ag2 distance decreased from more than 3 Å to 2.92 Å, 2.78 Å,
and 2.75 Å at N D 5, N D 6, and N D 7, respectively.

The four Cr–O bond lengths remain practically constant as the number of
electrons increased. Hence, the theoretical analyses indicate that the incorporation
of electrons is responsible for the structural modification and formation of defects
on the [AgO6] and [AgO4] clusters, generating the ideal conditions for the growth
of Ag nanoparticles.

The Bader charge density of Ag, Cr, and O centers as a function of N is presented
in Fig. 17.4. The theoretical calculations indicated that the Ag atoms of [AgO6]
and [AgO4] had a higher tendency to be reduced, in comparison to the Cr atoms.
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Fig. 17.4 The Bader charge
density of Ag, Cr, and O
centers as a function of N

Particularly at N D 6, Ag1 and Ag2 atoms were practically reduced (from 0.81e
to 0.01e), and almost reduced (from 0.74e to 0.14e), whereas for the Cr atoms, a
constant value of the electron density was maintained (slight decrease of 0.25 units
at N D 7).

An analysis of the results presented in Table 17.3 and Fig. 17.4 reveals that the
electron density distribution was enhanced between Ag1–Ag2, at the same time
that the Ag1–Ag2 contact distance was significantly shortened when the number of
added electrons was up to 4. In addition, there was an increase in the electronic
charge density in the vicinity of Ag1 from N D 4, since Ag1 was coordinated
to only two O atoms, and therefore it was more prone to reduction than the Ag2
atoms. At N D 6, the Ag1 atoms were practically reduced, whereas the Ag2 atoms
required 7 electrons to reach the same state. This behavior implies the existence of
two different paths to obtain metallic Ag, which are associated with [AgO2] (coming
from [AgO6]) and [AgO4] clusters.

Two-dimensional charge density maps associated with the interaction of [AgO6]
clusters and [AgO6]�[AgO4] clusters are presented in Fig. 17.5a and b, respectively.
Figure 17.5a shows charge density maps associated with four Ag1–O bonds of
[AgO6] clusters, considering a neutral state (N D 0) and addition of three (N D 3)
and six (N D 6) electrons, respectively. The zones with high- and low-charge
densities are specified by the concentration of charge lines around the atoms,
revealing a decrease in the electronic charge density between Ag and O atoms
for N from 0 to 6. Thus, the Ag � O bond lengths were enlarged because of the
perturbation caused in the system with the incorporation of electrons (N D 6).
In addition, the charge density maps presented in Fig. 17.5b indicate that the
interactions of [AgO6] and [AgO4] clusters became weaker when N was increased
from 0 to 6, in good agreement with the shortening of Ag1�Ag2 distances presented
in Table 17.3. Hence, both behaviors theoretically obtained in Figs. 17.5a and 17.5b
can be associated with the growth of metallic Ag nanoparticles.
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Fig. 17.5 Charge density maps associated with the interaction of (a) [AgO6] clusters and (b)
[AgO6] and [AgO4] clusters

Consequently, the electron excess imposed in the material was transferred from
one cluster to another through the Ag2CrO4 lattice, so that the formation and growth
processes of Ag involved adjacent [AgO6] and [AgO4] clusters.

6 Conclusions

One of the most fundamental concepts within chemistry, i.e., the chemical bond,
is still a matter of lively debate among chemists and physicists. The nature of the
chemical bond is not unambiguous; it lacks a unique and precise definition, and
there are disputes about what a bond is and what it is not, about different types of
bonds, and how we should define bonds.

In the above context, new and more robust models of chemical bonds (structure)
and chemical reactivity are necessary to further our understanding of chemical
phenomena. Probing the electron density distribution during a chemical reaction can
provide important insights, making it possible to understand and control chemical
reactions. Rationalizing the chemical structure and reactivity patterns in terms of
the electron density distribution, and their changes along the reaction pathway,
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represents the key goal in all branches of chemistry, because the electron density
distribution is an observable and therefore can also be determined experimentally
[147]. This representation can be considered as a further step with respect to
the interpretation based on the concept of molecular orbitals (MOs) [206] or
the valence bond theory (VB) [207]. The current electronic structure theory of
molecules, i.e., quantum chemistry, can provide accurate snapshots of the electronic
distribution associated with geometrical changes of very large molecules. Although
the Hohenberg–Kohn theorem guarantees that all the molecular information is
encoded in the electron density, the physical description of chemical systems
requires additional postulates for extracting observable information in terms of
atomic contributions.

In the present study, we used QTAIM, ELF, and CT to analyze and monitor the
structure of transition metal clusters and silver chromate. Taking into account this
theoretical background, our results are capable of clarifying the nature of chemical
bonds on physical grounds and showing how we can directly afford fresh and richer
insights and a more correct description of the electronic properties in intuitive terms
and unprecedented detail.

The authors apologize to the readers for the often intentional and unintentional
simplification of the presentation. The task in this work is to demonstrate to the
reader the need to allow a degree of chemical complexity to enter into the rigorous
world of structure and chemical reactivity. We believe that these kinds of studies
may serve to provide more specific information as to nourish chemical structure
theories.

In summary, we tried to study chemical structures from the strict viewpoint
of quantum mechanics and, by extension, of quantum chemistry. Such a situation
is clearly defined by using QTAIM and ELF. We hope that these examples
demonstrate the power of relatively simple ideas applied for the understanding of
chemical structures. As Sunko [208] wrote: “By choosing appropriate examples,
links between theory and observable phenomena should be established keeping
always in mind the fact that theories are not absolute truths but rather our inventions
developed in order to account for the observable facts. They are based on models
but these models are subject to changes as new facts are discovered.” In the end,
we would like to use an ancient Chinese poem about Mountain Lu written by Su
Shi: “It’s a range viewed in face and peaks from the side. Assuming different shapes
viewed from far and wide. Of the Mountain Lu we cannot make out the true face.
For we are lost in the heart of the very place.” We have shown that the shape and
scenery of Mountain Lu are different from different perspectives (this sentence is
extracted from the paper of Su et al. [6]) on VB and MO theories to describe the
C2 bond. Similarly, our study conquers the shortcomings of traditional schemes to
describe chemical structures.
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