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1MeCP2, A Modulator of Neuronal 
Chromatin Organization Involved  
in Rett Syndrome

Alexia Martínez de Paz and Juan Ausió

Abstract
From an epigenetic perspective, the genomic chromatin organization of neurons 
exhibits unique features when compared to somatic cells. Methyl CpG binding 
protein 2 (MeCP2), through its ability to bind to methylated DNA, seems to be a 
major player in regulating such unusual organization. An important contribution 
to this uniqueness stems from the intrinsically disordered nature of this highly 
abundant chromosomal protein in neurons. Upon its binding to methylated/
hydroxymethylated DNA, MeCP2 is able to recruit a plethora of interacting pro-
tein and RNA partners. The final outcome is a highly specialized chromatin orga-
nization wherein linker histones (histones of the H1 family) and MeCP2 share an 
organizational role that dynamically changes during neuronal development and 
that it is still poorly understood. MeCP2 mutations alter its chromatin-binding 
dynamics and/or impair the ability of the protein to interact with some of its 
partners, resulting in Rett syndrome (RTT). Therefore, deciphering the molecu-
lar details involved in the MeCP2 neuronal chromatin arrangement is critical for 
our understanding of the proper and altered functionality of these cells.

Keywords
MeCP2 • Chromatin • DNA methylation • Postmitotic neurons • Rett syndrome
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Abbreviations

AFM Atomic force microscopy
ATRX α-Thalassemia mental retardation X linked
ChIP-seq Chromatin immunoprecipitation and sequencing
CREB cAMP response element-binding protein
CTCF CCCTC-binding factor
CTD C-terminal domain
Dlk1 Delta-like 1 homolog (Drosophila)
Dlx Distal-less homeobox
DNMT DNA (cytosine-5)-methyltransferase 1
Gtl2 Gene trap locus 2
HDAC Histone deacetylases
ICR Imprinting control region
ID Intervening domain
IDP Intrinsically disordered protein
Igf2 Insulin-like growth factor 2
MBD Methyl-binding domain
MeCp2 Methyl CpG binding protein
MoRF Molecular recognition features
N-CoR Nuclear receptor corepressor 1
NCP Nucleosome core particle
NLS nuclear localization signal
NRL Nucleosome repeat length
NTD N-terminal domain
PTM Posttranslational modification
RTT Rett syndrome
SIN3A Switch-independent 3a
TET Ten-eleven translocation
TRD Transcriptional repressor domain
WDR WW domain-binding region

1.1  Introduction

MeCP2 is a chromatin architectural protein that is ubiquitously expressed, but 
particularly abundant in postmitotic neurons [1]. MeCP2 was first discovered in 
1992 by Adrian Bird and colleagues [2], and it gained further attention once it was 
found that mutations in the Mecp2 gene give rise to Rett syndrome (RTT OMIM 
#312750) [3], an X-linked autism spectrum disorder considered to be one of the 
main causes of intellectual disability in girls [4]. Different observations highlight 
the important and distinctive role of MeCP2 in neurons: mice harboring an Mecp2 
gene deletion exclusively in neurons show a similar phenotype to that observed in 
complete knock out mice which mimics the RTT phenotype [5]. In addition, when 
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Mecp2 is re- expressed under the control of the neuron-specific Tau promoter in 
Mecp2-mutant mice, it can revert the pathologic symptoms [6]. Early character-
izations using mouse cells ectopically expressing the protein showed its localiza-
tion to the visible nuclear heterochromatic foci, comprising about 50% of the total 
CpGs and with high levels of methylation [7]. Moreover, it was shown that MeCP2 
can block gene transcription through its binding to hypermethylated promoters [8]. 
These initial observations gave rise to the general view of the protein as a classic 
repressor which was able to block transcription in a methylation-dependent way. 
Nevertheless, numerous studies carried out during the past decade have revealed a 
much more complex involvement of MeCP2, far from the original simplistic idea, 
suggesting a broader role of the protein in global chromatin regulation [9–12].

The high levels of MeCP2 found in postmitotic neurons alongside its ability to 
bind to the different forms of methylated DNA (hydroxymethylation and other 
methylated sites in addition to CpGs) that are enriched in these cells [11, 13, 14] 
place the protein in a central position in the regulation of brain function. This chap-
ter will discuss the distinctive features of neuronal chromatin and the role played by 
MeCP2 in its organization.

1.2  MeCP2: The Protein

MeCP2 is encoded by a gene located within Xq28 and is thus subject to 
X-chromosome inactivation [3]. The gene comprises four exons and during tran-
scription can be alternatively spliced to include or skip exon 2, hence giving rise to 
two transcript variants (Fig. 1.1a). This results in two protein isoforms, MeCP2 E1 
(aka MeCP2α or MeCP2 B) and MeCP2 E2 (aka MeCP2β or MeCP2 A). The former 
is translated from exon one and is the most abundant form of MeCP2 in brain. The 
translation initiation of MeCP2 E2 isoform lies on the second exon (Fig. 1.1b) [15]. 

a Genomic MeCP2 structure

I

I

I II III IV

III

II

mRNAs

Mecp2 e1

Mecp2 e2

III IV

IV

b

Fig. 1.1 Gene organization of MeCP2. (a) The MeCP2 gene consists of four exons (I, II, III and 
IV) and three introns. Exon II is an alternative exon that can be either skipped (dash line) or 
included (solid line) during transcription, leading to the synthesis of two final transcripts, Mecp2 
e1 and e2, respectively. (b) MeCP2 transcripts e1 and e2 are translated from exon I and exon II, 
respectively (arrows)

1 MeCP2, A Chromatin Modulator Involved in Rett Syndrome
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These two isoforms are very similar in sequence, differing only in the N-terminal 
region, where MeCP2 E1 contains 24 unique amino acids encoded by exon 1, while 
MeCP2 E2 have 12 different amino acids encoded by exon 2 [16].

To understand the role of MeCP2 in the regulation of biological processes, it is 
important to consider that it belongs to the family of intrinsically disordered pro-
teins (IDPs), whose members are characterized by having little or no structured 
elements such as alpha helices or beta sheets in solution [17]. These low levels of 
organization bestow such proteins with a high flexibility and extended interaction 
surface, within which different small linear motifs, called molecular recognition 
features (MoRFs), remain exposed for recognition purposes [18]. These features 
allow IDPs to bind to a plethora of molecular partners, and therefore they are 
thought to act as interaction “hubs” that play an important role in the regulation and 
coordination of signaling pathways [17, 19]. Remarkably, the expression level of 
these proteins is tightly regulated, and their functional importance is highlighted by 
the fact that their deregulation is commonly associated to physiological disorders 
such as neurological diseases or cancer [20]. In this regard, the maintenance of a 
very precise amount of MeCP2 seems to be critical for proper function of healthy 
neurons [21–24]. Indeed, RTT is mainly the result of MeCP2 loss of function muta-
tions, and patients harboring an Xq28 duplication – covering the Mecp2 locus – also 
exhibit related intellectual disability and neurological symptoms [25]. The larger 
the deviation from the physiological stoichiometric MeCP2 levels, the greater the 
severity of the pathological phenotype [26].

Despite the highly unstructured nature of MeCP2 (approximately 60–65% of the 
protein lacks secondary structure), trypsin digestion allows distinction of six well- 
defined structural domains (Fig. 1.2a) [27]: N-terminal domain (NTD), methyl- 
binding domain (MBD), intervening domain (ID), transcriptional repressor domain 
(TRD), and the C-terminal domains α and β (CTDα and CTDβ). These different 
domains encompass regions that mediate MeCP2 binding to DNA/chromatin, such 
as the MBD domain [28], adenine-thymine (AT) hooks [29], a DNA-binding domain 
[30] and binary chromatin-binding sites (Fig. 1.2b) [31]. In addition, two distinct 
regions allowing protein-protein interactions have been defined: the dimerizing 
domain [32] and the WW domain-binding region (WDR) (Fig. 1.2c) [33]. A great 
deal of attention has been given toward the MBD and TRD domains, since they are 
responsible and sufficient for mediating MeCP2 binding to methylated DNA and 
transcriptional repression, respectively [8, 34]. However, it is worth noting that the 
C-terminal domain is necessary for the proper maintenance of chromatin structure 
[30], and the full-length intact protein is crucial for brain function, since a great 
number of mutations associated to Rett syndrome can be found along the entire 
sequence [35].

The abovementioned conformational flexibility of MeCP2, together with the 
different domains and motifs present in its sequence, allows the protein to bind 
a wide variety of molecular partners. For instance, MeCP2 can interact with dif-
ferent proteins such as the transcriptional coactivator cAMP response element-
binding protein (CREB), nuclear receptor corepressor 1 (N-CoR), and DNA 
(cytosine-5)-methyltransferase 1 (DNMT1) [9, 36, 37]. MeCP2 has also been 
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shown to bind unmethylated DNA [38, 39] and to RNA [40], and although it was 
first discovered by its ability to bind to DNA methylated at cytosine followed by 
guanine (mCpG) dinucleotides [2], recent evidence indicates that the protein is 
also able to recognize other modified DNA forms. For instance, MeCP2 can inter-
act with 5-hydroxymethylcytosine (5hmC) [13] and methylated DNA outside the 
context of CpG dinucleotides [mCH; H = adenine (A), thymine (T), or cytosine 
(C)] [14].

Such binding promiscuity has an important relevance within the brain context, 
where, in postmitotic neurons, MeCP2 is expressed close to stoichiometric levels 
with histone octamers and DNA methylation patterns are particularly complex and 
very different from those found in other somatic tissues [11, 41].

1.3  DNA Methylation and MeCP2 Binding in the Brain

DNA methylation is an epigenetic mark that results from the covalent binding of a 
methyl group to the 5′ carbon of the cytosine pyrimidine ring (adenines are also 
methylated in prokaryotes and plants) [42]. DNA methylation in animals was tradi-
tionally thought to be confined to CpG dinucleotides, and thus it has been the best 
characterized DNA methylation site. CpG methylation is important for different 
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biological processes such as X-chromosome inactivation, genomic imprinting and 
silencing of transposable elements; therefore, it is generally considered to be a tran-
scriptional repressive mark [43].

Among other epigenetic mechanisms, DNA methylation is thought to play a 
critical role in neurogenesis and neuronal plasticity, which is the fundamental con-
stituent of learning and memory. Importantly, its dysregulation has been associ-
ated with different neurological disorders [44, 45]. In postmitotic neurons, DNA 
methylation within the context of CpGs is similar to that found in other tissues; 
between 60 and 90% of the CpG sites are methylated and are enriched in repetitive 
DNA sequences and intergenic regions, while regulatory elements like promoters 
or enhancers are depleted of methylated CpGs [41, 42]. However, mature neu-
rons exhibit a high content of additional DNA modifications [14, 41]. In recent 
years, with the use of genome-wide single-base resolution sequencing methods, 
the existence of biologically relevant methylation in the CH context has also been 
uncovered [14]. Throughout synaptogenesis, which coincides with childhood and 
adolescence, mCH (mainly mCA) accumulate to become, together with 5hmCs, 
a major fraction of the bulk of methylated cytosines in postmitotic neurons [41]. 
Interestingly, during neuronal maturation, MeCP2 levels increase in parallel 
with the increase of these methylated species, reaching levels 30–60-fold higher 
than those of other cell types [11, 46]. These observations suggest that MeCP2 
could bind to these DNA modifications and hence regulate the levels of general 
transcription in neurons. During the last few years, different groups have started 
to address this possibility [13, 14, 47, 48]. Using electrophoretic mobility shift 
assays (EMSAs), Gabel and colleagues performed a very insightful screen that 
showed that MeCP2 binds with a similarly high affinity to mCG and mCA, while 
its avidity for mCT or mCC was much weaker [47]. The observed preferential sites 
of MeCP2 binding were mCAs located along gene bodies (transcribed regions) of 
particularly long genes, which is generally associated with transcriptional repres-
sion [47]. Therefore, the high frequency of mCAs found in neurons, together with 
the affinity of MeCP2 for them, suggest that this modification could be a critical 
ligand of the protein.

The hydroxymethylated form of cytosine (5hmC) is an oxidized intermediate 
state originating during the process of active DNA demethylation and is carried out 
by the ten-eleven translocation (TET) proteins [13]. This modification is quite abun-
dant in neurons, is recognized by MeCP2, and is associated with transcriptional 
activation. In agreement with previous studies [48, 49], Gabel et al. also described a 
lower affinity of MeCP2 for 5hmCG than for mCG or 5hmCA, although the latter is 
present in negligible amounts in the neuronal genome [41]. Overall, these observa-
tions suggest a model in which MeCP2 binds primarily to mCGs, and upon hydroxy-
methylation, MeCP2 binding affinity diminishes, causing the release of the protein 
and its relocation or degradation.

The ability of MeCP2 to bind to methylated cytosines is completely depen-
dent on its MBD domain [14, 28]. Both in vitro and in vivo analyses have shown 
that, when this domain is mutated or lacking, the specificity of MeCP2 for meth-
ylated DNA and its overall DNA binding are impaired [50, 51]. Remarkably, 
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crystallographic studies have shown that the protein does not directly recognize the 
modified  cytosine; instead, it establishes hydrophilic interactions with water mol-
ecules located in the mayor groove of the methylated DNA around the cytosine moi-
ety [28]. Of note, the binding capacity of MeCP2 to hydroxymethylated cytosines 
also seems to rely on the MBD domain, as the mutation R133C, present in patients 
with Rett syndrome, does not affect the binding of MeCP2 to mCpG, but impairs its 
interaction with 5hmC [13]. The MBD flanking regions, NTD and ID, are also very 
important for its binding to DNA. The NTD appears to play a critical role despite 
its inability to bind DNA itself, acting synergistically with the MBD to increase the 
binding affinity of this domain by a significant ten-fold [30].

1.4  MeCP2-Chromatin Binding

Most eukaryotic DNA is located inside the nucleus where it is associated with chro-
mosomal proteins, resulting in a nucleoprotein complex called chromatin. The most 
basic structural unit of chromatin is the nucleosome core particle (NCP), which 
consists of 146 base pairs of DNA wrapped around a histone octamer (a tetramer 
[H3-H4]2 and two H2A-H2B dimers) [52]. Adjacent nucleosomes are connected by 
a shorter free DNA region of variable length called linker DNA. The structure is 
stabilized by the presence of linker histones (of the histone H1 family) that bind to 
the linker DNA at the entry and exit sites of the NCP. Chromatin is highly dynamic 
and can undergo different degrees of compaction, from an extended conformation 
in euchromatin, characterized by spaced nucleosomes and readily accessible DNA, 
to the highly condensed metaphasic chromatin structure necessary for the appropri-
ate chromosomal organization before cell division. Multiple in vitro studies have 
demonstrated that MeCP2 is able to bind to nucleosomes and fold chromatin by 
itself [31, 38, 53], and it has been proposed by Hansen et al. that this is most likely 
the result of a combinatorial interaction between the different MeCP2 binding 
domains with DNA/chromatin [18].

Early studies have demonstrated that transcriptional repression via DNA meth-
ylation was mediated by its association with chromatin and resulting compaction 
[54]. Soon after, MeCP2 was identified in Adrian Bird’s lab, and the ability of its 
MBD domain to bind naked DNA harboring a single methylated CpG was described 
[2, 34]. These and other pioneering findings prompted Chandler et al. to investigate 
for the first time MeCP2-DNA binding within a nucleosome context [53]. Using 
mono-nucleosomes, they observed a binding of MeCP2 to the solution-exposed 
methyl CpGs located preferentially in the region of DNA at the nucleosome dyad 
axis and at its boundary regions. Furthermore, they found that such interactions 
were favored by the presence of linker DNA and, when bound, MeCP2 would pro-
tect nucleosomal DNA from nuclease digestion.

Subsequent in vitro studies aimed to determine the ability of MeCP2 to produce 
alterations in the chromatin structure using well-defined nucleosome arrays (a DNA 
template consisting of 12 tandem 208-bp repeats of the Lytechinus 5 S rDNA—
a strong nucleosome positioning sequence—and chicken erythrocyte histone 
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octamers) [55]. Using this system Georgel et al. described the ability of MeCP2 to 
induce chromatin condensation [38]. Combining electron microscopy and analytical 
ultracentrifuge analyses, this study showed that the majority of nucleosome arrays 
underwent a highly compacted organization when MeCP2 was added at nucleosome 
equimolar ratio. Moreover, these condensed particles could assemble into chroma-
tin-like suprastructures at higher MeCP2/nucleosome molar ratios. Further studies 
provided new detail to the nature of MeCP2 interaction with chromatin [31, 56]. By 
digesting the nucleosome arrays with micrococcal nuclease (MNase), it was shown 
that a short stretch of 11 bp in the 5′ end of the DNA linker was preferentially pro-
tected by the protein; moreover, the presence of the DNA linker was essential for 
MeCP2 binding.

Recombinant versions of MeCP2 consisting of deletion mutants or harboring 
different Rett syndrome-causing mutations have been extensively used to ascertain 
the specific roles played by each domain in the interaction of the protein with DNA/
chromatin. Using these approaches, it was shown early on by Chandler et al. that the 
MeCP2 C-terminal region is necessary for its interaction with nucleosomes and 
might be very important for the regulation of chromatin structure [53]. Several fol-
low- up studies were in agreement with this initial observation [30, 31, 38]. Using 
EMSA it was determined that the mutant R294X, lacking both CTDα and CTDβ, is 
able to bind to naked DNA but exhibits an impaired interaction with nucleosomes 
[31]. More specifically, CTDβ is likely to be the one carrying nucleosome interact-
ing regions, since it has been reported to bind to nucleosomes but not to dsDNA 
[30]. Moreover, and in line with the previous observations, the TRD-CTD domains 
were capable of condensing nucleosome arrays to similar levels of those achieved 
by the full-length MeCP2 [30]. Of note, the resulting structures obtained in this 
instance were different to those observed in the presence of an intact MeCP2 [31]. 
Electron microscopy revealed that the wild-type protein exhibited a tendency to link 
nucleosomes together. By contrast, the R249X mutant mediated compaction exclu-
sively through DNA–DNA interactions, supporting again the notion of a C-terminal 
region controlling the chromatin binding.

1.5  Every Single Amino Acid Matters

As mentioned before, different mutations along the entire MeCP2 sequence have 
been found to result in a RTT phenotype, underscoring the functional importance of 
the entire protein. Some of these mutations affect regions that allow the protein to 
bind unmethylated DNA, as is the case of the R270X mutation which causes neona-
tal encephalopathy and early death [29]. In this study Baker and colleagues described 
how the said mutation and G273X are responsible for two extremely different phe-
notypes, despite their mere three-amino acid distance and their similar ability to 
disrupt MeCP2 transcriptional repression. The reason for the milder phenotype of 
G273X compared to R270X is that the latter but not the former disrupts a highly 
conserved AT-hook DNA-binding domain within the TRD region. This renders a 
protein with an impaired ability to bind to certain heterochromatic sequences and to 
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compact chromatin [29]. AT-hooks are DNA-binding motifs with high affinity for 
adenine/thymine DNA sequences. These motifs are frequently present in other non-
histone chromatin-associated proteins such as those of the high-mobility group 
(HMG). The authors suggested a model wherein MeCP2 could be specifically bind-
ing methylated DNA and subsequently making extensive contacts with the adjacent 
DNA and nucleosomes to alter the local structure. In agreement with this model, 
MeCP2 has been described to preferentially bind to CpGs containing a minimum of 
four adenine/thymidine nucleotides (AT ≥ 4), underscoring the importance of the 
AT-hook motifs present in the protein [57].

1.6  Teaming Up

The different domains of MeCP2 seem to work in a cooperative way. The protein 
appears to be divided into two fundamentally different functional regions: one 
encompassing the N-terminal domains, NTD-MBD-ID, and the second correspond-
ing to the C-terminal regions TRD-CTDα-CTDβ [30]. In the first one, the MBD 
domain is responsible for the specific recognition and binding to hydroxymethyl-
ated/methylated DNA, and the surrounding NTD and ID domains might function as 
interaction stabilizers. In the second one, the C-terminal region is particularly 
involved in chromatin binding and folding. TRD-CTDα is responsible for binding 
to DNA, while CTDβ is required for chromatin compaction.

In addition to the cooperative activity of the different domains of MeCP2, the 
protein performs its functions by interacting with other partners, and different 
structural features of MeCP2 can modulate these interactions. A potential modula-
tor is the increased structural complexity acquired upon binding of MeCP2 to spe-
cific targets, a characteristic process shown by IDPs [19]. Indeed, despite MeCP2 
IDP nature, using hydrogen bond stabilizers such as trifluoroethanol (TFE), it was 
shown that 65% of the protein is able to acquire secondary structure [58]. It is 
tempting to speculate that, upon binding to hydroxymethylated/methylated DNA, 
MeCP2 possibly undergoes structural changes that could result in the exposure of 
different MoRFs to be recognized by other proteins, thus modulating its partner 
recruitment ability.

Another feature of IDPs is their great propensity to undergo posttranslational 
modifications (PTMs) that have potential to regulate their binding to different part-
ners [19, 59]. For MeCP2, modifications such as phosphorylation, acetylation, ubiq-
uitination, SUMOylation, and ribosylation have been described [60]. The specific 
function of most of these PTMs remains unknown, but some of them have been 
reported to regulate the interaction of MeCP2 with chromatin and determine the 
binding to different cofactors. In terms of its association with chromatin, MeCP2 
poly(ADP-ribosyl)ation has recently been described to diminish its binding affinity 
for the chromocenters, and a role has been proposed for this PTM in the regulation 
of MeCP2-dependent heterochromatin aggregation [61]. Another recent example of 
a PTM that affects the MeCP2-chromatin interaction involves the developmentally 
regulated phosphorylation of S164 that has been shown to weaken MeCP2 binding 
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to chromatin [62]. With regard to PTMs affecting the association of MeCP2 with 
different cofactors, phosphorylation of S80 has been reported to mediate RNA- 
dependent interaction of MeCP2 with the Y-box binding protein 1 (YB-1), and 
phosphorylation of S229 has been shown to influence its association with hetero-
chromatin protein 1 (HP1) [63].

The extreme flexibility of MeCP2 allows it to bind to DNA/chromatin in differ-
ent ways and interact with a plethora of proteins to exert very diverse functions. This 
can be exemplified by the transcriptional repressor activity of MeCP2, through its 
interaction with the corepressor complexes N-CoR-SMRT (silencing mediator of 
retinoic acid and thyroid hormone receptor) and SIN3A (switch-independent 3a). 
These complexes bind to histone deacetylases (HDACs) to locally compact chroma-
tin, hence blocking transcription (Fig. 1.3a) [64, 65]. Interestingly, the interaction 
with N-CoR is affected by phosphorylation of threonine 308 in the repressor domain 
of MeCP2 [36]. MeCP2 has also been shown to activate transcription by recruiting 
CREB1 to specific gene promoters (Fig. 1.3b) [9] and to participate in the regulation 
of the silenced chromatin state in pericentric regions by interacting with HP1 and 
enhancing its accumulation in heterochromatin (Fig. 1.3c) [66].
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Fig. 1.3 MeCP2 regulatory function is mediated by its interaction with different partners. (a) 
MeCP2 interacts with corepressor complexes, such as NCOR-SMRT and HDACs, to promote 
chromatin compaction and repress transcription. (b) MeCP2 interacts with CREB to activate tran-
scription. (c) MeCP2 interacts with HP1 to maintain the condensed and silenced state of pericen-
tric heterochromatin, highly enriched in DNA methylation (mCpG) and tri-methylation of lysine 9 
of histone H3 (H3K9me3). (d) MeCP2 partners with ATRX, cohesin, and CTCF at the H19/Igr2 
imprinted control region (ICR) to promote imprinting-related chromatin looping leading to tran-
scriptional repression of H19
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1.7  Higher-Order Chromatin Structures

The three-dimensional organization of chromatin in nuclei is not random; it is inti-
mately linked to different functional processes and is highly conserved across cell 
types and species [67, 68]. In the past decade, the fast development of techniques, such 
as chromatin conformation capture in combination with high throughput sequencing, 
has improved our understanding of such complex organization. Chromatin is hierar-
chically organized, starting from a higher level where the interphasic chromosomes 
are distributed in specific territories or large megabase-sized topological domains, 
to lower hierarchical levels such as the loop domains, that are necessary to bring 
together regulatory regions that are located far apart in the linear genome [67–69].

Therefore, the concept of gene regulation must take into consideration a three- 
dimensional network of dynamic interactions that can also involve the participation 
of MeCP2, as there is some evidence of its role in the formation of higher-order 
chromatin structures. In vitro studies using nucleosome arrays, EM, and atomic force 
microscopy (AFM) techniques have shown that one of the most prominent motifs 
generated by the binding of MeCP2 to chromatin is the chromatin loop [10, 31, 38]. 
Moreover, an in vivo study carried out in mouse brains described the existence of an 
imprinted locus, the distal-less homeobox 5–6 (Dlx5–Dlx6), in which its transcrip-
tional repressive state was mediated by the MeCP2-dependent establishment of an 
11-kilobase chromatin loop [70]. This loop was absent in Mecp2-null mice and 
resulted in an increased expression of both genes. In addition, Dlx5 was described to 
exhibit loss of imprinting in lymphoblastoid cells derived from patients with Rett 
syndrome. Nevertheless, these results must be taken cautiously as they were subse-
quently challenged by another group [71], which observed biallelic expression of 
Dlx5 and Dlx6 in mice and claimed that MeCP2 was not involved in the maintenance 
of the imprinted locus. More recently, Kernohan and colleagues described the 
involvement of MeCP2, in association with cohesin and α-thalassemia mental retar-
dation X linked (ATRX), in the control of imprinted genes in the mouse brain [72, 
73]. Interestingly, ATRX and cohesin are also important regulators of chromatin 
organization and function, and their dysregulation results in the severe pathologies 
α-thalassemia mental retardation X linked and Cornelia de Lange, respectively. This 
underscores the critical relevance of chromatin organization in the nucleus. ATRX 
colocalizes with MeCP2, cohesin, and CCCTC-binding factor (CTCF) at the H19 
imprinting control region (ICR), resulting in the regulation of the H19/Igf2 imprinted 
domain and a subset of other genes. The authors speculated that these proteins might 
control genomic imprinting by establishing higher-order chromatin structures, which 
have been described to be common regulatory mechanisms of genomic imprinting 
[74, 75]. Their results demonstrate that MeCP2 recruits ATRX to the H19 ICR, and, 
subsequently, ATRX modulates nucleosome positioning to extend the linker DNA 
and allow the binding of CTCF to the exposed binding sites (Fig. 1.3d). They 
observed that loss of MeCP2 decreases the number of chromatin interactions across 
the H19/Igf2 and Gtl2/Dlk1 imprinted domains. Such findings are in agreement with 
the well-documented role of cohesin in chromatin looping [76, 77] and are  consistent 
with the ability of MeCP2 to assist in the formation of such structures in vitro [31].
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1.8  Neuronal Chromatin: Histone H1 and MeCP2

During brain development, mitotically active cellular precursors evolve into special-
ized neuronal and glial cells. A complex neurodevelopmental program encompass-
ing antiproliferative and neurogenic signals controls the differentiation process, 
which is overall strongly driven by epigenetic components such as chromatin remod-
elers, histone variants, histone PTMs, and DNA methylation, among other factors.

An interesting observation on neuronal chromatin structure was made back in the 
1980s at Kuenzle’s lab. They described how, during differentiation, mouse cortical 
neurons undergo a general decrease in the spacing between nucleosomes, the so- 
called nucleosome repeat length (NRL) [78]. The authors reported a shortening of 
the NRL from 200 bp in the prenatal stage to 170 bp after birth (Fig. 1.4a). By con-
trast, another type of highly abundant neurons in cerebellum, the granule cells, 
exhibited an increase from 165 bp before birth to 218 bp 30 days after birth, a final 
NRL similar to that of other adult cell types like glial or hepatic cells (Fig. 1.4a). 
Different labs followed up with these observations and characterized the distinct 
organization of neuronal chromatin. Research in the Jean Thomas lab began the 
characterization of neuronal and glial nuclear composition, and they described 
important differences between both cell types. They observed that neuronal nuclei 
are especially large in size, their chromatin is more dispersed and displays a higher 
transcriptional rate, and interestingly, the levels of histone H1 are 50% the amount 
which is present in glial cells [79].

The existence of MeCP2 was not known at that time, but the protein and its high 
abundance in brain were later discovered [2, 80]. As previously noted, many studies 
supported the view of MeCP2 as a classical transcriptional regulator. However, such 
notion started to be questioned. In different studies using mouse models of Rett 
syndrome and MeCP2 duplication syndrome, it was found that the gene expression 
variations were generally subtle and led to either the upregulation or the downregu-
lation of a great number of genes [9, 81, 82]. Such observations are in agreement 
with the idea of MeCP2 being a chromatin structure regulator. Going back to the 
early studies on neuronal NRL, some tempting speculations can be made. Shahbazian 
and colleagues did an extensive study of MeCP2 levels in different brain regions 
and cell types [80], and a correlation between these and the Kuenzle’s observations 
can now be stablished. Interestingly, in adult cortical neurons containing high levels 
of MeCP2, the NRL is shorter than in other cell types. In contrast, in other neurons, 
such as adult cerebellar granule cells that express extremely low amounts of MeCP2, 
or in different cell types like glial or hepatic cells also exhibiting negligible levels of 
MeCP2, the NRL is around 200 bp (Fig. 1.4a). During cortex development, the first 
neuronal precursors that stop dividing to start differentiating migrate to populate the 
deepest layer of the cortex, and once there, they become fully differentiated mature 
neurons (Fig. 1.4b). During this process, MeCP2 expression rises in these cells, 
initially displaying a diffuse nuclear distribution, until its later relocation to a typical 
punctate distribution that has been observed in rodent cells. Subsequent neuronal 
precursors that lose their dividing capacity will migrate to occupy more superficial 
layers, and MeCP2 will also increase its expression in these cells (Fig. 1.4b). 
Interestingly, immediately after birth, all cortical neurons start shortening their NRL 
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in the same order in which they started their differentiation (e.g., neurons located in 
the inner cortical layer decrease their NRL first) (Fig. 1.4a). These observations 
suggest that MeCP2 could be involved in the developmental shaping of chromatin 
structure in neurons where the protein is present in higher levels.

More recently, a very interesting study by Skene et al. showed that MeCP2 in 
neurons is expressed at levels close to those of core histones; there is approximately 
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Fig. 1.4 Developmental neuronal chromatin reorganization and MeCP2 distribution during brain 
development. (a) Nucleosome repeat length (NRL) decreases during development in cortical neu-
rons (orange lines). NRL decrease occurs postnatally following the order of neuronal differentia-
tion (early differentiated neurons exhibit an early shortened NRL). Cerebellar granule cells show 
an opposite trend, with NRL increasing during development (blue line). Hepatic cells maintain a 
constant NRL during development (gray line). In the adult, neuronal cells containing high levels 
of MeCP2 (orange lines) show a reduced NRL compared to that of other brain cells with lower 
levels of the protein (blue and gray lines). (b) MeCP2 expression in 35-week- and 10-year-old 
human brain (orange dots). In the adult brain, early differentiated cortical neurons remain in the 
inner cortical layer where high levels of MeCP2 are detected. Newly differentiated neurons are 
subsequently located in more external layers where the high MeCP2 levels exhibit a later appear-
ance (modified from [79])
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one MeCP2 molecule every two nucleosomes, which would be consistent with the 
lower levels of H1 observed in neurons [11, 79]. Chromatin immunoprecipitation 
and sequencing (ChIP-seq) data from this and other studies [11, 12] show that 
MeCP2 is broadly distributed throughout the genome, exhibiting a binding profile 
similar to that of any other histone protein, therefore supporting its function as a 
core neuronal chromosomal protein. The global binding of MeCP2 alters chromatin 
structure by reducing histone acetylation and prevents spurious transcription of 
repetitive elements [11]. Moreover, in Mecp2-null neurons, there was a two-fold 
increase of the levels of H1 compared to wild-type neurons. This interrelationship 
between both proteins suggests that in neurons, where MeCP2 is highly expressed, 
it most likely replaces histone H1 and therefore exerts its role as an alternative 
highly specialized linker histone. This notion is in perfect agreement with increas-
ing evidence describing diverse functional resemblances between both proteins, 
despite of their completely different primary structure. The association of MeCP2 
with chromatin is known to exhibit a preference for linker DNA domains, especially 
when H1 is not present [83]. Both in vitro and in vivo studies have demonstrated the 
ability of MeCP2 to compete with histone H1 for the binding sites, both in the pres-
ence and absence of DNA methylation [8, 10, 83]. Indeed, it is able to displace up 
to a 40% of histone H1 when the underlying DNA is methylated. Furthermore, 
MeCP2 interacts with DNA cruciform structures with an affinity as high as that for 
mCpGs [84]. Interestingly, four-way junctions of cruciform DNA mimic the prefer-
ential binding site of the histone H1 at the entry and exit sites of DNA in the nucleo-
some. In vitro experiments show that, when bound to such sites, both H1 and 
MeCP2 lead to the formation of so-called “stem-like” structures and condense the 
chromatin fibers in a similar way [10, 85]. They facilitate the “zigzag” nucleosome 
organization necessary to achieve the higher levels of chromatin compaction that 
are involved in the formation of 30 nm DNA fibers. In addition, the dynamic behav-
ior of both proteins is very similar, as fluorescence recovery after photobleaching 
(FRAP) experiments have demonstrated that the exchange rate is very fast and simi-
lar in both instances, suggesting that both of their bindings to chromatin are highly 
dynamic [86, 87].

All of this is heavily indicative of a very important role of MeCP2 in general 
organization of chromatin structure, especially in neurons, where this protein is so 
highly abundant.

1.9  Concluding Remarks

The neuronal functional regulation of chromatin is a complex process that involves 
a highly specialized and distinctive pattern of DNA methylation. MeCP2 seems to 
participate in this duality, being able to recognize and bind  hydroxymethylated/
methylated DNA and translate the message encrypted by these chemical modifi-
cations into different chromatin structural conformations. Despite the intensive 
research carried out on MeCP2 since its discovery, the detailed role of the protein 
in the interconnection between these structural features is still poorly understood. 
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It most likely will be key to our understanding of the mechanisms leading to  different 
neurological diseases including and beyond Rett Syndrome.
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2The Role of Noncoding RNAs 
in Neurodevelopmental Disorders: 
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Abstract
Current technologies have demonstrated that only a small fraction of our genes 
encode for protein products. The vast majority of the human transcriptome cor-
responds to noncoding RNA (ncRNA) of different size, localization, and expres-
sion profile. Despite the fact that a biological function remains yet to be 
determined for most ncRNAs, growing evidence points to their crucial regula-
tory roles at all stages in gene expression regulation, including transcriptional 
and posttranscriptional control, so that proper cell homeostasis seems to depend 
largely on a variety of ncRNA-mediated regulatory networks. This is particularly 
relevant in the human brain, which displays the richest repertoire of ncRNA spe-
cies, and where several different ncRNA molecules are known to be involved in 
crucial steps for brain development and maturation. Rett syndrome is a neurode-
velopmental disorder characterized by loss of function mutations in the X-linked 
gene encoding for methyl-CpG-binding protein 2 (MeCP2). MECP2 deficiency 
impacts globally on gene expression programs, mainly through its role as a tran-
scriptional repressor, and growing data also points to an important dysregulation 
of the noncoding transcriptome in the disease. Here, we review the current 
knowledge on ncRNA alterations in Rett and explore links with other patholo-
gies that might indicate the potential use of particular noncoding transcripts as 
therapeutical targets, tools, or disease biomarkers.
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2.1  Introduction

Most of the human genome is transcribed as nonprotein-coding RNAs [1]. The 
development of massive parallel sequencing techniques has allowed a thorough sur-
vey of the noncoding transcriptome in a growing number of tissue types and devel-
opmental points, indicating that there exist a large number of noncoding transcripts 
(ncRNAs) whose roles are essentially unknown. However, the increasing number of 
studies about this “junk” DNA shows its crucial importance in the control of gene 
regulation, especially in the brain and neurological diseases [2]. Noncoding RNAs 
(ncRNAs) are conventionally classified as small (sncRNA, <200 nucleotides in 
length) or long (lncRNAs, >200 nucleotides in length) species, with the former 
group (including miRNAs, piRNAs, snoRNAs, snRNAs, among others) being the 
better characterized subtype. Most sncRNAs are involved in the biogenesis and 
modifications of other RNAs or are related to posttranscriptional regulation [3, 4]. 
By comparison, lncRNAs are thought to constitute the larger fraction of the noncod-
ing transcriptome, but their precise biological roles are still largely unknown. Only 
a handful of examples are starting to be thoroughly characterized (including Xist, 
H19, HOTAIR), so that for the vast majority of them, only scarce information is 
available as to their functional relevance. Nonetheless, a growing body of evidence 
points to their involvement at all stages in fundamental cellular processes and spe-
cifically in gene expression regulation, from chromatin structural determinants to 
fine-tuning cytoplasmic controllers of mRNAs turnover, localization, and transla-
tion. In addition, different types of ncRNAs may interact and regulate each other, as 
well as mRNAs, to maintain a dynamic network of interactions essential for normal 
cell homeostasis (reviewed in [5]).

Comparatively, the brain displays the higher diversity of expressed ncRNAs, and 
it is also the organ with a higher number of tissue-specific lncRNAs, with regulated 
temporal and spatial expression patterns [6, 7]. Of note, the generally low evolution-
arily conservation of lncRNAs is increased for the brain-specific lncRNAs, which 
show a higher degree of similarity in the patterns of expression during brain devel-
opment [8, 9]. For these reasons, lncRNAs are thought to play crucial roles in brain 
maturation and function, and as a consequence, their dysregulation might be impor-
tant during the onset or progression of a number of neurological diseases [10, 11]. 
In particular, a number of neurodevelopmental disorders are directly linked to the 
aberrant expression of some lncRNAs, including SNORD115 and SNORD116 in 
Prader-Willi syndrome [12] or the imprinted KCNQ1OT1 and H19 in Beckwith- 
Wiedemann syndrome [13]. However, the specific mechanisms involved are far 
from being completely understood, and further intense investigations will be 
required to give the complete picture of ncRNA-based regulatory functions in the 
central nervous system (CNS).

It is worth noting that, although most ncRNAs are linear molecules, a subgroup 
of them form a circle through covalent binding; circular RNAs (circRNAs) are 
expressed in a tissue- and organ-specific manner and derive mainly from nonca-
nonical splicing of protein-coding pre-mRNAs [14]. Their functions remain largely 
unexplored, although one proposed mode of action is their ability to titrate out the 
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pool of functional miRNAs (and also RNA binding proteins or other small RNAs) 
by acting as molecular “sponges” [15–17]. In the brain, circRNAs are highly abun-
dant in synapses and more conserved than other noncoding RNAs [18], and their 
expression seems to increase during development of the CNS [19]. In addition, their 
presence in the bloodstream and their abundance in exosomes as circulating mole-
cules have given them value as biomarkers for noninvasive diagnosis in a number of 
human diseases, including disorders of the CNS and degenerative diseases [20].

2.2  Rett Syndrome

Rett syndrome (RTT, OMIM 312750) is a postnatal progressive neurodevelopmen-
tal disorder that represents the second cause of mental retardation in females [21]. 
RTT is principally caused by de novo mutations in the X-linked gene encoding 
methyl-CpG-binding protein 2 (MECP2) [22]. The disease occurs almost exclu-
sively in females, affecting one in every 10,000 live female births. The fact that 
MECP2 is located in the X chromosome typically causes the premature death of 
males because of complete absence of functional protein [23]. However, in order to 
compensate the different gene dosage between males and females, cells are able to 
randomly inactivate one of their X chromosomes in girls, resulting in a mosaic of 
cells. For this reason, Rett girls dispose of functional MECP2 in approximately 50% 
of their cells and can survive. Rett patients generally don’t exhibit symptoms until 
6–18 months of age [24]. From then on, the disorder may become evident when 
patients lose their verbal ability [25] and show severe cognitive impairment, stereo-
typic behaviors [26] as well as cardiac and respiratory abnormalities [27]. The life 
expectancy for patients is extremely reduced and sudden unexpected deaths are not 
rare, often due to cardiovascular and respiratory dysfunction [28]. The lack of an 
effective cure and even of treatment options to resolve the most disabling symptoms 
of the disorder urges a better understanding of its physiopathology [29, 30]. Current 
efforts to tackle RTT include both pharmacological and molecular genetics-based 
strategies, but their therapeutical success has been to date limited.

2.2.1  MeCP2

The genetic defect at the root of Rett syndrome is the occurrence of loss-of-function 
mutations in methyl-CpG-binding protein 2 gene (MECP2). MeCP2 is a basic 
nuclear protein classically considered as a transcriptional repressor [31] that is able 
to bind to DNA sequences at methylated cytosines in 5′CpG dinucleotides [32]. 
Nevertheless, several studies have shown that MeCP2 can play a variety of roles, as 
it might also act as a chromatin activator, RNA-splicing modulator [30], and may 
even take part in the nuclear microRNA cleavage step [33]. MeCP2 is thus a global 
transcription and translation regulator with profound effects on normal cell physiol-
ogy. There are two isoforms of MECP2, long e1 and short e2, but it seems that the 
indispensable one for a normal neurodevelopment is e1 [34]. It is known that the 
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expression of this gene changes with age, increasing its levels during postnatal 
development [35]. For that reason, it seems that MeCP2 is not essential for a normal 
brain development, but rather for the correct maintenance of the mature 
neurons [32].

Although MeCP2 is found in several tissues, its highest expression levels are in 
the brain [36], where the correct dose and function of the protein are crucial for the 
proper establishment and maturation of neuronal networks [32]. Thus, this syn-
drome is an example of how different mutations in one single gene can affect several 
pathways essential for the neural structure [37]. Although there is not sufficient data 
available to confirm if RTT is caused by MECP2 deficiency in specific cell types or 
by a global dysfunction in the entire brain [32], different analyses suggest the 
importance of MECP2 role in GABAergic neurons, whose deficiency can cause a 
shift in the excitatory/inhibitory balance, giving rise to Rett symptoms [38]. Also, 
recent studies have shown that loss of MeCP2 in astrocytes can contribute to the 
pathophysiology of the disease due to a negative impact of the glia over neurons 
[39], adding thus another area in which it is necessary to increase our knowledge of 
the disease. It is important to keep in mind that some symptoms can result from 
MECP2 dysfunction in other organs than CNS, too [40]. Also, there are differences 
in the severity of the syndrome depending on the particular mutation in the protein, 
being R106T, R168X, R270X, and R255X the most critical for the patients’ pheno-
type [41].

2.2.2  Rett Syndrome Models

Despite the efforts to fully understand the molecular mechanisms underlying com-
plex neurological diseases, we are still far from achieving this ambitious challenge. 
However, the roles of some important genetic and epigenetic networks in the brain 
are beginning to be uncovered, and most advances in this field have been possible, 
thanks to the generation of animal and human cell line models.

The first results derived from total Mecp2 deletion using mice stem cells showed 
that the protein is indispensable for embryonic development [42]. It was in 2001 
when the first Mecp2 knockout (KO) mouse was obtained [43] using the Cre-loxP 
technology (bird strain). Also in 2006, Pelka et al. generated Mecp2-null mice eras-
ing the methyl-CpG-binding domain and disrupting the transcriptional repression 
domain after a splice site modification (Mecp2tm1Tam) [44]. Other animals where a 
truncated form of MeCP2 is expressed have also been generated [36, 45]. Besides, 
conditional knockout (CKO) mice models for Rett syndrome using the Cre-loxP 
approach have been designed too, restricting the protein deletion to specific types of 
neurons [38, 46–50]. These last animals are very useful for studying particular 
molecular pathways, but they do not recapitulate all features of RTT syndrome [51]. 
Recently, Mecp2-deficient mice using the CRISPR/Cas9 gene-editing technique 
[52] have been generated. This approach has several advantages over conventional 
genetic screens where, for example, RNA interference is used and off-target effects 
can disrupt the results [53, 54].
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Certainly, the findings in animal models have proved essential and very helpful 
to elucidate possibly altered pathways in a wide range of diseases as well as to 
develop therapeutic and diagnostic strategies. However, the information that is 
obtained from these experiments cannot be directly translated to patients before 
verifying it in a human model. In this regard, the generation of induced pluripotent 
stem cells from human somatic cells (hiPSCs) in 2007 [55] was an important step 
for a more refined study of several diseases in a proper system, as well as to perform 
more personalized drug screenings [56]. hiPSCs have allowed us to increase our 
knowledge about molecular mechanisms in tissues that would not be accessible 
otherwise, such as the brain [57], and Rett syndrome is one of the disorders where 
the generation of such cells has been essential [58, 59]. Technology has thus enabled 
researchers to obtain in vitro derived patient-specific neurons that exhibit the genetic 
and phenotypic features of RTT [60], including lower synaptic activity or reduced 
spine density. Importantly, female hiPSCs also maintain an epigenetic memory of 
their tissue of origin such as a nonrandom X chromosome inactivation pattern [61], 
allowing the specific reproduction of the disease in each patient.

2.3  Rett Syndrome and ncRNAs

With this variety of models at hand, researchers have now a number of complemen-
tary options to study in depth the molecular and cellular mechanisms underlying the 
onset and progression of Rett syndrome and, most importantly, to envisage and 
develop efficient treatment strategies. One area of research insufficiently addressed 
to date is the detailed characterization of the changes in the noncoding transcrip-
tome as a consequence of MECP2 dysfunction. Equally important is the full under-
standing of how RNA-based tools can help design and implement strategies that aim 
to recover normal MECP2 protein levels. For example, as a X chromosome-linked 
gene, one major area of therapeutic interest involves reactivation of the X chromo-
some across relevant cell types [62]. X-inactivation is established following a net-
work of lncRNA-mediated regulatory events, with the X-inactive specific transcript 
(Xist) playing an indispensable role [63–65]. Intensive research aiming at develop-
ing tools for controlling the whole process is currently ongoing, which might help 
in RTT and other X-linked diseases.

The class of ncRNAs most commonly studied in normal and pathological states 
is miRNAs. Both in the normal brain and also in neurodevelopmental diseases, 
miRNAs’ involvement has been frequently explored showing that their correct pro-
cess and function are essential for the proper neural development [66–69]. In the 
context of Rett syndrome, changes in miRNA expression may reflect a direct 
(mostly through transcriptional derepression) or indirect deregulation following 
MECP2 loss of function, and there are several publications that indicate the rele-
vance of the changes in miRNA expression profiles in the disease progress [70, 71]. 
For instance, upregulation of the miRNA cluster within the Dlk1-Gtl2 imprinting 
domain in the cerebellum of KO mice might alter dendritogenesis and synapse for-
mation [68, 72]. Another example of this regulation is miR-184, an imprinted 
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miRNA whose transcription is repressed by MeCP2 under certain neuronal activity 
conditions [73]. It is also worth noting that, given the direct link between miRNAs 
and posttranscriptional regulation of protein-coding genes, many researchers evalu-
ate the possibility that changes in some miRNAs levels could be causal in the dereg-
ulation of many mRNA transcripts in Mecp2 KO mice [74, 75]. In fact, miRNAs 
30a, 381, and 495 are aberrantly upregulated in knockout mice cerebella at 6 weeks 
after birth and are known to target the 3′UTR of Bdnf [72], a neurotrophin that rep-
resents one of the most potent modulators of neuronal development [76]. BDNF is 
known to be aberrantly diminished in RTT individuals, and its restoration is the 
object of currently undergoing clinical trials [29].

Beyond its function as a transcriptional regulator, it has been shown that MeCP2 
can also interact with and influence the activity of the pri-miRNA processing 
machinery under resting status in neurons [33]. Specifically, the phosphoryla-
tion of serine 80 in the C-terminal domain allows MeCP2 to act as a competitor 
with DROSHA for the binding to DGCR8 protein (see Fig. 2.1). Remarkably, 
neuronal depolarization triggers dephosphorylation at Ser80, indicating a neuro-
nal activity- dependent function for MeCP2 as a Microprocessor modulator. When 
MeCP2 is bound to DGCR8, pri-miRNAs cannot be processed by DROSHA-
DGCR8 complex and the pre-miRNAs are not generated. As a consequence, 
targets of these miRNAs and related molecular pathways are deregulated in a 
mecp2-null condition. Of note, and as an example, the authors demonstrated that 
targeted proteins of miR- 134, an important miRNA for neural development and 
influenced by MeCP2  regulation, have an altered expression levels when MeCP2 

DGCR8
MeCP2

Ser80P Ser80P

5’ 3’ 3’5’

DROSHA

Depolarization

MeCP2

miR-134

MeCP2 DGCR8

DROSHA

miR-134

Derepression of
neuronal targets 

Repression of
neuronal targets 

5’ 3’ 3’5’

Fig. 2.1 MeCP2 controls Microprocessor activity through direct binding to DGCR8. In resting 
conditions, phosphorylated MeCP2 is able to bind to DGCR8 and prevent DROSHA cleavage, 
resulting in diminished levels of certain miRNAs. Upon neuronal depolarization, dephosphory-
lation of MeCP2 releases the protein and the pri-miRNAs are more efficiently processed by 
DROSHA/DGCR8
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is suppressed [68]. These experiments highlighted the relevance of the C-terminus 
for the interaction of MeCP2 with DGCR8, uncovering a critical pathway in RTT 
patients with C-terminal deletions in MeCP2. Such deletions comprise a 15% of 
all genetic mutations identified among affected girls [77].

Another miRNA whose processing has been shown to be directly regulated by 
MeCP2 through its ability to interact with the Microprocessor complex is miR- 
199a. In this case, MeCP2 enhances the pri-miRNA to pre-miRNA cleavage by 
DROSHA [78]. MiR-199a targets inhibitors of the mechanistic target of rapamycin 
(mTOR) protein kinase pathway, which controls basic cellular processes involved in 
neuronal activity and synaptic connectivity (reviewed in [79]). mTOR signaling 
deficiency as a consequence of MeCP2 mutations has been linked to RTT pathogen-
esis [80, 81], whereas reactivation of the mTOR pathway has been shown to ame-
liorate the phenotype [60, 82]. This places miR-199a at the center of the MeCP2/
mTOR axis and highlights the role of noncoding RNA in RTT pathophysiology.

MeCP2 mRNA itself is regulated at the posttranscriptional level by miRNAs, 
among others, miR-130a [83], miR-132 [71], miR-200a, and miR-302c [84]. 
Importantly, it is known that MeCP2 levels during development are also regulated 
by some miRNAs. The low expression of the protein during fetal stages suggests a 
specific posttranscriptional regulation of the messenger RNA (mRNA) through the 
binding of miRNAs such as miR-483-5p in the long 3′UTR [85]. Furthermore, sev-
eral publications have shown the relevance of a correct fine-tuning between MECP2 
and miR-132 in postnatal periods [86, 87]. Also, there exists a reciprocal interaction 
between miR-7b and MeCP2 that could be crucial for the correct neural maturation 
and whose disruption can play an important role in the development of diseases as 
RTT [88]. Altogether, previous and future studies that provide a detailed knowledge 
of the link between MECP2 and the miRNA population will increase our under-
standing of important networks affected in Rett syndrome and will help design bet-
ter informed therapeutic assays.

In contrast to the growing information about changes in miRNA expression and 
RTT, the role of long noncoding RNAs in the pathophysiology of the disease is 
widely unknown, even though several publications have demonstrated the impor-
tance of lncRNAs in neuronal development [89–92]. Among the few studies on 
RTT, a lncRNA profiling performed in whole brain identified significant differences 
between wild-type and Mecp2-null mice. Despite the experimental caveat of not 
distinguishing between discrete brain regions, the results emphasized the upregula-
tion of a specific lncRNA and the consequent downregulation of its host coding 
gene Gabrr2 in RTT mouse models [93]. Gabrr2 encodes a subunit of GABA-C 
receptor and contributes to the correct inhibitory GABAergic signaling [94]. 
Another study focused on the co-immunoprecipitation of Mecp2 with large protein 
complexes involved in different aspects of RNA processing and which show them-
selves an RNA dependency to form [95]. Among the different lncRNAs directly 
bound by Mecp2 in the mouse cerebellum, the study underscores the retinal non-
coding RNA 3 (RNCR3) transcript. Further research will be needed to clarify the 
relevance of this interaction, but one hypothesis is that the lncRNA RNCR3 func-
tions by targeting MeCP2 to specific chromatin sites (similar to the role proposed 
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for Evf2 lncRNA in the recruitment of Mecp2 to the Dlx5/6 locus to act as a site-
specific transcriptional repressor [96, 97]). Intriguingly, like in the previous case, 
RNCR3 is also required for normal GABAergic neuronal signaling [98]. Also, its 
primary transcript hosts the miRNA-124a, one of the most abundant miRNA in the 
CNS, which is required for hippocampal axogenesis [99].

Although not yet studied in RTT, one important lncRNA of potential therapeuti-
cal relevance is the brain-derived neurotrophic factor antisense transcript 
(BDNF-AS), which is in inverse correlation with BDNF mRNA [100]. As men-
tioned before, BDNF plays crucial roles in the development and plasticity of the 
CNS, and its levels have been known for many years to be severely decreased in 
RTT, with an amelioration of symptoms occurring upon restoration of BDNF 
expression [101, 102]. Regulation by the antisense lncRNA involves deposition of 
histone repressive marks that downregulate BDNF levels at the transcriptional level, 
so that strategies aimed at targeting the antisense transcript result in an increase in 
BDNF [100]. Recently, analysis of circulating lncRNAs has identified BDNF-AS as 
differentially expressed in patients of autism spectrum disorder [103], highlighting 
the interest of further studying the precise role of antisense-mediated BDNF expres-
sion dysregulation in RTT. This example illustrates the therapeutic potential of tar-
geting individual ncRNAs that play pivotal roles in disease.

2.3.1  ncRNAs and Therapies

Since the discovery of MeCP2 as the principal affected gene in Rett syndrome [22], 
several research groups have focused their efforts on the development of therapies 
for this disorder. The demonstration of the phenotype rectification in mecp2-null 
mice where the protein was restored [104] uncovered the plasticity of neurons and 
the potential of Rett syndrome reversibility. Therefore, although there is not a treat-
ment for RTT, several strategies have been designed in order to ameliorate the most 
of the symptoms.

One strategy to restore MeCP2 function includes the specific activation of the 
wild-type copy of MECP2 on the inactive X chromosome. Indeed, the success of 
this technique was demonstrated in the case of Angelman syndrome [105, 106], 
caused by deficiency of the imprinted E3 ubiquitin ligase UBE3A. UBE3A is 
silenced by the antisense ncRNA UBE3A-ATS, and targeting of this lncRNA with 
antisense oligonucleotides (ASOs) reactivates Ube3a expression in neurons both 
in vivo and in vitro, concomitant with the amelioration of the disease phenotype. 
Furthermore, gene therapy also has been used in order to increase the expression of 
MECP2 in affected cells. In this case, the aim is to enhance the protein levels 
through the transfection of a vector that expresses MeCP2, such as adeno-associated 
virus vectors, which are capable of crossing the blood-brain barrier and can transfer 
genes across the CNS [107, 108]. However, the principal goal in these therapies is 
to avoid the overexpression and toxicity caused by an excessive increase in the gene 
dosage [108].
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Besides MeCP2, manipulation of its downstream targets has resulted in the 
improvement of several symptoms in mice models [109–112], being the ameliora-
tion of breathing dysfunction an example of a hopeful finding in order to increase 
the RTT patients’ quality of life [113]. The principal pathways that the studies 
focused on are noradrenergic, serotonergic, glutamatergic, GABAergic, and cholin-
ergic signaling as well as brain-derived neurotrophic factor (BDNF) pathway [29], 
whose relevance in the disease development has been widely demonstrated after the 
observation of reduced levels of BDNF mRNA and protein in MeCP2-null mice 
[101–103]. As mentioned above, one interesting avenue to be investigated is whether 
manipulations of BDNF antisense lncRNA have therapeutical value in RTT. Finally, 
it is worth mentioning that in animal models of Dravet syndrome (a neurodevelop-
mental disorder characterized by devastating epilepsies and with an overlapping 
phenotype with RTT), targeting of an antisense noncoding RNA of the sodium 
channel gene SCN1A with oligonucleotide-based compounds restores channel pro-
tein levels and ameliorates the phenotype [114].

2.4  Conclusions and Future Perspectives

Although of great potential therapeutic value, the field of ncRNA has been insuffi-
ciently addressed in Rett syndrome. Current knowledge is scarce and focused 
mainly on miRNAs, although even for this type of ncRNA the data available comes 
from a limited number of experimental systems and almost totally based in the 
mouse models. Even in mouse, we lack information about the role of ncRNAs in 
distinct brain circuits, neuronal subtypes, their localization in subcellular compart-
ments, and their presence in the glia. The recent development of RTT human cell 
models, thanks to the advances in stem cell biology, will allow a necessary surge in 
the field of ncRNAs to better understand their roles and contribution to the physio-
pathology of the disorder and, most importantly, their use as potential therapeutical 
targets, tools, or biomarkers.
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3Rubinstein-Taybi Syndrome 
and Epigenetic Alterations

Edward Korzus

Abstract
Rubinstein-Taybi syndrome (RSTS) is a rare genetic disorder in humans 
 characterized by growth and psychomotor delay, abnormal gross anatomy, 
and mild to severe mental retardation (Rubinstein and Taybi, Am J Dis Child 
105:588–608, 1963, Hennekam et al., Am J Med Genet Suppl 6:56–64, 
1990). RSTS is caused by de novo mutations in epigenetics-associated genes, 
including the cAMP response element-binding protein (CREBBP), the gene-
encoding protein referred to as CBP, and the EP300 gene, which encodes the 
p300 protein, a CBP homologue. Recent studies of the epigenetic mechanisms 
underlying cognitive functions in mice provide direct evidence for the involve-
ment of nuclear factors (e.g., CBP) in the control of higher cognitive func-
tions. In fact, a role for CBP in higher cognitive function is suggested by 
the finding that RSTS is caused by heterozygous mutations at the CBP locus 
(Petrij et al., Nature 376:348–351, 1995). CBP was demonstrated to possess 
an intrinsic histone acetyltransferase activity (Ogryzko et al., Cell 87:953–
959, 1996) that is required for CREB- mediated gene expression (Korzus et al., 
Science 279:703–707, 1998). The intrinsic protein acetyltransferase activity 
in CBP might directly destabilize promoter- bound nucleosomes, facilitat-
ing the  activation of transcription. Due to the complexity of developmental 
 abnormalities and the possible genetic compensation associated with this con-
genital disorder, however, it is difficult to establish a direct role for CBP in 
cognitive function in the adult brain. Although aspects of the clinical presen-
tation in RSTS cases have been extensively  studied, a  spectrum of symptoms 
found in RSTS patients can be accessed only after birth, and, thus, prenatal 
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genetic tests for this extremely rare genetic disorder are seldom considered. 
Even though there has been intensive research on the genetic and epigenetic 
function of the CREBBP gene in rodents, the etiology of this devastating con-
genital human disorder is largely unknown.

Keywords
Rubinstein-Taybi syndrome • RSTS • CREBBP • CBP • EP300 • p300 • Memory 
• Epigenetic • Histone acetylation • HDAC

3.1  Introduction

The regulation of gene expression requires not only activation of transcription fac-
tors but also the recruitment of multifunctional coactivators that are independently 
regulated and utilized in a cell- and promoter-specific fashion to stimulate or repress 
transcription [1]. Dynamic changes in the organization of chromatin control gene 
expression and histone acetylation are one mechanism for the local and global con-
trol of chromatin structure [2, 3]. Studies have shown that chromatin acetylation at 
a region of ongoing transcription is essential for high-level gene expression [2, 3]. 
The cAMP response element-binding protein (CBP, which is encoded by the 
CREBBP gene) and its homologue p300 protein (encoded by the EP300 gene) are 
transcriptional coactivators [4, 5] that interact with multiple transcriptional regula-
tors and facilitate the assembly of the basic transcriptional machinery [6] (Fig. 3.1). 
In addition to serving as molecular scaffolds, CBP and p300 each possess intrinsic 
histone acetyltransferase (HAT) activities [10] that can be specifically and directly 
inhibited by phosphorylation or by association with viral proteins [6, 11]. Owing to 
the ability of CBP and p300 to control the function of chromatin via mechanisms 
that involve the covalent modification of chromatin, resulting in long-lasting marks 
on histones, these proteins are defined as epigenetic “writers” (Fig. 3.2). More 
recently, the HAT activity of both CBP and p300 has been referred to as lysine acet-
yltransferase (KAT11) activity because it targets lysine not only on histones but also 
on nonhistone proteins [7]. CBP and p300 proteins share more than 70% sequence 
homology, but they retain some distinct cellular functions and behavioral functions 
and cannot always replace each other [8, 15, 16].

A role for the CBP gene in higher cognitive function is suggested by the find-
ing that Rubinstein-Taybi syndrome (RSTS), a disorder in humans characterized 
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by growth and psychomotor delay, abnormal gross anatomy, and mild to severe 
mental retardation [17, 18], is caused by heterozygous mutations at the CBP locus 
[19]. CBP is one of the major regulatory nuclear proteins that control gene expres-
sion associated with multiple critical cell functions during development and in the 
adult. Due to the complexity of developmental abnormalities and possible genetic 
compensation associated with this congenital disorder, however, it is difficult to 
establish a direct role for CBP in cognitive function in the adult brain.
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Fig. 3.1 Structure of CBP/p300 protein family. CBP and p300 proteins belong to the same family 
of coactivator of transcription and share 63% identity and 73% similarity with the highest homology 
as mapped to functional domains. A central part of CBP/p300 protein encompasses chromatin asso-
ciation and the modification region. The N-terminal and C-terminal regions, which include a variety 
of motives that provide a platform for specific protein-protein interactions, enable the formation of 
multiprotein complexes critical for a cellular signal- and promoter-specific gene expression regula-
tion. CBP was discovered as a CREB-binding protein and a phosphorylation-dependent interaction 
between CREB’s KID domain and CBP’s KIX domain. Further research demonstrated that more 
than 400 proteins could interact with CBP/p300 proteins. The schematic shows examples of these 
interaction partners’ interacting predominantly with regions containing zinc finger motives. The 
central region of CBP/p300 contains domains supporting chromatin-modifying functions. While 
bromodomain (Bromo) provides ability for chromatin recognition, the KIT11 domain has lysine 
acetyltransferase enzymatic activity targeting primary histone N-terminals and nonhistone nuclear 
proteins [7, 8]. For more detailed information, see the text. The diagram does not show proper 
proportions and is based on data from UniGene (CREBBP, NP_004371.2; EP300, NP_001420.2; 
and [8, 9]). CBP’s known domains from the N-terminal are NRID nuclear receptor interaction 
domain, TAZ1 transcriptional adapter zinc-binding domain 1, KIX CREB binding, Bromo bromo-
domain, PHD plant homeodomain, KIT11 lysine acetyltransferase, ZZ zinc finger domain, TAZ2, Q 
 polyglutamine stretch, NRs nuclear hormone receptors, SRC steroid receptor coactivator
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When DNA is in the hypo-acetylated  state
the chromatin is highly compacted and silenced.

When DNA is in the hyper-acetylated state
the chromatin become de-compacted  and
transcriptionally permissive.  
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Fig. 3.2 Histone acetylation controls chromatin structure and function. Although CBP’s function 
as a platform to recruit other required coactivators appears to be indispensable, the requirement for 
HAT activity is transcription unit specific and may depend on the structure of chromatin at a spe-
cific locus [12, 13]. Histone deacetylase (HDAC)-mediated hypo-acetylation of histones promotes 
a compact chromatin structure state, subsequently silencing transcription. Promoter-specific 
recruitment of chromatin remodeling factors, such as CBP HAT, facilitates de-compaction of the 
chromatin structure, where genes are accessible for large multiprotein complexes that mediate 
gene expression (i.e., RNA polymerase II holoenzyme). CBP HAT has been implicated in epigen-
etic mechanisms that control higher cognitive functions [14]

3.2  Genotype

Mutations in the human CREBBP gene were reported to be associated with RSTS 
(OMIM #180849, #613684), a haploinsufficiency disorder characterized by mul-
tiple developmental defects and severe mental retardation (Rubinstein and Taybi, 
1963). RSTS is a rare genetic syndrome caused by de novo heterozygous mutations 
in epigenetic genes and was first described in 1963 [17]. RSTS is found in one 
case per 100,000 to 125,000 live births. In 1991, Petrij et al. demonstrated for the 
first time the genetic origin of RSTS by reporting de novo reciprocal (balanced) 
translocations with breakpoints in chromosomal regions 16p13.3 in RSTS patients 
[19]. The CREBBP gene (CREBBP; OMIM #600140) is located on chromosome 
16p13.3. A mutation in the gene that encodes the CREBBP gene was reported 
in approximately 55% of RSTS cases (Fig. 3.3), defining RSTS type 1 (RSTS1; 
OMIM #180849) [19, 22, 23]. The CREBBP gene spans ~155 kb, and there are 31 
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exons in coding region. Transcription of the CREBBP gene proceeds from centro-
mere to telomere with start codon located in exon 1 and stop codon in 31. ~10 kb 
CREBBP mRNA contains 7.3 kb of coding sequence. The CREBBP gene encodes 
a large protein (CBP) with a molecular weight of 26,531 Da that consists of 2441 
amino acids.

In addition, 10% of cases of RSTS have been associated with mutations present 
in a CBP homologue, the E1A binding protein p300 [24–26] (Fig. 3.4). Protein 
p300 is encoded by the human EP300 gene (OMIM #602700) located at 22q13.2. 
Cases of mutated EP300 are described as RSTS type 2 (RSTS2; OMIM #613684). 
Mutations found in CREBBP and EP300 (i.e., frameshift, nonsense, splice site, and 
missense mutations) are heterozygous, rare, and de novo [27]. In addition, less fre-
quently occurring large deletions (exonic or whole gene) or balanced inversions and 
translocations also have been characterized.

KIX Bromo TAZ2KAT11TAZ1
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In addition to point mutations, 21 (differently sized) deletion mutation spanning CREBBP gene regions and adjacent sequences. 
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Fig. 3.3 CREBBP germline mutations in RSTS1 patients. CREBBP germline mutations account 
for 50–60% of RSTS cases. About 50% of mutations associated with RSTS1 have been mapped to 
chromatin association and the modification region in the CREBBP gene (Fig. 3.1). CREBBP 
germline mutations in RSTS patients include 106 point mutations and 21 deletions, such as exonic 
and whole-gene deletions, with some encompassing flanking genes. Only a few mosaic mutations 
in the CREBBP gene have been reported (not shown). Data used for analysis were reported in 
Leiden Open Variation Database [20], Gervasini et al. (2010) [21], and UniGene database 
(CREBBP: NP_004371.2)
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Fig. 3.4 EP300 germline mutations in RSTS patients. To date, 34 EP300 mutations in known 
RSTS2 cases have been reported worldwide [25]. Mutations in the EP300 gene account for about 
10% of all RSTS cases. EP300 germline mutations in RSTS patients include 27 point mutations, 
six exonic deletions, and one whole-gene deletion. About 40% of mutations associated with 
RSTS2 have been mapped to chromatin association and the modification region in the EP300 gene 
(Fig. 3.1). Data used for analysis were reported in the Leiden Open Variation Database [20], Negri 
et al. (2016) [25], and the UniGene database (EP300: NP_001420.2)
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3.3  Clinical Phenotypes

There are no precise diagnostic criteria for RSTS, but there is a spectrum of clini-
cal presentations with unique clinical hallmarks (Table 3.1). A number of studies 
have found characteristic developmental anomalies in patients with mutations in 
the CREBBP and EP300 genes, including growth and psychomotor delay, abnor-
mal gross anatomy, and intellectual disabilities [17, 18, 28]. In general, pheno-
types associated with mutations in EP300 are less marked than those found with 
CREBBP mutations. A high number of individuals with mutations in CREBBP 
and EP300 show broad thumbs and halluces (96% and 69%, respectively); facial 
abnormalities, such as a grimacing smile (94% and 47%, respectively); and intel-
lectual disabilities (99% and 94%, respectively) (Table 3.1). Retarded motor and 
mental development is visible during the first year of life. The average IQ of indi-
viduals with RSTS varies between 35 and 50, but some patients show better per-
formance [28].

Table 3.1 Comparison of symptoms found in RSTS individuals who carry mutations in CREBBP 
and EP300

Symptom CREBBPa (n = 308) EP300b (n = 52) p-valuec

Intellectual disability 99% 250/253 94% 48/51 NS

 Severe 36% 33/92 7% 2/29 <0.005

 Moderate 48% 44/92 31% 9/29 NS

 Mild 14% 13/92 62% 18/29 <0.00005

Broad thumbs 96% 277/290 69% 36/52 <0.00005

Broad halluces 95% 221/233 81% 42/52 <0.005

Grimacing smile 94% 99/105 47% 21/45 <0.00005

Long eyelashes 89% 75/84 90% 44/49 NS

Columella below alae nasi 88% 195/222 92% 48/52 NS

Arched eyebrows 85% 71/84 65% 34/52 <0.05

Convex nasal ridge 81% 225/278 44% 23/52 <0.00005

Downslanted palpebral fissures 79% 208/263 56% 29/52 <0.001

Highly arched palate 77% 160/208 67% 30/45 NS

Hypertrichosis 76% 93/122 51% 23/45 <0.005

Postnatal growth retardation 75% 160/214 66% 33/50 NS

Micrognathia 61% 131/214 42% 22/52 <0.05

Microcephaly (OFC < 3rd centile) 54% 77/143 87% 45/52 <0.00005

Autism/autistiform behavior 49% 51/105 25% 12/49 <0.005

Angulated thumbs 49% 135/273 2% 1/51 <0.00005
aData derived from [26, 135–137]; bData derived from [28]; cThe Fisher’s exact test with p < 0.05 
considered significant. From Fergelot et al. (2016) [28], modified with permission
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3.3.1  Epigenetic Mechanisms Underlying RSTS

Extensive studies of CBP protein structure and functions, reported in more than 
2000 manuscripts published since its discovery by Dr. Goodman’s laboratory [4], 
have revealed a high level of complexity of structural features and that not all aspects 
of CBP molecular functions are understood (Fig. 3.1). CBP was discovered as the 
protein binding to CREB transcriptional factor, and the interaction between these 
two molecules depends on CREB phosphorylation at serine 133 (Ser 133) [4] 
located within the kinase-inducible domain (KIK). It turned out that CBP is a 
required coactivator for CREB-dependent transcriptional activation [29]. It is well 
documented that phosphorylation of CREB on serine 133 is the sufficient require-
ment for CREB-dependent transcriptional activation and involves direct interaction 
between the kinase-inducible domain interacting (KIX) domain (CBP) and phos-
phorylated KIK domain (CREB, Ser 133) [30].

CBP is a large, multifunctional transcriptional coactivator protein with molecular 
weight 26,531 Da that consists of 2441 amino acids. The CBP has been recognized 
as interacting with more than 400 nuclear proteins to mediate transcriptional activa-
tion from multiple promoters [31]. Through direct interactions with DNA-bound 
transcriptional factors and components of basal transcriptional machinery, includ-
ing TBP, TFIIB, TFIIE, and TFIIF, CBP provides a platform for the generation of 
multiprotein complexes and serves as a bridge between transcriptional factors and 
the RNA polymerase II holoenzyme during transcriptional activation [32, 33]. CBP 
is recruited to the transcription sites via mechanisms that involve direct protein-pro-
tein interactions between the activation domain of transcription factors and CBP’s 
multiple protein-protein interaction domains, including the transcriptional adapter 
zinc-binding (TAZ) domains (reviewed in [34]). The CBP structure includes four 
zinc-binding domains that are localized in the three cysteine-/histidine-rich regions 
(i.e., CH1, CH2, and CH3). The TAZ1 domain is mapped to CH1. CH2 is the plant 
homeodomain (PHD)-type zinc finger motive. The CH3 region comprises two inde-
pendent zinc finger motives, ZZ and TAZ2. Both TAZ1 and TAZ2 possess four zinc 
finger motives. Three of these motives are identical, but the fourth zinc finger motive 
is substantially different between the two domains and is believed to provide recog-
nition specificity, as both TAZ1 and TAZ2 bind to two different groups of nuclear 
factors (or different regions on the same molecule, e.g., p53). In fact, the CH1 and 
CH3 regions mediate the majority of CBP’s protein- protein interactions. Although 
interaction with CBP’s nuclear receptor interaction domain (NRID) provides a 
mechanism for nuclear receptor (i.e., steroid hormones) transcriptional activation, 
the KIX domain binds to phosphorylated CREB. In addition, the glutamine-rich 
(Q) coactivator binding domain (CABD) is another domain that is critical for the 
assembly of multiprotein complexes [35]. In addition to its function as a platform, 
CBP belongs to a family chromatin-modifying enzymes and enhances transcription 
by altering chromatin structure via histone acetylation (Fig. 3.2) [7, 10, 12, 36]. 
While bromodomain (Bromo) may be involved in chromatin recognition, the KIT11 
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domain is a lysine acetyltransferase able to transfer acetyl groups primary on his-
tone N-terminals and also nonhistone nuclear proteins [7, 8].

In the eukaryotic cell nucleus, DNA is packaged by histones into nucleosomes, 
which are repeated subunits of chromatin. One of the central questions in the regula-
tion of gene expression is how the transcriptional machinery gains access to DNA 
that is tightly packed in chromatin. Over the last two decades, our understanding of 
the causal relationship between histone acetylation and gene expression has been 
enhanced dramatically by the identification of intrinsic HAT domains in several 
newly discovered coactivators of transcription, including CBP, p300, GCN5, and 
PCAF [10, 37] (Fig. 3.2). The finding that transcriptional coactivators are HATs 
recruited to specific gene promoters by activated transcription factors are consistent 
with an idea of the targeted chromatin acetylation as a critical step in transcriptional 
activation [37]. Moreover, there is selectivity in the specific HAT activity required 
for the function of distinct classes of transcription factors [12]. The HAT activity of 
CBP, recruited directly by phosphorylated CREB, is selectively required for the 
transcriptional function of CREB, whereas the HAT activity of PCAF is indispens-
able only for nuclear receptor activity [12]. It is now known that CBP interacts with 
a variety of nuclear factors (Fig. 3.1), highlighting CBP’s critical role in the regula-
tion of a variety of cell programs during development and in the adult.

Histone acetylation is one of the major epigenetic mechanisms that controls 
chromatin structure and function in postmitotic mammalian neurons. As noted, 
CBP and p300 are critical for human and rodent development due to their ubiqui-
tous expression patterns and their ability to control the functions of chromatin as 
epigenetic writers. In addition, they were found to bind to specific loci in daughter 
cells immediately following cell division and act as epigenetic chromatin “book-
marks” [38]. Owing to the high complexity of RSTS’s etiology, genetically engi-
neered mice have been employed to gain insight into the mechanisms underlying 
this devastating disorder.

Both acetyltransferases, CBP and p300, can enhance transcription by relaxing 
the structure of chromatin nucleosomes via a mechanism that involves the direct 
acetylation of lysines (K) located at the N-terminals of histones H2A, H2B, H3, and 
H4, including the acetylation of H4-K5, H3-K14, H3-K18, H3-K27, and H3-K56 
[39, 40]. CBP and p300 can be involved in two major epigenetic mechanisms, 
including the control of global acetylation of chromatin and mediating local chro-
matin modification in a promoter-specific manner via specific interactions with 
DNA regulatory element-bound and activated transcriptional factors [41].

The following describes a study of two CBP mutant mice. In a CBP-deficient 
mutant mouse model, amino acids 29–265 of CBP were replaced with a targeting 
vector [42]. In second study, a CBP truncated mutant mouse model was generated 
by insertional mutagenesis, resulting in the expression of a truncated version of 
CBP (amino acids 1–1084) that contained the CREB-binding domain amino acids 
(462–661) [43, 44]. In both cases, the homozygous mutants died in utero between 8 
and 10.5 days post coitum (d.p.c.) [44, 45]. The CBP+/−-deficient mice exhibited 
various developmental abnormalities, partially resembling RSTS in humans [42]. 
The CBP+/−-truncated mutant leads to classical RSTS anomalies, showing a much 
more severe phenotype, including deficiencies in learning and memory [43].
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CBP and EP300 show very similar patterns of molecular functions, but their 
expression during development and in the adult does not fully overlap. Although it 
is believed that there are subtle differences between CBP and EP300, patients with 
mutations in CBP or EP300 do not present any marked phenotypic differences 
(Table 3.1). In addition to certain skeletal abnormalities found specifically in hetero-
zygous CBP null mice, there are no marked phenotypic distinctions between CBP 
heterozygous null mice and EP300 heterozygous null mice [42, 43, 46]. Each of 
three mutants, homozygous CBP null mice, homozygous EP300 null mice, and 
double heterozygous mice for CBP and p300, presents strikingly similar pheno-
types and dies in utero [46]. These findings lead to hypotheses that combined levels 
of CBP and EP300 direct developmental processes rather than that CBP and p300 
each have very distinct developmental roles. Although this might be true in general, 
there is also evidence that CBP and p300 functions do not always compensate for 
each other (e.g., [16]).

3.3.2  Testing the Biological Function of CBP in Rodents: 
Epigenetics and Memory

Life depends on the fidelity of DNA replication and the decoding of DNA into RNA 
and protein. Although our ability to accumulate knowledge involves genetic mecha-
nisms, the nature of cognitive processes, how information is encoded, and what 
controls functional brain anatomy are not obvious. We thus ask: To what extent does 
the blueprint of life affect who we are? What is the relationship between neural 
information processing and chromatin, the functional form of DNA?

The stabilization of learned information into long-term memories requires 
both new gene expression and alterations in synaptic strength. Whether nonde-
clarative or declarative memory systems [47] are examined in invertebrates or 
vertebrates, information is stored first in a transient short-term memory that can 
eventually be stabilized into long-term memory [48, 49]. A variety of inhibitors 
of protein and RNA synthesis have been shown to effectively block long-term 
memory without altering short-term memory [50, 51]. Environmental stimuli or 
high levels of neuronal activity are known to induce a variety of immediate-early 
genes, such as Fos, Jun, and Zif268, in many brain areas [52, 53]. In addition, 
genetic studies in mice suggest that Zif268, CREB, and c-Fos may be involved in 
memory formation and consolidation [54–59]. Thus, regulatory mechanisms that 
direct transcription subsequent to the molecular changes in neurons during tran-
sient memory formation play a pivotal role in the conversion of short- to long-
term memory.

CRE-binding factors, such as CREB, seem to be conserved from mollusks to 
mammals, and their activity is regulated by both cAMP and calcium influx (reviewed 
in [60]). These CREB/ATF or CREM families of activators and repressors belong 
to the bZip transcription factor class. A proposed mechanism by which CREB 
activates its target promoters is based on the observation that PKA phosphorylates 
CREB at Ser-133 in response to elevated levels of cAMP. CREB mediates transcrip-
tional induction upon its phosphorylation by PKA [61, 62] or a calcium-dependent 
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nuclear kinase [63], followed by direct interaction with a coactivator of transcrip-
tion, CBP [4], which facilitates the assembly of the basic transcriptional machinery. 
CREB has a bipartite transactivation domain that consists of a constitutive domain, 
Q2, and an inducible domain, KID. It has been shown that the Q2 domain can 
potentially interact with TFIID via an hTAF135 bridging protein. In contrast, phos-
phorylation of the KID domain (Ser-133) induces interaction with the KIX domain 
(CREB interaction domain in CBP). Although it is unclear how the transactivation 
occurs, it is believed that CBP/CREB-P complex formation enables direct associa-
tion with the RNA polymerase II complex.

Studies in Aplysia demonstrate that the cAMP-signaling pathway appears to play 
a central role in memory encoding [64–66]. A single electric shock to the tail of the 
mollusk produces a transient enhancement of the gill-withdrawal reflex. This short- 
term memory could be transformed into long-term memory by applying multiple 
stimuli. Reconstitution of the neurons that mediate the gill-withdrawal reflex by 
co-culturing a single Aplysia sensory neuron with the motor neuron that mediates 
the reflex allows the study of the molecular and cellular mechanisms involved in this 
simple form of learning. In response to one pulse of serotonin, this synapse under-
went short-term facilitation, while five repeated pulses of serotonin resulted in long- 
term facilitation. The physiological changes that accompanied presynaptic 
facilitation were observed after intracellular injection of the catalytic subunit of 
cAMP-dependent protein kinase A (PKA) into Aplysia sensory neurons [65], while 
inhibitors of PKA blocked both forms of facilitation. Taken together, the conversion 
of short- to long-term memory requires the removal of certain inhibitory constraints 
on the storage of long-term memory followed by an activation of CREB-controlled 
gene expression; both mechanisms are required for the stabilization of transient 
memory [64–70].

These observations in Aplysia are in agreement with reported genetic studies in 
fruit flies (Drosophila) on memory, which demonstrate that fruit flies that overex-
press a CREB repressor transgene under the control of the inducible heat shock 
promoter and were tested for memory retention after Pavlovian olfactory learning 
showed drastically impaired long-term memory formation but without an effect on 
transient short-term memory [71]. Moreover, overexpression of a CREB activator 
decreased the number of training trials needed to establish long-term memory but 
did not affect short-term memory formation [71]. Thus, the level of active CREB 
was associated with the number of training trials required for long-term memory in 
Drosophila olfactory associative learning.

In 1973, Bliss and Lomo discovered that the synaptic connections within the rab-
bit hippocampus undergo long-term potentiation (LTP) [72], which encodes memo-
ries [73–75]. There are two classes of mechanisms for long-lasting modification of 
synaptic strength that follow different patterns of tetanic electrical stimulation: LTP 
(for mechanisms that increase synaptic strength) and long-term depression (LTD) 
for mechanisms that decrease synaptic strength [75]. Pharmacological studies have 
demonstrated that blockers of N-methyl-D-aspartate receptor (NMDAR) eliminated 
both hippocampal LTP and LTD [76, 77] and hippocampus-dependent spatial mem-
ory formation in rodents treated with an NMDAR antagonist [78].

E. Korzus



49

Advances in the study of learning and memory, using the genetic approach, pro-
vide an opportunity to study the correlation between LTP and memory storage in 
mutant mice. Mutant mice that carry a targeted deletion of the gene encoding 
CaMKII, the fyn tyrosine kinase, PKCg, NMDAR, or CREB exhibited deficits in 
spatial memory when tested in the Morris water maze paradigm (which is known to 
depend on the integrity of the hippocampus) [54, 76–84]. These mutants also 
showed modified LTP between CA3 and CA1 neurons (Schaffer collateral LTP) 
tested in hippocampal slices [54, 76–84].

A number of studies in mammalian systems have shown that synaptic activity in 
neurons controls CBP’s ability to function as a transcriptional coactivator [85–88]. 
Voltage-gated calcium channels, such as the N-methyl-D-aspartate receptor 
(NMDAR), or local calcium transients can induce CBP-dependent transactivation 
in cultured hippocampal and cortical neurons [85–87]. In addition, CBP itself is a 
target for calcium influx-induced CaM kinase IV via a mechanism that involves 
CBP phosphorylation at Ser301, a requirement for NMDA-induced transcription 
[87]. Although the question of whether NMDA-dependent transcription requires 
CBP HAT activity has not been addressed, these findings suggest that, in addition to 
the well-characterized function of transcription factors, such as CREB in NMDA- 
induced gene expression, coactivators, such as CBP, are regulated by a separate 
pathway that plays a critical role in the activation of gene expression. To investigate 
these functions of CBP, Korzus et al. generated transgenic mice that express a 
reversible CBP-lacking HAT activity in a subset of excitatory neurons in the adult 
[14]. These mutant mice exhibited long-term memory deficits, while the encoding 
of new information and short-term memory were both normal. The behavioral phe-
notype was due to an acute requirement for CBP HAT activity in the adult, as it is 
rescued by both suppression of the transgene expression and by administration of a 
histone deacetylase (HDAC) inhibitor. This mouse model eliminates data interpre-
tation problems that result from developmental changes and mimics a heterozygous 
CBP mutation that causes severe mental retardation [18]. These data indicate that, 
independent of its developmental role, CBP HAT activity is essential for higher 
cognitive functions in adults. Furthermore, this research provides the first demon-
stration that CBP’s HAT activity is required for brain information processing and 
demonstrates that histone modulation by deacetylase/acetylase activities affects 
specific processes of cognitive function. Thus, CBP-dependent transcriptional acti-
vation in response to synaptic signals appears to be regulated by multiple pathways 
through mechanisms that may underlie experience-induced neuronal gene expres-
sion during information encoding and memory formation (Fig. 3.5).

In independent studies, Kandel and collaborators [92] tested a developmental 
model for RSTS that carried only a single crebbp allele, referred to as the CBP+/−-
deficient mice [42]. These CBP mutant mice exhibited certain typical RSTS devel-
opmental abnormalities [42], but brain gross anatomy, emotional responses, and 
working memory were spared [92]. These studies revealed that chromatin acetyla-
tion, memory, and synaptic plasticity were abnormal in CBP+/−-deficient mutant 
mice, providing further evidence that implicates CBP as an important component of 
the molecular mechanism underlying learning and memory. Remarkably, inhibiting 
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histone deacetyltransferase activity, the molecular counterpart of the histone acety-
lation function of CBP, ameliorated the memory impairment and the deficit in syn-
aptic plasticity found in CBP+/−-deficient mutant mice.

Further studies of CBP function that involve different mouse models of RSTS 
that employs various CBP mutations and covalent histone modifications add sub-
stantially to the understanding of CBP function in memory consolidation [93–97]. 
Table 3.2 provides examples of genetic studies in mouse models. As seen in the 
table, disruption of the interaction between the transcriptional coactivator CBP and 
a gene promoter binding transcription factor, such as CREB, led to impaired synap-
tic plasticity, fear memory, and poor performance on tasks that tested the ability to 
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Fig. 3.5 Putative molecular mechanism underlying alterations of synaptic strength potentially 
associated with cognitive performance, including memory formation. Studies have revealed that a 
number of synaptic (e.g., NMDAR, CaMKII) and nuclear (e.g., CREB and CBP) molecules could 
be critical for long-term memory consolidation. Long-term potentiation, or LTP, is an induced 
increase in synaptic efficacy. Many believe that LTP is a laboratory model for learning and memory 
[89]. Involvement of glutamate receptors, such as NMDAR, in LTP was demonstrated by Susumu 
Tonagawa at a molecular level [90] and by Richard Morris in behavioral studies [91]. Neuronal 
activity induces glutamate release into the synaptic cleft. Glutamate acts on the α-amino-3- 
hydroxy-5-methyl-4-isoxazolepropionic acid receptors (AMPARs) and NMDARs. However, ini-
tially, Na+ flows only through AMPAR because NMDAR is blocked by Mg. Postsynaptic 
depolarization removes the Mg2+ block, and then Ca2+ (and Na+) can flow through NMDAR. The 
resultant rise in Ca2+ levels within the dendritic spine is the critical trigger for LTP. Ca2+ influx 
activates CaMKII through autophosphorylation, and activated CaMKII induces molecular changes 
in postsynaptic neurons, yielding a change in synaptic strength called LTP. Ca2+ influx in dendritic 
spines activates intracellular signaling pathways, directing CREB phosphorylation, which is 
required but not sufficient for NMDA-induced gene expression. Studies of Drosophila, Aplysia, 
and mice clearly demonstrated the requirement for CREB in long-term memory. Further studies 
implicated CREB’s partner, CBP, as an obligatory component of the molecular mechanism under-
lying learning and memory [14, 92, 93]. AMPAR is α-amino-3-hydroxy-5-methyl-4- 
isoxazolepropionic acid receptor, NR1 is an obligatory subunit of postsynaptic NMDAR, CaMKII 
is Ca2+/Calmodulin-dependent protein kinase, CREB is a transcription factor, and CBP is coactiva-
tor of transcription and histone acetyltransferase (HAT)
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Table 3.2 Examples of mutations targeted to the CREBBP gene in a mouse model that revealed 
high complexity of this gene function in cell regulation, development, adult neurogenesis, and 
cognition

Mouse model Genotype Phenotype

Mutations that specifically target CBP HAT activity in adults:

CBP{HAT-}Exc. 

Neur [93]
Transgenic/hemizygote (germline mutation) Deficit in LTM

Tetracycline-inducible dominant negative CBP 
transgene that lacks HAT activity expressed in 
CaMKIIα positive excitatory neurons (exc. 
Neur.) in the forebrain

Normal STM

No effects on prenatal 
development

No effects on postnatal 
development

CBP 
{HAT-}mPFC 
[98, 99]

Viral-mediated gene transfer (somatic 
mutation) dominant negative CBP transgene 
that lacks HAT activity expressed in the 
medial prefrontal cortex (mPFC)

Deficit in LTM (limited to 
mPFC-dependent behavior)

Normal STM

Deficit in discrimination 
between safety and danger

No effects on prenatal 
development

No effects on postnatal 
development

Mutations that target CBP function as a “platform”:

CBP −/− [45] Null mutant (germline mutation) Death in utero

CBP Δ/Δ [44] Null mutant (germline mutation) Death in utero

CBP +/Δ [43] Heterozygote (germline mutation) Deficit in LTM

Truncated allele that expresses dominant 
negative CBP truncated protein (aa1–1084)

Normal STM

Skeletal abnormalities/
growth retardation

CBP +/−  
[42, 92, 100]

Heterozygote (germline mutation) Deficit in LTM

Normal STM Deficit in neurogenesis

Skeletal abnormalities/
growth retardation

CBP Δ1 [93] Transgenic/hemizygote (germline mutation) Normal STM

Transgenic mice that express dominant 
negative truncated CBP protein (aa1–1083) 
under control of CaMKIIα promoter transgene 
activated during postnatal brain development

Deficit in LTM

No effects on prenatal 
development

CBPKIX/KIX  
[95, 101]

Homozygote (germline mutation) triple point 
mutation in the KIX domain

Deficit in LTM

Focal homozygous k.o. No effects on prenatal 
development in the dorsal hippocampus

Normal STM

No effects on postnatal 
development

3 Rubinstein-Taybi Syndrome and Epigenetic Alterations



52

remember familiar objects [94]. The ability of HDAC inhibitors to rescue some 
these phenotypes demonstrated that recruitment of CBP’s HAT to specific gene pro-
moters is critical for long-term memory consolidation [102].

The system-level effects of CBP hypofunction depend not only on whether the 
mutation was present during development or only in the adult but also on whether 
the locus of the mutation is critical. A number of studies have addressed this specific 
problem with great success. Studies have shown that CBP hypofunction targeted 
specifically to adult excitatory neurons [14], adult hippocampal neurons [95], adult 
excitatory neurons in the medial prefrontal cortex (mPFC) [98, 99], or intra-lateral 
amygdala infusion of c646 (a selective pharmacological inhibitor of p300/CBP 
HAT activity) in adult mice shortly following fear conditioning [103] resulted in 
selective impairment of synaptic plasticity in the targeted brain region [95, 103] and 
deficits in long-term memory consolidation [14, 95, 98, 99, 103]. Further, changes 
in histone acetylation in the mPFC were connected to the extinction of conditioned 
fear [104, 105], whereas intrahippocampal delivery of histone deacetylase inhibi-
tors facilitated fear extinction [106].

CBP also has been implicated in adult neurogenesis, which has been linked to 
higher cognitive function and depression. The reduction of CBP targeted to the 
adult brain leads to abnormalities in environmental enrichment-induced neurogen-
esis [100], which provides strong evidence for the role of CBP in adult neurogenesis- 
dependent enhancement of adaptability toward novel experiences [107, 108].

A CBP deficiency that results from elimination of its multiple functional domains, 
including HAT, is associated with abnormal synaptic plasticity [92, 93], and altered 
histone acetylation in the hippocampus correlates with new learning experiences 
[92, 109]. Thus, chromatin dynamics appear to control memory consolidation via 
CBP-mediated acetylation during gene activation, altering chromatin structure and 
mediating gene-specific removal of epigenetically controlled repression.

Synaptic stimulation of excitatory neurons leads to increases in intracellular 
Ca2+ and modulation of gene expression [110, 111]. Ca2+ signaling to the nucleus 
has been studied extensively in neurons in culture, where it is clear that a primary 
Ca2+ signal can act both directly through CaM in the nucleus [112–114] and indi-
rectly through the activation of other second-messenger pathways, such as cAMP 
[115] and MAP kinase [114, 116]. Mayford laboratory discovered that nuclear 
blocking of Ca2+/calmodulin-mediated signaling in the nuclei of hippocampal neu-
rons blocks stabilization of new memories but spares learning and short-term mem-
ory [117]. Thus, both impaired nuclear Ca2+ signaling in excitatory neurons [117] 
and a deficiency in CBP acetyltransferase activity in excitatory neurons [14] pro-
duce exactly the same biological effects, preventing memory consolidation pro-
cesses (Fig. 3.5).

Understanding how chromatin is involved in neural information processing also 
is of interest. It has been established that CREB phosphorylation (a critical step for 
CBP recruitment) is insufficient to induce neuronal gene expression [87, 118]. A 
separate, still unknown, CBP-signaling pathway was shown to be required for 
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synaptic plasticity-dependent neuronal gene expression. Conversely, Frey and 
Morris proposed that heterosynaptic coactivation of both glutamate and modula-
tory receptors may be necessary to trigger the upregulation of the relevant protein 
synthesis [119]. These findings suggest that multiple signaling pathways must be 
activated to allow neuronal activity-dependent gene expression and that such path-
ways are critical for memory consolidation by recruiting functional CBP HAT 
activity and possibly by altering chromatin structure (Fig. 3.6). Chromatin-based 
information processing provides an advanced threshold control, whereby the 
nuclear signal generated as a sum of individual synaptic signals determines the 
outcome. If transcription is specifically induced by combining synaptic signals in 
the presence (or absence) of other irrelevant signals, chromatin may function to 
filter neural information. Thus, the integration of brief synaptic signals by CBP in 
the nucleus leads to (a) reversible changes in chromatin structure that result in 
removal of gene- specific epigenetically controlled repression, (b) transient altera-
tions in the gene expression that last a few hours after the initial learning experi-
ence, and, subsequently, (c) permanent learning-dependent changes in neuronal 
networks (Fig. 3.6).

The model presented in Fig. 3.6 has several implications. The gating and filter-
ing of neural signals by chromatin suggests an additional layer of complexity for 
computational aspects of neural networks. The chromatin gating/filtering hypoth-
esis provides a novel way to discriminate stabilized changes in neural networks. 
Another implication of this model has more practical use in biomedical research. 
This implication is that epigenetic mechanisms permit biological systems to 
respond and adapt to environmental stimuli by altering gene expression. 
Alternatively, environmental influences can provoke undesired and persistent epi-
genetic effects that may increase susceptibility to mental retardation, long-latency 
ailments of the nervous system, and unsuccessful aging. Recently, strong evidence 
has implicated epigenetic mechanisms based on chromatin remodeling as the 
cause of neuronal dysfunction [120, 121]. Future research should broaden the 
study of molecular mechanisms that are involved in the stabilization of learning-
initiated changes in neuronal networks underlying memory consolidation and pro-
vide new avenues to investigate mental illnesses, including memory disorders and 
psychostimulant-elicited plasticity in the brain-reward system that underlies drug 
addiction.

The model presented in Fig. 3.6 is consistent with the prevailing hypothesis of 
learning and memory in the mammalian brain, which postulates that the ability to 
learn involves a selective and bidirectional modification of individual synapses, 
such that the same stimulus elicits different responses before and after learning 
[73]. Each learning experience initiates changes in specific synapses that, subse-
quently, translate into alterations of neuronal network properties and alter behav-
ioral responses. During initial learning, protein synthesis inhibitors allow animals 
to learn and remember a given task for a few hours but severely impair memory 
after 24 h [51]. The link between gene expression and synapse alteration suggests 
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that protein synthesis is required to permanently alter synapses modified by a 
learning experience [122]. Thus, the molecular neuronal changes during informa-
tion acquisition have pivotal effects on gene expression, facilitating the conver-
sion of short- to long-term memory. Recent research has revealed that the rate of 
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Fig. 3.6 Proposed model for CBP HAT involvement in long-term memory consolidation. Before 
activation, target genes are repressed by chromatin structure. Signal-inducing CREB phosphoryla-
tion must occur but is not sufficient. It is well known that CBP is independently regulated in 
response to NMDA. A second signal is required to remove chromatin repression. This can be 
accomplished by CBP-dependent histone acetylation. The covalent modification by HAT activity 
leaves long-lasting marks on chromatin at the target genes. This represents a very attractive mecha-
nism for the regulation of long-lasting transcriptional changes associated with long-term synaptic 
and behavioral plasticity. The proposed model postulates that two signals—the first signal induces 
CREB and the second signal removes repression of target genes by chromatin acetylation—are 
required to occur during initial learning. This sort of the acetylation-mediated covalent modifica-
tion by CBP could change requirements for subsequent transcriptional activation of genes in 
response to future signals. This would open a temporal window in which cellular signals, which 
would not recruit acetyltransferase, would nevertheless stimulate transcription required for mem-
ory consolidation. Chromatin opening at the target genes by acetylation would allow for prolonged 
transcription, even in the absence of an initial stimulus. After execution of “memory program,” 
these transiently activated gene expression would shut down via default mechanisms controlled by 
ubiquitous HDACs, allowing for a homeostatic update of integrated circuits. Model initially pre-
sented in Korzus et al. (2004) [14], modified by author
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transcription is a function of the physical state of chromatin and that chromatin 
plasticity mediated by chemical modification allows dynamic changes in gene 
expression without changing the DNA sequence [123, 124].

Chromatin functions are not limited to controlling the transmission of genetic 
and epigenetic information. Based on current data, it has been proposed that 
chromatin dynamics in individual neurons may shape neural information pro-
cessing for what is or is not permanently stored. This hypothesis is consistent 
with the view that knowledge is not encoded in a simple molecular form but 
reflects the dynamics of neural interconnectivity throughout the brain. This 
hypothesis postulates that epigenetic regulation controls cognitive performance 
and may explain some of the cognitive phenotypes associated with epigenetic 
disorders, such as RSTS.

3.3.3  Potential Therapeutic Applications of Histone Deacetylase 
Inhibitors for RSTS

It is feasible to infer that epigenetic aberrations can be “healed” because the major 
feature of epigenetic changes is their reversibility. Whereas the specificity of these 
changes creates a major challenge, the global patterning of epigenetic marks can 
be controlled by generating an appropriate balance between histone acetylation 
and deacetylation (e.g., [14]). In addition, there is growing evidence that shows 
that a variety of available drugs are capable of reactivating epigenetically silenced 
genes, including a variety of HDAC inhibitors, including suberoylanilide 
hydroxamic acid (SAHA), valproic acid (VPA), and trichostatin A (TSA). It also 
has been demonstrated that DNA demethylation drugs, such as zebularine and 
5-aza-20- deoxycytidine (5-ADC), are capable of unlocking previously inactive 
genes. Although some of these drugs are being used in cancer treatment therapies, 
epigenetic drugs have recently been considered for neurological and mental disor-
ders [125]. Preclinical studies of mouse models for RSTS with reduced HAT 
activity demonstrated that some of the cognitive impairments could be amelio-
rated with HDAC inhibitor treatment [14, 92]. Recently, Lopez-Atalaya et al. 
reported that deficits in the levels of histone H2A and H2B acetylation in lympho-
blastoid cell lines derived from nine patients with RSTS2 were rescued by treat-
ment with the HDAC inhibitor TSA [126]. Although some HDAC inhibitors show 
positive effects on memory and synaptic plasticity [102, 106, 109, 127, 128], the 
HDAC3 gene was found to negatively regulate long-term memory [129]. In fact, 
HDAC inhibitors have been used in the past by psychiatrists as mood stabilizers 
and antiepileptics (e.g., VPA). Epigenetic regulators are being intensively investi-
gated as a possible treatment for cancers [130], parasitics [131], inflammatory 
diseases [124] and, more recently, mental and neurological disorders, including 
RSTS [132–134].
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4Epigenetics of Autism Spectrum 
Disorder

Michelle T. Siu and Rosanna Weksberg

Abstract
Autism spectrum disorder (ASD), one of the most common childhood neurode-
velopmental disorders (NDDs), is diagnosed in 1 of every 68 children. ASD is 
incredibly heterogeneous both clinically and aetiologically. The etiopathogene-
sis of ASD is known to be complex, including genetic, environmental and epi-
genetic factors. Normal epigenetic marks modifiable by both genetics and 
environmental exposures can result in epigenetic alterations that disrupt the 
regulation of gene expression, negatively impacting biological pathways impor-
tant for brain development. In this chapter we aim to summarize some of the 
important literature that supports a role for epigenetics in the underlying molecu-
lar mechanism of ASD. We provide evidence from work in genetics, from envi-
ronmental exposures and finally from more recent studies aimed at directly 
determining ASD- specific epigenetic patterns, focusing mainly on DNA meth-
ylation (DNAm). Finally, we briefly discuss some of the implications of current 
research on potential epigenetic targets for therapeutics and novel avenues for 
future work.
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Abbreviations

5-hmC 5-Hydroxymethylcytosine
5-mC 5-Methylcytosine
Δβ Difference in DNA methylation
ADHD Attention deficit and hyperactivity disorder
ARID1B AT-rich interaction domain 1B
ART Assisted reproductive technologies
AS Angelman syndrome
ASD Autism spectrum disorder
ATP Adenosine triphosphate
BA10 Brodmann area 10
BA19 Brodmann area 19
BA24 Brodmann area 24
BBB Blood–brain barrier
BCL-2 BCL2, apoptosis regulator
BPA Bisphenol A
BWS Beckwith-Wiedemann syndrome
C11orf21 Chromosome 11 open reading frame 21
C1Q Complement subcomponent C1q
CBL Cerebellum
CDKL5 Cyclin-dependent kinase-like 5
CHARGE Coloboma of the eye, heart defects, atresia of the nasal choanae, retar-

dation of growth and/or development, genital and/or urinary abnor-
malities and ear abnormalities/deafness

CHD7 Chromodomain helicase DNA-binding protein 7
CHD8 Chromodomain helicase DNA-binding protein 8
CNV Copy number variant
DGCR6 DiGeorge critical region 6
DGCR8 DiGeorge critical region 8
DLGAP1 DLG associated protein 1
DLGAP2 DLG associated protein 2
DNAm DNA methylation
DNMT DNA methyl transferases
FDR False discovery rate
FMR1 Fragile X mental retardation 1
GAD65 Glutamic acid decarboxylase 65
GDM Gestational diabetes mellitus
GOM Gain of methylation
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GRIN2B Glutamate ionotropic receptor NMDA type subunit 2B
GxE Gene by environment interactions
H3K27ac Histone 3 lysine 27 acetylation
H3K4me3 Histone 3 lysine 4 trimethylation
HDAC Histone deacetylase
HUWE1 HECT, UBA and WWE domain-containing 1, E3 ubiquitin protein
IC Imprinting centre
ID Intellectual disability
KDM6A Lysine demethylase 6A
KMT2D Lysine methyltransferase 2D
lncRNA Long noncoding RNA
LOF Loss of function
LOM Loss of methylation
MBDs Methyl-CpG-binding proteins
MECP2 Methyl-CpG-binding protein 2
miRNA Micro-RNA
MZ Monozygotic
NDD Neurodevelopmental disorder
NRXN1 Neurexin 1
NSD1 Nuclear receptor SET (su(var)3–9, enhancer-of-zeste, trithorax) 

domain-containing protein-1 gene
OCM One carbon metabolism
OR Odds ratio
OXTR Oxytocin receptor
PDD-NOS Pervasive developmental disorder – not otherwise specified
PFC Prefrontal cortex
PRRT1 Proline-rich transmembrane protein 1
PTEN Phosphatase and tensin homolog
RELN Reelin
RORA Retinoic acid-related orphan receptor
RTT Rett syndrome
SAM S-Adenosyl methionine
SHANK3 SH3 and multiple ankyrin repeat domains 3
SNP Single-nucleotide polymorphism
SNRPN Small nuclear ribonucleoprotein polypeptide N
TC Temporal cortex
TNF-α Tumour necrosis factor alpha
TSPAN32 Tetraspanin 32
UBE3A Ubiquitin protein ligase
UBE3A Ubiquitin protein ligase E3A
UPD Uniparental disomy
VPA Valproic acid
VUS Variant of unknown significance
WGS Whole genome sequencing
ZFP57 ZFP57 zinc finger protein
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4.1  Autism Spectrum Disorder (ASD) and Proposed 
Aetiologies

Autism spectrum disorder (ASD), one of the most common neurodevelopmental disor-
ders (NDDs), is diagnosed in 1 of 68 children in the United States [1] with a 4:1 male-
to-female sex ratio. ASD is comprised of a group of complex NDDs characterized by 
impaired social communication and repetitive behaviours (DSM-5). ASD also presents 
with a range of other features including morphological (e.g. macrocephaly), physiologi-
cal (e.g. gastrointestinal, sleep problems) and psychiatric comorbidities (e.g. anxiety) 
[2]. Variable neuropathological features consistently described in some, but not all, cases 
of ASD include decreased size and number of Purkinje cells, abnormal neuronal migra-
tion, neurite outgrowth and branching and axonal guidance [3, 4]. These additional fea-
tures may or may not be observed as part of the profile of syndromic cases (Sect. 4.4.1), 
where ASD is associated with either single-gene mutations or defined chromosomal/
cytogenetic abnormalities. In May 2013, the clinical criteria for the diagnosis of ASD 
were redefined by the DSM-5 diagnostic manual. Several subtypes of ASD previously 
considered as distinct disorders (autistic disorder, childhood disintegrative disorder, 
pervasive developmental disorder—not otherwise specified (PDD-NOS) and Asperger 
syndrome) were then merged under a single umbrella diagnosis, ASD. The clinical cri-
teria for the diagnosis of ASD are still evolving due in part to phenotypic variability 
and to clinical and aetiologic overlap with other NDDs (e.g. ~30% of ASD cases are 
comorbid with attention deficit and hyperactivity disorder [ADHD] symptoms) [5, 6]. 
Therefore, different NDDs are best represented not as distinct categories but as entities 
along a continuum with some convergence in the underlying genes and pathways. One 
of the greatest challenges in improving diagnosis and treatment for ASD is the degree of 
heterogeneity both clinically and aetiologically. It is therefore unsurprising that there are 
multiple proposed aetiologies and risk factors (Fig. 4.1) identified.

Commonly proposed physiological and metabolic causes of ASD consist of 
immune, oxidative stress and mitochondrial dysfunction. In some ASD cases, a pro- 
inflammatory state [8–12] is suggested by alterations in immune and inflammatory 
markers (e.g. cells of the innate and adaptive [cytokines, interleukins] immune sys-
tem and abnormalities in microglia [immune cells of the brain]). Furthermore, it has 
been shown that immune changes in both peripheral tissues and brain can result in 
anxiety and impaired social behaviour [13–16]. Studies in humans and mouse mod-
els suggest that dysbiosis of the intestinal microbiome is a novel physiological con-
tributor to ASD risk, impacting immune function and subsequently learning, 
memory and behaviour [17–20]. Further, there is emerging evidence, mostly in ani-
mal models, that this gut-brain axis is, in part, regulated by epigenetic mechanisms 
[21–23]. Enhanced oxidative stress, impaired antioxidative capacity and mitochon-
drial dysfunction have also been extensively reviewed [12, 24]. A number of inde-
pendent studies support claims that the degree of immune disruption (e.g. cytokines) 
and mitochondrial (e.g. phosphocreatine) dysfunction are positively correlated with 
ASD symptom severity [12, 24, 25]. However, it is not known whether these abnor-
malities existed prior to ASD diagnosis or if they play a causal role.

Investigations of underlying molecular mechanisms in ASD aetiology include 
altered genetic and epigenetic regulation. Epigenetics has emerged as a vital 
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genome-wide regulatory layer that modulates the transcriptome, impacting tran-
scription initiation, splicing processes and binding of transcription factors. 
Epigenetic regulation helps to determine the proper spatiotemporal expression of 
genes via a number of mechanisms including DNA methylation (DNAm), histone 
modifications and ATP-dependent chromatin remodelling. Epigenetics provides 
new avenues to investigate and refine risk estimates for NDDs beyond genetic 
risks alone. The failure to establish proper epigenetic marks may result in aberrant 
gene expression and, subsequently, various disease phenotypes. Genomic aberra-
tions (e.g. mutations, insertions/deletions, copy number variants [CNVs]) of genes 
involved in epigenetic regulation (‘epigenes’) or dysregulation of epigenetically 
regulated genomic regions (e.g. imprinted genes/regions) can lead to epigenetic 
disruptions and, ultimately, NDDs. There are >600 confirmed and putative human 
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Fig. 4.1 Diagrammatic overview of how genetic, environmental and epigenetic factors interact in 
the aetiology of ASD. Epigenetic load (from preconception, prenatal environment and stochastic 
variation) and genetic load (from familial and de novo variation) interact to alter neurodevelopmen-
tal, immune, oxidative stress and mitochondrial pathways identified through studies of ASD genet-
ics, physiology, expression and/or DNA methylation (targeted and genome-wide). Highlighted 
in grey is the putative involvement of specific genes or pathways mentioned in this review. Over 
a certain threshold of genetic and epigenetic dysfunction, development is compromised and can 
lead to adverse neurodevelopmental outcomes such as ASD. Further, postnatal environments may 
also contribute to severity of symptoms. Abbreviations: DLGAP1 DLG-associated protein 1, 
OCM one carbon metabolism, OXTR oxytocin receptor, MECP2 methyl-CpG-binding protein 2, 
PRRT1 proline-rich transmembrane protein 1, RORA retinoic acid receptor-related orphan receptor 
alpha, SHANK3 SH3 and multiple ankyrin repeat domains 3, TNF-α tumour necrosis factor alpha. 
Adapted from Fig. 1 in [7]
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epigenes [26], many of which are associated with NDDs such as intellectual dis-
ability (ID) and ASD (e.g. chromodomain helicase DNA-binding protein 8 [CHD8], 
DNA methyltransferase 3A [DNMT3A], HECT, UBA and WWE domain-contain-
ing 1, E3 ubiquitin protein [HUWE1]) [27, 28]. There is a growing body of evidence 
to show that there is substantial genetic overlap between risks for neuropsychiatric 
disorders and NDDs [29–32]. Many of these genes encode proteins involved in 
neuronal and synaptic pathways, while others are relevant to molecular pathways 
involved in epigenetic regulation [28, 32, 33] (Sects. 4.2, 4.3 and 4.4).

What is clear is that there is no single underlying cause of ASD. In order to 
understand the multifactorial aetiologies of ASD, we must better understand the 
natural history of molecular events and their regulation during critical periods of 
human development. ASD more likely arises as an interaction between genetic and 
environmental risk factors (GxE) mediated by epigenetic mechanisms. Ultimately, 
a better understanding of how genetics, epigenetics and environment collectively 
interact and contribute to ASD risk will allow us to better classify and diagnose the 
disorder and facilitate the application of precision-based medicine.

4.2  Genetics of ASD

The aetiology of ASD is known to have a strong genetic component. Early twin stud-
ies of heritability reported estimates of up to 90% heritability [34, 35]. In contrast, 
current estimates are closer to 10–30% according to data from more recent twin 
and family studies [36–38]. Next generation sequencing has significantly acceler-
ated our understanding of genetic variability in individuals with ASD compared to 
the general population. ASD genomic risk variants are comprised of rare, de novo 
variants of large effect, independently of or in combination with more common and/
or inherited variants of small effect [39]. Interestingly, it has recently been shown, 
using whole genome sequencing (WGS) of 85 ASD quartet families (parents and two 
affected siblings), that although ASD-relevant mutations were found in 42% of indi-
viduals with ASD, only 31% of sibling pairs carried the same variants, emphasizing 
the genetic heterogeneity of the disorder even within families [40]. The considerable 
variability of ASD necessitates genetic testing of large cohorts of patients on whole 
genome technologies (whole exome sequencing and WGS) which are becoming 
more affordable.

Despite the advantages of WGS, sequence variant classification (e.g. variants of 
unknown significance [VUS]) still poses a significant challenge. Such VUS are being 
reported at a faster rate than we are able to characterize them with respect to dis-
ease relevance. These studies underscore the aforementioned heterogeneity of the 
disorder; >200 ASD-risk genes have been identified [41–46]; SFARI gene: https://
gene.sfari.org]. However, genomic aberrations are detected in only 25–40% of cases 
[40, 47, 48]. Further, no single mutation or CNV accounts for >1% of ASD cases 
and is variably penetrant with respect to the ASD phenotype. In addition to risk vari-
ants, six risk loci (1q21.1, 3q29, 7q11.23, 16p11.2, 15q11.2-13, 22q11.2) and sev-
eral genetic syndromes (Sect. 4.4.1) are well known to be associated with ASD [47, 
49, 50]. Unsurprisingly, few strong genotype-phenotype relationships have yet to be 
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uncovered. Many genomic variants are recurrent, but rare (e.g. CHD8 mutations; Sect. 
4.4.1), and therefore more patients are required to better establish such relationships.

Several studies have shown that many ASD-risk genes are involved in converging 
pathways relevant to the biological bases of ASD. These include development and cell 
proliferation, neural development, synaptic function and, of particular interest to this 
chapter, chromatin modifiers and transcriptional regulators [48, 49, 51]. Importantly, 
many of these genes are expressed in the brain during embryonic development. These 
functional categories relate to the neurocognitive phenotype of ASD (and other 
NDDs) and can help us to understand the molecular mechanisms, such as epigenetics, 
that are perturbed in ASD. The study of ASD-associated genetic syndromes caused by 
mutations in epigenes will also aid in this endeavour (Sect. 4.4.1). It is becoming 
increasingly apparent that some ASD-risk genes and loci confer an increased risk for 
other neuropsychiatric and neurological disorders including ID, ADHD, schizophre-
nia, epilepsy, motor impairment and sleep disturbance [30, 47, 52].

The genomic architecture of ASD is further elucidated through examinations of 
large numbers of families and individuals with ASD [40, 43–46, 49]. Better 
genotype- phenotype relationships are being defined; for example, the presence of 
de novo loss-of-function (LOF) mutations or CNVs is associated with lower IQ [43, 
49, 53, 54]. Higher mutational burden has also been correlated with certain ASD 
features such as seizures and head circumference, observed in subsets of individuals 
[49, 55]. Genomic studies of ASD have identified genomic features relevant to ASD 
aetiology [49]. For example, de novo variants are distributed in a non-random fash-
ion, enriched in epigenetically relevant regions (e.g. simple repeats and DNase I 
hypersensitivity sites, marks of open chromatin) [56].

Epigenetic mechanisms can help fill the aetiologic knowledge gap where genetic 
information alone is insufficient to explain the aetiology of all ASD cases. Epigenetic 
outcomes, much like genetic outcomes, are also expected to be heterogeneous (Sect. 
4.4.2). Combining genetic and epigenetic data is likely to provide a more compre-
hensive understanding of the molecular landscape of the aetiology of ASD. The 
discovery of consistent molecular (genotype, epigenotype) and biochemical asso-
ciations with ASD or ASD subtype-specific phenotypes will allow clinicians to bet-
ter classify individuals, facilitate earlier diagnosis, and improve prognosis. In 
parallel, gaining molecular insights into the disorder will also help us to identify 
more homogeneous subgroups of individuals, which will allow for better patient 
stratification for behavioural and pharmacological treatments.

4.3  Environmental Exposures and ASD Risk

Twin, adoption and sibling studies have defined the heterogeneous and complex etio-
pathogenic nature of ASD and have supported potential contributions of environ-
mental factors to ASD risk. Results from such studies suggest that ASD aetiology 
can be attributed to ~50% genetic contribution and ~50% influenced by non-shared 
environmental factors [37, 57–60]. The epigenome acts as an interface between the 
genome and the environment, transforming the genome into a regulator of cell type 
and developmental time-specific transcription. The epigenome is programmed during 
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embryonic/foetal development by multiple genetic factors including genes that encode 
DNA methyl transferases (DNMTs), histone deacetylases (HDACs) and chromatin 
remodelling factors. Epigenetic errors can arise as primary stochastic events or in 
response to genetic mutations and/or environmental exposures. At critical times dur-
ing development, typical foetal programming can be dysregulated by gene mutations, 
environmental exposures or epigenetic errors potentially leading to adverse long-term 
health outcomes [61–63]. There have been extensive investigations during the critical 
period of maternal gestation to examine the effects of exposures to both exogenous 
and endogenous environmental factors, which will be summarized below.

4.3.1  Exogenous Environment

Smoking, alcohol, medications (e.g. valproic acid [VPA], selective serotonin 
reuptake inhibitors) and environmental chemicals (e.g. pesticides, metals, bisphe-
nol A [BPA]) are the most commonly studied exogenous exposures in relation to 
adverse foetal neurodevelopmental outcomes. Gestational smoking and alcohol 
exposure studies are inconsistent with respect to ASD risk [64–67], likely due to 
differences in study cohorts and methodologies, but also because it is extremely 
difficult to accurately estimate levels and timing of exposure in the mothers and 
more critically in the foetus. These challenges are compounded with the fact 
that the mechanisms of action and effects of maternal vs. foetal metabolism are 
not well understood enough to directly infer causation. In general, the impact 
of complex GxE interactions requires further investigation. Integrating genetic, 
environmental and epigenetic datasets will enable us to better understand the syn-
ergistic effects of these interactions. Animal models are critical for such studies, 
allowing for more precise and quantitative manipulations of environmental expo-
sures. Further, we need to be able to distinguish between the direct effects of the 
exposure itself (e.g. direct perturbation of neurodevelopmentally important genes 
by gestational exposure to maternal smoking) and the downstream effects that 
may result (e.g. the fact that maternal smoking has been linked to decreased birth 
weight and reduced in utero brain growth). Interestingly, several studies demon-
strate that environmental exposures affect epigenetic marks. Altered DNAm or 
DNMT expression/activity has been reported in various tissues of both human 
and animal models following exposure to a variety of toxicants including alcohol, 
cigarette smoking, BPA and VPA [68–76]. Some of these DNAm alterations have 
been further associated with ASD-relevant endpoints (e.g. behavioural outcomes, 
neurite outgrowth, axon formation and in ASD-relevant brain regions) (Table 2 in 
[65]).

4.3.2  Endogenous Environment

Preconception environmental risks include maternal [37, 77] and paternal [77, 78] 
age, which have been positively associated with an increase in ASD risk (relative 
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risk [RR] of 1.16 to >1.5), both independently and with a joint effect. Interestingly, 
genetics may partially explain this finding; a greater number of de novo mutations 
in ASD probands have been found as a function of paternal age [43, 46]. Age-related 
epigenetic changes such as altered DNAm observed in both sperm and oocytes [79–
81] may also contribute to this association. The mechanisms by which these factors 
introduce enhanced ASD risk still need to be further explored.

Epidemiologic studies show that preterm birth, due to various causes, signifi-
cantly increases (3–14-fold) the risk of developing ASD [82–84]. A recent study 
[85] tested for DNAm differences between preterm and term foetal placental tissues 
at preselected ASD candidate genes. These include OXTR, SHANK3, BCL2, apop-
tosis regulator (BCL-2) and RORA that are known to have altered DNAm in some 
ASD cases. A significant gain of methylation (GOM) was found only in OXTR. 
More studies are needed to understand whether this DNAm mark at OXTR has a 
functional impact on ASD risk.

There have been inconsistent reports regarding the risk of ASD following the 
use of assisted reproductive technologies (ART; e.g. in vitro fertilization, intra-
cytoplasmic sperm injection) [86–88]. ART currently account for ~1.6% of live 
births in the United States and rates of use are increasing [89, 90]. Although 
results are controversial, epidemiological studies have shown a possible increase 
in the incidence of ASD in offspring conceived with ART [86, 87]. There are 
several reasons why ART should be carefully considered. First, there are inherent 
risks of ART including preterm labour, multiple births and low birth weight that, 
independently of ART, already confer an increased risk for ASD [91–93]. Second, 
ART are used during critical windows of gametogenesis and early embryogene-
sis, when epigenetic reprogramming is occurring [92, 94]. Previous studies in the 
aetiologically heterogeneous paediatric imprinting disorders (Beckwith-
Wiedemann [BWS] and Angelman syndromes [AS]) demonstrate that ART have 
a significant impact on epigenetic outcomes. These disorders are caused by loss 
of methylation (LOM) at critical imprinted sites on chromosomes 11p15 and 
15q11 in individuals with BWS or AS, respectively. Most molecular alterations 
identified in these subjects following ART arose from epigenetic rather than 
genetic alterations; LOM is increased in frequency following the use of ART 
[95–100]. Currently, it is unclear if a parallel effect of ART occurs in the context 
of the development of ASD.

The endogenous maternal gestational environment has been studied exten-
sively with respect to ASD risk [101–103]. Modest increases in ASD risk have 
been found to be associated with certain perinatal complications. Two of the 
main hypotheses relate back to two proposed underlying aetiologies of ASD 
(Sect. 4.2)—oxidative stress and immune function. Epidemiological data have 
shown that hypoxia-related obstetric complications pose a significant increase in 
ASD risk (effect estimate >1.4) [91, 101]. The maternal immune system is also 
central to several associations, although they are yet to be well established or 
replicated. Infection during pregnancy [82, 104–106] (OR: 1.24–1.37) and auto-
immune disorders [107] (OR: 1.34) are linked to an increased risk for ASD. Recent 
studies report the maternal production of antibodies against circulating foetal 
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brain proteins, detected in ~20% of mothers of children with ASD, but only in 
1% of mothers of neurotypical children [108, 109]. Replication and further stud-
ies are required to solidify the potential role of these antibodies as biomarkers 
and their functional effect on foetal outcome. Maternal metabolic factors such as 
obesity and gestational diabetes mellitus (GDM) have both been associated with 
an increased risk for ASD [110–113]. There are convincing data demonstrating a 
role for epigenetic regulation of these metabolic processes. One study of women 
of South Asian origin, who have a high risk of GDM, showed statistically signifi-
cant DNAm differences in cord blood and placental tissue, identifying differen-
tially methylated genes involved in embryonic development and intracellular 
metabolic processes [114]. Other studies have reported DNAm changes in gen-
eral immune, metabolic and endocrine pathways in placenta and cord blood of 
infants exposed to GDM [115–117]. There are no existing data available yet to 
validate these individual studies in cohorts of ASD patients exposed to GDM or 
maternal obesity.

Prenatal maternal stress has been identified as a small but robust risk factor for 
ADHD and ASD [118]. Maternal stress has been correlated with offspring autistic 
traits [119]. General and social communication scores were associated with altered 
DNAm of OXTR, a recurring ASD-risk gene of interest (Sect. 4.4.2). Further, spe-
cific single-nucleotide polymorphism (SNP) genotypes of OXTR were found to be 
predictive of methylation outcomes. However, this study was unable to find a GxE 
interaction, where associations between maternal stress and autistic traits were not 
related to OXTR methylation or genotype. Maternal prenatal nutrition, specifically 
folate supplementation, has been shown to have a protective effect, showing a 
reduced risk of ASD (OR: 0.61) [120–122]. Folate is well known for its role in pre-
venting neural tube defects. Its protective effect for ASD may derive from the role 
of folate in OCM. OCM recycles homocysteine to generate cysteine and methionine 
for the process of methylation and antioxidative capacity through the formation of 
S-adenosyl methionine (SAM), supporting epigenetic processes important for typi-
cal neurodevelopment.

In summary, it will be important to more thoroughly explore whether the associa-
tions between environment and ASD outcome may be reflected in stable epigenetic 
marks detectable in the foetus or neonate. This would require large sample sizes to 
achieve sufficient power and well-annotated exposure data. Ultimately, the goal is to 
discover replicable GxE effects associated with ASD, perhaps in parallel with pre-
natal genetic testing, that are not only statistically but also biologically significant.

4.4  The Direct Role of Epigenetics in ASD

4.4.1  Genetic Syndromes Involving Epigenes and ASD

Syndromic ASD accounts for ~10–15% of cases [123–125]. A significant num-
ber of such genetic syndromes involve mutations in epigenes and are associated 
with increased risk for ASD (Table 4.1). Some of these epigenes function as 
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Table 4.1 Genetic syndromes with known/putative epigenetic aetiology comorbid with ASD  
and/or ID

Syndrome Aetiology
Epigenetic 
type

Epigenetic 
mechanism 
involved in 
disorder Risk for ASD

Degree  
of ID

Rett Mutations in 
MECP2 and 
CDKL5

Reader Improper reading 
and establishment 
of epigenetic marks 
by MECP2

>50% Rett 
females with 
ASD symptoms 
[141]. Mutations 
in MECP2 found 
in ASD 
patients[127–129, 
142, 143]

Severe to 
profound

Fragile X CGG repeat 
expansion and 
subsequent 
DNA 
methylation of 
FMR1 gene

Indirect; 
non-coding 
RNA

Reduced FMR1 
expression due to 
DNAm; FMR1 
involvement in 
RNA processing

60–67% in males, 
23% in 
females[123, 144]

Severe to 
mild, 
majority 
in 
moderate 
range

22q11.2 
deletion 
(DiGeorge)

1.5–3 Mb 
hemizygous 
deletion

Indirect, not 
well- defined; 
non-coding 
RNA

DGCR8 found in 
22q11.2del region 
involved in miRNA 
processing; 
DGCR6, also in 
22q11.2del region, 
is imprinted

20–40% (based 
on DSM-IV 
criteria) [145, 
146], <20% if 
using both 
clinical criteria 
and parental 
report [147]

Mild to 
moderate

Prader-
Willi

Paternal 
deletions, 
maternal UPD 
at 15q11–13, 
deletions and 
mutations of 
IC, 
translocations 
disrupting 
SNRPN

Imprinted 
region

Lack of expression 
of paternally 
expressed genes 
from imprinted 
cluster at 
15q11–13, due to 
GOM at paternal 
IC

19–36.5% 
[148–150]

Mild to 
moderate

Angelman Maternal 
deletion, 
paternal UPD, 
deletions and 
epimutations at 
IC, mutations 
of UBE3A

Imprinted 
gene

Lack of expression 
of maternally 
expressed gene 
UBE3A in brain 
due to LOM at 
maternal IC

Not conclusive 
due to severe 
intellectual 
disability

Severe to 
profound

15q11–13 
maternal 
duplication

Maternal 
duplications of 
15q11–13 
region

Unknown Unknown >85% [151] Variable

(continued)
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Table 4.1 (continued)

Syndrome Aetiology
Epigenetic 
type

Epigenetic 
mechanism 
involved in 
disorder Risk for ASD

Degree  
of ID

Sotos Mutations in 
NSD1

Writer; 
specific 
histone 
modifications

NSD1 encodes 
histone H3K36 
methyltransferase, 
important for 
normal embryonic 
development

No clear estimate 
for risk, but 
>80% 
demonstrate some 
ASD clinical 
features [138]

Mild to 
severe

Kabuki Mutations in 
KMT2D, 
KDM6A

Writer; 
specific 
histone 
modifications

KMT2D encodes 
histone H3K4 
methyltransferase, 
KDM6A encodes a 
tri-/dimethylated 
histone H3 
demethylase. 
Interaction with 
members of WAR 
complex (WDR5, 
RBBP5 and 
ASH2L), shown to 
be involved in 
histone methylation

Autism or 
autistic- like 
behaviour 
reported in 
several cases 
[152, 153], no 
risk estimate

Mild to 
severe

CHARGE Mutations/
deletions in 
CHD7

Chromatin 
remodeller

Alters CHD7 
binding of active 
chromatin, also 
interacts with 
members of WAR 
complex

15–50% 
[133–135]

Normal 
to severe

CHD8 
mutations 
with ASD

Mutations/
deletions in 
CHD8

Chromatin 
remodeller

Alters CHD8 
binding of active 
chromatin, 
regulates 
transcription 
through CTCF 
binding

>85% [131, 132] Normal 
to 
profound

Turner 
syndrome

Monosomy for 
chromosome X

Potential 
imprinted 
gene(s)

Potential imprinted 
gene(s) on 
chromosome X

3% [154] Usually 
no ID

Note: Epigenetic marks or mechanisms associated with each syndrome are described; there may be 
additional known/unknown mechanisms. Abbreviations: ASH2L ASH2 like histone lysine methyl-
transferase complex subunit, CDKL5 cyclin-dependent kinase-like 5, CHARGE coloboma of the 
eye, heart defects, atresia of the nasal choanae, retardation of growth and/or development, genital 
and/or urinary abnormalities and ear abnormalities/deafness, CHD7 chromodomain helicase DNA-
binding protein 7, CHD8 chromodomain helicase DNA-binding protein 8, CTCF CCCTC-binding 
factor, DGCR6 DiGeorge critical region 6, DGCR8 DiGeorge critical region 8, FMR1 fragile X men-
tal retardation 1, GOM gain of methylation, IC imprinting centre, ID intellectual disability, KDM6A 
lysine demethylase 6A, KMT2D lysine methyltransferase 2D, LOM loss of methylation, MECP2 
methyl-CpG-binding protein 2, miRNA micro-RNA, NSD1 nuclear receptor SET (su(var)3–9, 
enhancer-of-zeste, trithorax) domain-containing protein-1, RBBP5 RB binding protein 5, histone 
lysine methyltransferase complex subunit, SNRPN small nuclear ribonucleoprotein polypeptide N, 
UBE3A ubiquitin protein ligase E3A, UPD uniparental disomy, WDR5 WD repeat domain 5
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epigenetic writers (DNMTs, histone methyltransferases and acetyltransferases), 
erasers (HDACs, lysine demethylases), readers (proteins containing bromo-, 
chromo- or Tudor domains), chromatin remodelling factors (e.g. CHD8) and epi-
genetic regulators of imprinted regions (ZFP57 zinc finger protein). Others exert 
more indirect effects through OCM, noncoding RNA processing or recruitment of 
methyl-CpG- binding proteins (MBDs) to modify histones and regulate transcrip-
tion. Genetic syndromes caused by mutations in epigenes are also highly comorbid 
with ID, sometimes making it difficult to estimate ASD risk. As data for WGS of 
larger numbers of well-phenotyped ASD cases become available, additional genetic 
syndromes involving epigenes may be identified.

Rett syndrome (RTT; OMIM 312750) has been described in detail in Chaps. 1 
and 2 and therefore will not be discussed in detail here. ASD symptoms can appear 
in early infancy, but the clinical phenotype becomes more distinct as RTT features 
(e.g. loss of hand skills, deceleration of head growth) develop with age. Interestingly, 
a large proportion of patients (>70%) with milder RTT variants exhibit ASD-like 
features [126]. Rare MECP2 mutations associated with ASD but not RTT have also 
been identified [127–130]. Typically, these mutations are found to be intronic and 
located in the 3′ untranslated region of the gene as opposed to LOF mutations which 
lead to RTT. The functional role that MECP2 may play in ASD pathogenesis has yet 
to be identified.

Mutations (single-nucleotide variants and small indels) in the chromatin modi-
fier gene CHD8 have recently been described as a novel genetic syndrome with a 
strong association (>87%) with an ASD phenotype, amongst other common fea-
tures such as macrocephaly (>80%), tall stature (86%) and gastrointestinal prob-
lems (80%) [131, 132]. Individuals with mutations in a related gene, chromodomain 
helicase DNA-binding protein 7 (CHD7; CHARGE syndrome, OMIM 214800), 
have a lesser but still significant risk (40%) for ASD [133–135]. The two genes have 
different interacting proteins and target binding sites [136], explaining at least in 
part the differences in phenotype.

Sotos syndrome (SS; OMIM 117550) is a congenital overgrowth disorder caused 
primarily (90%) by mutations in the nuclear receptor SET (su(var)3–9, enhancer-
of- zeste, trithorax) domain-containing protein-1 gene (NSD1), a developmentally 
important histone methyltransferase. SS presents an example of a genetic syndrome 
with robust functionally relevant genome-wide epigenetic alterations [137]. Notably, 
reports show that >55% of SS patients display ASD symptomatology above clinical 
cutoffs [138–140]. It has recently been shown that individuals with SS have a specific 
blood DNAm signature that distinguishes individuals with pathogenic NDS1 muta-
tions from controls [137]. Further, this DNAm signature is able to classify NSD1 
VUS, which holds great potential for clinical application and molecular diagnostics. 
Examining a genetically homogeneous group of individuals as an approach for the 
study of ASD may eliminate some of the resultant epigenetic heterogeneity. The abil-
ity to refine and make more consistent molecular and/or phenotypic observations 
within subsets of individuals with ASD will help to establish causal roles for aetio-
logic factors.
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4.4.2  Direct Assessment of Epigenetic Marks in ASD

Specific genomic alterations (e.g. mutations, CNVs) are known to confer increased 
risks for ASD, but these risks often are fairly broad ranging. Given the anticipated 
role of epigenetic dysregulation in ASD aetiology, multiple studies of different epi-
genetic marks in ASD cases have investigated stable epigenetic biomarkers either 
with or without an underlying genomic change. Stable biomarkers found in easily 
accessible, peripheral tissues such as blood would have a profound impact in the 
clinical diagnostic arena, especially if blood biomarkers were confirmed to reflect 
biomarkers in the brain. Examining cross-tissue markers, specifically brain vs. 
peripheral tissues, would help to further elucidate the underlying biological path-
ways involved in the aetiology of ASD. This section will focus mainly on assess-
ments of the most stable and commonly studied epigenetic mark, DNAm (Table 4.2). 
We will also review data for epigenetic marks that are less frequently examined that 
will complement DNAm data in the future.

Table 4.2 Genome-wide DNA methylation studies in ASD

Reference
Sample 
population (n) Tissue Method Findings

[155] MZ twins 
discordant for 
ASD (3, 
male-male), 
unaffected 
siblings (2).

Lymphoblastoid 
cell lines

8.1 K CpG 
island 
microarray

GOM in BCL-2 and RORA

[156] MZ twins 
discordant and 
concordant for 
ASD/ASD 
severity (50 twin 
pairs)

Whole blood Illumina 
27 K

No global differences. 
Multiple DMVs (GOM and 
LOM) identified b/w 
discordant twin pairs, 
including MBD4

[157] ASD cases (47), 
controls (48) 
born to mothers 
>35y.o.

Buccal 
epithelium

Illumina 
450 K

Only 1 DMR passing FDR 
correction (OR2L13), LOM 
at promoter

[158] Biological 
fathers of 
existing ASD 
child, collected 
in 1st or 2nd 
trimester of 
second 
pregnancy (44)

Sperm CHARM 
3.0 array, 
Illumina 
450 K

193 DMRs; overlapped sperm 
CHARM data with 450 K 
(75/193 probes) and 
post-mortem brain (18/75) 
data from [160]

[159] ASD cases (9), 
unrelated 
controls (9)

Post-mortem 
brain (BA19)

Illumina 
27 K

No significant DMVs; 
downregulation of expression 
of genes of mitochondrial 
phosphorylation, protein 
translation
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Table 4.2 (continued)

Reference
Sample 
population (n) Tissue Method Findings

[160] ASD cases (19), 
unrelated 
controls (21)

Post-mortem 
brain (TC, PFC, 
CBL)

Illumina 
450 K

4 significant DMRs (TC, 
CBL), Δβ range from 6.6% 
LOM to 15.8% LOM. 3/4 
DMRs validated in multiple 
brain regions of independent 
ASD cases

[161] ASD cases (23), 
unrelated 
controls (23)

Post-mortem 
brain (BA10, 
BA24)

Illumina 
450 K

>5000 DMVs in BA10, 
>10,000 DMVs in BA24 
(q < 0.05, Δβ > 5%): LOM in 
BA10 at sites related to 
immune function (e.g. C1Q, 
TNF-α), GOM at sites related 
to synaptic membrane (e.g. 
DLGAP1, DLGAP2)

Abbreviations: Δβ difference in DNAm, BA10 Brodmann area 10, BA19 Brodmann area 19, 
BA24 Brodmann area 24, BCL-2 BCL2, apoptosis regulator, C1Q complement C1q A chain, 
CBL cerebellum, DLGAP1 and DLGAP2 DLG-associated proteins 1 and 2, DMR differentially 
methylated region, DMV differentially methylated variant, GOM gain of methylation, Illumina 
27 K Illumina Infinium HumanMethylation27 BeadChip array, Illumina 450 K Illumina Infinium 
HumanMethylation450 BeadChip array, LOM loss of methylation, MBD4 methyl- binding domain 
4, MZ monozygotic, OR2L13 olfactory receptor family 2 subfamily L member 13, PFC prefrontal 
cortex, RORA retinoic acid-related orphan receptor, TC temporal cortex, TNF-α tumour necrosis 
factor alpha, y.o. years old

Although there is a solid rationale supporting a role for epigenetics in ASD 
molecular aetiology, there are relatively few studies that have directly measured 
epigenetic marks in ASD patients, especially when compared with the number of 
genetic studies available. Differentially methylated variants (DMVs) at specific 
CpG sites or differentially methylated regions (DMRs) spanning multiple CpGs 
have been measured in a variety of tissue types: lymphoblastoid cell lines [155], 
whole blood [156], buccal [157], sperm [158] and post-mortem brain [159–161]. 
The epigenome is characterized by cell-, tissue- and brain region-specific methyla-
tion patterns [161–167], making it impossible to directly compare data across these 
studies. However, as previously mentioned, from a biomarker and pathophysiologi-
cal standpoint, it will be important to define intersecting ASD-specific DMVs/
DMRs and pathways across cell types and tissues.

Genome-wide studies performed primarily using DNAm microarrays have 
yielded variable results for several reasons: differences in tissue type, ASD cohorts, 
methods (single site vs. region specific, i.e. DMVs vs. DMRs) and limited sam-
ple size (<50 cases) will affect the epigenetic output. These results emphasize the 
need for increased power in genome-wide DNAm studies focused on discovery 
of ASD- specific DNAm alterations across heterogeneous ASD groups. Most find-
ings in ASD are reported with overwhelmingly modest effect sizes (<10% absolute 
difference), and some are statistically unreliable (e.g. without correction for mul-
tiple testing). Other possible confounding variables have yet to be addressed for 
their potential impact on DNAm outcome, including sex, age, post-mortem interval 
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and cause of death (for post-mortem brain samples) and brain cell type-specific 
DNAm patterns, to name a few. Replication of these results in larger cohorts of 
ASD patients will strengthen the support for a role for dysregulation of DNAm in 
ASD neuropathology. Only two studies [160, 161] have shown replication of dif-
ferentially methylated sites that were hypomethylated in the 3′ untranslated region 
of PRRT1, tetraspanin 32 (TSPAN32) and C11orf21 in brains of ASD patients when 
compared with controls. For many of the other identified differentially methylated 
genes across all studies, there is no known function in the context of ASD. Others 
appear to be functionally relevant, with potential roles in brain electrophysiological 
function (e.g. PRRT1), immunity (e.g. C1Q, TNF-α) and/or involving known ASD-
risk genes (e.g. AT-rich interaction domain 1B [ARID1B], glutamate ionotropic 
receptor NMDA type subunit 2B [GRIN2B], neurexin 1 [NRXN1], phosphatase and 
tensin homolog [PTEN]).

Several studies have focused on the targeted quantification of DNAm in promot-
ers of ASD candidate genes (glutamic acid decarboxylase 65 [GAD65], OXTR, 
SHANK3, reelin (RELN), UBE3A and MECP2) [168–173] in different tissues 
(blood, specific regions in post-mortem brain). No differences between ASD and 
controls were found for DNAm of GAD65 or RELN [173] nor for one of the OXTR 
studies [168]. The latter result did not agree with an earlier study covering an over-
lapping region of OXTR [169], where significant GOM was found at specific CpG 
sites overall and in a sex-specific manner. In summary, significant ASD-specific 
DMVs at OXTR, SHANK3, UBE3A and MECP2 were identified at specific pro-
moter CpG sites in each gene (i.e. not across all sites analysed) [168–172]. Absolute 
differences were found to be modest (~twofold) on average and did not affect all 
ASD cases equally. Overall, the variability in results observed in the genome-wide 
DNAm studies is also reflected in these targeted studies, for many of the same rea-
sons (tissue type, unselected ASD cases examined, methods, sample size).

Only two studies to date have looked at differences in histone marks between 
individuals with ASD and neurotypical controls [174, 175]. The two studies are dif-
ficult to compare since each study differed in the histone marks examined (H3K4me3 
vs. H3K27ac), brain regions (prefrontal cortex vs. prefrontal cortex, temporal cortex 
and cerebellum), patient cohorts and methodology. However, each study indepen-
dently found ASD-specific patterns of histone mark methylation to varying degrees. 
Shulha et al. (2012) report that there were no global alterations of H3K4me3, but 
rather an expansion in the presence of H3K4me3 at specific genomic regions in 
ASD. Sun et al. (2016) describe brain region- and ASD-specific differentially acety-
lated regions. Differences were found to correspond to functionally relevant genes 
involved in synaptic transmission, neuronal connectivity, immunity and behaviour. 
Researchers are also just beginning to look at differential miRNA and long noncod-
ing RNA (lncRNA) expression in ASD [176–179]. Thus far, there is a lack of con-
sistent findings across these studies.

In spite of current limitations, the studies cited above will act as a catalyst for the 
study of ASD to identify epigenetic biomarkers for prediction or classification of 
individuals with ASD. Additionally, they have brought to light the many critical 
variables that need to be considered to improve study design and interpretation of 
data going forward.
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4.5  Therapeutics

Identifying epigenetic targets with therapeutic potential exploits the dynamic and 
modifiable nature of epigenetic pathways, allowing for new approaches to amelio-
rate ASD symptoms. Pharmacologic agents could be used to target direct epigenetic 
regulators such as histone acetylation (HDACs) or to target indirect and/or down-
stream pathways (e.g. OCM). Some of these targets already have existing therapies/
drugs for testing in clinical trials.

There are several significant challenges to this endeavour. Will general inhi-
bition/activation of epigenetic processes be too disruptive of other mechanisms? 
Conversely, how can we develop more targeted (e.g. tissue and cell type, enzyme 
isoform-specific) epigenetic drugs? One of the most critical obstacles to overcome 
for the treatment of ASD neurobehavioural deficits is ensuring that a drug is able 
to pass the blood–brain barrier (BBB). Currently, HDAC and DNAm inhibitors 
have poor brain penetrance and potency, although some recent work is showing 
improvement in this area. Improved delivery systems are being tested with a novel 
HDAC inhibitor analogue [180] and image-guided (positron emission tomography) 
radiolabelled drug delivery [181]. However, the BBB issue may be bypassed by 
harnessing the therapeutic potential of the microbiome to effect downstream neu-
robehavioural outcomes.

Indirect targets and pathways that affect epigenetic mechanisms may also have 
pharmacologic potential. The importance of folate in maintaining proper SAM lev-
els and therefore methyl donors (Sect. 4.4) is demonstrated in its apparent protective 
effect on ASD risk. The neuropeptide hormone oxytocin, which binds to OXTR, has 
been highlighted as a promising pharmacological agent in several clinical trials 
[182–185] for the treatment of certain neuropsychiatric disorders including 
ASD. Although results have been mixed, some positive results [186–188] support 
the use of oxytocin for improving specific deficits seen in ASD such as emotion 
recognition and eye gaze, as well as for its prosocial and anxiolytic properties.

The exploration of epigenetic therapeutic targets for ASD is in its infancy since 
researchers are still uncovering the molecular conundrum by which epigenetic 
mechanisms are perturbed in ASD. However, genomic and epigenomic insights are 
uncovering potential biological pathways that may be targeted for therapeutics. 
With more comprehensive classifications of ASD patients, we may identify sub-
groups of individuals that will be candidates for more precision-based therapies 
(e.g. pathways susceptible to environmental influences, immune, metabolic, chro-
matin modifiers, etc.).

4.6  Future Directions/Summary

There is still much to learn about ASD in the context of epigenetics. As technology 
advances, we may interrogate the genome and epigenome with higher resolution. 
This will allow researchers to refine DNAm studies with increased genomic cover-
age, to expand on our knowledge of ASD-specific histone marks and to explore the 
role of noncoding regions (e.g. enhancers, intergenic regions, noncoding RNAs). 
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Beyond CpG methylation, non-CpG methylation (CpH where H = A, C, or T) and 
5-hydroxymethylcytosine (5-hmC) should not be overlooked. Both of these alterna-
tive types of methylation have been found to be important during neurogenesis 
[163, 189, 190] and thus could play a role in the pathogenesis of ASD. 5-hmC, an 
intermediate in the process of oxidative demethylation, is highly abundant in the 
brain relative to 5-methylcytosine (5mC) [191] and could reveal important  regulatory 
brain region-specific epigenetic patterns.

One emerging method of better defining these mechanisms is to tackle the issue 
of heterogeneity in ASD by examining more homogeneous subsets of ASD patients 
based on various factors. Presented in this chapter were examples of environmental 
(preterm labour) and genetic (NSD1 mutations in SS) stratification, which demon-
strate the strength of this approach and are paving the road for the future of research 
into the aetiologies of ASD. It is clear from the current literature that many roads lead 
back to epigenetics; from genetics to structural, physiological and biochemical hall-
marks of the disorder to environment, epigenetic mechanisms are intimately involved 
in interfacing with and regulating these aetiologic factors. The complexity of epigen-
etic mechanisms, its intermediary role bridging multifactorial risk factors through 
GxE interactions and its malleable nature underscore both the challenges of studying 
ASD in the context of epigenetics and the exciting potential for this area of research.

Although we were unable to touch upon these areas of research and knowledge 
in this chapter, there are several important additional topics to consider in the con-
text of ASD aetiology and epigenetics.

Additional Reading
Sex bias: [192–194].
Animal models of ASD: [195–199].
Noncoding RNA and ASD: [200–203].
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5Eating Disorders and Epigenetics

Lea Thaler and Howard Steiger

Abstract
Eating disorders (EDs) are characterized by intense preoccupation with shape 
and weight and maladaptive eating practices. The complex of symptoms that 
characterize EDs often arise through the activation of latent genetic potentials by 
environmental exposures, and epigenetic mechanisms are believed to link envi-
ronmental exposures to gene expression. This chapter provides an overview of 
genetic factors acting in the etiology of EDs. It then provides a background to the 
hypothesis that epigenetic mechanisms link stresses such as obstetric complica-
tions and childhood abuse as well as effects of malnutrition to eating disorders 
(EDs). The chapter then summarizes the emerging body of literature on epi-
genetics and EDs—mainly studies on DNA methylation in samples of anorexia 
and bulimia. The available evidence base suggests that an epigenetically informed 
perspective contributes in valuable ways to the understanding of why people 
develop EDs.
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5.1  Introduction

Eating Disorders (EDs) are characterized by intense preoccupations with eating, 
shape, weight and body image, and maladaptive eating practices such as excessive 
caloric restraint, binge eating, and forms of purging including self-induced vomit-
ing. The three most frequently seen types of EDs are anorexia nervosa (AN), buli-
mia nervosa (BN), and binge eating disorder (BED). AN is characterized by intense 
restriction of energy intake (leading to a markedly low body weight), as well as 
persistent behavior to avoid weight gain (even though already at low weight), or an 
intense fear of gaining weight. The syndrome includes two variants: AN, restricting 
type (AN-R), in which there is restriction of food intake but no binge eating or purg-
ing, and AN, binge eating/purging (AN-B/P) type, in which regular binge or purge 
episodes occur. BN is similarly characterized by binge eating followed by compen-
satory efforts (e.g., self-induced vomiting, laxative misuse, intensive exercise, or 
fasting), but in individuals with relatively normal (or above normal) weight. 
Individuals with both AN and BN are preoccupied with their weight or shape and 
place much importance on the influence of weight or shape on their self-evaluation. 
BED, like BN, is characterized by recurrent binge eating, but in the absence of com-
pensatory behaviors (such as vomiting, exercise, or fasting), so that the syndrome is 
commonly associated with (or leads to) obesity.

In addition to behaviors related to eating, people affected by EDs show heteroge-
neous concurrent psychiatric symptoms that often include problems with mood 
(e.g., depression or lability) and anxiety (e.g., obsessive-compulsiveness, general-
ized anxiety, panic, social phobias, etc.). Some research has proposed a distinction 
between those individuals with EDs who restrict food intake without binge eating or 
purging (restricters) and those who do binge eat or purge (binger-purgers) [1]. 
Restricters (as exemplified by AN-R) display propensities toward perfectionism, 
preference for order, emotional constraint, and behavioral inhibition. In contrast, 
binger-purger ED variants (which include AN-B/P, BN, and BED) tend toward co- 
aggregation with traits of emotional instability, recklessness, and impulse dyscon-
trol and with propensities toward substance abuse and self-harm. In parallel, 
sufferers show variable degrees of exposure to such environmental adversities as 
perinatal/obstetric “insults,” early childhood traumata, or later life stresses [2]. 
Despite such “prototypes,” many people, sometimes with AN and sometimes BN, 
show negligible psychopathology—which raises the important point that it is not 
necessary to have marked psychopathology to develop an ED.

5.2  Genetics of EDs

EDs are multiply determined, with genetic factors playing an important role. Family 
studies demonstrate that EDs are strongly familial. Family members of those with 
AN are four times more likely to also have AN [3] and female relatives of AN 
patients are up to 11 times more likely to develop AN than individuals who do not 
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have relatives with AN [4]. Individuals who have a relative with AN or BN are at 
elevated risk for developing either disorder [4, 5] which suggests some shared 
genetic diathesis for AN or BN. BED is also found to aggregate within families [6] 
and in a manner independent of obesity [7]. All EDs are highly heritable, with heri-
tability estimates from twin studies of 0.48–0.74 for AN [8–11], 0.55–0.62 for BN 
[10, 12, 13], and 0.39–0.45 for BED [14, 15].

Current thinking has it that the complex of symptoms that characterizes EDs 
often arises through the activation of latent genetic potentials by environmental 
exposures. Molecular genetic studies, such as linkage and candidate gene studies, 
have shown that genes linked to such factors as (a) mood, anxiety, and impulse regu-
lation [16–19]; (b) appetite, body weight, and related metabolic factors [20–22]; 
and (c) sex (e.g., genes influencing estrogen activity) [23–26] play roles in EDs. 
Genetic models are, however, insufficient on their own—as genetic liabilities, in all 
probability, need to be activated by environmental triggers which, in the case of 
EDs, are quite numerous. Evidence suggests that environmental risks for ED devel-
opment include perinatal and obstetric insults [27, 28], early life stressors like child-
hood abuse [29], and later life stresses—among which are likely to figure stresses 
linked to too much caloric restraint [30]. For example, women with bulimia who are 
carriers of the 5HTTLPR S allele and survivors of severe childhood abuse display 
more pronounced dissocial behavior, characterized by novelty seeking, reckless-
ness, or hostility [19]. Furthermore, carriers of the BCL1 C allele and who suffered 
childhood abuse are more likely to have BN than those with other allelic variations 
and who did not experience abuse [31]. Such findings could suggest environmental 
activation (via childhood abuse) of a genetically determined vulnerability.

5.3  Epigenetics and EDs

Epigenetics is a science that promises to help explain how environmental factors 
can “switch on” genetic susceptibilities. When speaking of epigenetic mechanisms, 
we refer to the process by which environmental exposures leave epigenetic “marks” 
on the genome that can influence later gene expression. It is in this manner that 
epigenetic mechanisms are thought to provide the physical substrates for gene- 
environment interactions that can shape the expression of latent genetic potentials.

The majority of the published studies that examine epigenetic alterations in the 
context of EDs focus on the role of DNA methylation, which involves the addition 
of methyl to genomic regions in which cytosine is followed by guanine—commonly 
called CpGs. Although variations occur, when gene promoters become methylated, 
this tends to reduce gene expression, with loss of function occurring directly (due to 
inhibition of the binding of transcription factors to recognition elements in the 
gene), or indirectly (via the recruitment of proteins that precipitate inactive chroma-
tin). Evidence suggests that DNA methylation is influenced by diverse environmen-
tal exposures, including early life stressors, dietary factors, and even obstetric and 
perinatal insults [32–34].
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5.4  Early Life Stresses

Stressors occurring during infancy and childhood can have profound influences 
on epigenetic programing. Meaney and colleagues have demonstrated that rat 
pups receiving low maternal care tended to display increased DNA methylation 
of the glucocorticoid receptor gene (NR3C1), decreased hippocampal glucocor-
ticoid receptor mRNA expression, and increased stress reactivity as compared to 
pups who received high maternal care [35–37]. In humans, childhood abuse 
plays an important role in the epigenetic programming of genes related to stress 
reactivity and serotonin. For example, suicide victims who had experienced 
childhood abuse had higher overall methylation of an NR3C1 promoter and 
decreased levels of glucocorticoid receptor mRNA [38], and individuals who 
had experienced childhood sexual abuse show altered methylation of 5HTT [39] 
and SLC6A4 [40].

5.5  Obstetric and Perinatal Complications

Even before early life stressors can have an impact, epigenetic programming can 
occur in the womb. Mothers’ and fathers’ emotional distress [41] can affect the 
epigenetic status of their children and, as a result, affect the children’s later physical 
development and emotional adjustment. Evidence gathered from naturalistic exper-
iments occurring during natural disasters highlights how distress during gestation 
can cause epigenetic changes in offspring. During a somewhat recent natural disas-
ter, children of mothers who were exposed to intense, third trimester gestational 
distress during very severe weather conditions—the 1998 Ice Storm in Quebec 
(regarded as one of Canada’s worst natural disasters)—showed more ED symptoms 
at age 13 [28]. Indicating that the latter effect likely has epigenetic origins, in a 
separate study, Ice Storm exposed children showed altered DNA methylation pat-
terns when compared to unexposed children [42]. Maternal depression during ges-
tation can also cause epigenetic effects, such as increased methylation of offsprings’ 
glucocorticoid receptor (NR3C1) gene at specific sites. Affected offspring show 
altered cortisol responses and increased stress reactivity [43, 44]. Fathers too can 
transmit epigenetic marks through the sperm line. For example, male mice raised in 
stressful environments produce more stressed offspring than do genetically identi-
cal mice raised under calmer conditions [45]. This holds true even when the father 
mice are physically separated from their children.

Maternal nutritional deficiency [46, 47] during pregnancy also plays an impor-
tant role in epigenetic programming. For example, a 1944–1945 Nazi blockade of 
food supplies in Western Netherlands during the Second World War caused famine. 
The offspring of pregnant women who endured the famine showed adverse, epige-
netically mediated effects upon their physical and mental health [48]. Children 
affected by this famine tended to have higher risk of obesity, smaller physical stat-
ure, and greater risk of various mental health problems.
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5.6  Nutritional Factors and DNA Methylation

While maternal nutritional state can affect epigenetic programming, an indi-
vidual’s own nutritional state can also cause epigenetic changes, which in turn 
can be relevant to the development of various psychiatric disorders, including 
EDs [33, 34, 49]. Certain macronutrients are involved in the diverse methyl-
transfer reactions upon which DNA methylation depends. Main micronutrients 
involved in such reactions include folate, vitamin B12, and choline [50], and an 
inadequate diet will produce deficiencies in these nutrients [51, 52]. The status 
of folate and B-vitamin is shown to affect DNA methylation and brain function 
at various life stages, spanning the prenatal period to old age [34, 53, 54].

In animals, folate/methyl-deficient diets (both of which are linked to depression) 
result in global hypermethylation of brain cells [55]. Other macronutrients such as 
choline and betaine impact DNA methylation [56] of B12. Anorexia has been asso-
ciated with a condition called hyperhomocysteinemia (HHcy), caused by low 
dietary folate, choline, or vitamin B12 [34, 57]. HHcy is seen mainly in older AN 
patients and those with longer disease chronicity. The condition is reduced by daily 
folic acid supplementation [58].

5.7  Epigenetic Studies in ED Samples

Thus far, most epigenetic studies have focused on the promoter-specific methylation 
of the candidate genes that have been studied previously in EDs. The majority of the 
studies examined cases of AN, with fewer exploring epigenetics in BN or BN-spectrum 
cases. To date, no studies on the epigenetics of BED have been conducted.

Dopaminergic genes have been of interest due to their relationship with reward. 
A study of 22 patients with AN showed elevated mRNA expression of the dopamine 
transporter SLC6A3 gene, also known as DAT [59]. This elevated mRNA was due 
to hypermethylation of the gene’s promoter region. The study also found hyper-
methylation of the DRD2 promoter in AN and hypermethylation of DAT in 24 
patients with BN [59]. However, another study failed to find significant differences 
in the promoter-specific DNA methylation for DRD2, LEP, BDNF, and SLC6A4 
genes in AN [60]. A study on women with BN and borderline personality disorder 
showed hypermethylation of the DRD2 promoter region [61].

Another candidate gene of interest is POMC due to its role in the regulation of 
appetite. A study comparing women with acute AN, those recovered from AN, and 
controls showed that expression of the functionally relevant long POMC mRNA 
transcript was significantly correlated with leptin levels and was higher in acute AN 
compared to recovered AN and controls [62]. Furthermore, methylation of single 
CpG residues in the E2F binding site was inversely related to POMC expression. In 
another study by the same group, no association between BMI or AN status (acute 
versus recovered) and POMC promoter methylation was seen, but hypomethylation 
was associated with cigarette smoking [63].
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Other candidate genes have been studied in both AN and BN samples. Studies in 
AN reported hypermethylation of the alpha-synuclein gene (linked to sensitivity to 
dietary folate) and of the atrial natriuretic peptide gene, implicated in anxiety, 
depression and stress responses [64, 65]. A pilot study detected a number of CpG 
sites in the oxytocin receptor (OXTR) gene with higher than average methylation 
levels in 15 AN patients compared to controls. The methylation levels were nega-
tively associated with BMI [66]. Another study showed higher levels of CNR1(CB1) 
receptor mRNA in the blood of 43 patients with either AN or BN compared to 26 
healthy controls [67]. Another study on CB1 reported a downregulation of the 
gene’s receptor mRNA in ED patients who also engage in self-injury [68]. In women 
with BN and specific comorbidities, our group has shown that women with BN and 
a history of suicidality show hypermethylation in the exon 1C region of the gluco-
corticoid receptor (GR) gene, and we found hypermethylation of specific CpG sites 
in the BDNF gene promoter region in women with BN with and without childhood 
abuse [69, 70]. In sum, evidence associates EDs with alterations in DNA methyla-
tion and especially in those ED sufferers displaying comorbid psychopathology or 
having experienced prior trauma.

Most recently, researchers have been examining genome-wide (GW) methyla-
tion in patients with EDs. In a study comparing 22 women with AN to 30 healthy 
controls, a pattern of significant global DNA hypomethylation was seen in the AN 
patients [65]. Another GW study of 32 adolescents with AN-R and 13 controls 
found whole-blood global DNA methylation to be reduced in the AN cases as com-
pared to controls [71]. However, one small GW study observed no global differ-
ences when comparing methylation of LINE-1 repetitive elements and the H19 
imprinting control region in DNA from peripheral blood obtained from ten women 
with AN and ten without [72]. The methods used in these preliminary studies inves-
tigate narrow genomic regions and do not support examinations into functional gene 
pathways. Recently, our group has applied microarray assays using the Infinium 
Illumina Human Methylation 450 K BeadChip, which provide the fullest coverage 
available of GW methylation. Our preliminary study used the 450 K BeadChip and 
DNA isolated from lymphocytes from 13 women with AN-R, 16 with AN-B/P and 
15 normal weight controls [73]. False discovery rate (FDR) corrected comparisons 
identified 14 CpG probes on which significant between-group differences were 
present, including two CpGs associated with the NR1H3 gene, and three associated 
with the PXDNL gene. These genes have been implicated in histone acetylation and 
RNA modification (i.e., gene expression), cholesterol storage and lipid transport, 
and dopamine and glutamate. We also found associations between cumulative dura-
tion of illness and methylation levels at 142 probes, including genes related to liver 
function, immune function, metabolism, and behavior.

5.8  Conclusions and Future Directions

Although a number of preliminary studies on methylation in EDs have emerged, the 
precise contributions of epigenetic processes to ED development still need to be 
ascertained. Given evidence highlighting the importance of heredity, perinatal 
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insults, developmental experiences, trauma, and social pressures for thinness in 
EDs, epigenetic mechanisms—by which such factors act to shape genetic expres-
sion—constitute a very plausible substrate for the convergence of such risks that 
ultimately contribute to ED development.

It has yet to be seen whether the findings in the above-mentioned studies in EDs 
will be replicated. Furthermore, a number of important limitations, such as small 
sample sizes, focus on candidate genes selected based on a priori hypotheses, use of 
blood and buccal cells as proxies to brain tissue, and methodological heterogeneity 
must be highlighted. In addition, future research should also explore epigenetic 
mechanisms other than DNA methylation, including histone modification, chroma-
tin remodeling, and microRNA studies [74].

Epigenetic findings might contribute to the understanding of EDs in various 
ways. A thorough understanding of epigenetic principles could guide development 
of pharmacological or nutritional therapies that could be tailored to individual needs 
so as to increase response to standard treatment of EDs. Another way that epigene-
tic findings could contribute to the understanding of EDs would be that if a methyla-
tion “signature” associated with an active ED existed, this could inform clinical 
decision-making surrounding illness staging, entrenchment, and recovery.

In sum, epigenetically informed models help us realize that biological and environ-
mental casual factors often act beyond the willful control of those affected by EDs. 
The consequence is that epigenetically informed perspectives may have a lot to offer 
in the sense of informing the understanding of why people develop EDs while contrib-
uting to genetically driven models that put less blame as compared to earlier etiologi-
cal theories. Highlighting the potential benefits of communicating an epigenetically 
informed understanding of ED development to people with eating disorders, a recent 
study by Farrell and colleagues [75] reported that psychoeducation stressing epigen-
etic models of ED development (described as communicating a concept of “malleable 
biology”) generated more prognostic optimism and self- efficacy for recovery in eat-
ing-disordered patients than did psychoeducational materials centered on singularly 
biological or psychological (cognitive-behavioral) concepts. We believe that an 
informed concept of the ways in which EDs represent the activation of real biological 
susceptibilities by real environmental triggers (as is inherent in an epigenetic perspec-
tive) promises to helps therapists and family members assume an optimally empathic 
and nonjudgmental stance with respect to eating- disordered people in their care and 
promotes maximal self-acceptance on the part of ED patients.
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Abstract
Drug addiction is a complex disorder which can be influenced by both genetic 
and environmental factors. Research has shown that epigenetic modifications can 
translate environmental signals into changes in gene expression, suggesting that 
epigenetic changes may underlie the causes and possibly treatment of substance 
use disorders. This chapter will focus on epigenetic modifications to DNA, which 
include DNA methylation and several recently defined additional DNA epigen-
etic changes. We will discuss the functions of DNA modifications and methods 
for detecting them, followed by a description of the research investigating the 
function and consequences of drug-induced changes in DNA methylation pat-
terns. Understanding these epigenetic changes may provide us translational tools 
for the diagnosis and treatment of addiction in the future.
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6.1  DNA Epigenetic Modifications

The nucleus of a mammalian cell houses approximately 2 m of negatively charged 
DNA. In order to package such a large amount of genetic material into a nucleus 
measuring ~10 μm across, multiple means of compaction are required. DNA is 
tightly wrapped around positively charged histone proteins to form the nucleo-
some, the founding unit of the DNA packaging material called chromatin [1]. The 
DNA and histone proteins can be chemically modified in numerous ways in order 
to change the binding relationship of the DNA-nucleosome complex. Tightly 
bound nucleosomal DNA is considered heterochromatin, which is generally tran-
scriptionally inactive due to restricted access to DNA by transcriptional machinery. 
Loosely bound or nucleosome-free DNA is considered euchromatin, which is 
freely accessible to the transcriptional machinery and actively transcribed [2]. 
DNA itself can be covalently modified by a class of enzymes called DNA methyl-
transferases (DNMTs) which catalyze a reaction that adds a methyl group to the C5 
position of a cytosine base (5mC) and is traditionally observed at cytosine-guanine 
dinucleotide (CpG) residues [3]. Replicative maintenance of DNA methylation, 
copying an existing 5mC onto the complementary DNA strand, following cell divi-
sion, is accomplished by the maintenance DNA methyltransferase DNMT1 [4]. 
DNMT3a and DNMT3b are considered de novo methyltransferases, responsible 
for methylating previously unmethylated cytosines to establish a pattern of DNA 
methylation [5, 6].

Until recently, it wasn’t known if or how DNA methylation was reversed. Several 
proteins (GADD45a, MBD2, DNMT3a, and DNMT3b) have been reported to cata-
lyze DNA methylation, either by direct removal of methyl groups or via oxidation 
and repair by DNA repair processes. However, subsequent reports failed to substan-
tiate these claims [7]. In 2009, it was demonstrated that the TET family of proteins 
(ten-eleven translocation proteins) oxidizes 5mC to 5-hydroxymethylcytosine 
(5hmC) [8, 9]. 5hmC can be further oxidized to 5-formylcytosine (5fC) and 
 5-carboxylcytosine, which can then be recognized by DNA damage pathways and 
repaired to unmethylated cytosine [10–15]. TET-mediated oxidation of mC to 5hmC 
can be an active process in the brain [16]. Interestingly, 5hmC is relatively stable 
[17] and present at higher levels in the brain than any other tissue [18], suggesting a 
specific function for 5hmC in the genetic regulation of neuronal function. Thus, we 
now recognize that DNA epigenetic modifications can be a labile mechanism for 
regulation of gene expression in non-mitotic neuronal populations (Fig. 6.1).

DNA methylation can have differential effects on transcriptional capacity, 
depending on the genomic context. 5mC within gene promoter regions is typically 
associated with a decrease in transcription, and these effects have been well studied. 
The presence of 5mC attracts methyl-binding domain proteins (MBD1-MBD4, 
MeCP2, and Kaiso) which, in turn, recruit repressor complexes [3] and histone 
deacetylases (HDACs) [19] to downregulate local transcriptional activity. 
Deacetylation of histone tails increases the affinity of the DNA-nucleosome interac-
tion, thereby generating local regions of heterochromatin and decreased transcrip-
tional capacity for the region. Extensive DNA methylation can result in complete 
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silencing of a gene or local cluster of genes, as has been shown during neuronal fate 
specification/development [20]. DNA methylation can also interfere with the spe-
cific binding of transcription factors, which can only bind to an unmethylated ver-
sion of its binding site. 5mC within a gene body has been linked to active transcription 
[21], transcriptional elongation [22] and alternative splicing [23].

The functional consequences of 5hmC are just recently being recognized, but 
seem to be independent from those of 5mC. The mark is enriched within transcrip-
tionally active genes, enhancers, and brain MBD proteins like MeCP2 which binds 
the mark with similar affinity as to 5mC [24, 25]. In fact, using mouse embryonic 
stem cells in a screen for CpG-binding proteins, researchers found few proteins 
bound preferentially to 5hmC. 5fC, however, was enriched for specific protein bind-
ing of several chromatin remodeling proteins and transcriptional regulators [26]. 
Whether 5hmC or even 5fC enrichment or depletion is correlated with transcription 
levels has yet to be determined, as results have varied depending on the model sys-
tem and genomic context under investigation [14]. For example, the genomic distri-
bution of 5hmC differs between neurons and embryonic stem cells. In neurons, 
5hmC is enriched in gene bodies of expressed genes related to neuronal function 
[24], while in embryonic stem cells 5hmC is enriched at enhancers and depleted 
from transcription factor binding sites [27].
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Fig. 6.1 DNA methylation and transcriptional activity (attached). When DNA is heavily methyl-
ated (top) by DNA methyl transferases (DNMTs), chromatin is tightly packaged and bound by 
methyl-CpG-binding domain (MBD) proteins, which recruit other heterochromatinizing proteins 
and render genic regions inaccessible and transcriptionally inactive. Genes lacking 5-methylcyto-
sine (5mC) marks are more loosely packaged into chromatin, readily accessible by the transcrip-
tional machinery and more likely to be transcriptionally active. TET proteins can oxidize 
5-methylcytosine to 5-hydroxymethylcytosine (5hmC), which can also bind MBDs. However, in 
contrast to 5mC, 5hmC within enhancer and genic regions is associated with transcriptional 
activity
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6.2  Addiction

Addiction is a relapsing neuropsychiatric disorder characterized by compulsive drug 
seeking with repeated and increased use, despite adverse consequences. Drugs of 
abuse include, but are not limited to, cocaine, nicotine, amphetamine, methamphet-
amine, heroin, morphine, and other opiates. Addictive drugs stimulate the brain’s 
natural reward system through the release or synaptic accumulation of the neurotrans-
mitter dopamine ([28, 29]). Stimulation of the reward system also engages learning 
responses in the brain. With repeated drug use, the dopamine- producing cells increas-
ingly respond to drug-associated cues—environmental stimuli commonly experi-
enced with drug use (people, places, smells, imagery)—such that the cues alone elicit 
a dopamine response and drive craving for the drug [30]. Whereas natural rewards 
would normally cause dopamine cells to stop firing once a reward is achieved, drugs 
of abuse override this process and continue to stimulate powerfully high amounts of 
dopamine release. The excessively rewarding effects of drugs often override the more 
balanced dopamine released by natural rewards. Eventually, natural rewards become 
less reinforcing, and motivation switches to achieving the elevated dopamine release 
generated by the drugs. As the brain adapts to elevated dopamine levels, tolerance to 
the drug begins to develop, wherein increasing amounts of the substance are required 
for the user to achieve the desired degree of euphoria. However, in the absence of the 
drug, the user experiences a hypodopaminergic, dysphoric state and may seek out the 
drug just to relieve the discomfort. Thus, addiction becomes a vicious cycle in which 
the user seeks to relieve the symptoms of the disease by engaging in the behaviors 
which initiated the disease to begin with [29, 31]. Addiction is a worldwide problem 
which significantly impacts the health, economic, and social fabric of billions of peo-
ple. In order to relieve this burden, researchers have sought to understand the genetic 
and environmental causes of substance use disorders.

Addiction is a complex disease resulting from a combination of both genetic and 
environmental risk factors. It is estimated that only about 10% of people exposed to 
addictive drugs will experience a severe substance use disorder [32], while the 
remaining 90% have protective genetic and/or environmental factors. In order to 
better understand the genetic factors involved in addiction, human studies have been 
conducted in drug addicts, former drug addicts, and postmortem brains of addicts. 
Many such studies have identified associations between drug use and allelic variants 
which may predispose an individual to risk-taking or drug-seeking behaviors. These 
genes are often related to neurotransmitter function or synaptic plasticity and 
include serotonin transporter and receptors, dopamine transporter and receptors, 
opioid receptors, GABA receptors, and MAOA (reviewed by [33]).

6.3  Neuroepigenetics of Addiction

In neuroscience, epigenetic studies have begun to help explain how a genetically 
stable, nondividing population of neurons can make activity-dependent changes in 
gene expression of either transient or lasting duration. Changes in DNA methylation 
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around synaptic plasticity genes of neurons and nonneuronal cell types of the brain 
accompany the acquisition and maintenance of memory [34, 35] and changes in 
hydroxymethylation levels correlated with transcriptional and behavioral outcomes 
have been identified following fear extinction [36] and stress [37]. The DNA meth-
ylation detection and quantitation methods commonly used in neuroepigenetic stud-
ies have recently been applied to the study of addiction. While there have been 
several candidate gene studies of DNA methylation changes following drugs of 
abuse (detailed below), few have explored genome-wide changes in DNA methyla-
tion (Table 6.1). High-throughput sequencing of DNA methylation analyses can 
provide a global view of such changes with a potential benefit at single-base pair 
resolution and, coupled with mRNA sequencing transcriptome profiling, can help 
researchers probe the associations between changes in DNA methylation and tran-
scriptional outcomes observed in addiction models.

6.3.1  Human Studies

Several human epigenome-wide association studies (EWAS) have linked genome- 
wide DNA methylation changes in whole blood samples to cigarette smoking 
(reviewed by [69]). From these EWAS studies and locus-specific methylation stud-
ies, several candidate genes have been identified as harboring DNA methylation 
changes among cells isolated from smokers’ blood samples: MAOA (monoamine 
oxidase A) [40], MAOB (monoamine oxidase B) [64], COMT (catechol o-methyl-
transferase) [65, 68], AHRR (aryl-hydrocarbon receptor repressor) [67], and POMC 
(proopiomelanocortin) [66]. Cigarette smoking has also been linked to changes in 
DNA methylation in several tissue and cell types; however, non-nicotinic chemicals 
present in cigarettes can also lead to DNA damage and changes in DNA methylation 
and gene expression related to inflammation or hypoxia [70–72], making analysis of 
the effects of cigarette smoking a complicated endeavor.

Alcohol dependence has also been associated with genome-wide changes in 
blood cell DNA methylation [73, 74], some of which have been shown to reverse 
with the progression of abstinence [48]. Gene-specific studies have also shown an 
association between alcohol dependence and hypermethylation of the DAT (dopa-
mine transporter) promoter, HERP (homocysteine-induced endoplasmic reticulum 
protein) promoter, and α-synuclein promoter [38, 39, 42], while POMC promoter 
methylation has been linked to alcohol dependence [46] and craving in alcohol-
dependent subjects [43]. In addition, the severity of alcoholics’ drinking patterns 
was found to be negatively correlated to DNA methylation of a cluster of CpGs 
associated with the promoter region of the NR2B (NMDA receptor 2B) gene [41]. 
Using postmortem human brains, researchers found an association between alcohol 
dependence and differential DNA methylation within the 3′-UTR of the PDNY 
(prodynorphin) gene [44] as well as hypomethylation of endogenous retroviruses in 
the frontal cortex of alcoholics [45].

CpG sites within the BDNF (brain-derived neurotrophic factor) promoter of 
patient blood cells have been shown to be significantly associated with 

6 Drug Addiction and DNA Modifications



110

Ta
b

le
 6

.1
 

A
lte

ra
tio

ns
 o

f 
D

N
A

 e
pi

ge
ne

tic
 m

od
ifi

ca
tio

ns
 in

 a
dd

ic
tio

n

D
ru

g 
of

 a
bu

se
G

en
om

ic
 

re
gi

on
G

en
e(

s)
D

ir
ec

tio
n 

of
 

ch
an

ge

A
ss

oc
ia

te
d 

m
R

N
A

/p
ro

te
in

 
ch

an
ge

Sp
ec

ie
s

T
is

su
e/

ce
ll 

ty
pe

D
N

A
 m

et
hy

la
tio

n 
m

et
ho

d
R

ef
er

en
ce

s

A
lc

oh
ol

Pr
om

ot
er

α-
Sy

nu
cl

ei
n

In
cr

ea
se

d 
D

N
A

 
m

et
hy

la
tio

n

E
le

va
te

d 
ho

m
oc

ys
te

in
e 

le
ve

ls

H
um

an
W

ho
le

 b
lo

od
R

es
tr

ic
tio

n 
en

do
nu

cl
ea

se
/q

PC
R

[3
8]

A
lc

oh
ol

Pr
om

ot
er

H
E

R
P

In
cr

ea
se

d 
D

N
A

 
m

et
hy

la
tio

n

In
cr

ea
se

d 
H

E
R

P 
m

R
N

A
H

um
an

W
ho

le
 b

lo
od

R
es

tr
ic

tio
n 

en
do

nu
cl

ea
se

/q
PC

R
[3

9]

A
lc

oh
ol

Pr
om

ot
er

M
A

O
A

In
cr

ea
se

d 
D

N
A

 
m

et
hy

la
tio

n

N
/A

H
um

an
 

w
om

en
Ly

m
ph

ob
la

st
B

is
ul

fit
e/

m
as

s 
sp

ec
tr

om
et

ry
[4

0]

A
lc

oh
ol

Pr
om

ot
er

N
R

2B
D

ec
re

as
ed

 
D

N
A

 
m

et
hy

la
tio

n

In
cr

ea
se

d 
N

R
2B

 
m

R
N

A
H

um
an

Pe
ri

ph
er

al
 

bl
oo

d 
ce

lls
B

is
ul

fit
e/

se
qu

en
ci

ng
[4

1]

A
lc

oh
ol

Pr
om

ot
er

D
A

T
In

cr
ea

se
d 

D
N

A
 

m
et

hy
la

tio
n

N
/A

H
um

an
L

eu
ko

cy
te

s
R

es
tr

ic
tio

n 
en

do
nu

cl
ea

se
/q

PC
R

[4
2]

A
lc

oh
ol

Pr
om

ot
er

PO
M

C
In

cr
ea

se
d 

D
N

A
 

m
et

hy
la

tio
n

N
/A

H
um

an
W

ho
le

 b
lo

od
B

is
ul

fit
e/

se
qu

en
ci

ng
[4

3]

A
lc

oh
ol

3′
-U

T
R

PD
N

Y
In

cr
ea

se
d 

D
N

A
 

m
et

hy
la

tio
n

In
cr

ea
se

d 
PD

N
Y

 
m

R
N

A
H

um
an

Po
st

m
or

te
m

 
PF

C
B

is
ul

fit
e/

se
qu

en
ci

ng
[4

4]

A
lc

oh
ol

G
en

om
e-

 
w

id
e

G
en

om
e-

 
w

id
e

D
ec

re
as

ed
 

D
N

A
 

m
et

hy
la

tio
n

In
cr

ea
se

d 
ex

pr
es

si
on

 o
f 

E
R

V
s 

an
d 

C
G

-r
ic

h 
ge

ne
s

H
um

an
Po

st
m

or
te

m
 

co
rt

ex
M

ic
ro

ar
ra

y
[4

5]

A.N. Brown and J. Feng



111

A
lc

oh
ol

G
en

om
e-

 
w

id
e

G
A

B
R

B
3,

 
PO

M
C

, 
H

T
R

3A
, 

N
C

A
M

1,
 

D
R

D
4,

 
M

B
D

3,
 

H
T

R
2B

, 
G

R
IN

1

In
cr

ea
se

d 
D

N
A

 
m

et
hy

la
tio

n

N
/A

H
um

an
Pe

ri
ph

er
al

 
bl

oo
d

M
ic

ro
ar

ra
y

[4
6]

A
lc

oh
ol

G
en

om
e-

 
w

id
e

G
en

om
e-

 
w

id
e

D
ec

re
as

ed
 

D
N

A
 

m
et

hy
la

tio
n

N
/A

H
um

an
Ly

m
ph

oc
yt

es
M

ic
ro

ar
ra

y
[4

7]

A
lc

oh
ol

G
en

om
e-

 
w

id
e

G
en

om
e-

 
w

id
e

B
ot

h—
di

m
in

is
h 

w
ith

 
pr

og
re

ss
io

n 
of

 
ab

st
in

en
ce

N
/A

H
um

an
Pe

ri
ph

er
al

 
bl

oo
d 

m
on

on
uc

le
ar

 
ce

lls

M
ic

ro
ar

ra
y

[4
8]

A
lc

oh
ol

G
en

om
e-

 
w

id
e

SY
T

2
In

cr
ea

se
d 

D
N

A
 

m
et

hy
la

tio
n

D
ec

re
as

ed
 

m
R

N
A

 f
or

 S
Y

T
2 

an
d 

ge
ne

s 
en

co
di

ng
 p

ro
te

in
s 

in
vo

lv
ed

 in
 

ne
ur

ot
ra

ns
m

itt
er

 
re

le
as

e

R
at

s
m

PF
C

A
nt

ib
od

y 
af

fin
ity

[4
9]

C
oc

ai
ne

Pr
om

ot
er

PP
1c

In
cr

ea
se

d 
D

N
A

 
m

et
hy

la
tio

n

D
ec

re
as

ed
 P

P1
c 

m
R

N
A

M
ou

se
N

A
c

M
e-

D
IP

/P
C

R
[5

0]

C
oc

ai
ne

Pr
om

ot
er

C
D

K
L

5
In

cr
ea

se
d 

D
N

A
 

m
et

hy
la

tio
n

D
ec

re
as

ed
 C

dk
l5

 
m

R
N

A
R

at
s

St
ri

at
um

B
is

ul
fit

e/
qP

C
R

[5
1] (c
on

tin
ue

d)

6 Drug Addiction and DNA Modifications



112

Ta
b

le
 6

.1
 

(c
on

tin
ue

d)

C
oc

ai
ne

G
en

om
e-

 
w

id
e

G
en

om
e-

 
w

id
e

In
cr

ea
se

d 
D

N
A

 
m

et
hy

la
tio

n

N
/A

M
ou

se
N

A
c

A
nt

ib
od

y 
af

fin
ity

[5
2]

C
oc

ai
ne

G
en

om
e-

 
w

id
e

G
en

om
e-

 
w

id
e

D
ec

re
as

ed
 

D
N

A
 

m
et

hy
la

tio
n

N
/A

M
ou

se
PF

C
L

C
-E

SI
-M

S/
M

S
[5

3]

C
oc

ai
ne

Pr
om

ot
er

s
C

oc
ai

ne
- 

re
sp

on
si

ve
 

ge
ne

s

B
ot

h
m

R
N

A
 in

ve
rs

el
y 

co
rr

el
at

ed
 to

 
D

N
A

 m
et

hy
la

tio
n 

ch
an

ge
s 

in
 

co
ca

in
e-

re
sp

on
si

ve
 g

en
es

M
ou

se
N

A
c

M
e-

D
IP

[5
4]

C
oc

ai
ne

G
en

om
e-

 
w

id
e

G
en

om
e-

 
w

id
e

B
ot

h
N

/A
R

at
s

PF
C

M
B

D
 U

ltr
a-

Se
q

[5
5]

C
oc

ai
ne

G
en

om
e-

 
w

id
e

G
en

om
e-

 
w

id
e

B
ot

h
A

lte
re

d 
ex

pr
es

si
on

 o
f 

al
te

rn
at

e 
sp

lic
in

g 
is

of
or

m
s

M
ou

se
N

A
c

B
is

ul
fit

e/
ox

id
at

iv
e 

bi
su

lfi
te

/s
eq

ue
nc

in
g

[5
6]

C
oc

ai
ne

G
en

om
e-

 
w

id
e

G
en

om
e-

 
w

id
e

B
ot

h
m

R
N

A
 p

ar
tly

 
in

ve
rs

el
y 

co
rr

el
at

ed
 to

 
D

N
A

 m
et

hy
la

tio
n 

ch
an

ge
s

R
at

s
N

A
c

M
ic

ro
ar

ra
y

[5
7]

D
ru

g 
of

 a
bu

se
G

en
om

ic
 

re
gi

on
G

en
e(

s)
D

ire
ct

io
n 

of
 

ch
an

ge

A
ss

oc
ia

te
d 

m
RN

A
/p

ro
te

in
 

ch
an

ge
Sp

ec
ie

s
Ti

ss
ue

/c
el

l 
ty

pe
D

N
A

 m
et

hy
la

tio
n 

m
et

ho
d

Re
fe

re
nc

es

A.N. Brown and J. Feng



113

C
oc

ai
ne

G
en

om
e-

 
w

id
e

c-
Fo

s
D

ec
re

as
ed

 
D

N
A

 
m

et
hy

la
tio

n

In
cr

ea
se

d 
c-

FO
S 

m
R

N
A

R
at

s
N

A
c

L
C

-E
SI

-M
S/

M
S

[5
8]

H
er

oi
n/

m
et

ha
do

ne
Pr

om
ot

er
O

PR
M

1
In

cr
ea

se
d 

D
N

A
 

m
et

hy
la

tio
n

N
/A

H
um

an
Ly

m
ph

oc
yt

es
B

is
ul

fit
e/

se
qu

en
ci

ng
[5

9]

H
er

oi
n

Pr
om

ot
er

B
D

N
F

D
ec

re
as

ed
 

D
N

A
 

m
et

hy
la

tio
n

N
/A

H
um

an
W

ho
le

 b
lo

od
B

is
ul

fit
e/

se
qu

en
ci

ng
[6

0]

M
et

ha
m

ph
et

am
in

e
G

en
om

e-
 

w
id

e
G

L
U

A
1,

 
G

L
U

A
2

D
ec

re
as

ed
 

D
N

A
 

m
et

hy
la

tio
n 

5h
m

C

D
ec

re
as

ed
 

G
L

U
A

1,
 G

L
U

A
2 

m
R

N
A

R
at

s
N

A
c

5h
m

C
 m

ic
ro

ar
ra

y
[6

1]

M
et

ha
m

ph
et

am
in

e
Pr

om
ot

er
 

an
d 

in
tr

on
ic

Im
m

ed
ia

te
 

ea
rl

y 
ge

ne
s

B
ot

h
D

ec
re

as
ed

 
m

R
N

A
M

ou
se

PF
C

, 
hi

pp
oc

am
pu

s
B

is
ul

fit
e/

se
qu

en
ci

ng
[6

2]

M
et

ha
m

ph
et

am
in

e
G

en
om

e-
 

w
id

e
K

C
N

M
A

1,
 

K
C

N
N

1,
 

K
C

N
N

2

In
cr

ea
se

d 
5h

m
C

In
cr

ea
se

d 
m

R
N

A
 

fo
r 

K
C

N
M

A
1,

 
K

C
N

N
1,

 K
C

N
N

2

R
at

s
N

A
c

hM
e-

D
IP

/s
eq

ue
nc

in
g

[6
3]

M
et

ha
m

ph
et

am
in

e
Pr

om
ot

er
B

D
N

F
D

ec
re

as
ed

 
D

N
A

 
m

et
hy

la
tio

n

N
/A

H
um

an
W

ho
le

 b
lo

od
B

is
ul

fit
e/

se
qu

en
ci

ng
[6

0]

N
ic

ot
in

e
Pr

om
ot

er
M

A
O

A
In

cr
ea

se
d 

D
N

A
 

m
et

hy
la

tio
n

N
/A

H
um

an
 

w
om

en
Ly

m
ph

ob
la

st
B

is
ul

fit
e/

m
as

s 
sp

ec
tr

om
et

ry
[4

0] (c
on

tin
ue

d)

6 Drug Addiction and DNA Modifications



114

Ta
b

le
 6

.1
 

(c
on

tin
ue

d)

N
ic

ot
in

e
Pr

om
ot

er
M

A
O

B
D

ec
re

as
ed

 
D

N
A

 
m

et
hy

la
tio

n

D
ec

re
as

ed
 

M
A

O
A

 p
ro

te
in

H
um

an
Pl

at
el

et
 a

nd
 

pl
as

m
a

B
is

ul
fit

e/
se

qu
en

ci
ng

[6
4]

N
ic

ot
in

e
pr

om
ot

er
C

O
M

T
In

cr
ea

se
d 

D
N

A
 

m
et

hy
la

tio
n

N
/A

H
um

an
W

ho
le

 b
lo

od
B

is
ul

fit
e/

se
qu

en
ci

ng
[6

5]

N
ic

ot
in

e
Pr

om
ot

er
PO

M
C

D
ec

re
as

ed
 

D
N

A
 

m
et

hy
la

tio
n

N
/A

H
um

an
Pe

ri
ph

er
al

 
bl

oo
d 

m
on

on
uc

le
ar

 
ce

lls

B
is

ul
fit

e/
se

qu
en

ci
ng

[6
6]

N
ic

ot
in

e
G

en
om

e-
 

w
id

e
A

H
R

R
D

ec
re

as
ed

 
D

N
A

 
m

et
hy

la
tio

n

N
/A

H
um

an
W

ho
le

 b
lo

od
M

ic
ro

ar
ra

y
[6

7]

N
ic

ot
in

e
Pr

om
ot

er
C

O
M

T
In

cr
ea

se
d 

D
N

A
 

m
et

hy
la

tio
n

N
/A

H
um

an
 

ad
ol

es
ce

nt
s

W
ho

le
 b

lo
od

B
is

ul
fit

e/
m

as
s 

sp
ec

tr
om

et
ry

[6
8]

D
ru

g 
of

 a
bu

se
G

en
om

ic
 

re
gi

on
G

en
e(

s)
D

ire
ct

io
n 

of
 

ch
an

ge

A
ss

oc
ia

te
d 

m
RN

A
/p

ro
te

in
 

ch
an

ge
Sp

ec
ie

s
Ti

ss
ue

/c
el

l 
ty

pe
D

N
A

 m
et

hy
la

tio
n 

m
et

ho
d

Re
fe

re
nc

es

A.N. Brown and J. Feng



115

methamphetamine and heroin addiction [60], and methadone-maintained former 
heroin addicts have increased DNA methylation at the OPRM1 (opioid receptor 
mu 1) promoter, leading to a decrease in OPRM1 gene expression in lymphocytes 
[59]. Exposure to social stressors can even lead to addiction-related changes in 
DNA methylation patterns. One group showed that lower socioeconomic status 
during adolescence is associated with increased blood cell DNA methylation in 
the promoter of the serotonin transporter gene, predicting changes in risk-related 
brain functions and predisposing these individuals to an increased addiction sus-
ceptibility [75].

6.3.2  Animal Studies

While human studies can provide insight into some of the genes involved in the 
process of addiction, controlled animal studies are necessary to fully investigate and 
manipulate experimental conditions to display detailed underpinnings. To date, 
much of the research on addiction has utilized rodent models of exposure. One ani-
mal model to human addiction is the self-administration (SA) model, wherein a 
rodent is trained to press a lever or a button to receive an intravenous infusion of a 
drug. This model best recapitulates the addiction process, as the animals will seek 
out the drug more frequently and persistently. Given the cost, time, and technical 
challenges related to the SA model, many researchers apply intraperitoneal (i.p.) 
drug injections, and although this model may not engage the brain regions involved 
in the choices an addict makes, it can successfully elucidate the direct behavioral, 
chemical, and genetic effects of the drug. Investigators using i.p. drug administra-
tion also employ a behavioral conditioning paradigm called conditioned place pref-
erence (CPP) to assess an animal’s preference for a drug based on their preference 
to be in the same context or environment as where the drug was administered. These 
models are considered the standards in addiction research today, and their utiliza-
tion makes for a more translational approach to understand the disease.

In the 2000s, epigenetic studies of psychostimulant exposure provided a hint that 
changes in DNA methylation may be occurring. In 2006 it was reported that follow-
ing 10 days of i.p. cocaine injections, methyl-binding proteins MeCP2 and MBD1 
were significantly induced in the caudate-putamen, frontal cortex, and dentate gyrus 
of adult rats. These changes were accompanied by an increase in HDAC2 (histone 
deacetylase 2) and deacetylated histones, presumably leading to reduced transcrip-
tion [76]. It was subsequently shown that cocaine-induced MeCP2 was accompa-
nied by increased MeCP2 binding at the Cdkl5 promoter and repression of the 
Cdkl5 gene in the striatum of cocaine-treated rats. In order to examine DNA meth-
ylation changes, DNA was subjected to sodium bisulfite treatment. Using this 
method, only unmethylated cytosines are converted to uracil. Subsequent compari-
son of untreated and bisulfite treated DNA can reveal which cytosines are methyl-
ated or unmethylated at single-base pair resolution [77] either at the single-locus 
level or genome-wide. Using bisulfite-converted DNA and Cdkl5-specific primers, 
it was shown that DNA methylation at the Cdkl5 promoter was inversely correlated 
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with transcription of Cdkl5 mRNA [51]. Cdkl5, like MeCP2, is mutated in some 
forms of the autism-like Rett Syndrome [78]. However, its role in the action of 
cocaine is still unknown. Similar results were observed studying rats self- 
administering cocaine; MeCP2 expression was increased in multiple brain reward 
regions, and knockdown of MeCP2 or pharmacologically inhibiting DNMTs with 
trichostatin A (a histone deacetylase inhibitor known to induce DNA demethylation 
[79]) attenuated cocaine self-administration [80–82] and amphetamine reward [83].

In 2010, two papers provided thorough investigations into the complex interac-
tions of MeCP2, BDNF, and a specific microRNA, miR-212. Using a rat self- 
administration model of cocaine addiction, first, it was shown that expression of 
miR-212 is increased in the dorsal striatum of rats with extended access to cocaine 
self-administration and that miR-212 expression was inversely correlated with 
cocaine intake [84]. However, miR-212 is located in a genomic region dense in CpG 
islands and may be subject to regulation by MeCP2. Therefore, researchers investi-
gated the interaction between MeCP2, miR-212, and cocaine intake in the same rat 
self-administration model. They found that miR-212 and MeCP2 expression are 
inversely correlated with one another; knockdown of MeCP2 increases miR-212 
expression, and overexpression of miR-212 inhibits MeCP2 expression. MeCP2 is 
a known regulator of BDNF [85], which is known to promote sensitivity to cocaine 
[86]. It was also demonstrated that miR-212 also regulates BDNF expression indi-
rectly through repression of MeCP2, such that a complicated feedback loop between 
BDNF, miR-212, and MeCP2 serves to regulate cocaine-taking behavior [81].

As it became recognized that DNA methylation plays a role in addiction, it was 
further demonstrated that repeated cocaine administration altered DNMT3a tran-
scription (but not DNMT3b) in the mouse NAc [52]. Interestingly, the changes 
observed were time dependent; DNMT3a was upregulated 4 h after the last cocaine 
dose, but was subsequently downregulated 24 h later. Following a 28-day period of 
withdrawal from either i.p. cocaine or SA, DNMT3a was again found to be upregu-
lated. When DNMT3a was overexpressed in the NAc, mice showed a decreased 
preference for cocaine in the CPP paradigm. These behavioral changes were accom-
panied by an increase in DNA methylation, as assayed by an ELISA-like colorimet-
ric assay. In this assay, an antibody to 5mC recognizes methylated DNA, and a 
secondary antibody produces a color which is proportional to the amount of methyl-
ated DNA (Epigentek, Farmingdale, NY). Preference for cocaine could be attenu-
ated by pharmacological inhibition using a DNMT inhibitor, RG108 [52]. The 
persistent induction of DNMT3a after a month of abstinence from cocaine may be 
of particular relevance to understanding the molecular susceptibility to relapse and 
warrants further investigation for potential therapeutic interventions.

In contrast to the previous study, another group reported that, when administered 
acutely, a single 15 mg/kg injection of cocaine was shown to upregulate both 
DNMT3a and DNMT3b in the mouse NAc [50]. This prompted an investigation of 
the DNA methylation status of NAc tissue using an immunoprecipitation-based 
method called Me-DIP (methylated DNA immunoprecipitation). This technique 
utilizes an antibody to 5mC to isolate methylated DNA from a pool of fragmented 
DNA [87]. Downstream analyses of Me-DIP fragments can be used for single-locus 
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PCR, microarray, or sequencing. The authors found that acute and repeated cocaine 
resulted in DNA hypermethylation and increased MeCP2 binding to the PP1c pro-
moter, resulting in downregulation of the PP1c gene [50], as was seen with Cdkl5 
[51]. Pharmacologically blocking DNMT activity decreased cocaine-induced PP1c 
hypermethylation and gene expression changes while delaying the development of 
cocaine-induced behavioral sensitization. However, the opposite effect was seen at 
the immediate early gene, FosB—DNA became hypomethylated and MeCP2 bind-
ing was decreased following a single cocaine injection [50]. Therefore, cocaine may 
not cause global changes in DNA methylation in a nonspecific manner. Rather, spe-
cific genes or networks of genes appear to be co-regulated at the level of chromatin 
following drug exposure. For example, in 2015, two groups found that chronic 
methamphetamine or alcohol consumption increased DNA methylation at CpG 
sites in synaptic plasticity-related genes, resulting in downregulation of associated 
mRNAs in rat frontal cortex [49, 62].

With increasing evidence that DNA methylation plays an important role in the 
progression of addiction, withdrawal, and relapse, the possibility of using the methyl 
donor methionine as a therapeutic gained interest. Pretreatment with methionine has 
been shown to reduce cocaine-conditioned place preference (CPP) in mice [52]. 
However, it is unknown if these effects were due to a genuine increase in DNA 
methylation or some other effects of methionine, as the DNA methylation status 
was not evaluated under these conditions [52].

Another group compared the rewarding effects of cocaine, morphine, and food 
using the CPP procedure and evaluated resulting changes in global DNA methyla-
tion by LC-ESI-MS/MS (liquid chromatography-electrospray ionization tandem 
mass spectrometry) [53]. In this method, LC is used to separate 5mC from the other 
nucleotides, and ESI-MS/MS can detect and quantify 5mC with high specificity and 
sensitivity [88]. This method can provide reliable quantitation of global DNA meth-
ylation levels with very low amounts of input DNA, but cannot be used to determine 
specific methylation patterns. Using this method, researchers found that cocaine, 
but not food or morphine, decreased DNA methylation and DNMT3b expression in 
the mouse prefrontal cortex. Treatment with methionine before and during the CPP 
procedure blocked the cocaine-induced decrease in DNMT3b expression and DNA 
methylation and attenuated cocaine preference, but had no effects on the establish-
ment of food or morphine preference [53].

Conversely, it was shown that pretreatment of mice with methionine for 7 days 
significantly potentiated the development of cocaine-induced locomotor sensiti-
zation. NAc whole-genome gene expression profiling revealed that repeated SAM 
treatment affected cocaine-induced gene expression, nonspecifically dampening 
the cocaine response, in part due to decreased methyltransferase activity via 
downregulation of Dnmt3a mRNA. Using Me-DIP, they found specific hypo- and 
hypermethylation in the promoters of cocaine-responsive genes in the nucleus 
accumbens [54].

In 2015, another group similarly examined these changes in the nucleus accum-
bens of cocaine-sensitized and self-administering rats with or without methionine 
pretreatment. They showed that methionine pretreatment can upregulate DNMT3a 
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and DNMT3b, and LC-ESI-MS/MS revealed global DNA hypomethylation in the 
NAc of cocaine-treated rats. The treatment blocked locomotor sensitization and 
reduced cocaine-primed reinstatement of self-administration. Conversely, the 
cocaine-induced upregulation and hypomethylation of c-Fos was reduced in rats 
receiving methionine, [58] again demonstrating that cocaine-induced changes in 
DNA methylation (as well as methionine-reversed changes) are likely gene-specific 
events. While the locomotor-sensitizing effects of methionine differ between the 
[54] study and the [58] study, this is possibly due to the differing routes of cocaine 
administration, as experimenter-administered injections do not engage the same cir-
cuits in the brain as does the self-administration model. Nevertheless, they show 
promise for nutritional supplementation with agents like methionine as a potential 
method of promoting or restoring a healthy methylome.

Not only does the experimental paradigm differentially affect DNA methylation, 
but abstinence and withdrawal also have characteristic changes in DNA methylation 
patterns. Using MBD Ultra-Seq, a method in which DNA fragments immunopre-
cipitated by MBD antibodies are sequenced [36], researchers found that 29 regions 
of the genome were differentially methylated in the medial prefrontal cortex of 
cocaine self-administering rats, but not in response to experimenter-administered 
cocaine. Furthermore, an additional 28 regions became differentially methylated 
during forced abstinence or withdrawal from cocaine [55]. In a similar study using 
Me-DIP coupled with a custom tiling microarray, it was found that, in addition to 
significant DNA methylation changes in the NAc during withdrawal from cocaine 
self-administration, cue-induced cocaine seeking (a model of a relapse paradigm) 
caused broad, time-dependent enhancement of DNA methylation alterations which 
were, in part, negatively correlated to gene expression. In addition, intra-NAc injec-
tions of DNMT inhibitor RG108, ESR1 agonist propyl pyrazole triol, and CDK5 
inhibitor roscovitine each reduced or completely abolished cue-induced cocaine 
seeking [57]. These data show that DNA methylation and downstream targets of 
DNA methylation are viable targets for the treatment of drug craving and 
addiction.

With the advancement of molecular genetic techniques, researchers are now 
able to differentiate between different types of DNA methylation, namely, 5mC 
and 5hmC, which had previously been indistinguishable and lumped together 
using older methods. In the last few years, 5hmC has become recognized as a func-
tional DNA modification that may lead to DNA demethylation. Using Me-DIP and 
hMe- DIP (hydroxymethylcytosine DNA immunoprecipitation), researchers 
showed that chronic methamphetamine treatment decreased enrichment of 5mC 
and 5hmC at the GluA1 and GluA2 genes while conversely increasing MeCP2 
binding and decreasing GluA1 and GluA2 gene expression in rat striatum [61]. In 
addition, methamphetamine-addicted rats show differential 5hmC patterns in the 
nucleus accumbens, as determined using hMe-DIP sequencing. These changes 
were primarily concentrated in intergenic regions. However, differential 5hmC 
changes within gene bodies correlated with increased transcription of that gene 
product [63].
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The TET1 enzyme, which is responsible for the oxidative conversion of methyl-
ated cytosine to hydroxymethylated cytosine, was shown to be downregulated in the 
nucleus accumbens of mice treated with cocaine as well [56]. This downregulation 
of TET1 was also found in the same brain region of cocaine addicts, when examined 
postmortem. Using bisulfite and oxidative bisulfite sequencing, 5hmC was elevated 
within enhancer and coding regions of the genome. When TET1 function was over-
expressed or knocked down, it negatively regulates cocaine reward-type behaviors. 
Specifically, these intragenic changes in 5hmC increased expression of alternate 
splicing isoforms of many genes with important roles in addiction and could persist 
for at least one month following drug exposure [56].

6.4  Multigenerational Effects of Drug Exposure

Recent work has demonstrated that exposure to various chemical and environmental 
stressors can also cause changes in DNA methylation and transcriptional output, 
which can be transmitted to subsequent generations. Several groups have shown 
that parental exposure to drugs of abuse can have significant behavioral, biochemi-
cal, and neuroanatomical effects on the offspring (reviewed by [89]). Epigenetic 
mechanisms, such as DNA methylation and histone modifications, have been attrib-
uted to many such effects. For example, children exposed to cigarette smoke in 
utero also have altered patterns of DNA methylation within repetitive DNA ele-
ments LINE1 and AluYb8, which persisted through at least age 6 [90]. Rats exposed 
to cocaine during prenatal development have altered patterns of hippocampal DNA 
methylation with corresponding changes in transcriptional output [91].

Drug exposure during embryonic development not only exposes the developing 
fetus (F1) to the effects of the drug but also exposes the germ cells (F2) to these 
effects as well. Similarly, parental drug use exposes their germ cells, effectively 
exposing the F1 generation. Adolescent rat exposure to cannabinoid receptor ago-
nist WIN 55,212–2 or THC caused genome-wide changes in male and female F1’s 
DNA methylation status, associated changes in gene expression, and enhanced F1 
offspring’s sensitivity to morphine [92–95]. Research has revealed that altered pat-
terns of DNA methylation can be transgenerationally inherited beyond the exposed 
generations (F3 for embryonic exposure and F2 for parental exposure) [96, 97]. 
This was shown for animal models in which the parents were exposed to chemical 
and environmental stressors such as stress [98], plastics and endocrine disruptors 
[99–101], pesticides, jet fuel, and dioxin [102, 103]. The epigenetic effects of pre-
natal exposure to the endocrine disruptor vinclozolin were shown to be transmitted 
through DNA methylation in the male germ cells [104]. Rodents self-administering 
cocaine show decreased DNMT1 in the seminiferous tubules [105] and males who 
consume heavy amount of alcohol have a reduction in hypermethylated, paternally 
imprinted regions of the sperm genome [106], indicating that cocaine and alcohol 
may also have DNA methylation effects on the male germ line which could be trans-
mitted to subsequent generations.
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 Conclusion
The state of neuroepigenetic addiction research has progressed to a point where 
we can apply cell-specific, high-throughput technologies to determine drug-spe-
cific effects on DNA methylation and corresponding transcriptional and behav-
ioral output. Thorough understanding of the mechanisms that drive the addiction 
process will enable researchers to develop diagnostic biomarkers and better 
therapeutic strategies for treatment and prevention of substance use disorders. As 
demonstrated with the transgenerational studies, efforts toward combating drug 
use and addiction will contribute to furthering the health and fitness of the world-
wide population for generations to come.
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Abstract
Acute and prolonged exposure to drugs of abuse induces changes in gene expres-
sion, synaptic function, and neural plasticity in brain regions involved in reward. 
Numerous genes are involved in this process, and persistent changes in gene 
expression coincide with epigenetic histone modifications and DNA methyla-
tion. Histone modifications are attractive regulatory mechanisms, which can 
encode complex environmental signals in the genome of postmitotic cells, like 
neurons. Recently, it has been demonstrated that specific histone modifications 
are involved in addiction-related gene regulatory mechanisms, by a diverse set of 
histone-modifying enzymes and readers. These histone modifiers and readers 
may prove to be valuable pharmacological targets for effective treatments for 
drug addiction.
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7.1  Introduction

Addiction can be characterized as compulsive drug use despite severe negative 
consequence. Drugs of abuse exert a substantial public health and financial cost to 
society, and up to 10% of the US population currently suffer from addiction and are 
in need of treatment. According to the World Health Organization (WHO), drug- 
related deaths account for 12.4% of mortality worldwide. Estimates from the 
National Institute of Drug Abuse (NIDA) approximate a $500 billion dollar eco-
nomic loss to the USA annually as a result of drug abuse. Currently, there are few 
treatments for addiction to psychostimulants; thus, there is a significant need to 
discover and develop innovative therapeutics for addiction.

Acute and chronic exposure to drugs of abuse induces changes in gene expres-
sion, synaptic function, and neural plasticity throughout the brain, particularly in 
regions implicated in reward. Many immediate early genes and neural plasticity- 
related genes are involved in this process, and persistent changes in gene expression 
coincide with epigenetic regulation including histone modifications, DNA methyla-
tion, and noncoding RNAs [1]. Among them, histone modifications are potent regu-
latory mechanisms which can encode complex environmental signals in the genome 
of postmitotic cells, like neurons. Histone modifications, including acetylation and 
methylation [2], are known to be involved in addiction-related gene regulatory 
mechanisms.

7.1.1  Epigenetics and Histone Code

DNA molecules are highly organized into chromatin structure in eukaryotic cells, 
and the nucleosome is the basic unit of chromatin. The nucleosome core is com-
posed of a histone octamer with two histone H2A, H2B, H3, and H4 subunits 
(Fig. 7.1a), and 146-bp-long nucleotides are wrapped around the core. Nucleosome 
core subunits are well-conserved, highly basic proteins, possessing lysine (K) and 
arginine (R) residues, thus ensuring coordinated interactions between the core and 
DNA molecules in sequence-independent manner. Relatively limited information, 
especially in vivo and neuronal systems, are available on H1 linker histones 
because of their sequence heterogeneity and subunit variability, although they 
seem to have a unique role in the regulation of higher-order structures and chroma-
tin remodeling [3].

Posttranslational modifications (acetylation, methylation, phosphorylation, ubiq-
uitination, sumoylation, citrullination, and ADP-ribosylation) occur at the specific 
residues of each histone tail (Fig. 7.1b), and these dynamic covalent modifications 
regulate overall chromatin structure and facilitate the recruitment of effector pro-
teins. Furthermore, combinations and cross talks between these modifications, 
referred as “histone code” [4], considerably increase their regulatory capacity and 
provide means to specifically modulate various physiological and pathological 
conditions.
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7.1.2  Histone Acetylation

Histone acetylation is a well-characterized modification and is correlated with tran-
scriptional activation of target genes. It is generally accepted that acetylation of 
histone residues (usually lysine, K) neutralizes the positive charge and elicits loos-
ening of nucleosome structure, which increases accessibility of the genome and 
subsequent transcriptional activation. A variety of histone acetyltransferases (HATs) 
and histone deacetylases (HDACs) regulate histone acetylation at specific residues 
of each histone subunit. HATs, like CREB-binding protein (CBP), p300, and GCN5, 
transfer an acetyl group from a cofactor, acetyl-CoA, to target residues. HDACs can 
be divided into four classes, and classes I, II, and IV are Zn2+-dependent HDAC 
(class I, HDAC 1–3 and 8; class II, HDAC 4–7, 9, and 10; class IV, HDAC11), 
whereas class III HDAC sirtuins (Sirt1-7) use NAD+ as a cofactor. The acetylation 
of H3K9 and H3K14 residues is well-known markers of transcriptional activation of 
genes [5].
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Fig. 7.1 Nucleosome structure and histone modifications. (a) A nucleosome, histone octamer, 
consists of H2A, H2B, H3, and H4 subunits, and specific amino acid residues undergo posttrans-
lational modifications like acetylation (Ac), methylation (Me), phosphorylation (P), and ubiquiti-
nation (Ub). (b) Major lysine (K), serine (S), and arginine (R) residues for the histone modifications 
are indicated on each histone subunit tail (H3K79 located in core domain). The known functions 
of each modification in transcriptional regulation are indicated with color codes: green (transcrip-
tionally active) or orange (repressive)
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7.1.3  Histone Methylation

Lysine (K) and arginine (R) residues of H3 and H4 subunits are methylated by 
lysine methyltransferases (KMTs) and arginine methyltransferases (PRMTs), 
respectively. KMTs and PRMTs transfer up to 2~3 methyl groups (mono-, di-, or 
trimethylation) to a specific histone residue from S-adenosylmethionine (SAM), 
and several lysine demethylases (KDMs) can reverse lysine methylations [6]. 
PRMTs are divided into two functional types: type I PRMTs [1–4, 6, 8], which cata-
lyze asymmetric dimethylarginines, and type II PRMTs [5, 7, 9], which catalyze 
symmetric dimethylarginines. Histone methylations can be either active or repres-
sive transcriptional markers depending on the modification sites. Trimethylated 
H3K4 modification around transcription start site is a well-established transcrip-
tional activation marker, and H3K36 and H3K79 (reside in core) are also related to 
gene activation. In contrast, methylation of H3K9, H3K27, and H4K20 residues is 
associated with transcriptional repression [6].

7.1.4  Histone Phosphorylation

Histone phosphorylation is involved in transcriptional regulation, DNA replication, 
and damage repair.

The phosphorylation of serine (S), threonine (T), and tyrosine (Y) residues of 
each histone tail is mediated by specific kinases and phosphatases. S10, T11, and 
S28 residues of H3 subunit are strongly associated with transcriptional activation, 
while phosphorylation of H2A and H2B rather seems to involve in other regulatory 
mechanisms, like DNA repair and mitosis/meiosis [7].

7.1.5  Histone Ubiquitination and Sumoylation

Lysine residues of H2A and H2B can be modified by mono- or poly-ubiquitination 
(preferentially mono-ubiquitination), which correlate with transcriptional regula-
tion and DNA repair mechanisms. Specific E3 ligases and deubiquitination enzymes 
regulate each target residue. The mono-ubiquitination of H2A K119 elicits gene 
silencing [8], whereas the H2B K120 is involved in transcriptional initiation and 
elongation by inducing di- and trimethylation of H3K4 [9]. Sumoylation also occurs 
on lysine residues in a similar manner to ubiquitination and seems to counteract 
acetylation and ubiquitination by competing for the same lysine residues, inducing 
transcriptional repression [10].

7.1.6  Other Modifications and Combinatorial Effects

Additional modifications, like ADP-ribosylation, citrullination (deimination), 
and O-GlcNAcylation, are also involved in histone modification mechanisms. 
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ADP-ribosylation occurs on lysine, arginine, and glutamate residues, by poly-
ADP- ribose polymerases (PARPs), and induces histone H4 acetylation [11]. 
Poly(ADP- ribose) polymerase-1 (PARP-1), the founding member of the PARP 
family, is a catalyst for NAD+-dependent synthesis of a polymer called poly-
ADP-ribose (PAR) on target proteins [12]. Citrullination is the conversion of 
arginine residues to citrullines, catalyzed by a peptidyl deiminase PAD14, and 
this process neutralizes the positive charge of arginine or removes methylated 
arginine [13, 14]. O-linked β-N- acetylglucosamine (O-GlcNAc) modifies serine 
and threonine residues of core histone subunits, and the histone O-GlcNAcylation 
seems to associate with gene activation in mammals [15].

Thus far, the combinatorial effects of histone modifications have been reported 
as examples of the “histone code.” For example, phosphorylation of H3S10 resi-
dues tends to associate with acetylation of nearby H3K9 and H3K14 sites and 
subsequently induces gene activation [16]. In addition, there are also interactions 
with DNA methylation, transcription factors, and chromatin remodeling com-
plexes. Histone methylation is closely linked with DNA methylation [17], and 
certain H3 acetylation seems to be modulated by DNA methylation in the hippo-
campus [18]. Competition between other modifications at the same sites is also 
common, such as H3K9 which is subjected to either acetylation or methylation. 
These complex interactions may mediate the addiction process; thus, there is a 
growing need to analyze the genome-wide changes in the brain using bioinformat-
ics tools [19, 20].

7.2  Histone Modifications and Addiction

Several studies have revealed altered histone modifications in the reward circuitry 
(Fig. 7.2a), upon drug administrations. Various histone modifications at specific 
genes have been identified via pharmacological and genetic (virus, transgenic mice, 
etc.) approaches that alter activity or expression of histone-modifying enzymes [2]. 
Among the various modifications, histone acetylation and methylation have been 
studied extensively.

7.2.1  Histone Acetylation

As previously mentioned, it is widely accepted that histone acetylation induces 
transcriptional activation and studies have identified altered acetylation patterns 
upon exposure to drugs of abuse with increases of global histone acetylation (his-
tone H3 and/or H4 acetylation) [2] (Fig. 7.2b). Additionally, treatment with HDAC 
inhibitors increases behavioral and neural responses of various drugs of abuse 
[21–24]. A genome-wide study showed that increased acetylation is observed at 
various gene loci, much more than genes with decreased acetylation, although the 
expressions of the target genes do not always necessarily correlate with transcrip-
tional activation [25].
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Cocaine administration generally increases global acetylation levels and regu-
lates the expression of immediate early genes and plasticity-related genes [23–25]. 
For example, acute and chronic (including the self-administration model) cocaine 
injections differentially modulate c-Fos, FosB, and Bdnf genes in the striatum [24]. 
Acute cocaine injection increases global histone acetylation at the c-Fos (H3 and 
H4 acetylation) and FosB (H4 acetylation only) promoters, but in the chronic 
administration scheme, acetylation was attenuated except for H3 hyperacetylation 
at the FosB promoter. Chronic exposure to cocaine induces H3 hyperacetylation at 
the Bdnf and Cdk5 gene promoters. Indeed, cocaine-affected genes show differen-
tial pattern of H3 and H4 acetylation according to genome-wide analysis in the 
NAc [25], and the pattern seems to be variable between drugs of abuse [21]. But it 
is also noteworthy that the global H3 acetylation level in the shell region of NAc 
shows positive correlation with cocaine responses, but it’s not the case in H4 acety-
lation [23].

As “writers” and “erasers” of acetylation, specific HATs and HDACs directly 
regulate histone acetylation at specific lysine residues. Immediate early genes, neu-
rotrophic factors, and synaptic proteins are direct targets of HATs and HDACs [2]. 
Cocaine administration increases CBP and histone H4 acetylation on FosB pro-
moter in the mouse striatum, followed by increased expression of FosB, and reduced 
CBP expression in CBP haploinsufficient (+/−) mice attenuates cocaine-induced 
locomotor activity [26]. CBP +/− mice also show reduced LTP induction in the hip-
pocampus (dentate gyrus) upon nicotine-primed cocaine injection which is accom-
panied by increased H3K9 acetylation [27], with similar changes observed in the 
NAc and amygdala regions [22, 28]. In addition, focal CBP knockout in the NAc 
reduces histone acetylation and alters c-Fos expression (increase in chronic, but not 
in acute cocaine) and attenuates behavioral responses upon cocaine injection [29]. 
In the VTA region, CBP and histone H3 acetylation are increased at Bdnf promoter 
regions after cocaine self-administration followed by forced withdrawal [30]. 
Because other HATs, other than CBP, have been identified and are known to be 
involved in the acetylation of each histone residue [31], additional studies are 
required to reveal specific mechanisms within the context of addiction-related 
research.

Regulatory mechanisms by HDACs are rather complicated. Several studies have 
revealed that HDAC inhibition using pharmacological or genetic methods increases 
effects of drug of abuse and activation elicits reverse effects [23, 24, 26, 32, 33]. 
When specific HDACs were targeted, HDAC3 [34] or HDAC5 [33] deletion in the 
NAc enhances cocaine-induced behavioral changes (locomotor activity, conditioned 
place preference), whereas overexpression of HDAC4 reduces drug motivation [23, 
24]. Modulation of HDAC2 or HDAC9 has no effect on cocaine responses [33, 35]. 
These results are consistent with the general notion that the increased acetylation 
enhances drug effects.

But prolonged inhibition of HDAC1 in the NAc increases not only global H3 
acetylation but also H3 methylation (H3K9me2) and blunts cocaine-induced behav-
ioral changes [35]. The proposed mechanism is that HDAC1 downregulation 
increases H3 acetylation at KMT promoters (Ehmt2 and Suv39h1), and the increase 
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KMTs suppresses cocaine-induced gene expression via histone methylation. It is 
noteworthy that HDAC1 knockout affects expression of other HDACs (HDAC2, 
HDAC5, and Sirt1), although the relevance of this compensatory regulation is still 
elusive. Also, Malvaez et al. [36] showed that HDAC3 inhibition only during CPP 
extinction training enhances rapid and persistent extinction of cocaine-associated 
memory. These studies illustrate that results from the coadministration of addictive 
drugs and epigenetic modulators are inevitably time and context dependent and can 
be paradoxical between different experimental schemes. An additional, noncanoni-
cal mechanism was recently reported by Tsai et al. [37] where cocaine was reported 
to suppress monoamine oxidase B (MAOB) expression in the NAc and PFC via 
sigma-1 receptor-mediated recruitments of class I HDACs (HDAC1–HDAC3) at the 
MAOB promoter. Here, it is noteworthy that this epigenetic mechanism is a dopa-
mine transporter-independent pathway, which cocaine acts as a sigma-1 receptor 
agonist.

Recently published data have established an essential role for class III HDACs, 
sirtuins, as epigenetic chromatin remodeler in cocaine and morphine reward 
[25, 38, 39]. Ferguson et al. [38] reported that chronic cocaine and morphine admin-
istration increases Sirt1 expression, a well-characterized sirtuin, the NAc via drug-
induced binding of ΔFosB at the promoter region, and increased SIRT1 enhances 
expression of plasticity-related genes, spine density, and drug-induced behavioral 
changes. ChIP-seq methods revealed that cocaine modifies genome-wide SIRT1 
binding and H4K16 acetylation patterns in the NAc, in addition to the increase of 
SIRT1 expression followed by Foxo3a activation [39]. Both changes are closely 
associated with global changes of gene expression and CPP induction in chronic 
cocaine administration. Chronic methamphetamine treatment also induces Sirt1 and 
Sirt2 expressions in the striatum, and they can modulate downstream genes via 
modifying H4K16 acetylation levels of downstream genes like AMPAR subunits 
[40]. It is also of interest that sirtuin modulates ethanol-induced addiction-like 
behaviors via acting on H3K9 acetylation in Drosophila, implicating conserved 
functions of SIRT1 in drug addiction [41].

7.2.2  Histone Methylation

Histone methylation is important in regulating normal cognitive function and the 
development of several psychiatric disorders [42]. Methylation can be either per-
missive or repressive depending on the lysine or arginine residue targeted and be 
dynamically regulated by methyltransferases (KMTs) and demethylases (KDMs) 
upon drug administration.

Cocaine administration alters multiple histone modifications including methyla-
tion and demethylation of histone tails. G9a is the core subunit of multimeric repres-
sive KMT complex, which primarily acts to catalyze the dimethylation of histone 
H3 at lysine 9 (H3K9me2) throughout the genome. G9a is responsible for many 
changes following repeated cocaine exposure and leads to a decrease in repressive 
methylation and, therefore, an enhanced euchromatin state [43]. Repeated cocaine 
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exposure results in G9a catalyzing repressive histone modification; both G9a and its 
target H3K9me2 levels are repressed in NAc [44]. In response to repeated cocaine 
exposure, H3K9me2 is reduced globally in NAc [45]. This decreased methylation 
in the NAc is likely due to cocaine-induced downregulation of G9a and G9a-like 
protein (GLP) [1, 45]. Blockade, or knockdown, of G9a through genetic or pharma-
cological manipulations in the NAc potentiates behavioral responses to cocaine, 
whereas overexpressing G9a results in opposite behavioral effects as well as an 
increase in dendritic arborization of neurons within the NAc [44].

Another gene regulated by cocaine and histone methylation is cyclin-dependent 
kinase 5 (Cdk5), a gene highly expressed throughout the nervous system, and is 
increased following repeated cocaine treatment [46]. Cdk5 is associated with hypo-
methylation of histone H3 in the NAc [44, 46]. Cdk5-targeted H3K9me2 attenuates 
cocaine-induced locomotor behavior as well as conditioned place preference (CPP). 
Inhibition of Cdk5 through pharmacological methods potentiates cocaine-induced 
locomotor behavior however; epigenetic suppression of endogenous Cdk5 through 
histone methylation reduces behavioral responses to cocaine [46]. Repeated cocaine 
treatment or transgenic overexpression of ΔFosB, the transcription factor that con-
trols Cdk5 expression, leads to a ~50% increase of Cdk5 levels in the NAc [47].

In addition to lysine methylation, recent research has focused on methylation of 
histone arginine by protein arginine N-methyltransferase (PRMT) [48]. Repeated 
injections of cocaine result in an increase of PRMT1, and PRMT1 regulates histone 
H4 arginine 3 asymmetric demethylation (H4R3me2a) in the NAc [48]. The upreg-
ulation of H4R3me2a following repeated cocaine injections controls expression of 
Cdk5 and CaMKII. The increase in PRMT1 from repeated cocaine exposure results 
in a strengthening of CPP, and this upregulation is long lasting, up to 7 days follow-
ing cocaine withdrawal but returning to baseline after 14 days [48]. Conversely, 
expression of PRMT6 is downregulated following repeated cocaine injections 
[48, 49]. Damez-Werno et al. [49] show that asymmetric demethylation of R2 on 
histone H3 (H3R2me2a), the histone target of PRMT6, is decreased in the NAc of 
mice, rats, and human postmortem samples following repeated cocaine exposure. It 
is of interest that cocaine also modulates histone arginine methylation (H3R2me2a) 
in the NAc in a cell-type-specific manner [49]. D2-MSN-specific decrease of 
H3R2me2a levels upregulates Srcin1 expression, and subsequent suppression of Src 
signaling is closely linked with reduced cocaine reward.

Amphetamine research, specifically methamphetamine (METH), has shown sev-
eral changes in histone methylation associated with the memory of drug exposure. 
An enzyme involved in trimethylation of histone H3 at K4 (H3K4me3), KMT2A, 
was upregulated following repeated METH injections [50]. KMT2A was found to 
be necessary for repeated METH-associated memory formation and maintenance. 
In addition, the demethylation of H3K4 by KDM5C was shown to be necessary for 
maintenance of METH CPP [50, 51]. Methylation of transcriptionally repressive 
residues is unchanged or decreased after repeated METH exposure [50]. Following 
repeated METH treatments, trimethylation of H3K4me3, which is often associated 
with active transcription, was increased in the NAc in conjunction with CPP [50]. 
An increase of H3K4me2, a transcriptionally active chromatin modifier, was 
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observed following a single METH treatment in mice [50]. Conversely, during 
METH self-administration, no increase of H3K4me3 binding was seen [51, 52]. 
These conflicting reports are not surprising as there are often differences in enzyme 
activation between researcher-administered and self-administered drugs.

Sun et al. [53] show that, following repeated morphine administration, but not 
acute, both G9a and H3K9me2 are downregulated approximately 25% in the NAc. 
Mice that received 5–7 days of once-daily i.p. injections (20 mg/kg) resulted in a 
downregulation of G9a and its associated mark H3K9me2. This was not seen fol-
lowing acute, 1–3 days, treatment. In addition, the effect was dose dependent, lower 
doses having little to no effect, and did not result from the number of injections as 
indicated by a lack of increase of G9a and H3K9me2 following six treatments over 
2.5 days [53]. This morphine-induced downregulation of H3K9me2 is brain region 
specific; no changes in dorsal striatum were recorded [53]. Downregulation of G9a 
in NAc results in enhanced locomotor sensitization and delays development of anal-
gesic tolerance to morphine [53]. Overexpression of G9a in NAc results in opposi-
tion of morphine reward and locomotor sensitization as well as promotes analgesic 
tolerance and naloxone-precipitated withdrawal [53]. Morphine also induces 
H3K27me3 at the Bdnf promoter, and subsequent blocking of CREB binding results 
in downregulation of BDNF in VTA region, enhancing morphine CPP [54]. Nurr1, 
an upstream regulator of Bdnf, also shows increased H3K27me3 levels at the pro-
moter regions, and the decreased NURR1 contributes to the Bdnf downregulation 
and behavioral effects of morphine.

Recently, genome-wide histone methylation patterns were analyzed with ChIP- 
seq and RNA-seq methods [55]. Feng et al. [55] reported on the genome-wide 
analysis of several histone methylation marks in the NAc after chronic cocaine 
treatment. Using sophisticated bioinformatics tool, they predicted one hub gene for 
cocaine responses, splicing factor A2bp1, and validate its functional relevance with 
molecular and behavioral tests: A2bp1 knockdown significantly decreases cocaine 
reward. Subsequent binding motif analysis revealed that A2BP1 regulates neurite 
and synapse formation-related genes through the binding at cocaine-regulated 
H3K4me3 sites.

7.2.3  Other Modifications

Histone phosphorylation. It has been known that many drugs of abuse modulate 
histone phosphorylation level. Among them, cocaine strongly increases global his-
tone H3 phosphorylation levels in the striatum [21, 56]. MSK1 regulates histone 
H3S10, a typical transcriptional activation marker, and CREB phosphorylation lev-
els in the striatum upon cocaine treatment, and induces transcription of immediate 
early genes, like c-Fos and pDyn [56]. Direct stimulation of D1R increases H3S10 
phosphorylation in the striatum. Nuclear DARPP-32 regulates histone H3S10 phos-
phorylation via D1R signaling cascade and elicits long-term transcriptional effects 
[57]. The induction of H3S10 phosphorylation in D1-MSNs after cocaine adminis-
tration was also demonstrated using cell-type-specific histone modification analysis 
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by FACS [58]. Although extensive studies are needed on the regulation of histone 
phosphorylation, it seems that the histone H3 phosphorylation is involved in the 
triggering of addiction states through immediate early gene activation.

Histone poly-ADP-ribosylation. PARP-1 is a ubiquitous nuclear protein found 
abundantly in most cell types that binds to histones, DNA, and other proteins [59]. 
Recently PARP-1 has been shown to play two important roles in gene transcription 
regulation: a histone modifier and a component of enhancer/promoter regulatory 
complexes [60]. PARP-1 activity has been reported to play a crucial role in learning 
and memory as well as neuronal viability [61, 62]. In the context of drug addiction, 
upregulation of PARP-1 in the NAc was shown to enhance behavioral responses to 
cocaine in mice and rats given i.p. injections of cocaine or self-administration, 
respectively [63]. Conversely, downregulation of PARP-1 results in a decrease of 
behavioral response to cocaine [63]. According to genome-wide ChIP-seq analysis, 
this regulation by PARP-1 in the NAc following cocaine administration occurs at 
H1 and H3, especially H3K4me3-enriched transcription start sites, and suggests, in 
this instance, that chronic cocaine exposure leads to a permissive chromatin struc-
ture through selective histone PARylation [63].

7.3  Conclusions and Future Work

Many addictive drugs modulate target genes through histone modifications in brain 
region-specific and time-delimited manner. Interestingly, drug-induced pathways 
share common histone modifications and target factors including immediate early 
genes and neurotrophic factors, although the direction of modifications and effects 
can be opposite sometimes. But again, global changes of histone modification do 
not necessarily correlate with changes of gene expression and are rather compli-
cated because of combinatorial effects and cross talk between various histone modi-
fications and intertwined regulations between target genes, including histone 
modifiers themselves [25]. Thus, although the transcriptional effects of many his-
tone modification sites are known, it is still hard to predict gene expressions and 
behavioral effects of each modulation. Because of the complex nature of addiction- 
related gene network, sophisticated genome-wide epigenomic studies on each drug 
addiction model are required to understand addiction mechanisms and find drug-
gable target genes [19]. Recently, combined analysis using ChIP-seq and RNA-seq 
methods has defined novel regulatory pathways and hub genes as putative drug tar-
gets [55, 63]. This method also can identify additional regulatory mechanisms of 
histone modifications like alternative splicing at the hundreds of target gene loci in 
holistic manner [55]. The cross talk with other epigenetic mechanisms, like DNA 
methylation, noncoding RNA, and chromatin remodeling, also can be addressed 
with this method.

Addiction is considered as a learning and memory process, which shares vari-
ous plasticity-related components, but acts in abnormal manners upon drug admin-
istration [64]. In this regard, metaplasticity is a very attractive hypothesis to explain 
addiction processes [65, 66]. Recently, Cahill et al. [67] presented strong evidence 
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from signaling pathways that linked to behavioral changes. They reported that tran-
sient increase of Rab1b gene expression, which accompanies increased H3K4me3 
at the Rab1b promoter, induces the metaplastic state in the NAc after chronic 
cocaine injection. In this respect, Malvaez et al.’s [36] report that HDAC3 inhibi-
tion during CPP extinction period enhances extinction of cocaine associated mem-
ory can be explained as an example of induced metaplasticity by modulating 
histone modifications directly, via acetylation. Interestingly, authors reported that 
the other memory task (object location memory test) is also enhanced, because 
there is no selectivity in systemic treatment of HDAC3 inhibitor, which induces 
metaplastic state.

One of the interesting features of drug injection studies is that histone modifica-
tions and gene expression patterns induced by acute and chronic drug exposure are 
variable throughout time domain; some genes show acute response and some do 
not, with or without connections between histone modification and gene expression. 
The “nonresponsive genes” with robust histone modifications can be under the pro-
cess of priming or desensitization. Bdnf gene, which promotes synapse formation, 
shows relatively early, robust induction of H3 acetylation after cocaine treatment 
(priming), but the Bdnf expression increases gradually after withdrawal [24, 30, 68]. 
Many other genes like Mef2d and Hdac4 need to be studied further in this respect 
[25]. We don’t know how the delayed response to the histone modifications occurs, 
but it is possible that specific epigenetic “reader” proteins are involved in this pro-
cess. Recently, Sartor et al. [69] found that a histone acetylation reader, BRD4, 
modulates Bdnf expression in cocaine addiction. Although the detail mechanisms 
are still illusive and need to be validated, one can postulate that these kinds of regu-
lation also can be acting on induction or suppression of different phases of meta-
plasticity and so considered as druggable targets combined with extinction process 
to make “good” memory.

Although we usually analyze functionally distinct brain regions in experiments, 
a “single brain region” contains many types of neurons and nonneuronal cells, and 
their functions in addiction can be very different, sometimes opposite. For example, 
it has been well known that D1- and D2-MSNs in the NAc show opposite actions in 
cocaine reward [49, 70, 71]. Because of the cellular heterogeneity, we should 
consider the possibility that mixed population of cells in brain samples can blunt 
cell- type- specific changes during data analysis. Recently, researchers have addressed 
cell-type-specific actions of drugs using various experimental approaches: cell- 
type- specific analysis of gene expression and/or histone modifications using FACS 
[58, 72, 73] and transgenic mice models like TRAP [71] and RiboTag mice [49, 74].

One of the major pitfalls in histone modification research is that the ability to mod-
ify epigenetic chromatin states in a precise locus-specific manner has been limited. 
Currently, CRISPR and zinc-finger protein-based cell-type-specific epigenome modi-
fication strategies are available to modulate histone modifications in a gene locus-
specific manner [46, 75–77]. The ability to directly regulate epigenomic states using 
site-specific genome editing approaches provides investigators with the necessary 
tools to explore the causal relationship between epigenetic mechanisms and the patho-
genesis of drug addictions. Recently, Heller et al. [46, 77] showed that zinc-finger 
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protein fused with G9a elicits target gene-directed epigenetic modulation and subse-
quent behavioral changes in addiction and depression models. This kind of precise 
editing of target gene epigenome will be valuable tools to validate causal relations 
between histone modification and gene regulation and dissect complex gene regula-
tory network in drug addiction. Combining with genome-wide analysis and cell-type-
specific approaches, this will advance studies on the addiction process.

Many psychiatric disorders share common brain structures, circuits, and molecu-
lar mechanisms, including epigenetic histone modifications of many genes [42, 78]. 
Indeed, various immediate early genes, signaling molecules, neurotrophic factors, 
and histone modifiers are involved in both reward-related behaviors, addiction, and 
depression, although the relations between them are very complicated and unex-
pected: some factors modulate both natural reward and drug reward in the same or 
opposite direction [78]. Although much more studies are needed to reveal the rela-
tions, it would be valuable to study how the mechanisms are shared or differentiated 
for each reward process.

In conclusion, persistent alteration in gene expression and neuronal activity is 
closely related to changes in histone modification upon the administration of drugs 
of abuse. Modulation of these histone modifications can alter drug-induced abnor-
mal behavioral changes. Recent methodological progress will provide valuable 
tools to reveal drug-specific histone modification pathways and hub genes, govern-
ing drug responses, which can be valuable therapeutic targets.
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Abstract
Anxiety disorders are highly prevalent psychiatric disorders often comorbid with 
depression and substance abuse. Twin studies have shown that anxiety disorders 
are moderately heritable. Yet, genome-wide association studies (GWASs) have 
failed to identify gene(s) significantly associated with diagnosis suggesting a 
strong role for environmental factors and the epigenome. A number of anxiety 
disorder subtypes are considered “stress related.” A large focus of research has 
been on the epigenetic and anxiety-like behavioral consequences of stress. 
Animal models of anxiety-related disorders have provided strong evidence for 
the role of stress on the epigenetic control of the hypothalamic-pituitary-adrenal 
(HPA) axis and of stress-responsive brain regions. Neuroepigenetics may con-
tinue to explain individual variation in susceptibility to environmental perturba-
tions and consequently anxious behavior. Behavioral and pharmacological 
interventions aimed at targeting epigenetic marks associated with anxiety may 
prove fruitful in developing treatments.
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8.1  Introduction

Anxiety disorders (ADs) are among the most common psychiatric disorders, occur-
ring in roughly a third of the US population. They are also highly comorbid with 
depression and substance abuse disorders, and the pathogenesis of AD is likely 
highly interrelated [1]. While anxiety disorders are heritable and genetic factors 
play a role in anxiety disorders, most of the risk of these disorders is environmental 
in nature [2]. Stress, particularly in early life, substance abuse, circadian, and micro-
biota have all been shown to have an influence on risk of anxiety disorders [3–6]. 
Further, it is likely that anxious phenotypes are influenced by more subtle factors 
such as the interplay between an anxious parent and a child whose early life is 
defined in part by adapting to that parent’s behavior [7, 8]. Indeed the latter case is 
emblematic of one of the important distinctions between heritability, which can 
include epigenetic mechanisms, both behavioral and molecular, and the strictly 
genetic inheritance with which heritability, in general, is often conflated. ADs are 
moderately heritable with most of the disorders in the classification showing herita-
bility in the range of 30% [9]. GWASs have generally not met the criterion of 
genome-wide significance, and candidate gene approaches have also been relatively 
unsuccessful [10]. However some genetic polymorphisms do show replicable asso-
ciations with AD, for example, the glucocorticoid receptor chaperone FKBP5 has 
been associated with risk of post-traumatic stress disorder (PTSD) in individuals 
with a history of child abuse in an African–American sample, and the same sample 
also demonstrated a female-specific association with PTSD and the ADCYPAP1R1 
receptor for the neuropeptide PACAP [11, 12]. The catechol-O-methyltransferase 
(COMT) valine158methionine polymorphism has been repeatedly implicated in 
risk of panic disorder, though with different alleles imparting risk in European ver-
sus Asian populations [13]. Even these findings point to the role of other contextual 
factors like ancestry and sex as influences on the underlying genetics, developmen-
tal context also appears to influence the expression of genetic risk, as a study in a 
Swedish cohort has shown that different risk factors act at different times across 
adolescence and early adulthood [14].

While environmental factors like stress are clearly significant in many anxiety 
disorders, their effects can vary wildly across individuals. The role of the environ-
ment is most clear with PTSD, where most individuals are resilient and only a frac-
tion go on to develop the disorder after a trauma exposure [15, 16]. The question of 
differential susceptibility in AD is another to which genetic explanations thus far 
fall short.

8.2  The Neuroanatomy of Anxiety Disorders

Human anxiety is defined by emotional symptoms as well as behavioral and physi-
ological phenotypes. Much of the work in understanding the underlying neuroanat-
omy involved in anxiety-related pathology has been done using animal models. 
Specifically, the focus has been on conserved endocrine systems and brain regions 
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that identify or respond to environmental threats. For example, noxious stimuli may 
result in freezing behavior, sympathetic nervous system activation, and subsequent 
endocrine response in both the rat and the human. Across species, the limbic system 
and the prefrontal cortex appear to be crucial for regulating threat recognition and 
response. The hormonal response to threat appears, likewise, remarkably similar 
and feature highly conserved signaling pathways.

Within the limbic system are a number of structures necessary for threat response 
and assessment. The amygdala, for instance, appears to be necessary for fear 
responses. Patients with Urbach-Wiethe disease have compromised amygdala func-
tion and report loss of feelings of fear [17]. In rodents, fear conditioning models pair 
a benign stimulus, the conditioned stimulus (CS), with a noxious stimulus, the 
unconditioned stimulus (US). A frequently used example of a US is a foot shock 
which elicits freezing behavior, an unconditioned response (UR). After pairing of 
the CS with the US, the CS alone can elicit this freezing behavior. This freezing is 
referred to as the conditioned response (CR). Lesioning the amygdala has been 
shown to obliterate freezing behavior, the CR, in conditioned rats [18, 19]. 
Stimulation of the amygdala during CS presentation produces subsequent freezing 
behavior to the CS without US pairing [20]. During encoding of fear memories, 
hippocampal inputs to the amygdala appear to be necessary for CS-US pairing for 
contextual clues [21]. Within the amygdala, various subnuclei have been shown to 
regulate different processes. The central amygdala (CeA) appears to regulate CR 
expression through projections to the periaqueductal gray (PAG) [22]. The lateral 
amygdala (LA) appears to receive CS and US inputs through cortical and thalamic 
innervations [23]. The stimulation of a subpopulation of neurons in the LA, when 
paired with presentation of the CS, appears to be sufficient to generate a CR. The 
basal amygdala (BA) appears to have a dual role in both CR expression and suppres-
sion [24]. Two distinct populations of neurons were identified in the BA, one inner-
vated by the hippocampus and the other innervated by the PFC [24, 25]. During 
extinction of the CS-US pairing, the PFC appears to inhibit the BA and attenuate 
freezing CR [26–28]. The pairing of the CS-US improves prediction of the US 
allowing for rapid behavioral response. However, when the CS fails to correctly 
predict the US, the association must not continue to persist else anxiety or avoid-
ance for the US has now generalized to benign stimuli. These regions are critical to 
avoidant and anxiety-like behavior. The dysregulation of these circuits may lead to 
recurrent avoidance or anxious behavior to inappropriate stimuli similar to the defi-
nition of human anxiety.

8.3  The Neuroendocrine Axis in Anxiety Disorders

The HPA axis is a critical component of the acute stress response. In response to a 
stressor, the body must divert resources appropriately in order to efficiently address 
the challenge at hand. In part, this tentative balance is achieved through the activa-
tion of the HPA axis. The HPA axis is a negative feedback loop that begins with the 
release of arginine-vasopressin (AVP) and corticotrophin-releasing factor (CRF) 
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into the pituitary portal from the paraventricular nucleus (PVN) in the hypothala-
mus. This release promotes the production of proopiomelanocortin (POMC) in the 
pituitary. POMC is subsequently converted to adrenocorticotropic hormone (ACTH) 
and released into the bloodstream. The adrenal gland produces corticosteroids in the 
adrenal cortex as a consequence of ACTH. Corticosteroids are released into the 
blood and bind to the mineralocorticoid (MR) and glucocorticoid receptor (GR). In 
the PVN, pituitary and hippocampus GRs inhibit the production of CRF resulting in 
negative feedback loop.

The adrenal gland also produces two other hormones, epinephrine and norepi-
nephrine, from the adrenal medulla in response to ACTH. These hormones do not 
engage in a self-regulating negative feedback loop but are indirectly regulated 
through the actions of GRs. The role of these hormones is to control the response of 
the body and the peripheral nervous system, for instance, reducing digestion and 
immune function while increasing heart rate and blood pressure acutely. Interestingly, 
pharmacological interventions targeting norepinephrine receptors have proved 
effective reducing phobias during fear memory reconsolidation [29]. These findings 
suggest that the autonomic nervous system may remain a potential area for research 
and intervention in stress-related anxiety disorders such as phobias and PTSD.

8.4  Epigenetic Factors

The relative prominence of the environment and the moderate contribution of 
genetic factors to the pathogenesis of anxiety disorders have made the study of these 
disorders through the lens of epigenetics a fruitful avenue of research in recent 
years. Many molecular epigenetic mechanisms have now been implicated in AD, 
including DNA and histone modification as well as noncoding RNA (ncRNA). 
Epigenetics, in the strict molecular sense, refers to regulation of DNA sequences 
that does not involve alteration of actual base composition. Transcription and other 
genomic functions are regulated directly through epigenetic modifications that typi-
cally annotate DNA and its associated histones via acetylation, methylation, and 
phosphorylation. These epigenetic marks are tightly linked to chromatin state as 
complex of DNA, RNA, and protein. Open chromatin is associated with active tran-
scription, whereas closed chromatin is associated with transcriptional silencing. 
Epigenetic marks that define the epigenotype include DNA methylation and various 
modifications (e.g., methylation, acetylation) of histone proteins that are complexed 
with DNA. DNA methylation occurs at cytosines of CpG dinucleotides and is cata-
lyzed by enzymes of the DNA methyltransferase family. DNA methylation may 
inhibit gene expression by direct interaction with factors that repress transcription 
or, indirectly, through recruitment of methyl-CpG binding proteins (MeCP2 and 
MBDs) complexed with enzymes that modify histone proteins. These modifications 
can transform chromatin from an active to a repressed state, or vice versa.

The role of the epigenome in etiology of anxiety disorders and variations in 
behavior and neurological status can now be investigated. Of particular importance 
in epigenetics research is the fact that epigenetic marks are modifiable both in the 
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germ line and in somatic tissues by genetic, environmental, and stochastic factors. 
Each cell in the human body possesses not only a genotype, identical in all somatic 
cells of an organism, but also an epigenotype that is highly variable among the dif-
ferent tissues of an individual. Errors or alterations in epigenotype can occur as 
primary stochastic events or secondarily in response to either genetic mutations (e.g. 
transposition events) or environmental exposures. Therefore a discussion of poten-
tial epigenetic etiologies of anxiety disorders necessarily involves both genetic and 
environmental factors. Dysregulation of genes that control epigenetic mechanisms 
leads to a number of “epigenetic syndromes” falling into two groups. Those with 
changes in genes regulating epigenetic marks include enzymes such as DNA meth-
yltransferases, methyl-binding proteins, and enzymes that affect histone modifica-
tion. The second category involves genes that are regulated by epigenetic marks, for 
example, imprinted genes.

8.5  Epigenetics in Animal Models of Anxiety

Twin studies of generalized anxiety disorder have failed to identify either a genetic 
basis for or strongly heritable component of the disorder [30]. This class of mental 
health disorders is often comorbid with addiction [31]. Both involve pathological 
behaviors that have a neurobiological basis. Over the last decade, increasing focus 
has been placed on how gene-environment interactions mediated by epigenetic 
molecular mechanisms might improve our understanding of the disease. Though 
environmental influences including trauma and substance abuse are known con-
tributors to anxiety, it is difficult or impossible at present to examine molecular 
epigenetic changes in the central nervous system of clinical populations, and given 
the tissue-specific nature of epigenetic mechanisms, accessible peripheral tissues 
such as blood or epithelial cells may not reflect the changes present in the brain. For 
these reasons, animal models have been employed to mimic the signs of anxiety. 
While symptoms, such as intrusive thoughts, are impossible to model in rodents or 
nonhuman primates, sophisticated paradigms have been used to model aspects of 
social anxiety, general anxiety, and more broadly anxious temperament. In rodent 
models, common behavioral paradigms to assess anxiety-like behaviors include the 
elevated plus maze (EPM), light/dark box (LD), open field test (OFT), social defeat 
(SD), and the social interaction test (SIT). The EPM consists of two arms of open 
platforms and two arms of closed platforms featuring three walls. The EPM is based 
on an innate fear of heights and open spaces such that rodents prefer the closed 
platforms to the open platforms. After quickly equilibrating to the testing arena, less 
anxious rodents will explore and spend increasing time on the open platforms. The 
LD box consists of two connected chambers, one illuminated while the other is not. 
The natural preference of the rodent is the dark chamber; however, given time less 
anxious rodents again will explore and spend increasing time in the light chamber. 
The OFT is a square testing arena with four walls. In novel settings, rodents prefer 
to remain unexposed to predators, in this case, close to the wall. After exposure, less 
anxious animals will cross the arena exploring and spend increasingly more time in 

8 Anxiety and Epigenetics



150

the center. SD paradigms vary to some extent but primarily involve repeated expo-
sure of a rodent to another dominating rodent. The exposed rodents display 
depressive- like symptoms but also social avoidance. Social avoidance is most com-
monly measured using SIT. SIT is conducted in a two-chamber arena separated by 
a wall to prevent contact but allow for other sensory exchanges, i.e., visual cues, 
odor, and ultrasonic vocalizations. More anxious, socially avoidant rodents will 
spend less time in the area closest to the neighboring chamber after habituation. 
These consist of the major testing paradigms used to proximate anxiety in the rodent 
and have allowed for a more comprehensive understanding of the neuroepigenetic 
regulation of anxiolytic behavior.

Natural variation in susceptibility to clinical anxiety has been subject to increased 
scrutiny in recent years. Early animal work suggested that gene-environment inter-
actions likely mediated anxiety outcomes as SD paradigms among other stressors 
produced anxious phenotypes. Notably, an early study showed that susceptibility to 
SD, as measured by reduced interaction time in the SIT, was correlated with DNA 
methylation of CpG islands in the promoter of the CRH gene in paraventricular 
nucleus (PVN) [32]. Natural variation in maternal care during the first week of life 
was shown to differentially pattern the methylation of nr3c1 promoter of offspring, 
modification that persisted into adulthood and corresponded to reduced glucocorti-
coid receptor expression and enhanced HPA axis activation to an acute stressor [33]. 
These offspring were later characterized as displaying differential anxiety-like 
behaviors as a consequence of maternal care received as measured by the EPM and 
OFT [34, 35]. In adult mice, voluntary exercise has been demonstrated to increase 
nr3c1 expression while reducing miRNA-124, known to inhibit nr3c1, expression 
[36]. Though in contradiction to other findings, voluntary exercise decreased time 
in the open arms of the EPM suggesting an increasingly anxious phenotype. 
Recently, long noncoding RNA (lncRNA) expression of gomafu in the prefrontal 
cortex (PFC) has been shown to regulate time spent in the center of the OFT and 
grooming time to suggest that expression of this lncRNA is necessary for reducing 
anxiety-like behaviors [37]. Likewise, loss-of-function l3mbtl1, null mice show 
reduced latency to enter the light chamber in the LD box and increased time spent 
in the center of the OFT [38]. As l3mbtl1 codes for a methylated lysine domain 
histone-binding protein, a so-called chromatin reader, this suggests that histone 
lysine methylation is required for regulating anxiety-like behavior. In this vein, tlr4 
null mice did not show increased synaptic enrichment of NR1 following in the short 
term following repeated ethanol exposure nor increased GluR1 enrichment in the 
long term in the mPFC compared to similarly treated wild-type controls. These tlr4 
mice failed to show mPFC enrichment of acetylated-H4 at the promoter of fosB and 
BDNF in response to ethanol exposure. This observation suggests that tlr4 is neces-
sary for histone H4 acetylation at fosB and BDNF following ethanol exposure and 
appears to be necessary for ethanol-induced increases in anxiety-like behavior as 
indicated by time spent in the open arms of the EPM [39]. In contrast, others have 
shown that acute ethanol exposure reduces amygdalar miRNA-494 subsequently 
increasing Cited2, CBP, and p300 expression. These changes were associated with 
increased H3 acetylation in the central amygdala and anxiolysis [40].
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8.6  Transgenerational Epigenetics

Transgenerational epigenetic can be either direct inheritance of mRNAs, protein, or 
DNA modification via the germline or indirect “inheritance” such that the feed- 
forward phenotypic profile of the parent can lead to changes in either noncoding 
RNA expression, histone modification, or DNA methylation. Indirect inheritance 
was shown by Weaver et al. (2004) where cross-fostering experiments suggested 
that maternal care alone determined GR 1-7 promoter methylation in offspring hip-
pocampi [33]. Morgan and Bale (2011), in a case of direct inheritance, showed that 
prenatal stress can lead to alterations in stress sensitivity and miRNA expression in 
the brains of male offspring [41]. These effects persist for several generations sug-
gesting direct inheritance of paternal miRNAs or DNA methylation via sperm.

Transgenerational effects have been consistently observed in the offspring of 
Holocaust survivors [42–44]. Maternal PTSD of these survivors has been predictive 
of offspring PTSD risk and increased corticosteroid sensitivity. In specific impor-
tance to this chapter, offspring of Holocaust survivors were found to be at a far 
greater risk of developing an anxiety disorder compared to control, age-matched 
offspring born to Jewish parents [42]. At this date, the number of generations out to 
which this inheritance persists and affects offspring of survivors remains unknown. 
Transgenerational non-genomic transmission of both maternal behavior and HPA 
axis activation in rats was initially demonstrated by Meaney et al. [45]. The same 
group showed that glucocorticoid sensitivity and anxiety-like behavior are patterned 
by maternal care and can persist out for several generations [33, 35]. The level of 
maternal care during the first week of life patterned the methylation of the GR 1-7 
promoter and subsequently GR expression in the hippocampus. These phenotypes 
can be reversed however by cross-fostering offspring of low-licking and grooming 
dams with high-licking and grooming dams. In anxious adults of low-licking and 
grooming dams, the phenotype can be reversed by supplication of an HDAC inhibi-
tor to the hippocampus [34, 35]. Conversely, in low-anxiety adults of high-licking 
and grooming dams, the phenotype can be reversed by infusion of a methyl donor 
to the hippocampus [35]. Interestingly, maternal care has also been shown to affect 
peripheral oxytocin receptor (OXTR) methylation status in rats [46]. A recent clini-
cal study also found that peripheral OXTR methylation was associated with increased 
frequency of anxiety and depression [47]. Genome-wide methylation analysis in 
infants of mothers with depression and/or anxiety revealed a number of CpG islands 
to be differentially methylated [48]. Similarly, increased methylation of the BDNF 
gene in blood of adults has been linked to lower maternal care and interpersonal 
violence-related PTSD [49, 50]. In addition, poor maternal care and anxiety has 
been linked to risk of diabetes and metabolic syndrome in bonnet macaque off-
spring [51, 52]. In high- and low-anxiety bred rats, increased H3K9me3 accumula-
tion was found at both the GR and FGF2 promoters in the hippocampus [53]. This 
group also found differences in DNA methylation of the FGF2 promoter in the 
hippocampus between high- and low-anxiety rats. High-anxiety rats had reduced 
DNA methylation and methyl-binding protein association at the FGF2 promoter, 
which presumably was permissive for increased FGF2 expression [53]. This group 
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also showed that FGF2 increases H3K9me3 association with both the GR promoter 
and its own. This demonstrates a potential mechanism by which early-life perturba-
tions independent of maternal care can contribute to anxiety-like behavior across 
generations.

8.7  Neuroepigenetic Effects of Early Stress on Anxious 
Behaviors

Early-life stress has been demonstrated repeatedly to pattern stress reactivity and 
anxious behavior. These changes persist beyond the time frame of the initial stressor 
and often long into adulthood. The prenatal effects of stress lead to dysregulation of 
the HPA axis associated mainly with changes GR expression [35]. Though these 
findings were first reported in animal studies. Recently, these findings have been 
recapitulated in longitudinal human studies. For instance, maternal prenatal anxiety 
has been shown to predict internalizing and anxiety scores on the child behavior 
checklist in the infant [49]. Further, differences in global DNA methylation were 
observed at a number of CpG sites in neonatal cord blood of mothers affected by 
anxiety during gestation [48]. Likewise, maternal PTSD has been shown to associ-
ate with both increased glucocorticoid sensitivity in the offspring of Holocaust sur-
vivors and increased offspring diagnosed with anxiety disorders [42]. Maternal 
PTSD has also been demonstrated to be predictive of offspring PTSD and presum-
ably through inherited stress reactivity [43, 44]. These findings suggest that both the 
prenatal environment and stress/trauma history may recruit epigenetic processes in 
the intergenerational transmission of HPA axis dysregulation and anxiogenic conse-
quences. However, consideration of allostatic load must be of concern as severe and 
mild stress have opposing roles on physiology and behavior. Allostatic load is the 
cumulative effect of multiple stressors taking into consideration severity, duration, 
and ability to cope with stressors [54, 55]. Consider the effects of a severe uncon-
trollable stressor, for example, maternal separation, on stress sensitivity in contrast 
to a mild controllable stressor such as voluntary exercise. While maternal separation 
sensitizes the HPA axis of the infant, voluntary exercise can promote resiliency to 
future stressors [56, 57].

8.7.1  Prenatal Stress

In utero exposure to maternal stress and corticosteroids patterns the HPA axis of 
infants ultimately altering synaptic connectivity, function, and behavioral responses 
specifically those involved in stress adaptation [58–60]. Prenatal restraint stress has 
been shown to impair offspring brain function and development reducing HPA axis 
feedback and altering neuroplasticity [61]. Prenatal stress and glucocorticoid treat-
ment produce lasting behavioral changes such as spatial learning impairment and 
increased anxiety-like behavior [58, 59]. In addition, mild stressors, for instance, 
postnatal handling, have been shown to reduce these deficits as well as attenuate 
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HPA axis sensitivity [58, 59]. Prenatal stress does so by altering synaptic connectiv-
ity, neurogenesis, and chromatin structure in stress-sensitive regions of the brain, for 
example, in the PFC where offspring of maternally stressed dams show reduced 
dendritic spine complexity and density [60]. Similarly, in both rodent and nonhu-
man primate models, prenatal stress retards hippocampal neurogenesis in the den-
tate gyrus. Prenatal stress has been linked to increased methylation of the GR 1-7 
promoter in the hippocampus as well as reduced methylation of the CRF promoter 
in the hypothalamus and amygdala of male but not female mice [62]. These sex- 
specific changes have been linked to differential expression of DNA methyltransfer-
ase 1 (DNMT1), though the changes responsible for this dichotomized expression 
remain unknown. Elliot et al. (2010) first ascribed natural variation in social interac-
tion following social defeat in adults to be due in part to the methylation of the 
CRH promoter in the hypothalamus. Mice susceptible to social defeat show 
increased social anxiety and reduced CRH promoter methylation in the PVN [32]. 
The methylation status of the CRF promoter in PVN helps to explain natural vari-
ability in the susceptibility of mice to social defeat and consequently social anxiety. 
Prenatal stress had previously been shown to differentially affect CRF release in the 
PVN [63]. Interestingly, a subsequent study found that prenatal restraint stress 
increased both anxious behavior and corticosterone release in response to stress 
while reducing CRF promoter methylation at the same CpG islands noted by Elliot 
et al. (2010) [64]. Prenatal restraint stress has also been shown to increase methyla-
tion of the REELIN promoter in the PFC perhaps linking changes in synaptic con-
nectivity observed there to underlying molecular influences [65]. REELIN is an 
important neuroplasticity gene, known to be epigenetically regulated by fear condi-
tioning [66]. Similarly, prenatal exposure to maternal depression and anxiety has 
been linked to increased NR3C1 1F promoter methylation and increased salivary 
cortisol following exposure to a stressor in infants [67, 68]. Maternal anxiety has 
been linked to differential methylation of a number of other genes in cord blood 
including IGF2 and H19 [69]. In fact, distress during pregnancy has been linked to 
placental methylation of a number of stress-related genes including HSD11B2, 
NR3C1, and FKBP5 [70]. Other perturbations, including maternal diet and paternal 
exposure to drugs of abuse such as cocaine and ethanol, have been shown to alter 
cortical gene expression through changes in the epigenetic machinery and affect 
anxiolytic behavior in the offspring [71–73]. Importantly, mild postnatal stressors 
have been shown to reverse the effects of prenatal stress as well as promote resil-
iency [58, 59, 74, 75]. Given the association between maternal stress and anxiety, 
these findings provide evidence for the efficacy of behavioral therapy and alike as 
an early-life intervention [7, 76].

8.7.2  Early-Life Stress

The vast majority of studies of early-life stress focus on the epigenetic consequences 
of the interactions within the mother-infant dyad. Both maternal care and separation 
have been demonstrated to both alter HPA axis stress reactivity and adult anxiety 
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behaviors of the infant through lasting changes to the epigenomes [35, 77]. 
Specifically, maternal separation has been shown to sensitize offspring HPA axis 
activation early-life interventions including environmental enrichment attenuate 
this effect [78]. Poor rearing conditions have been shown to increase CRF release 
from the PVN and amygdala as well as hypermethylate the GR 1-7 promoter in the 
hippocampus [33, 79]. Conversely, good maternal care and rearing conditions have 
been demonstrated to hypomethylate the GR 1-7 promoter in the hippocampus, 
produce efficient stress responses, and reduce anxiety-like behaviors [35, 80–82]. 
The GR 1F promoter is the human ortholog of the rodent 1-7 promoter [83]. 
Hypermethylation of the 1F promoter in the brains of suicide victims was associated 
with childhood abuse [84]. The findings of McGowan et al. (2009) were later 
expanded to include the 1-B, 1-C, and 1-H promoters as well [85]. Other groups 
have failed to replicate some of these findings, however [86]. The McGowan group 
has also shown that hippocampal ribosomal RNA expression is reduced in suicide 
victims suggesting reduced hippocampal protein synthesis [87]. Childhood adver-
sity has also been linked to increased 1F promoter methylation in peripheral cells as 
well [88, 89]. Methylation patterns as a consequence of childhood abuse over-
whelmingly persist into adulthood [90]. Early postnatal stress followed by subse-
quent adult chronic stress has been linked to reduced hippocampal plasticity and 
increased anxiety-like behaviors [91]. Maternal separation has been shown to reduce 
amygdalar neurotensin receptor 1 (NTSR1) expression through increased methyla-
tion of the NTSR1 promoter. Microinfusion of NTSR1 receptor agonist increased 
conditioned freezing responses, while an agonist reduced this behavior suggesting 
an epigenetic molecular mechanism sufficient for increasing anxiety-like behavior 
[92]. Similarly, maternal separation has been linked to increased HPA activation to 
environmental stressors in adult offspring [93]. More recently, however, this finding 
was both replicated and associated with hypomethylation of the POMC, the gene 
encoding the precursor for ACTH, in the pituitary [94]. As HPA axis dysregulation 
has been associated with anxiety-like outcomes, again these findings suggest a criti-
cal role of these molecular influences as a consequence of stress in the context of 
anxiety outcomes. Clinical work has recently shown that early childhood trauma 
affects CpG methylation in both the promoter and gene proper of the 5-HT3Ar in 
blood [95]. Interestingly, this locus is downstream of GR response element which 
showed altered CpG methylation associated with emotional neglect and CpG meth-
ylation associated with anxiety-related behaviors.

Adolescence represents another postnatal life stage sensitive to the epigenetic 
effects of stress [96–100]. For instance, chronic variable stress during adolescence 
reduces hippocampal volume and spatial cognition, these effects persisting into 
adulthood [101]. Isolation rearing in adolescent mice reduces the expression of 
5-α-reductase I, the rate-limiting enzyme for allopregnanolone, a hormone shown 
to reduce depressive- and anxiety-like symptoms in rodents [102, 103]. Isolated 
juveniles show increased CpG methylation upstream of the transcription start site 
of the SRD5A1 gene, which codes for this enzyme; one of these islands was dem-
onstrated to be sufficient to reduce expression in the PFC [102]. In adolescent 
rhesus monkeys, anxious temperament is associated with increased methylation 
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and reduced expression of the BCL11A and JAG1 genes, associated with neuro-
plasticity, in the amygdala [104]. Similarly, these findings have been supported by 
recent clinical work identifying a correlation between NR3C1, the gene coding for 
the glucocorticoid receptor, 1F promoter methylation in blood, and internalizing 
symptoms [105]. Moreover, these adolescents showing increased 1F promoter 
methylation and displaying internalizing behavior also had higher concentrations 
of cortisol upon waking. These findings, in tandem, indicate a significant role of 
neuroplasticity and HPA axis regulation in stress-sensitive regions of the brain, 
notably the hippocampus, amygdala, PVN, and PFC, during adolescence and may 
underscore potential individual variations that contribute to anxious susceptibility. 
These epigenetic predispositions may be compounded by other environmental per-
turbations such as exposure to drugs of abuse. Intermittent alcohol exposure, for 
instance, has been shown to increase HDAC activity in the rodent amygdala [106]. 
These changes were also associated with reduced time spent in the open arms of 
the EPM and in the light compartment of the dark/light box into adulthood. Further 
alcohol-exposed adults had reductions in the number of spines and increased alco-
hol intake. Conversely, acute alcohol exposure during adolescence produces simi-
lar changes in anxiety-like behaviors while decreasing HDAC activity in the rodent 
amygdala [107]. In summation both predisposition and environmental perturbation 
may work in synchrony during adolescence to dysregulate both transcription and 
synaptic integrity in the amygdala and ultimately help shape entrain anxious 
behavior.

8.8  Stress in Adulthood

Stress induces lasting changes in heterochromatin structure, ultimately changing 
neuronal plasticity and behavior. The hippocampus, PFC, and amygdala are targets 
of glucocorticoids. As these regions help regulate spatial memory, executive func-
tion, and fear responses, respectively, they are of the utmost importance in the con-
text of anxiety. These regions are extremely sensitive to both acute and chronic 
stressors and express a large number of epigenetic enzymes and display profound 
structural changes at the synaptic level in response to environmental stressors. 
Stressors often produce some type of learning, the spatial and contextual compo-
nents of which are presumed to be coded by the hippocampus and the cue-based 
components coded by the amygdalar [24, 108]. The reconsolidation and extinction 
of these associations are mediated by the PFC. Dysregulation of these memories 
may fail to attenuate improper responses to environmental stimuli, much like the 
symptoms of anxiety. Fear conditioning is widely used to study learning and neuro-
plastic consequences thereof as well as to model symptoms of a number of anxiety 
disorders as well as other stress-related disorders such as post-traumatic stress dis-
order [109, 110]. Epigenetics has been thought to be a potential basis of memory on 
the molecular level [111–113]. Initially, Sweatt et al. (2004) first demonstrated the 
role of hippocampal histone acetylation during fear memory formation [114]. Miller 
and Sweatt (2007) later showed that fear conditioning upregulated expression of 
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hippocampal DNMT3A and 3B, and that DNMT activity there was required for fear 
memory consolidation [66]. Hippocampal methylation of reelin, PP1, and BDNF 
was also changed by fear conditioning [115]. Interestingly, reelin and BDNF have 
well-established roles in dendritic remodeling, and PP1 codes for a phosphatase that 
acts at histone H3S10 [116, 117]. Presumably these are the grounds for its role in 
memory as the dual acetylation-phosphorylation H3 mark was enriched at the BDNF 
locus in the hippocampus. Others have found similarly that both histone modifica-
tion and DNA methylation play critical roles in the amygdala in memory reconsoli-
dation and consolidation, respectively [118]. Tsai et al. (2007) established that both 
environmental enrichment and HDAC inhibition were sufficient for restoring defi-
cits in memory and synaptic connectivity in a mouse model of neuronal cell loss 
[119]. A later study by the same group (2009) identified HDAC2 to be necessary for 
the negative impacts on memory [120]. Recall of recent memories results HDAC2 
dissociation from the chromatin, which causes increases in H3 acetylation and 
increased expression of immediate early genes [121]. Recall of less recent memo-
ries do not produce such profound changes in HDAC activity. Yet, HDAC inhibition 
during reconsolidation of remote fear memories allows for H3 acetylation, increased 
immediate early gene expression, and neuroplastic changes [121]. This suggests 
that epigenetic control of chromatin structure regulates neuroplastic changes under-
pinning behavioral outputs related to fear memories.

Social defeat represents another type of stress-based learning producing an anx-
ious phenotype in the defeated. Social defeat is a well-characterized animal model 
of a number of psychiatric disorders including modeling symptoms of depression 
and anxiety [122]. The Nestler group was early in demonstrating that social defeat 
affects hippocampal chromatin signatures [123]. They showed that chronic social 
defeat increased H3K27me3 repression of the BDNF promoter in the hippocampus. 
Also, the accumulation of this repressive mark was mitigated by antidepressant 
treatment, inhibiting HDAC2, resulting in increases in H3 acetylation and H3K4 
methylation, both marks promoting transcription [123, 124]. The same group also 
showed that chronic stress or cocaine exposure altered HDAC activity in the nucleus 
accumbens [125]. DNMT3A expression increases as a consequence of chronic 
defeat and decreases as a consequence of chronic cocaine which were associated 
with synaptic changes as well in the same nuclei [126]. Interestingly, natural varia-
tion to susceptibility to social defeat has been associated with distinct methylation 
signatures of the CRF promoter in the PVN [32]. Resilient animals also show 
increased H3K9me3 and K3K27me3 in the nucleus accumbens [127, 128]. The 
levels of accumbal H3K9me3 also change in response to cocaine exposure as well 
as dendritic morphology [129]. Acute stress and chronic antidepressant treatment 
have also been shown to increase H3K9me3 levels in the hippocampus [130]. This 
repressive mark appears to accumulate selectively at repetitive elements, specifi-
cally retrotransposons (for review see Lapp & Hunter, 2016) in the genome [131, 
132]. Interestingly, Alu and LINE1 retrotransposons appear upregulated in PTSD 
veterans compared to combat deployed controls [133]. Socially defeated animals 
also show increased basal corticosterone in circulation, reduced time spent in open 
arms of the EPM and in the light component of the light/dark box, as well as reduced 
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hippocampal H3 acetylation and increased HDAC5 expression [134]. These defi-
cits, however, were rescued by a moderate, involuntary exercise regiment, a mild 
stressor [134]. Voluntary exercise, a mild and controllable stressor, alone has been 
shown to have anxiolytic effects in addition to reducing hippocampal expression of 
the histone H2 variant H2A.z and increasing expression of mitochondrial- related 
genes TFAM and NDUFA6 in the same region [135]. These recent findings hark 
back to the importance of allostasis and suggest an epigenetic underpinning of anx-
ious behaviors. Further, it has been suggested that stress opens up “windows of 
epigenetic plasticity” that are unique to the stressor and elicit dynamic effects based 
on previous stress history [136, 137]. The recent work of the McEwen laboratory 
has provided strong evidence for this nuanced view of the epigenetic effects of 
stress. While chronic restraint stress resulted in reduced time spend in the light 
component of the light/dark box, only a novel acute stressor led to persistent reduc-
tion in time spend in the light compartment. These differences corresponded to 
changes in hippocampal long-term potentiation and NMDA receptor expression 
[136, 137]. Acute restraint stress exposure has also been shown to convert DNA 
methylation through the addition of a hydroxyl group of NR3C1 promoter in the 
hippocampus [138]. More recently, hyper-hydroxymethylation has been observed 
in regions associated with neuronal plasticity following acute restraint stress in the 
hippocampus [139].

8.9  Prospects for an Epigenetic Pharmacology of Anxiety

Epigenetic interventions have proven effective in animal models of anxiety and 
stress, and some psychiatric drugs, such as the mood stabilizer valproate, have 
known epigenetic effects (valproate is an HDAC inhibitor). Thus, it would appear 
that the prospects for epigenetic therapies for anxiety disorders are fairly high.

Most pharmacologic studies of drugs with epigenetic activities have focused on 
histone acetylation, with the HDACs being the major targets. In fear extinction 
models, which have substantial relevance to human AD, a variety of HDAC inhibi-
tors have been shown to be effective in enhancing extinction [140]. Similarly, 
HDAC inhibition reversed the group differences in maternal behavior and adult 
stress reactivity observed by Weaver in his landmark paper on epigenetic program-
ming of maternal behavior [33]. Similarly, the same phenotype and associated anx-
ious behavior could be reversed with central infusion of the methyl donor 
S-adenosyl-methionine (SAMe) in adult animals [34, 35]. A number of studies have 
found SAMe to be more effective than placebo in the treatment of depression, 
though other well-designed trials have had negative results [141, 142]. A recent 
Cochrane collaboration review concluded that there was not strong evidence for the 
efficacy of SAMe in depression but that further research was warranted [143]. 
Studies of the efficacy of SAMe in the treatment of anxiety symptoms, however, are 
very limited to date. DNA methyltransferase inhibitors such as zebularine, 
N-phthaloyl-l-tryptophan and 5-aza-deoxycytidine have been shown to interfere 
with fear memory formation in preclinical models [66, 118]. To date, little clinical 
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work has been done with this class of drugs, likely due to concerns about side 
effects, which are significant for some of these agents.

The study of epigenetic drug targets for anxiety remains in its infancy, and many 
questions remain to be adequately researched. One such question is whether these 
agents actually offer superior outcomes to existing treatments. Another is whether 
they might be used in combination with both other drugs and behavioral interven-
tions to additive or even synergistic effect. Nonetheless, molecular epigenetics 
offers a novel class of potential drug targets for disorders like AD which have his-
torically had relatively few molecular mechanisms with which to work.

Conclusions

Epigenetic mechanisms play a clear mechanistic role in animal models of anxi-
ety, and human epigenetic studies suggest that these observations are generaliz-
able to clinical populations. Indeed, some effort has already been made to 
translate the preclinical findings in the field into the clinic. Nonetheless, signifi-
cant questions, particularly those relating to the time course and nature of epi-
genetic changes in humans, remain to be answered. Beyond the borders of what 
might now be regarded as “classical” epigenetics, novel molecular mechanisms 
of epigenomic, genomic, and epitranscriptomic plasticity are being revealed in 
the brain in behavioral contexts relevant to anxiety disorders. Transposons, 
which are mobile elements of the genome, have been shown to be regulated by 
stress exposure in both humans and animal models [131, 144, 145]. The mito-
chondria, which contains its own genome, shows transcriptional regulation in 
response to stress, and its function in the nucleus accumbens has been linked to 
anxiety phenotypes and social subordination in mice [146–148]. Even more 
intriguingly, covalent modification of RNA in the prefrontal cortex, the methyla-
tion of adenosine, has been shown to associate with the development of fear 
memory in mice [149]. This epitranscriptomic effect points to yet another layer 
of molecular complexity that will need to be incorporated into our models of 
anxiety, both normal and pathologic in model systems and in the clinic.

While neuroepigenetics is a relatively young science, it is already clear that it 
has relevance to our understanding of AD. Indeed, it has begun to produce usable 
translational findings for the treatment of disorders, like depression, which are 
highly comorbid with numerous anxiety disorders. There is ample reason to 
believe that neuroepigenetic mechanisms will continue to be a fruitful area of 
research into the biology of anxiety and AD.

References

1.  Kessler RC, Berglund P, Demler O, Jin R, Merikangas KR, Walters EE. Lifetime prevalence 
and age-of-onset distributions of DSM-IV disorders in the National Comorbidity Survey 
Replication. Arch Gen Psychiatry. 2005;62:593–602.

2.  Smoller JW. The genetics of stress-related disorders: PTSD, depression, and anxiety disorders. 
Neuropsychopharmacology. 2016;41:297–319.

A.A. Bartlett et al.



159

 3. Hunter RG, McEwen BS. Stress and anxiety across the lifespan: structural plasticity and 
epigenetic regulation. Epigenomics. 2013;5:177–94.

 4. Lai HMX, Cleary M, Sitharthan T, Hunt GE. Prevalence of comorbid substance use, anxiety 
and mood disorders in epidemiological surveys, 1990–2014: a systematic review and meta- 
analysis. Drug Alcohol Depend. 2015;154:1–13.

 5. Coles ME, Schubert JR, Nota JA. Sleep, circadian rhythms, and anxious traits. Curr Psychiatry 
Rep. 2015;17:73.

 6. Mayer EA, Knight R, Mazmanian SK, Cryan JF, Tillisch K. Gut microbes and the brain: 
paradigm shift in neuroscience. J Neurosci. 2014;34:15490–6.

 7. DiCorcia JA, Tronick E. Quotidian resilience: exploring mechanisms that drive resilience 
from a perspective of everyday stress and coping. Neurosci Biobehav Rev. 
2011;35:1593–602.

 8. Tronick E, Hunter RG. Waddington, dynamic systems, and epigenetics. Front Behav 
Neurosci. 2016;10:107.

 9. Hettema JM, Neale MC, Kendler KS. A review and meta-analysis of the genetic epidemiol-
ogy of anxiety disorders. Am J Psychiatry. 2001;158:1568–78.

 10. Perez JA, Otowa T, Roberson-Nay R, Hettema JM. In: Charney DS, Nestler EJ, Sklar P, 
Buxbaum JD, editors. Genetics of anxiety disorders in neurobiology of mental illness. 
New York: OUP; 2013.

 11. Binder EB, Bradley RG, Liu W, Epstein MP, Deveau TC, Mercer KB, et al. Association of 
FKBP5 polymorphisms and childhood abuse with risk of posttraumatic stress disorder symp-
toms in adults. JAMA. 2008;299:1291–305.

 12. Ressler KJ, Mercer KB, Bradley B, Jovanovic T, Mahan A, Kerley K, et al. Post-traumatic 
stress disorder is associated with PACAP and the PAC1 receptor. Nature. 2011;470:492–7.

 13. Domschke K, Deckert J, O’donovan MC, Glatt SJ. Meta-analysis of COMT val158met in 
panic disorder: ethnic heterogeneity and gender specificity. Am J Med Genet B Neuropsychiatr 
Genet. 2007;144B:667–73.

 14. Kendler KS, Gardner CO, Annas P, Neale MC, Eaves LJ, Lichtenstein P. A longitudinal twin 
study of fears from middle childhood to early adulthood: evidence for a developmentally 
dynamic genome. Arch Gen Psychiatry. 2008;65:421–9.

 15. Feder A, Nestler EJ, Charney DS. Psychobiology and molecular genetics of resilience. Nat 
Rev Neurosci. 2009;10:446–57.

 16. Griffiths BB, Hunter RG. Neuroepigenetics of stress. Neuroscience. 2014;275:420–35.
 17. Feinstein JS, Adolphs R, Damasio A, Tranel D. The human amygdala and the induction and 

experience of fear. Curr Biol. 2011;21:34–8.
 18. Blanchard DC, Blanchard RJ. Innate and conditioned reactions to threat in rats with amygda-

loid lesions. J Comp Physiol Psychol. 1972;81:281–90.
 19. Kim JJ, Rison RA, Fanselow MS. Effects of amygdala, hippocampus, and periaqueductal 

gray lesions on short- and long-term contextual fear. Behav Neurosci. 1993;107:1093–8.
 20. Weingarten H, White N. Exploration evoked by electrical stimulation of the amygdala of rats. 

Physiol Psychol. 2013;6:229–35.
 21. Maren S, Fanselow MS. Synaptic plasticity in the basolateral amygdala induced by hippo-

campal formation stimulation in vivo. J Neurosci. 1995;15:7548–64.
 22. LeDoux JE, Iwata J, Cicchetti P, Reis DJ. Different projections of the central amygdaloid 

nucleus mediate autonomic and behavioral correlates of conditioned fear. J Neurosci. 
1988;8:2517–29.

 23. Campese VD, Kim J, Lázaro-Muñoz G, Pena L, LeDoux JE, Cain CK. Lesions of lateral or 
central amygdala abolish aversive Pavlovian-to-instrumental transfer in rats. Front Behav 
Neurosci. 2014;8:161.

 24. Herry C, Ciocchi S, Senn V, Demmou L, Müller C, Lüthi A. Switching on and off fear by 
distinct neuronal circuits. Nature. 2008;454:600–6.

 25. Ciocchi S, Herry C, Grenier F, Wolff SBE, Letzkus JJ, Vlachos I, et al. Encoding of condi-
tioned fear in central amygdala inhibitory circuits. Nature. 2010;468:277–82.

8 Anxiety and Epigenetics



160

 26. Milad MR, Quirk GJ. Neurons in medial prefrontal cortex signal memory for fear extinction. 
Nature. 2002;420:70–4.

 27. Milad MR, Vidal-Gonzalez I, Quirk GJ. Electrical stimulation of medial prefrontal cortex 
reduces conditioned fear in a temporally specific manner. Behav Neurosci. 
2004;118:389–94.

 28. Quirk GJ, Likhtik E, Pelletier JG, Paré D. Stimulation of medial prefrontal cortex decreases 
the responsiveness of central amygdala output neurons. J Neurosci. 2003;23:8800–7.

 29. Soeter M, Kindt M. An abrupt transformation of phobic behavior after a post-retrieval amne-
sic agent. Biol Psychiatry. 2015;78:880–6.

 30. Mackintosh M-A, Gatz M, Wetherell JL, Pedersen NL. A twin study of lifetime generalized 
anxiety disorder (GAD) in older adults: genetic and environmental influences shared by neu-
roticism and GAD. Twin Res Hum Genet. 2006;9:30–7.

 31. Lüthi A, Lüscher C. Pathological circuit function underlying addiction and anxiety disorders. 
Nat Neurosci. 2014;17:1635–43.

 32. Elliott E, Ezra-Nevo G, Regev L, Neufeld-Cohen A, Chen A. Resilience to social stress coin-
cides with functional DNA methylation of the Crf gene in adult mice. Nat Neurosci. 
2010;13:1351–3.

 33. Weaver ICG, Cervoni N, Champagne FA, D’Alessio AC, Sharma S, Seckl JR, et al. Epigenetic 
programming by maternal behavior. Nat Neurosci. 2004;7:847–54.

 34. Weaver ICG, Champagne FA, Brown SE, Dymov S, Sharma S, Meaney MJ, et al. Reversal of 
maternal programming of stress responses in adult offspring through methyl supplementa-
tion: altering epigenetic marking later in life. J Neurosci. 2005;25:11045–54.

 35. Weaver ICG, Meaney MJ, Szyf M. Maternal care effects on the hippocampal transcriptome 
and anxiety-mediated behaviors in the offspring that are reversible in adulthood. Proc Natl 
Acad Sci U S A. 2006;103:3480–5.

 36. Pan-Vazquez A, Rye N, Ameri M, McSparron B, Smallwood G, Bickerdyke J, et al. Impact 
of voluntary exercise and housing conditions on hippocampal glucocorticoid receptor, miR- 
124 and anxiety. Mol Brain. 2015;8:40.

 37. Spadaro PA, Flavell CR, Widagdo J, Ratnu VS, Troup M, Ragan C, et al. Long noncoding 
RNA-directed epigenetic regulation of gene expression is associated with anxiety-like behav-
ior in mice. Biol Psychiatry. 2015;78:848–59.

 38. Shen EY, Jiang Y, Mao W, Futai K, Hock H, Akbarian S. Cognition and mood-related behav-
iors in L3mbtl1 null mutant mice. PLoS One. 2015;10:e0121252.

 39. Montesinos J, Pascual M, Rodríguez-Arias M, Miñarro J, Guerri C. Involvement of TLR4 in 
the long-term epigenetic changes, rewarding and anxiety effects induced by intermittent etha-
nol treatment in adolescence. Brain Behav Immun. 2016;53:159–71.

 40. Teppen TL, Krishnan HR, Zhang H, Sakharkar AJ, Pandey SC. The potential role of amyg-
daloid microRNA-494 in alcohol-induced anxiolysis. Biol Psychiatry. 2016;80:711–9.

 41. Morgan CP, Bale TL. Early prenatal stress epigenetically programs dysmasculinization in 
second-generation offspring via the paternal lineage. J Neurosci. 2011;31:11748–55.

 42. Lehrner A, Bierer LM, Passarelli V, Pratchett LC, Flory JD, Bader HN, et al. Maternal PTSD 
associates with greater glucocorticoid sensitivity in offspring of Holocaust survivors. 
Psychoneuroendocrinology. 2014;40:213–20.

 43. Yehuda R, Bierer LM. Transgenerational transmission of cortisol and PTSD risk. Prog Brain 
Res. 2008;167:121–35.

 44. Yehuda R, Bell A, Bierer LM, Schmeidler J. Maternal, not paternal, PTSD is related to 
increased risk for PTSD in offspring of Holocaust survivors. J Psychiatr Res. 
2008;42:1104–11.

 45. Francis D, Diorio J, Liu D, Meaney MJ. Nongenomic transmission across generations of 
maternal behavior and stress responses in the rat. Science. 1999;286:1155–8.

 46. Beery AK, McEwen LM, MacIsaac JL, Francis DD, Kobor MS. Natural variation in maternal 
care and cross-tissue patterns of oxytocin receptor gene methylation in rats. Horm Behav. 
2016;77:42–52.

A.A. Bartlett et al.



161

 47. Chagnon YC, Potvin O, Hudon C, Préville M. DNA methylation and single nucleotide vari-
ants in the brain-derived neurotrophic factor (BDNF) and oxytocin receptor (OXTR) genes 
are associated with anxiety/depression in older women. Front Genet. 2015;6:230.

 48. Non AL, Binder AM, Kubzansky LD, Michels KB. Genome-wide DNA methylation in neo-
nates exposed to maternal depression, anxiety, or SSRI medication during pregnancy. 
Epigenetics. 2014;9:964–72.

 49. Sharp H, Hill J, Hellier J, Pickles A. Maternal antenatal anxiety, postnatal stroking and emo-
tional problems in children: outcomes predicted from pre- and postnatal programming 
hypotheses. Psychol Med. 2015;45:269–83.

 50. Moser DA, Paoloni-Giacobino A, Stenz L, Adouan W, Manini A, Suardi F, et al. BDNF meth-
ylation and maternal brain activity in a violence-related sample. PLoS One. 2015;10:e0143427.

 51. Kaufman D, Smith ELP, Gohil BC, Banerji M, Coplan JD, Kral JG, et al. Early appearance 
of the metabolic syndrome in socially reared bonnet macaques. J Clin Endocrinol Metab. 
2005;90:404–8.

 52. Kaufman D, Banerji MA, Shorman I, Smith ELP, Coplan JD, Rosenblum LA, et al. Early-life 
stress and the development of obesity and insulin resistance in juvenile bonnet macaques. 
Diabetes. 2007;56:1382–6.

 53. Chaudhury S, Aurbach EL, Sharma V, Blandino P, Turner CA, Watson SJ, et al. FGF2 is a 
target and a trigger of epigenetic mechanisms associated with differences in emotionality: 
partnership with H3K9me3. Proc Natl Acad Sci U S A. 2014;111:11834–9.

 54. McEwen BS, Stellar E. Stress and the individual. Mechanisms leading to disease. Arch Intern 
Med. 1993;153:2093–101.

 55. McEwen BS. Allostasis and allostatic load: implications for neuropsychopharmacology. 
Neuropsychopharmacology. 2000;22:108–24.

 56. Francis DD, Meaney MJ. Maternal care and the development of stress responses. Curr Opin 
Neurobiol. 1999;9:128–34.

 57. Wosiski-Kuhn M, Stranahan AM. Opposing effects of positive and negative stress on hippo-
campal plasticity over the lifespan. Ageing Res Rev. 2012;11:399–403.

 58. Vallée M, MacCari S, Dellu F, Simon H, Le Moal M, Mayo W. Long-term effects of prenatal 
stress and postnatal handling on age-related glucocorticoid secretion and cognitive perfor-
mance: a longitudinal study in the rat. Eur J Neurosci. 1999;11:2906–16.

 59. Vallée M, Mayo W, Dellu F, Le Moal M, Simon H, Maccari S. Prenatal stress induces high 
anxiety and postnatal handling induces low anxiety in adult offspring: correlation with stress- 
induced corticosterone secretion. J Neurosci. 1997;17:2626–36.

 60. Murmu MS, Salomon S, Biala Y, Weinstock M, Braun K, Bock J. Changes of spine density 
and dendritic complexity in the prefrontal cortex in offspring of mothers exposed to stress 
during pregnancy. Eur J Neurosci. 2006;24:1477–87.

 61. Maccari S, Morley-Fletcher S. Effects of prenatal restraint stress on the hypothalamus- 
pituitary- adrenal axis and related behavioural and neurobiological alterations. 
Psychoneuroendocrinology. 2007;32(Suppl 1):S10–5.

 62. Mueller BR, Bale TL. Sex-specific programming of offspring emotionality after stress early 
in pregnancy. J Neurosci. 2008;28:9055–65.

 63. Fujioka T, Sakata Y, Yamaguchi K, Shibasaki T, Kato H, Nakamura S. The effects of prenatal 
stress on the development of hypothalamic paraventricular neurons in fetal rats. Neuroscience. 
1999;92:1079–88.

 64. Xu L, Sun Y, Gao L, Cai Y-Y, Shi S-X. Prenatal restraint stress is associated with demethyl-
ation of corticotrophin releasing hormone (CRH) promoter and enhances CRH transcrip-
tional responses to stress in adolescent rats. Neurochem Res. 2014;39:1193–8.

 65. Palacios-García I, Lara-Vásquez A, Montiel JF, Díaz-Véliz GF, Sepúlveda H, Utreras E, et al. 
Prenatal stress down-regulates Reelin expression by methylation of its promoter and induces 
adult behavioral impairments in rats. PLoS One. 2015;10:e0117680.

 66. Miller CA, Sweatt JD. Covalent modification of DNA regulates memory formation. Neuron. 
2007;53:857–69.

8 Anxiety and Epigenetics



162

 67. Oberlander TF, Weinberg J, Papsdorf M, Grunau R, Misri S, Devlin AM. Prenatal exposure 
to maternal depression, neonatal methylation of human glucocorticoid receptor gene 
(NR3C1) and infant cortisol stress responses. Epigenetics. 2008;3:97–106.

 68. Hompes T, Izzi B, Gellens E, Morreels M, Fieuws S, Pexsters A, et al. Investigating the influ-
ence of maternal cortisol and emotional state during pregnancy on the DNA methylation 
status of the glucocorticoid receptor gene (NR3C1) promoter region in cord blood. J Psychiatr 
Res. 2013;47:880–91.

 69. Mansell T, Novakovic B, Meyer B, Rzehak P, Vuillermin P, Ponsonby A-L, et al. The effects 
of maternal anxiety during pregnancy on IGF2/H19 methylation in cord blood. Transl 
Psychiatry. 2016;6:e765.

 70. Monk C, Feng T, Lee S, Krupska I, Champagne FA, Tycko B. Distress during pregnancy: 
epigenetic regulation of placenta glucocorticoid-related genes and fetal neurobehavior. Am 
J Psychiatry. 2016;173:705–13.

 71. Tyagi E, Zhuang Y, Agrawal R, Ying Z, Gomez-Pinilla F. Interactive actions of Bdnf meth-
ylation and cell metabolism for building neural resilience under the influence of diet. 
Neurobiol Dis. 2015;73:307–18.

 72. Vassoler FM, White SL, Schmidt HD, Sadri-Vakili G, Pierce RC. Epigenetic inheritance of a 
cocaine-resistance phenotype. Nat Neurosci. 2013;16:42–7.

 73. Liang F, Diao L, Liu J, Jiang N, Zhang J, Wang H, et al. Paternal ethanol exposure and behav-
ioral abnormities in offspring: associated alterations in imprinted gene methylation. 
Neuropharmacology. 2014;81:126–33.

 74. Lemaire V, Lamarque S, Le Moal M, Piazza P-V, Abrous DN. Postnatal stimulation of the 
pups counteracts prenatal stress-induced deficits in hippocampal neurogenesis. Biol 
Psychiatry. 2006;59:786–92.

 75. Fujioka T, Fujioka A, Tan N, Chowdhury GM, Mouri H, Sakata Y, et al. Mild prenatal stress 
enhances learning performance in the non-adopted rat offspring. Neuroscience. 
2001;103:301–7.

 76. Brand SR, Brennan PA. Impact of antenatal and postpartum maternal mental illness: how are 
the children? Clin Obstet Gynecol. 2009;52:441–55.

 77. Kember RL, Dempster EL, Lee THA, Schalkwyk LC, Mill J, Fernandes C. Maternal separa-
tion is associated with strain-specific responses to stress and epigenetic alterations to Nr3c1, 
Avp, and Nr4a1 in mouse. Brain Behav. 2012;2:455–67.

 78. Francis DD, Diorio J, Plotsky PM, Meaney MJ. Environmental enrichment reverses the 
effects of maternal separation on stress reactivity. J Neurosci. 2002;22:7840–3.

 79. Plotsky PM, Thrivikraman KV, Nemeroff CB, Caldji C, Sharma S, Meaney MJ. Long-term 
consequences of neonatal rearing on central corticotropin-releasing factor systems in adult 
male rat offspring. Neuropsychopharmacology. 2005;30:2192–204.

 80. Caldji C, Diorio J, Meaney MJ. Variations in maternal care in infancy regulate the develop-
ment of stress reactivity. Biol Psychiatry. 2000;48:1164–74.

 81. Tang AC, Reeb-Sutherland BC, Yang Z, Romeo RD, McEwen BS. Neonatal novelty-induced 
persistent enhancement in offspring spatial memory and the modulatory role of maternal self- 
stress regulation. J Neurosci. 2011;31:5348–52.

 82. Akers KG, Yang Z, DelVecchio DP, Reeb BC, Romeo RD, McEwen BS, et al. Social com-
petitiveness and plasticity of neuroendocrine function in old age: influence of neonatal nov-
elty exposure and maternal care reliability. PLoS One. 2008;3:e2840.

 83. Turner JD, Muller CP. Structure of the glucocorticoid receptor (NR3C1) gene 5′ untranslated 
region: identification, and tissue distribution of multiple new human exon 1. J Mol Endocrinol. 
2005;35:283–92.

 84. McGowan PO, Sasaki A, D’Alessio AC, Dymov S, Labonté B, Szyf M, et al. Epigenetic 
regulation of the glucocorticoid receptor in human brain associates with childhood abuse. Nat 
Neurosci. 2009;12:342–8.

 85. Labonte B, Yerko V, Gross J, Mechawar N, Meaney MJ, Szyf M, et al. Differential glucocor-
ticoid receptor exon 1(B), 1(C), and 1(H) expression and methylation in suicide completers 
with a history of childhood abuse. Biol Psychiatry. 2012;72:41–8.

A.A. Bartlett et al.



163

 86. Alt SR, Turner JD, Klok MD, Meijer OC, Lakke EAJF, Derijk RH, et al. Differential expres-
sion of glucocorticoid receptor transcripts in major depressive disorder is not epigenetically 
programmed. Psychoneuroendocrinology. 2010;35:544–56.

 87. McGowan PO, Sasaki A, Huang TCT, Unterberger A, Suderman M, Ernst C, et al. Promoter- 
wide hypermethylation of the ribosomal RNA gene promoter in the suicide brain. PLoS One. 
2008;3:e2085.

 88. Tyrka AR, Price LH, Marsit C, Walters OC, Carpenter LL. Childhood adversity and epigen-
etic modulation of the leukocyte glucocorticoid receptor: preliminary findings in healthy 
adults. PLoS One. 2012;7:e30148.

 89. Romens SE, McDonald J, Svaren J, Pollak SD. Associations between early life stress and 
gene methylation in children. Child Dev. 2015;86:303–9.

 90. Suderman M, Borghol N, Pappas JJ, Pinto Pereira SM, Pembrey M, Hertzman C, et al. 
Childhood abuse is associated with methylation of multiple loci in adult DNA. BMC Med 
Genet. 2014;7:13.

 91. Eiland L, Ramroop J, Hill MN, Manley J, McEwen BS. Chronic juvenile stress produces 
corticolimbic dendritic architectural remodeling and modulates emotional behavior in male 
and female rats. Psychoneuroendocrinology. 2012;37:39–47.

 92. Toda H, Boku S, Nakagawa S, Inoue T, Kato A, Takamura N, et al. Maternal separation 
enhances conditioned fear and decreases the mRNA levels of the neurotensin receptor 1 gene 
with hypermethylation of this gene in the rat amygdala. PLoS One. 2014;9:e97421.

 93. Pesonen A-K, Räikkönen K. The lifespan consequences of early life stress. Physiol Behav. 
2012;106:722–7.

 94. Wu Y, Patchev AV, Daniel G, Almeida OFX, Spengler D. Early-life stress reduces DNA 
methylation of the Pomc gene in male mice. Endocrinology. 2014;155:1751–62.

 95. Perroud N, Zewdie S, Stenz L, Adouan W, Bavamian S, Prada P, et al. Methylation of sero-
tonin receptor 3a in ADHD, borderline personality, and bipolar disorders: link with severity 
of the disorders and childhood maltreatment. Depress Anxiety. 2016;33:45–55.

 96. McGorry PD, Purcell R, Goldstone S, Amminger GP. Age of onset and timing of treatment 
for mental and substance use disorders: implications for preventive intervention strategies 
and models of care. Curr Opin Psychiatry. 2011;24:301–6.

 97. Blakemore S-J. Development of the social brain during adolescence. Q J Exp Psychol (Hove). 
2008;61:40–9.

 98. Blakemore S-J. Development of the social brain in adolescence. J R Soc Med. 
2012;105:111–6.

 99. Gunnar MR, Wewerka S, Frenn K, Long JD, Griggs C. Developmental changes in hypothala-
mus–pituitary–adrenal activity over the transition to adolescence: normative changes and 
associations with puberty. Dev Psychopathol. 2009;21:69–85.

 100. Romeo RD, Bellani R, Karatsoreos IN, Chhua N, Vernov M, Conrad CD, et al. Stress history 
and pubertal development interact to shape hypothalamic-pituitary-adrenal axis plasticity. 
Endocrinology. 2006;147:1664–74.

 101. Isgor C, Kabbaj M, Akil H, Watson SJ. Delayed effects of chronic variable stress during 
peripubertal-juvenile period on hippocampal morphology and on cognitive and stress axis 
functions in rats. Hippocampus. 2004;14:636–48.

 102. Araki R, Nishida S, Hiraki Y, Matsumoto K, Yabe T. DNA methylation of the GC box in the 
promoter region mediates isolation rearing-induced suppression of srd5a1 transcription in the 
prefrontal cortex. Neurosci Lett. 2015;606:135–9.

 103. Reddy DS, Kulkarni SK. Differential anxiolytic effects of neurosteroids in the mirrored 
chamber behavior test in mice. Brain Res. 1997;752:61–71.

 104. Alisch RS, Chopra P, Fox AS, Chen K, White ATJ, Roseboom PH, et al. Differentially meth-
ylated plasticity genes in the amygdala of young primates are linked to anxious temperament, 
an at risk phenotype for anxiety and depressive disorders. J Neurosci. 2014;34:15548–56.

 105. Dadds MR, Moul C, Hawes DJ, Mendoza Diaz A, Brennan J. Individual differences in child-
hood behavior disorders associated with epigenetic modulation of the cortisol receptor gene. 
Child Dev. 2015;86:1311–20.

8 Anxiety and Epigenetics



164

 106. Pandey SC, Sakharkar AJ, Tang L, Zhang H. Potential role of adolescent alcohol exposure- 
induced amygdaloid histone modifications in anxiety and alcohol intake during adulthood. 
Neurobiol Dis. 2015;82:607–19.

 107. Sakharkar AJ, Zhang H, Tang L, Baxstrom K, Shi G, Moonat S, et al. Effects of histone 
deacetylase inhibitors on amygdaloid histone acetylation and neuropeptide Y expression: a 
role in anxiety-like and alcohol-drinking behaviours. Int J Neuropsychopharmacol. 
2014;17:1207–20.

 108. Marschner A, Kalisch R, Vervliet B, Vansteenwegen D, Büchel C. Dissociable roles for the 
hippocampus and the amygdala in human cued versus context fear conditioning. J Neurosci. 
2008;28:9030–6.

 109. Zovkic IB, Sweatt JD. Epigenetic mechanisms in learned fear: implications for 
PTSD. Neuropsychopharmacology. 2013;38:77–93.

 110. Sultan FA, Day JJ. Epigenetic mechanisms in memory and synaptic function. Epigenomics. 
2011;3:157–81.

 111. Griffith JS, Mahler HR. DNA ticketing theory of memory. Nature. 1969;223:580–2.
 112. Crick F. Memory and molecular turnover. Nature. 1984;312:101.
 113. Holliday R. Is there an epigenetic component in long-term memory? J Theor Biol. 

1999;200:339–41.
 114. Levenson JM, O’Riordan KJ, Brown KD, Trinh MA, Molfese DL, Sweatt JD. Regulation of 

histone acetylation during memory formation in the hippocampus. J Biol Chem. 
2004;279:40545–59.

 115. Lubin FD, Roth TL, Sweatt JD. Epigenetic regulation of BDNF gene transcription in the 
consolidation of fear memory. J Neurosci. 2008;28:10576–86.

 116. Koshibu K, Gräff J, Beullens M, Heitz FD, Berchtold D, Russig H, et al. Protein phosphatase 
1 regulates the histone code for long-term memory. J Neurosci. 2009;29:13079–89.

 117. Koshibu K, Gräff J, Mansuy IM. Nuclear protein phosphatase-1: an epigenetic regulator of 
fear memory and amygdala long-term potentiation. Neuroscience. 2011;173:30–6.

 118. Maddox SA, Schafe GE. Epigenetic alterations in the lateral amygdala are required for recon-
solidation of a Pavlovian fear memory. Learn Mem. 2011;18:579–93.

 119. Fischer A, Sananbenesi F, Wang X, Dobbin M, Tsai L-H. Recovery of learning and memory 
is associated with chromatin remodelling. Nature. 2007;447:178–82.

 120. Guan J-S, Haggarty SJ, Giacometti E, Dannenberg J-H, Joseph N, Gao J, et al. HDAC2 nega-
tively regulates memory formation and synaptic plasticity. Nature. 2009;459:55–60.

 121. Gräff J, Joseph NF, Horn ME, Samiei A, Meng J, Seo J, et al. Epigenetic priming of memory 
updating during reconsolidation to attenuate remote fear memories. Cell. 2014;156:261–76.

 122. Nestler EJ, Hyman SE. Animal models of neuropsychiatric disorders. Nat Neurosci. 
2010;13:1161–9.

 123. Tsankova NM, Berton O, Renthal W, Kumar A, Neve RL, Nestler EJ. Sustained hippocampal 
chromatin regulation in a mouse model of depression and antidepressant action. Nat Neurosci. 
2006;9:519–25.

 124. Tsankova NM, Kumar A, Nestler EJ. Histone modifications at gene promoter regions in rat 
hippocampus after acute and chronic electroconvulsive seizures. J Neurosci. 
2004;24:5603–10.

 125. Renthal W, Maze I, Krishnan V, Covington HE, Xiao G, Kumar A, et al. Histone deacetylase 
5 epigenetically controls behavioral adaptations to chronic emotional stimuli. Neuron. 
2007;56:517–29.

 126. LaPlant Q, Vialou V, Covington HE, Dumitriu D, Feng J, Warren BL, et al. Dnmt3a regulates 
emotional behavior and spine plasticity in the nucleus accumbens. Nat Neurosci. 
2010;13:1137–43.

 127. Wilkinson MB, Xiao G, Kumar A, LaPlant Q, Renthal W, Sikder D, et al. Imipramine treat-
ment and resiliency exhibit similar chromatin regulation in the mouse nucleus accumbens in 
depression models. J Neurosci. 2009;29:7820–32.

A.A. Bartlett et al.



165

 128. Covington HE, Maze I, Sun H, Bomze HM, DeMaio KD, Wu EY, et al. A role for repressive 
histone methylation in cocaine-induced vulnerability to stress. Neuron. 2011;71:656–70.

 129. Maze I, Covington HE, Dietz DM, LaPlant Q, Renthal W, Russo SJ, et al. Essential role of 
the histone methyltransferase G9a in cocaine-induced plasticity. Science. 2010; 
327:213–6.

 130. Hunter RG, McCarthy KJ, Milne TA, Pfaff DW, McEwen BS. Regulation of hippocampal H3 
histone methylation by acute and chronic stress. Proc Natl Acad Sci U S A. 
2009;106:20912–7.

 131. Hunter RG, Murakami G, Dewell S, Seligsohn M, Baker ME, Datson NA, et al. Acute stress 
and hippocampal histone H3 lysine 9 trimethylation, a retrotransposon silencing response. 
Proc Natl Acad Sci U S A. 2012;109:17657–62.

 132. Lapp HE, Hunter RG. The dynamic genome: transposons and environmental adaptation in 
the nervous system. Epigenomics. 2016;8:237–49.

 133. Rusiecki JA, Chen L, Srikantan V, Zhang L, Yan L, Polin ML, et al. DNA methylation in 
repetitive elements and post-traumatic stress disorder: a case-control study of US military 
service members. Epigenomics. 2012;4:29–40.

 134. Patki G, Solanki N, Atrooz F, Ansari A, Allam F, Jannise B, et al. Novel mechanistic insights 
into treadmill exercise based rescue of social defeat-induced anxiety-like behavior and mem-
ory impairment in rats. Physiol Behav. 2014;130:135–44.

 135. Aguiar AS, Stragier E, da Luz SD, Remor AP, Oliveira PA, Prediger RD, et al. Effects of 
exercise on mitochondrial function, neuroplasticity and anxio-depressive behavior of mice. 
Neuroscience. 2014;271:56–63.

 136. Gray JD, Rubin TG, Hunter RG, McEwen BS. Hippocampal gene expression changes under-
lying stress sensitization and recovery. Mol Psychiatry. 2014;19:1171–8.

 137. Nasca C, Zelli D, Bigio B, Piccinin S, Scaccianoce S, Nisticò R, et al. Stress dynamically 
regulates behavior and glutamatergic gene expression in hippocampus by opening a window 
of epigenetic plasticity. Proc Natl Acad Sci U S A. 2015;112:14960–5.

 138. Li S, Papale LA, Kintner DB, Sabat G, Barrett-Wilt GA, Cengiz P, et al. Hippocampal 
increase of 5-hmC in the glucocorticoid receptor gene following acute stress. Behav Brain 
Res. 2015;286:236–40.

 139. Li S, Papale LA, Zhang Q, Madrid A, Chen L, Chopra P, et al. Genome-wide alterations in 
hippocampal 5-hydroxymethylcytosine links plasticity genes to acute stress. Neurobiol Dis. 
2016;86:99–108.

 140. Singewald N, Schmuckermair C, Whittle N, Holmes A, Ressler KJ. Pharmacology of cogni-
tive enhancers for exposure-based therapy of fear, anxiety and trauma-related disorders. 
Pharmacol Ther. 2015;149:150–90.

 141. De Berardis D, Orsolini L, Serroni N, Girinelli G, Iasevoli F, Tomasetti C, et al. A compre-
hensive review on the efficacy of S-Adenosyl-L-methionine in major depressive disorder. 
CNS Neurol Disord Drug Targets. 2016;15:35–44.

 142. Mischoulon D, Price LH, Carpenter LL, Tyrka AR, Papakostas GI, Baer L, et al. A double- 
blind, randomized, placebo-controlled clinical trial of S-adenosyl-L-methionine (SAMe) ver-
sus escitalopram in major depressive disorder. J Clin Psychiatry. 2014;75:370–6.

 143. Galizia I, Oldani L, Macritchie K, Amari E, Dougall D, Jones TN, et al. S-adenosyl methio-
nine (SAMe) for depression in adults. Cochrane Database Syst Rev. 2016;10:CD011286.

 144. Hunter RG, Gagnidze K, McEwen BS, Pfaff DW. Stress and the dynamic genome: steroids, 
epigenetics, and the transposome. Proc Natl Acad Sci U S A. 2015;112:6828–33.

 145. Ponomarev I, Wang S, Zhang L, Harris RA, Mayfield RD. Gene coexpression networks in 
human brain identify epigenetic modifications in alcohol dependence. J Neurosci. 
2012;32:1884–97.

 146. Hunter RG, Seligsohn M, Rubin TG, Griffiths BB, Ozdemir Y, Pfaff DW, et al. Stress and 
corticosteroids regulate rat hippocampal mitochondrial DNA gene expression via the gluco-
corticoid receptor. Proc Natl Acad Sci U S A. 2016;113:9099–104.

8 Anxiety and Epigenetics



166

 147. Du J, Wang Y, Hunter R, Wei Y, Blumenthal R, Falke C, et al. Dynamic regulation of mito-
chondrial function by glucocorticoids. Proc Natl Acad Sci U S A. 2009;106:3543–8.

 148. Hollis F, van der Kooij MA, Zanoletti O, Lozano L, Cantó C, Sandi C. Mitochondrial func-
tion in the brain links anxiety with social subordination. Proc Natl Acad Sci U S A. 
2015;112:15486–91.

 149. Widagdo J, Zhao Q-Y, Kempen M-J, Tan MC, Ratnu VS, Wei W, et al. Experience-dependent 
accumulation of N6-methyladenosine in the prefrontal cortex is associated with memory pro-
cesses in mice. J Neurosci. 2016;36:6771–7.

A.A. Bartlett et al.



Part III

Brain Disorders During Adulthood



169© Springer International Publishing AG 2017
R. Delgado-Morales (ed.), Neuroepigenomics in Aging and Disease, Advances  
in Experimental Medicine and Biology, DOI 10.1007/978-3-319-53889-1_9

J.M. Deussing, Ph.D. • M. Jakovcevski, Ph.D. (*) 
Department of Stress Neurobiology and Neurogenetics, Max Planck Institute of Psychiatry, 
Kraepelinstr. 2, 80804 Munich, Bavaria, Germany
e-mail: deussing@psych.mpg.de; mira_jakovcevski@psych.mpg.de

9Histone Modifications in Major 
Depressive Disorder and Related  
Rodent Models

Jan M. Deussing and Mira Jakovcevski

Abstract
Major depressive disorder (MDD) is a multifactorial disease, weakly linked to 
multiple genetic risk factors. In contrast to that, environmental factors and 
“gene × environment” interaction between specific risk genes and environ-
mental factors, such as severe or early stress exposure, have been strongly 
linked to MDD vulnerability. Stressors can act on the interface between an 
organism and the environment, the epigenome. The molecular foundation for 
the impact of stressors on the risk to develop MDD is based on the hormonal 
stress response itself: the glucocorticoid receptor (GR, encoded by NR3C1). 
NR3C1 can directly interact with the epigenome in the cell nucleus. Besides 
DNA methylation, histone modifications have been reported to be crucial tar-
gets for the interaction with the stress response system. Here, we review criti-
cal findings on the impact of the most relevant histone modifications, i.e. 
histone acetylation and methylation, in the context of MDD and related ani-
mal models. We discuss new treatment options which have been based on 
these findings, including histone deacetylase inhibitors (HDACis) and drugs 
targeting specific histone marks, closely linked to psychiatric disease. In this 
context we talk about contemporary and future approaches required to fully 
understand (1) the epigenetics of stress-related disease and (2) the mode of 
action of potential MDD drugs targeting histone modifications. This includes 
harnessing the unprecedented potentials of genome-wide analysis of the epig-
enome and transcriptome, in a cell type-specific manner, and the use of epig-
enome editing technologies to clearly link epigenetic marks on specific 
genomic loci to functional relevance.
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9.1  Introduction

Major depressive disorder (MDD) is a highly prevalent and debilitating disorder 
with a high risk of treatment resistance and reoccurrence of relapse episodes there-
fore not only causing human suffering and loss of individual life quality but also 
laying a major burden on affected families and society. All of which make the search 
for better treatment options inevitable [1–4].

Clinical and scientific classifications of MDD comprise a wide range of typical 
depressive symptoms such as overwhelming sadness and despair in conjunction 
with sleep disturbance and secondary cognitive difficulties. These symptoms pres-
ent with different severity and may belong to diverse disease trajectories [5, 6], 
which makes the classification of this multifactorial disease very complex. Among 
the different factors implicated in the pathogenesis of MDD is an array of various 
risk genes for which point mutations have been linked to the disease in gene asso-
ciation studies [7–9]. For MDD these associations are rather weak to moderate 
which might be partially explained by the fact that MDD is in stark contrast to 
monogenetic disease likely to be caused by an entire set of genes. Yet, a confound-
ing variable that could interfere with the low significance of previous data may be 
the lack of stratification of cohorts, e.g. by age of disease onset [9]. On the other 
hand, there is no doubt that the vulnerability to develop MDD is closely linked to 
environmental factors. Here, the experience of severe stress such as early childhood 
trauma or traumatic events later in life presents the most important environmental 
variable [10, 11]. Stressors may then interact with MDD risk genes through activa-
tion of the stress response system. Thus, the impact of “gene x environment” inter-
actions is likely to account for the weak genetic associations for MDD and be causal 
for the poor to missing heritability of the disease [8, 12] as supported by results 
from epidemiological twin studies [13, 14].

9.2  Stress Response and Epigenetics

Typically, stressors activate the hypothalamus–pituitary–adrenal (HPA) axis to 
allow the organism to cope with the stressor by releasing cortisol which helps the 
body to mobilize energy. After the stressor has ceased, negative feedback mecha-
nisms will bring back the HPA axis to baseline resting levels [15–17]. It may not 
come as a surprise that point deletions/mutations and/or related expression levels of 
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genes that are involved in the regulation of the HPA axis have been stronger associ-
ated with depression-related disease. Among them are key components of the HPA 
axis such as the corticotropin-releasing factor (CRF, encoded by CRH) which is 
released upon stress exposure from hypothalamic structures and its type 1 receptor 
(CRHR1) [18–20]. Likewise, a strong association with MDD has been reported for 
the glucocorticoid receptor (GR, encoded by NR3C1, [21, 22]). Interestingly, 
NR3C1 is not only the major receptor for the glucocorticoid cortisol, but can act as 
a transcription factor that shuttles upon activation, e.g. during stress response, from 
the cytoplasm to the nucleus [23]. Since transcription factors can mediate the 
expression of multiple genes, either directly or by changing the chromatin structure 
and histone landscape, the pivotal role of NR3C1 in stress response might be causal 
for the diverse number of different MDD-associated genes. Furthermore, the weak 
associations of each of the risk genes with the disease might be explained by the fact 
that most studies did not take stress exposure as a potential mediator of gene expres-
sion and MDD development into account. Importantly, beyond its role in transcrip-
tional regulation, based on its function as a transcription factor, NR3C1 has been 
reported to interact with and shape the histone landscape [24, 25]. The close interac-
tion of the stress response system with the histone landscape builds one of the 
molecular platforms for the interaction of the environment with the (epi)genome of 
an organism (Fig. 9.1). Therefore, stressors, mostly either severe, repeated ones or 
when the stress exposure is experienced in specific vulnerable developmental peri-
ods such as early childhood, leave “epigenetic scars”. Such molecular scars may, 
either when they accumulate or when they occur in combination with mutations on 
MDD risk genes, set off the molecular and behavioural disease trajectory.

9.3  The Histone Landscape

Before reviewing studies supporting the idea that stress and the histone landscape 
do interact, we will summarize the key principles of histone modifications. Basically, 
modifications to the histone landscape may change gene expression by changing the 
conformation of chromatin in the cell’s nucleus. Chromatin is composed of DNA 
and histone proteins, with the smallest unit being the nucleosome. The nucleosome 
consists of an octamer of the four different histone proteins (histones H2A, H2B, 
H3 and H4) which are represented in two copies each. An approximately 147-base 
pair long segment of DNA is wrapped around these histone proteins [26]. The his-
tone proteins are equipped with histone tails that can be chemically modified which 
in turn changes the conformation of the chromatin, with the two extreme conforma-
tion states of open chromatin (“euchromatin”) or condensed chromatin (“hetero-
chromatin”), either allowing for or hampering transcription. Histone modifications 
such as histone methylation or acetylation on specific lysines are either associated 
with active/open or silenced/closed chromatin [27]. Histone acetylation is mostly 
linked to active transcription, while the vast majority of histone methylation marks 
are linked to repression of transcription. All of these histone lysine modifications 
are mediated enzymatically by histone lysine deacetylases (HDAC/KDAC and 
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Fig. 9.1 (a) Molecular impact of stressors for the development of major depressive disorder 
(MDD). Exposure to stressors is considered to be the important switch which might determine 
if a person with a single-nucleotide polymorphism (SNP) in a risk gene will develop MDD. In 
rodent models of MDD, chronic stressors are used to induce depression-like phenotypes. These 
models allow us to study molecular aspects of the stress response and treatment strategies in a 
systematic manner. The cartoon on the left side of the panel illustrates the basics of the molecu-
lar stress response. Upon stress exposure, corticosterone is released from the adrenal glands 
into the bloodstream and gets transported throughout the body, including the brain. In the brain, 
corticosterone enters neural cells and binds to glucocorticoid receptors (GRs, encoded by 
Nr3c1) in their cytoplasm. Once corticosterone is bound to GR, the complex will be translo-
cated into the cell nucleus, where GR/Nr3c1 functions according to its role as a transcription 
factor and interacts with the epigenome. Depending on the duration and intensity of the stressor, 
this interaction will cause transient to long-lasting changes to the epigenome, including a set of 
different histone modifications. (b) Acetylation (yellow lollipop symbols) and methylation 
(green lollipop symbols) of lysines on histones H3 (upper cartoon, blue) and H4 (lower cartoon, 
green) are the best studied histone modifications with respect to MDD, its treatment and rele-
vant mouse models. (c) Since histone modification profiles are typically cell type-specific, 
future studies will need to address this aspect by probing the histone landscape using chromatin 
immunoprecipitation (ChIP) in conjunction with next-generation sequencing in specific cell 
types. It will be of high interest to compare these data sets with the related transcriptome data 
in the same specific cell type to test if the genome-wide histone and transcriptional signatures 
might overlap better than in data sets derived from mixed tissues
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sirtuins), histone lysine acetyltransferases (HAT/KAT) and histone lysine methyl-
transferases (HMT/KMT) and histone lysine demethylases (HDM/KDM). 
Obviously, depending on the combination of different histone marks (“histone 
code”) on a defined genomic locus, the chromatin conformation will be in permis-
sive, silenced or poised states [28].

9.4  Histone Modifications and MDD

When stressors interact now via the release of glucocorticoids and activation of 
glucocorticoid receptors with histones, this may indeed modify the histone land-
scape and thus the epigenome. To what extent that occurs in animal models of MDD 
or in MDD patient brains will be discussed in the following sections of this review, 
along with findings on how histone modifications relate to changes in gene expres-
sion and ultimately to adaption or maladaptation of the organism to the stress 
exposure.

9.4.1  Findings from Animal Models of MDD

The connection between stress, depression-related symptoms and histone modifica-
tions can be studied in a very controlled manner in animal models. Here, rodents are 
exposed to different forms of stressors which induce anxiety and depression-related 
behaviour, learned helplessness and anhedonia. Another common type of study in 
the field is the analysis of behavioural and molecular effects following antidepres-
sant treatment in either naïve or previously stressed animals. Using similar strate-
gies, earlier studies demonstrated a bidirectional relationship between histone 
modifications in rodent models of MDD and MDD treatment strategies. For exam-
ple, in rats that had been treated with experimental electroconvulsive therapy, a 
treatment option effective in human patients with severe treatment-resistant MDD, 
upregulation of the antidepressant neurotrophin Bdnf (brain-derived neurotrophic 
factor) was accompanied by changes in global histone 3 (H3) and histone 4 (H4) 
acetylation at Bdnf promoters [29]. Comparable effects on mRNA levels of Bdnf 
were achieved by treatment of chronically stressed mice with the antidepressant 
drug imipramine [30]. Vice versa, reduced hippocampal mRNA levels of Bdnf and 
a reduction of global histone H3 and histone H4 acetylation at Bdnf promoters were 
reported after stress exposure [31]. Similar results have been demonstrated using 
different stress protocols and testing other brain regions. For instance, chronic social 
defeat stress increases H3 acetylation in the nucleus accumbens (NAc, [32]) and in 
the infralimbic medial prefrontal cortex [33]. Besides global levels of acetylation on 
histone H3, also changes on bulk acetylation levels for more specific histone modi-
fications were demonstrated after stress exposure. Regulation of histone H3 lysine 
14 acetylation (H3K14ac) levels [32] or histone H4 lysine 12 acetylation (H4K12ac, 
[34]) and acetylation of several other lysines (5, 8, 16) on histone H4 [35] have been 
reported after chronic social defeat stress. Interestingly, histone-modifying enzymes 
involved in the regulation of acetylation such as histone deacetylases [30, 32, 36], 
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sirtuins [37] and histone acetyltransferases [38] accompanied the changes in global 
and bulk histone acetylation levels.

Likewise, in parallel to prominent findings for acetylation, an important role for 
histone methylation and related enzymes has been reported. Jiang et al. [39] demon-
strated that overexpression of the histone methyltransferase Setdb1 in the mouse 
forebrain led to an antidepressant phenotype, including decreased anhedonia, 
decreased learned helplessness and reduced levels of depression-like behaviour in 
the tail suspension and forced swim tests. Resonating well with these findings, 
expression levels of the histone methyltransferase G9/Ehmt2, associated like Setdb1 
with methylation of histone H3 lysine K9 (H3K9meX), were downregulated after 
chronic stress [40]. Furthermore, levels of G9/Ehmt2 were demonstrated to deter-
mine the intensity of stress reactivity in a bidirectional manner, with low levels 
being linked to higher stress reactivity and high levels correlating with stress resil-
ience [41]. Interestingly, Uchida et al. [36] reported that increased levels of pan 
histone acetylation on the Gdnf (glial cell-derived neurotrophic factor) promoter, 
induced by chronic mild stress, were accompanied by reduced levels of the repres-
sive mark histone H3 lysine 27 trimethylation (H3K27me3) and the active methyla-
tion mark histone H3 lysine 4 trimethylation (H3K4me3). These results indicate 
that it may be important to consider the analysis of both, histone acetylation and 
methylation, in parallel.

9.4.2  Similar Findings in Human Post-mortem Brain of MDD 
Patients

A few studies have addressed histone modifications or the expression of histone- 
modifying enzymes in human post-mortem brains of MDD patients. Robison 
et al. [42] demonstrated reduced global/pan histone H3 acetylation at the cal-
cium-/calmodulin-dependent protein kinase II alpha (CaMK2A) promoter in the 
nucleus accumbens (NAc) of MDD patients that had been on antidepressant 
medication with the selective serotonin reuptake inhibitor (SSRI) fluoxetine at 
the time of death. Consistent with a decrease in this active histone modification 
on the CaMK2A, important for synaptic plasticity, these findings were accompa-
nied by reduced mRNA expression levels of CaMK2A and increased occupation 
levels of the repressive histone mark H3 lysine 9 dimethylation (H3K9me2). 
Since SSRI treatment led to the same paradoxical downregulation of Camk2a in 
the mouse model, the effects are likely to be attributed to the medication [42]. In 
a similar study design, RAC1, a small Rho GTPase crucial for synaptic structure 
and typically downregulated by chronic social defeat stress in the mouse, was 
found to be downregulated on the mRNA level in the NAc of nonmedicated 
MDD post-mortem brain. This reduction of RAC1 mRNA correlated well with a 
reduction in histone H3 pan acetylation and an increase in the repressive mark 
histone H3 lysine K27 trimethylation (H3K27me3) [43]. Several studies report 
changes in histone modifications in the prefrontal cortex (PFC) in post-mortem 
tissue of depressed patients. The active mark H3K4me3 (histone H3 lysine 4 
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trimethylation) was increased at the promoters of several synapsin genes 
(SYN1a,b, SYN2b) in conjunction with upregulation of the related mRNAs in 
PFC of depressed patients which died by suicide [44]. In another cohort of sui-
cide victims, diagnosed with major depression, which either had a history of 
antidepressant medication or did not undergo any MDD medication, BDNF 
mRNA was shown to be downregulated in non-treated subjects with MDD, 
whereas it was upregulated following antidepressant medication. Compared to 
the non-treated subjects, MDD patients with medications had a lower occupation 
of the respective BDNF promoter with the repressive histone mark H3K27me3 
[45]. It should be noted that these results perfectly reflect aforementioned results 
on Bdnf expression levels after stress exposure and antidepressant treatment in 
the rodent model. Likewise, differential expression levels of histone deacetylases 
were found in post-mortem brain of patient with MDD [32, 46].

9.4.3  Therapeutic Implications

Studies either in mouse models or in human post-mortem brain have linked both 
histone acetylation and histone methylation to stress exposure or MDD. Quite a few 
researchers characterize their genomic loci of interest more vigorously by investi-
gating several different histone modifications including histone methylation and 
acetylation. Therefore, treatment options targeting both histone methylation and 
acetylation are well conceivable. However, not too many studies have investigated 
the relevance of levels of histone methyltransferases and other enzymes important 
for histone methylation levels in stress response and MDD, in contrast to the num-
ber of studies on depression-related regulation of HDACs. Similarly, studies on 
transgenic mice testing the effects of expression levels for histone methyltransfer-
ases on stress vulnerability are rather sparse. Interestingly, Wei et al. [40] suggested 
that the regulation of the methyltransferase G9/Ehmt2, at least in their study, was a 
secondary effect due to upregulation of the histone deacetylase Hdac2. We recently 
reported that neuronal levels of the histone methyltransferase Mll1, a methyltrans-
ferase relevant for maintenance of H3K4me levels [47], are critical for dopaminer-
gic signalling in the mouse forebrain and nucleus accumbens formation and convey 
a phenotype consistent with increased anxiety, but not depression-like behaviour 
[48]. This study supports the view that histone methylation-based drugs, such as 
those targeting Mll1, might be promising at least for treatment of anxiety disorders 
[48]. One could speculate that other histone methylation targets may have some 
merits in treating depression-like phenotypes. Nevertheless, potential drugs target-
ing histone methylation are not yet as readily available as drugs that act on histone 
deacetylase enzymes.

Therefore, it might not come as a surprise that targeting histone acetylation has 
become the epigenetic treatment approach of choice. Different histone deacetylase 
inhibitors with variable pharmacokinetics and affinities for the 11 different histone 
deacetylases (HDAC1–11) are readily available and have been tested for their anti-
depressant properties in animal models of MDD. Treatment of rats that had been 
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raised under the adverse conditions of limited maternal care, a model for early 
childhood trauma and neglect in humans, with the histone deacetylase inhibitor 
trichostatin A ameliorated the anxiety behaviour, typically seen in adult animals 
[49]. Similar antidepressant effects of HDACis have been observed after chronic 
restraint stress in adult mice [50]. Here, anhedonia as measured in the sucrose pref-
erence test, depression-like behaviour (tail suspension test) and anxiety (light/dark 
test) had been rescued after treatment with sodium butyrate. Likewise, a comparable 
rescue was observed after treatment with the histone deacetylase inhibitor MS-275 in 
mice after social defeat stress [32]. Moreover, in conjunction with antidepressant 
drugs, i.e. sodium butyrate together with the selective serotonin reuptake inhibitor 
(SSRI) fluoxetine [51] or trichostatin A in combination with fluoxetine [52], it 
decreased depression-like behaviours, suggesting the use of HDACis as a valuable 
add-on therapy.

Since similar changes to the histone landscape and to related histone modify-
ing enzymes have been reported in human post-mortem brain and in mouse models, 
and the effectiveness of HDACis has been tested in animal models of depression, 
the use of HDACis in severe or treatment-resistant depression in patients has been 
proposed [53].

9.5  Where Do We Go from Here?

At present HDACis might be only a treatment option for severe MDD. In contrast, 
valproic acid, which largely functions as an HDACi, is commonly used in therapy 
of bipolar disorder [54, 55] and thus may indeed improve depression-related symp-
toms in patients. However, at present, available HDACis might still be too unspe-
cific and have side effects, and many have unknown off-targets [55, 56]. Nevertheless, 
targeting histone acetylation in the treatment of MDD has not only opened new 
avenues to a better understanding of the pathophysiology of stress-related disorders 
but might as well be a promising treatment strategy. Now, it will be important to find 
the essential molecular mechanisms of how HDACis work to reduce off-targets 
through increased specificity. This task will add multiple levels of complexity to 
studies addressing histone modifications in the context of stress and MDD. Future 
studies need to:

 1. Validate the importance of single or a combination of multiple histone deacety-
lases for the stress response to target the right HDACs with the specific 
inhibitor.

 2. Identify the brain regions where HDACs are changed the most after stress expo-
sure or in MDD.

 3. Profile the epigenetic landscapes in MDD more vigorously.
 4. Identify the major cell types undergoing expression changes of HDACs and tran-

scriptomic and epigenomic remodelling.
 5. Test functionality of the histone landscape for MDD phenotypes and probe 

whether HDACis can reinstate a proper histone landscape.
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Extended validation of single or multiple HDACs in their function for shap-
ing the stress response can be achieved by testing knockout mouse models for 
their susceptibility to react to the impact of stress exposure. Mapping of the 
distribution of HDACs in MDD and after stress response in the human or mouse 
brain can be orchestrated by standard gene expression profiling techniques in 
post-mortem brain or novel imaging approaches using radioactively-labelled 
HDAC inhibitors in the living brain [57]. In the following paragraphs, we will 
elaborate on how future genome-wide profiling of the epigenome in a preferen-
tially cell type-specific manner will be useful in understanding MDD and stress-
related pathologies. Ultimately, those findings might largely contribute to the 
development of more refined drugs targeting the relevant histone marks in the 
most defected cell types. Similarly, testing the actual functional relevance of 
specific histone marks at defined loci with epigenome editing-based strategies 
will contribute at large to this aim.

9.5.1  Genome-Wide Profiling of the Epigenetic Landscape 
in MDD and Related Models

With the availability of next-generation sequencing technologies for genome-wide 
analyses of the epigenome and the transcriptome, we got the right tools to study a 
multifactorial disease like MDD.

Here, a complete picture of which genes are deregulated after stress exposure in 
the animal model or in post-mortem brain of patients with MDD and which histone 
marks show differential occupation on which genes in MDD patients and in the 
related animal model may be revealed. Besides these obvious characterizations, it is 
important to connect the two layers of analysis to understand the mechanisms 
behind the transcriptional changes and to understand if all of the changes on the 
epigenome are directly related to gene expression changes. A few studies have used 
these techniques to either map the histone landscape for specific acetylation or 
methylation marks after chronic social defeat stress [58] or to profile the transcrip-
tome after stress exposure [59]. However, it is more than obvious, even though both 
data sets are from the same lab, investigate changes in the same brain region and are 
even stratified by stress resilient and susceptible animals, that transcriptional 
changes only sparsely overlap with the epigenetic histone profile. This is surprising, 
since early studies (reviewed above in this chapter) were suggesting that acetylation 
changes and mRNA expression changes of the specific gene showcased in each 
study were perfectly matching. Likewise, it is interesting that the overlap between 
transcriptional and histone profile changes did not correlate better at any of the 
investigated time points after stress exposure. The authors screened gene expression 
changes after acute or chronic social defeat stress and after exposure to a combina-
tion of both. This finding is highly interesting, since one might hypothesize that 
either gene expression changes and changes to the histone landscape might corre-
late already at baseline or, in contrast to that, the epigenetic landscape might be 
primed by chronic stress for transcriptional changes in response to future acute 
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stress events. Without doubt, the relationship between stress-induced transcriptional 
changes and the epigenome might be more complex, and we may lack a few layers 
in our current analysis. It has been demonstrated that specific combinations of his-
tone modifications might be a good predictor of gene expression, e.g. the analysis of 
the active marks H3K4me1 (histone H3 lysine 4 mono-methylation) and H3K27 
acetylation in combination with the repressive mark H3K27me3 (histone H3 lysine 
4 trimethylation) has been shown to indicate if a gene is in active, silenced or poised 
state [60]. Such an approach will also be very promising for the investigation of the 
relationship between gene expression and the epigenome in stress response and 
MDD to identify the transcripts that really matter.

9.5.2  Cell Type-Specific Changes

One of the most striking characteristics of epigenetic mechanisms is their cell type 
specificity. In particular both the expression of histone-modifying enzymes and epi-
genetic signatures differ between cell types in the nervous system ([61–64]). This is 
of high relevance in the context of MDD, since other cell types than neurons, includ-
ing microglia and astrocytes, contribute to the stress response and likely to MDD 
pathology [65–67]. Similarly, antidepressants target different cell types in the brain 
[65, 67, 68].

There is no doubt that research into epigenetics of depression will greatly profit 
from a cell type-specific approach, including the analysis of the epigenome and the 
respective transcriptome in selected cell types (Fig. 9.1). Specific methodology may 
comprise the analysis of FACSorted (fluorescence-activated cell sorting) nuclei for 
epigenome profiling and the use of antibody-based cellular panning [69, 70], genetic 
tagging of RNA in specific cell types or single-cell RNA sequencing to analyse cell 
type-specific transcriptomes [64, 71–73]. These findings will greatly promote the 
understanding of the connection between histone modifications and transcription. 
Given that epigenetic mechanisms and adaptive/maladaptive changes in stress- 
related disorders are cell type-specific, it is well conceivable that in the common 
bulk analysis of brain tissue, we may lose resolution in the analysis of the epig-
enome and the transcriptome and miss potential changes in either parameter and 
might overlook an overlap between both. Most importantly, fine mapping of molec-
ular changes implicated in stress response and MDD will refine the development of 
drugs targeting epigenetic changes more specifically with less side effects.

9.5.3  Testing Functionality of Changes to the Epigenome

Finally, it will be important to test whether changes to the epigenome are indeed 
functional for depression-related phenotypes. With the development of novel muta-
genesis tools such as CRISPR-Cas9 (clustered regularly interspaced short palin-
dromic repeats) or TALENs (transcription activator-like effector nucleases), 
epigenome editing has evolved into a realistic option to test true causality in the 
mouse model. To date, a number of histone marks can be specifically edited, 
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including the repressive mark H3K9me3 [74] and the active marks H3K27ac [75] 
and H3K4me2 [76] among others. Typically, most of these studies were initially 
established in defined cell culture systems, but there are good reasons to apply simi-
lar tools in vivo. Heller et al. [77] successfully targeted the active marks H3K9/
K14ac and the repressive mark H3K9me2 at the Cdk5 (cyclin- dependent kinase 5) 
locus in the mouse nucleus accumbens using a zinc finger protein (ZFP)-based engi-
neering method employing transcription factors to edit the histone mark of interest. 
Authors delivered the construct into the mouse brain using a viral vector and tested 
the mice, among other behaviours, for their resilience towards social defeat stress 
which was found to be increased when Cdk5 was equipped with higher levels of the 
H3K9/K14 acetylation mark. Similarly, same authors successfully edited in an ear-
lier study the Fosb promoter in the same brain region using a comparable approach. 
Here, an H3K9me2 occupation increase at the selected Fosb locus was causal for a 
more pro-depressant phenotype [78]. Both studies strongly suggest functionality of 
the histone marks at the tested loci. The next step would be to test functional histone 
modifications for more loci and probe if those may get targeted by novel HDACis.

9.6  Outlook and Perspective

While basic mechanisms of a strong interconnection between stress responses, 
stress-related disease such as MDD and histone modifications have been demon-
strated, safe treatment strategies based on epigenetic mechanisms are not estab-
lished to date. Authors demonstrated in this review multiple avenues that will be 
crucial for translating epigenetic findings into actual drugs with significantly 
reduced side effects. In summary, future research will need to address true func-
tional connections between gene expression, histone modifications and MDD and/
or stress response.
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DNA Methylation in Major Depressive 
Disorder
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Abstract
Epigenetic mechanisms regulate gene expression, influencing protein levels and 
ultimately shaping phenotypes during life. However, both stochastic epigenetic 
variations and environmental reprogramming of the epigenome might influence 
neurodevelopment and ageing, and this may contribute to the origins of mental 
ill-health. Studying the role of epigenetic mechanisms is challenging, as geno-
type-, tissue- and cell type-dependent epigenetic changes have to be taken into 
account, while the nature of mental disorders also poses significant challenges 
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for linking them with biological profiles. In this chapter, we summarise the cur-
rent evidence suggesting the role of DNA methylation as a key epigenetic mech-
anism in major depressive disorder.

Keywords
Epigenetics • DNA methylation • Major depressive diorders • Antidepressants

Major depressive disorder (MDD) is a prevalent mood disorder characterised by 
persistent low mood accompanied by significant morbidity and mortality. The life-
time prevalence of MDD is 15–20% and women suffer from MDD about twice 
more often than men [1]. MDD is a complex multifactorial disorder, with both 
genetic and environmental factors playing an important role in its development. The 
heritability is estimated to be approximately 37%, and numerous links have been 
made between genetic variation and clinical depression [2]. However, DNA 
sequence variations cannot fully explain the susceptibility to MDD as detecting 
strong and replicable genetic associations with the development and course of clini-
cal depression have proven difficult. Moreover, exposure to known environmental 
risk factors for MDD such as childhood adversities does not always generate the 
disorder. Therefore, the development and course of MDD are thought to be explained 
by gene-environment (GxE) interactions, where the effect of the environment 
depends on a person’s genotype or, equivalently, the effect of a person’s genotype 
depends on the environment [3]. Thus, it can be suggested that individuals geneti-
cally vulnerable to mental illness might undergo structural brain changes, imbal-
ances in multiple neurotransmitter systems, alterations in neurotrophic signalling, 
and neuroendocrine abnormalities when exposed to harmful environmental factors 
at critical times during neurodevelopment.

A consistent line of evidence in human and rodent studies has shown that envi-
ronmental factors regulate gene transcription and epigenetic mechanisms emerged 
as prime candidates for mediating GxE interactions in several brain regions [4]. In 
this chapter, we focus on DNA methylation, representing the most studied epigen-
etic mechanisms in psychiatric research. We will first summarise the current stage 
of knowledge within this field indicating the potential contribution of DNA meth-
ylation to MDD and discuss the results of the most replicated human studies on 
DNA methylation alterations in relation to environmental exposures associated with 
MDD. Finally, we will discuss the current challenges and perspectives in the field of 
epigenetic research on MDD.

10.1  DNA Methylation and MDD

Several methods have been applied to investigate MDD-associated and stress- 
induced alterations in DNA methylation. In the following sections, we will discuss 
the observed candidate and methylome-wide associations in MDD.
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10.1.1  Candidate Gene Studies

Most DNA methylation studies thus far used candidate gene approaches. 
Impairments in stress response pathways, neurotrophic signalling and monoaminer-
gic systems are well-known processes involved in the pathogenesis of 
MDD. Therefore, the focus of candidate gene methylation studies was predomi-
nantly on the promoter sequences of genes involved in these biological pathways. 
Here, we will address a selection of the main findings of the first studies on candi-
date genes implicated in MDD.

10.1.2  Stress Reactivity Genes

Given the role of the hypothalamic-pituitary-adrenal (HPA) axis and early life expe-
riences and the aetiology of MDD, a series of studies investigated the DNA meth-
ylation patterns of the NR3C1 gene. NR3C1 encodes the glucocorticoid receptor 
(GR), which is known for its regulatory role in dampening the activity of the HPA 
axis. Environmental reprogramming of NR3C1 gene expression has been shown in 
both the brain and periphery. Both human and rodent studies suggested that early 
life trauma is associated with significant hypermethylation in the promoter region of 
the alternate exon 1F (humans) or 17 (rodents) within the hippocampus and, subse-
quently, reduced GR expression [5, 6]. Increased methylation levels of the NR3C1 
promoter have been reported in lymphocytes of newborn prenatally exposed to 
maternal depression [7, 8]. One study examined a functional association between 
methylation statuses of NR3C1 gene promoter and cortisol as the end product of the 
stress pathway. A decreased cortisol response to the dexamethasone/corticotropin- 
releasing hormone (CRH) test was associated with increased methylation levels 
exon 1F NR3C1 gene promoter in leukocytes [9].

FK506-binding protein 5 (FKBP5), a member of the immunophilin protein fam-
ily, functionally interacts with GRs and is linked to environmental stress exposure 
and MDD. FKBP5 protein reduces glucocorticoid-binding affinity [10], while cor-
tisol and its binding to GR induce FKBP5 expression [11]. Several studies have 
shown the interactive effects of polymorphisms in FKBP5 and early life adversities 
predicting MDD [12]. Decreased allele-specific methylation of FKBP5 has been 
observed in peripheral blood cells of subjects who have experienced childhood 
abuse, whereas a similar effect has been observed in a neuronal progenitor cell line 
after exposure to GR agonists [13].

10.1.3  Neurotrophic Signalling Genes

Brain-derived neurotrophic factor (BDNF) is a member of the neurotrophin family 
and has been shown to regulate the development, plasticity and survival of dopami-
nergic, cholinergic and serotonergic neurons. The neurotrophic hypothesis of 
depression suggests that low levels of BDNF, concomitant with reduced neuronal 
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and synaptic plasticity, are associated with clinical depression [14]. The BDNF pro-
tein is abundant in the brain and periphery and known to be able to cross the blood- 
brain barrier [15]. Chronic stress-induced decreases in BDNF and, in particular, 
antidepressant-induced increases in BDNF have been extensively studied in relation 
to the development and course of MDD [16]. Therefore, the correlation between 
BDNF methylation status and MDD has already been a focus of interest for years 
[17]. Differential regulation of BDNF exons I, IV and IX expression has been 
reported repeatedly, accompanied by changes in (allele-specific) DNA methylation 
of the corresponding promoters within various brain regions as well in the blood of 
patients with MDD [18]. The majority of studies have found increased methylation 
levels at different loci within the BDNF gene in MDD patients compared to controls 
in both brain and the periphery [19]. However, the direction of the effects is not 
always congruent [20].

To explore the functional relevance of DNA methylation variation and MDD, 
some studies examined the association between DNA methylation at the BDNF 
gene and structural changes in the brain of MDD patients. As such, in patients with 
MDD, the prefrontal and occipital cortices have been indicated as regions in which 
BDNF promoter hypermethylation is associated with reduced cortical thickness 
[21]. Another study showed a correlation between BDNF promoter hypermethyl-
ation and reduced white-matter integrity in individuals with MDD [22]. Significant 
associations have been found between BDNF promoter VI hypermethylation and a 
history of suicidal attempts and suicidal ideation [23]. In two subsequent studies, 
the same group found a significant association between BDNF promoter VI meth-
ylation levels and late-life depression [24], as well as depression related to breast 
cancer [25].

Methylation status of BDNF promoters has also been studied as a predictor for 
antidepressant treatment. Differential methylation of BDNF promoter I was 
observed when comparing responders and nonresponders to electroconvulsive ther-
apy (ECT) [26]. Likewise, the methylation state of a CpG site within the exon IV 
promoter region of BDNF has been suggested to predict responses to antidepressant 
pharmacotherapy [27].

10.1.4  Monoaminergic Transporter Genes

The monoamine hypothesis of depression highlights the importance of serotonin 
(5-HT) turnover and transmission in synaptic cleft in the pathophysiology of 
major depression [28]. In particular, genetic variation in SLC6A4, the gene 
encoding the serotonin transporter (5-HTT or SERT), is a well-known candidate 
gene studied in MDD. 5-HTT is responsible for the reuptake of 5-HT into the 
presynaptic neuron and the primary target of antidepressants to normalise 5-HT 
levels and, consequently, the clinical symptoms of depression. SLC6A4 poly-
morphisms and their interaction with environmental stress have been studied 
extensively in association with MDD [29]. However, studies on the link between 
genetic variation of SLC6A4, life events and MDD are characterised by 
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inconsistent findings, which may be partly explained by the additional and pos-
sibly interdependent role of epigenetic variation. Hypermethylation in the pro-
moter region of SLC6A4 in lymphoblast cell lines was accompanied by lower 
gene expression and associated with vulnerability to MDD, concomitant with a 
complex interaction with genetic variation in SLC6A4 [30]. Clearly, these find-
ings await replication.

Increased buccal cell methylation levels have been observed in short-allele 
carriers of the SLC6A4 gene in association with depressive symptoms [31]. In 
addition, increased SLC6A4 promoter methylation status was significantly asso-
ciated with childhood adversities, a family history of depression, but not antide-
pressant treatment outcomes [32]. However, another study showed that lower 
average SLC6A4 CpG methylation was associated with an impaired antidepres-
sant treatment response [33]. Thus far, all studies with regard to the association 
between DNA methylation within the SLC6A4 gene have been performed on 
peripheral blood tissues. A number of studies have examined the association 
between SLC6A4 promoter methylation and structural and functional changes in 
the brain. Using positron emission tomography (PET), decreased 5-HT synthesis 
in the orbitofrontal cortex was shown to be correlated to increased SLC6A4 pro-
moter methylation [34]. In addition, increased methylation of the SLC6A4 pro-
moter has been shown to be associated with increased hippocampal volume 
assessed by voxel-based morphometry [35]. Increased SLC6A4 methylation has 
furthermore been associated with childhood trauma and decreased hippocampal 
volume [36].

10.2  Methylome-Wide Association Studies

Methylome-wide association studies (MWAS) using different platforms have 
shown distinguished patterns of DNA methylation in MDD (see Table 10.1). A 
study comparing post-mortem frontal cortex tissue from MDD patients and healthy 
controls identified 224 differentially methylated regions (DMRs). These regions 
were highly enriched for genes involved in neuronal growth and development. 
However, the technique that has been used to measure the methylation levels for 
this study could not provide information at a single CpG resolution [37]. Another 
MWAS on the prefrontal cortex of suicidal completers with depression and sudden 
death controls showed 115 DMRs mainly related to astrocytic functioning [38]. 
Findings from MWAS performed on blood samples of individuals with a lifetime 
history of depression compared to nondepressed controls provided evidence for the 
involvement of inflammatory pathways previously implicated in depression [39]. 
Another genome-wide DNA methylation profiling of peripheral leukocytes of 
medication-free MDD patients identified 363 hypomethylated CpG sites [40]. In 
this study, three CpG sites residing in DGKH, GSK3B and SGK1 genes have been 
previously implicated in MDD, and they could show a significant inverse correla-
tion between GSK3B promoter DNA methylation and expression. A methylome-
wide study that incorporated an environmental risk factor reported an association 
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Table 10.1 Summary of MWAS and twin studies

References
Study 
characteristics Tissue type Platform Main findings

[39] 33 lifetime 
history of 
MDD, 67 C

Peripheral 
blood

HM27 – Increased methylation 
in genomic regions related 
to brain development while 
decreased methylation in 
regions related to 
lipoprotein

[37] 39 MDD, 26 C Post-mortem 
frontal cortex

CHARM (3.5 
million CpGs)

– 224 candidate regions 
with methylation 
differences more than 
10%. PRIMA1: the best 
replicated and validated

[38] Discovery
76 MDD, 45C;
replication 
cohort: 22 
MDD,17 C

Prefrontal 
cortex

MBD2- 
Sequencing

– GRIK2 and BEGAIN 
as the two most 
differentially methylated 
regions (DMRs) between 
suicide completers and 
sudden death control

[40] 20 medication- 
free patients 
with MDD and 
19 C
Replication: 12 
medication-free 
patients with 
MDD, 12 C

Peripheral 
leukocytes

HM450 – A significant inverse 
correlation between the 
GSK3B promoter DNA 
methylation and 
expression was observed

[41] 94 maltreated 
children (35% 
with MDD),  
96 C

Saliva HM450 – 3 genome-wide–
significant predictors of 
depression: ID3, GRIN1, 
TPPP

[45] 50 MZ pairs 
discordant for 
MDD (27 UK, 
23 Australia)
Case-control 
replication: 118 
MDD, 236 C

Whole blood MeDIP- 
Sequencing

– Hypermethylation 
within the coding region of 
ZBTB20
– Replicated in an 
independent cohort of 356 
case-control individuals

[43] 18 MZ pairs 
discordant for 
MDD
Case-control 
replication: 14 
MDD, 15 C

Buccal cells
Post-mortem 
brain 
(cerebellum)

HM450 – STK32C 
hypomethylation 
associated with MDD
– Validated in post- 
mortem brain case-control 
individuals

[44] 17 MZ twin 
pairs (four 
concordant, six 
discordant, 
seven healthy)

Peripheral 
blood

HM450 – Differentially DNA 
methylated in the WDR26 
gene associated with MDD
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between a history of childhood maltreatment and changes in saliva DNA methyla-
tion within three genes (ID3, GRIN1 and TPPP), of which the degree of methyla-
tion predicted depressive symptoms. These genes are known to be involved in 
stress-related neuroendocrine pathways and neural plasticity [41]. A recent 
genome-wide profiling of cortical brain regions (BA11 and BA25) from MDD 
suicide cases compared to controls identified a DMR, upstream of the PSORS1C3 
noncoding gene, which is consistently hypomethylated across both cortical brain 
regions in MDD patients [42].

10.2.1  Twin Studies

Phenotypic discordance in monozygotic (MZ) twin pairs provides a valuable tool to 
differentiate genetic from non-genetic causes of diseases. Utilising MZ twin designs 
allows ruling out DNA sequence variations as a confounding source for epigenetic 
studies. While the genomic content in MZ twins is almost identical, the discordance 
in phenotypes can be attributed to non-shared environmental and stochastic factors. 
It has been suggested that different levels of DNA methylation at specific loci within 
MZ pairs measured as differentially methylated positions (DMPs) can be linked to 
the environmental causes of disease, while the changes in methylation variance, 
measured as variably methylated probes (VMPs), may be related to stochasticity. 
There is increasing evidence suggesting that epigenetic variation between MZ pairs 
plays a role in the aetiology of MDD. However, using buccal and blood cells, study-
ing MZ pairs discordant for MDD has not identified any methylome-wide signifi-
cant loci after correcting for multiple testing, which is most likely the result of a 
lack of statistical power. Interestingly, several of the most differentially methylated 
genes have previously been associated with the pathogenesis of MDD (see 
Table 10.1) [43, 44]. A meta-analysis of 50 MZ pairs, all female discordant for 
MDD, using 8.1 K human CpG island microarrays, identified 17 DMRs with 
genome-wide significance, and some of these genes have previously been associ-
ated with MDD (see Table 10.1) [45].

Table 10.1 (continued)

References
Study 
characteristics Tissue type Platform Main findings

[51] 171 MZ twin 
pairs

White blood 
cells (100)
Prefrontal 
cortex (71)

8.1 K CpG 
island 
microarrays

– Differentially modified 
regions exhibited a highly 
significant number of 
overlaps across the tested 
tissues and previous 
studies

HM27 Illumina Infinium Human Methylation 27, HM450 Illumina Infinium Human Methylation450 
Beadchip, CHARM comprehensive high-throughput arrays for relative methylation, C control, 
MDD major depressive disorder, MBD2 methylation-binding domain-2, MeDIP methylated DNA 
immunoprecipitation

10 DNA Methylation in Major Depressive Disorder



192

10.3  DNA Methylation and Antidepressant Treatment

There is increasing evidence suggesting that the effectiveness of antidepressants 
might be associated with DNA methylation status of certain genes. One example is 
the finding that decreased DNA methylation of SLC6A4 promotor region was asso-
ciated with impaired antidepressant treatment response [33]. On the contrary, another 
study showed that less improvement in clinical symptoms of depression was corre-
lated with higher methylation percentage at SLC6A4 gene promotor region [32].

Epigenetic mechanisms have also been proposed to mediate the mechanism of 
action of antidepressants. Alterations in DNA methylation and enzymes catalysing 
the methylation processes have been suggested to be involved in therapeutic effects 
of tricyclic antidepressants (TCA), selective serotonin reuptake inhibitor (SSRI) 
and valproate (VPA) [46, 47].

A number of MWA studies investigated the methylation changes in newborns 
exposed to maternal antidepressant use during pregnancy. Exposure to antidepres-
sants, regardless of the medication family, was shown to be associated with differ-
ential methylation of CpG sites in the TNFRSF21 and CHRNA2 genes [48]. Another 
genome-wide methylation study identified increased methylation levels at CpG 
sites in CYP2E1, EVA1 and SLMAP in SSRIs exposed neonates [49]. Moreover, 
various studies compared the methylation changes associated with maternal use of 
antidepressants in candidate genes such as NR3C1, BDNF and SLC6A4 [27, 50]. 
However, results were not conclusive and none have been replicated in genome- 
wide array-based approaches.

10.4  Discussion and Future Perspectives

Over the past few years, a considerable number of epigenome-wide and candidate 
gene studies have been performed to identify a relation between DNA methylation 
and the pathogenesis of MDD. Current state of evidence on the link between DNA 
methylation and MDD indicates limited overlap between the identified genes in dif-
ferent studies. Moreover, the significant associations identified in candidate gene 
studies have not been observed in MWAS. These inconsistent findings can be 
explained by a broad range of methodological concerns in the field of epigenetic 
psychiatry. Evidently, limited access to human brain tissue is a major challenge in 
studying the specific epigenetic patterns in mental illnesses. Moreover, DNA meth-
ylation is characterised by the addition of a methyl or hydroxymethyl group to the 
C5 position of cytosine. DNA hydroxymethylation can both act as a stable func-
tional epigenetic mark and may also serve as an intermediate mark in the active 
process of DNA demethylation. However, the large majority of current commer-
cially available techniques that have been used to study epigenetic variation in 
MDD do not distinguish between DNA methylation and other related epigenetic 
marks, e.g. DNA hydroxymethylation, limiting the power of such approaches. 
Furthermore, true epigenetic variations can be influenced by state- or disease- 
specific differences in the cellular composition of both brain and peripheral blood 
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tissues. In addition, significant findings remain vulnerable to confounding factors 
such as age, gender and smoking, which might cause false association discoveries 
between MDD and DNA methylation marks. Similarly, disease-related factors like 
medication, heterogeneity in diagnostic tools, the onset and course of MDD in dif-
ferent studies might explain the observed inconsistency in findings. Moreover, thus 
far, no MWAS of MDD has been integrated with genomic data. As such, genetic 
variations known to predict variations in the methylome should be taken into 
account in future approaches. Larger sample sizes and meta-analytical approaches 
can be utilised to boost statistical power in order to identify methylome-wide sig-
nificant genes in association with MDD or the effects of antidepressants. Evidently, 
heterogeneity between studies, though strengthening the value of observed converg-
ing evidence, at the same time challenges the consolidation of less robust findings 
within individual datasets. Replication studies of epigenetic findings are therefore 
highly necessary. In addition, it will be crucial to move from associations and cor-
relations towards examining causality. For instance, in vivo epigenetic editing of 
identified targets, as well as using longitudinal study designs in human cohorts 
would significantly improve our understanding about the causal relationship 
between changes in DNA methylation and the development and course of MDD.
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Abstract
Major depressive disorder (MDD) is a common psychiatric disorder affecting 
millions of people worldwide, yet its etiology remains elusive. The last decades 
have seen great advances in our understanding of the genome structure and func-
tional organization. Noncoding RNAs (ncRNAs) are RNAs that do not code for 
proteins but have important regulatory roles. The investigation of ncRNAs as 
regulators of gene expression has been a topic of growing interest in health 
research, including in studies investigating etiological and therapeutic factors in 
major depression. Several different species of ncRNAs have been identified in 
association to and have shown to be dysregulated in depressed individuals or in 
animal models of depression. This review will detail the complex relation 
between ncRNAs and major depression and the studies that propose mechanisms 
and pathways that specific ncRNAs may be involved in major depression.
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11.1  Introduction

Major depressive disorder (MDD) is a common mental illness with an estimated 
350 million people affected around the world [1]. Symptoms of MDD include con-
stant depressed mood, loss of interest in previously pleasurable activities, signifi-
cant weight loss or gain, insomnia or hypersomnia, feelings of worthlessness, and, 
in the worst case, recurrent thoughts of death and suicide [2]. Despite the prevalence 
and burden of MDD, our current understanding of the pathophysiology remains 
incomplete.

The functional activity of a gene gives rise to most biological processes. Thus, 
investigating gene functional changes associated with MDD and the molecular fac-
tors that modulate this change should provide us insight on molecular mechanisms 
associated with MDD. The last decades have seen great advances on our under-
standing of the genome structure and functional organization [3–9]. A major finding 
showed that a vast majority of the mammalian genome produces RNA; however, 
only an estimated 1% of the mammalian genome is capable of encoding protein 
[10]. RNAs that show no evidence of coding for any protein are known as noncod-
ing RNAs (ncRNAs) and have been shown to carry out biologically relevant func-
tions including regulatory roles as well as housekeeping roles [11]. There has also 
been an increasing interest exploring ncRNAs that have been proposed to have regu-
latory functions, such as regulating gene expression.

ncRNAs are further classified into small or long ncRNAs based on a nucleotide 
length threshold of 200 nucleotides. Small ncRNAs are less than 200 nucleotides, 
with distinct subgroups including microRNA (miRNA), small interfering RNA 
(siRNA), small nuclear RNA (snRNA), small nucleolar RNA (snoRNAs), and piwi- 
interacting RNA (piRNA). Long ncRNAs are defined as those greater than 200 
nucleotides with no evidence of protein-coding ability. Ribosomal RNA (rRNA) 
and transfer RNA (tRNA) are also well-known ncRNAs that serve housekeeping 
functions in RNA translation. ncRNAs have been proposed to have a variety of 
functions but in general are mainly involved in posttranscriptional gene regulation. 
Among ncRNAs, miRNAs and long ncRNAs are the only species that have been 
studied in MDD. Thus, the potential role of all other species of small ncRNAs has 
yet to be explored in psychiatry. However, a species of small ncRNAs called snoR-
NAs is promising because these molecules have a relatively well-understood mech-
anism of action. In this review, we will discuss previous work and potential avenues 
investigating ncRNAs in MDD.

11.2  miRNA

miRNAs are single-stranded ncRNAs that are 17–22 nucleotides long and usually 
transcribed by RNA polymerase II [12, 13]. A primary miRNA (pri-miRNA) tran-
script results from miRNA gene transcription. This pri-miRNA is typically 1 kb in 
length and exhibits a 33–35 base-pair stem structure with a terminal loop and single- 
stranded RNA strands on both the 5′- and 3′-end of the stem-loop structure. 
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The pri-miRNA is further processed in the nucleus by Drosha, a class 2 RNase III 
enzyme, which cleaves the pri-miRNA releasing a 60–65-nucleotide hairpin- 
structured RNA called the precursor miRNA (pre-miRNA) [14]. Pre-miRNAs are 
then transported out of the nucleus via exportin-5 for further processing into mature 
miRNAs by Dicer, an endonuclease cytoplasmic RNase III enzyme. After the 
20–22-nucleotide mature miRNA is released from the pre-miRNA, it is loaded into 
an AGO family protein complex forming an effector complex called RNA-induced 
silencing complex (RISC). One of the miRNA strands, called the guide strand, 
remains bound to the AGO protein, while the other, called the passenger strand is 
degraded [12, 13].

miRNAs have two key roles in the regulation of mRNA. They act by either induc-
ing degradation or translational silencing of its mRNA target. Target recognition is 
primarily determined by a stretch of six nucleotides near the 5′-end of the miRNA 
known as the seed region [13]. miRNA primarily bind via their seed region to mRNA 
at the 3′UTR region [13]. Moreover, because of the short length of complementarity, 
a single miRNA can be predicted to target multiple gene transcripts, and a single tran-
script can be targeted by several miRNAs [15]. Throughout the years, miRNA have 
demonstrated a clear role and importance as their own class of gene-regulatory mol-
ecules, and thus dysregulation of miRNAs is believed to play a major role in disease 
etiology. The field of miRNA in MDD has been growing rapidly, and several studies 
have been conducted showing associations between miRNA and MDD or have inves-
tigated miRNA on treatment response. These investigations have focused on expres-
sion profiles of miRNA in hopes of discovering biomarkers that could predict 
antidepressant outcomes or to gain insight into MDD at the molecular level [16–18].

miRNAs circulate in blood and other bodily fluids and are stably transported in 
exosomes, double-lipid layered vesicles, which suggests that circulating miRNAs 
may act as molecular signals between different cells and tissues [19]. Moreover, 
circulating miRNA levels could change with physiological changes or according to 
treatment [20–22]. These characteristics provide support for miRNAs as potential 
biomarkers of disease, and it is tempting to speculate, in the case of MDD, that 
circulating miRNAs may reflect biological changes occurring in the brain as a result 
of the disease or antidepressant treatment effects. Studies in MDD have investigated 
the expression of miRNAs in postmortem brain and peripheral blood tissues; how-
ever, whether miRNAs detected in the periphery reflect the brain miRNA changes 
remains to be determined.

11.3  Other ncRNAs

Whereas miRNAs have been highly investigated with a number of interesting find-
ings already reported, there have been very few studies on other species of ncRNAs. 
Compared to miRNAs, which have a clearly defined direct impact on mRNA, our 
understanding of how other ncRNA species affect gene expression is not completely 
understood. Below is a brief introduction of other ncRNAs that have an emerging 
presence in the field of MDD research.
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11.3.1  snoRNAs

snoRNAs are 60–100-nucleotide ncRNAs with two distinct classes: the box C/D 
and box H/ACA snoRNAs. The box C/D snoRNA forms a stem-bulge-stem struc-
ture and has a conserved box C motif (RUGAUGA) located on the 5′-terminal and 
a conserved box D motif (CUGA) near the 3′-terminal. Box C/D snoRNAs primar-
ily act through methylation of its target rRNA [55, 56]. The box H/ACA snoRNA 
forms a hairpin-hinge-hairpin-tail structure and has a conserved box H motif 
(ANANNA; N is any nucleotide) located on the hinge region and a conserved box 
ACA trinucleotide sequence on the tail region. Box H/ACA snoRNAs act primarily 
through pseudouridylation of its target rRNA [55, 56]. Both box C/D and box H/
ACA snoRNAs form ribonucleoprotein (snoRNP) complexes by associating with 
partner proteins. The box motifs themselves act by guiding the binding of partner 
proteins, while the protein partners catalyze the specific chemical modifications. 
More recently, there has been evidence gathering that snoRNAs may also be 
involved in pre-mRNA splicing where it competes with canonical splicing machin-
ery, blocking their activity [57, 58]. More specifically, snoRNA HBII-52 has been 
shown to be a brain-specific snoRNA that is involved in the regulation of alternative 
splicing of the serotonin receptor 2C [58].

11.3.2  lncRNAs

Long ncRNAs (lncRNAs) are molecularly very similar to mRNAs, as most lncRNAs 
undergo polyadenylation, receive a 5′-CAP, and often undergo splicing events [59]. 
lncRNAs are located both within and between protein-coding genes and range in size 
from single to multiple exon transcripts [60]. lncRNAs have many functions such as 
regulating transcription by recruitment of transcription factors, modulating mRNA 
processing, providing DNA scaffold for higher order complexes, aiding chromatin 
structure via recruitment of histone and chromatin modifiers, and acting as a miRNA 
sponge, among others [61–63]. Multiple independent studies have shown that 
lncRNAs have very distinct expression patterns between different cell and tissue 
types and also throughout developmental stages [64]. The specific expression pat-
terns suggest that lncRNAs have a strong regulatory role in determining cell fate and 
overall development [65]. Recently, lncRNAs have gained popularity in central ner-
vous system research since an investigation into tissue-specific expression of 
lncRNAs revealed that they are most abundant in the brain [65]. Moreover, within the 
brain, lncRNAs have been shown to have specific expression levels, in both the 
developing brain and adult brain, over time and across different brain regions [64].

11.4  ncRNAs in MDD

To date, the majority of published studies exploring ncRNAs in MDD have been on 
miRNAs, with only one study reported on lncRNAs. In addition, many of these 
investigations were conducted using rodent models of depression, in which direct 
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manipulation and access to brain tissues is possible, allowing for thorough charac-
terization and follow-up on findings. In this chapter, we will review the findings 
reported in animal models of depression as well as those reported in human MDD, 
and in suicidal behavior as MDD is closely associated with suicide and the majority 
of suicides occur during an episode of major depression [23]. To aid the reader in 
understanding the vast amount of information, the findings are grouped and pre-
sented according to the genes that the miRNA purportedly targets, all of which have 
been previously identified as being associated with MDD. Before proceeding fur-
ther, we will first provide some important background on methodological approaches 
to studying ncRNAs.

11.5  Methodological Approaches

Approaches to measuring ncRNA levels range from high-throughput techniques, 
including RNA sequencing and microarrays, to lower-throughput and more sensi-
tive measures, such as quantitative reverse transcriptase PCR (qRT-PCR) [24]. 
High-throughput techniques are commonly used for initial discovery of differen-
tially expressed ncRNAs, e.g., between MDD individuals compared to psychiatri-
cally normal control group. ncRNAs that are found to be significantly differentially 
expressed require technical validation using more specific quantitative techniques 
(i.e., qRT-PCR or targeted sequencing) to increase confidence and replicate the dif-
ferential expression of the candidate ncRNAs. Further follow-up experiments typi-
cally include the identification of molecular mechanisms, which is tailored to the 
specific ncRNA species that are being profiled since each has a specific function.

For miRNA characterization, in silico target analysis is usually the first step, 
where potential targets for the candidate miRNA are determined via complementa-
tion between the miRNA seed region and the 3′UTR region of an mRNA [25]. After 
in silico target prediction, follow-up in vitro experiments are required to validate 
miRNA-mRNA interactions, which are commonly demonstrated using luciferase 
assays. miRNA knockdown assays are also performed followed by gene expression 
profiling of predicted targets, which together provide further evidence for a relation-
ship between the miRNA and its target gene, since miRNA reduce target mRNA 
levels [26].

11.6  Findings in miRNAs Targeting Monoamines

11.6.1  Serotonin

Serotonin (5HT) is produced by neurons in the midbrain raphe nuclei (RN), which 
projects extensively throughout the brain. Most currently available antidepres-
sants present direct or indirect serotonergic effects. miR-16 has been predicted to 
target the 3′UTR of serotonin transporter (SERT) transcripts and has been inves-
tigated in the regulation of serotonin [27, 28]. Using 1C11 neuroectodermal cells, 
which have the potential to differentiate into serotonergic or noradrenergic 
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neurons, Baudry et al. [27] showed that miR-16 levels were elevated in cells that 
followed the noradrenergic pathway, whereas miR-16 levels remained steady in 
cells that followed the serotonergic pathway. Furthermore, the expression profile 
of miR-16 was lower in mice RN when compared to the noradrenergic neuron-
rich region, locus coeruleus [27]. This gives evidence that miR-16 may play a role 
in silencing SERT transcripts during noradrenergic differentiation. In addition, 
miR-16 knockdown restored SERT protein expression in 1C11 noradrenergic 
cells and had no effect on noradrenergic- associated function. miR-16 knockdown 
also induced noradrenergic cells to exhibit serotonergic metabolism such as syn-
thesizing, storing, and degrading 5-HT [27]. Fluoxetine infusion into mice RN 
induced a 2.5-fold increase in miR-16 levels, suggesting that SSRIs may be regu-
lating SERT expression through miR-16 in the RN. Direct infusion of fluoxetine 
into the locus coeruleus failed to induce any change in miR-16 expression; how-
ever, infusion of fluoxetine into the RN resulted in a 30% reduction of miR-16 in 
the locus coeruleus. This observed downregulation of miR-16 in the locus coeru-
leus was subsequently accompanied by increased SERT expression and trypto-
phan hydroxylase (rate-limiting enzyme in 5-HT synthesis) activity [27]. This 
effect may be a result of the bilateral connection between the RN and the locus 
coeruleus. This study shows that miR-16 can have distal effects on different brain 
regions where serotonergic neurons project, can be targeted by SSRIs to regulate 
SERT expression, and can mediate an adaptive response to serotonergic neuron 
responses.

miR-135 was studied in relation to serotonergic neuron activity and was also 
shown to regulate SERT and Htr1a (5HT 1A auto receptor) in the RN of mice as 
confirmed by a luciferase assay showing that miR-135 targeting SERT 3′UTR and 
Htr1a 3′UTR resulted in a 30–40% reduction of translation of these transcripts 
[29]. Further analysis revealed the existence of three highly conserved variants of 
miR- 135: miR-135a-1, miR-135a-2, and miR-135b. Chronic social defeat stress 
in mice did not alter miR-135a levels in the RN; however, imipramine (non-spe-
cific 5HT reuptake inhibitor) administration chronically or acutely, both in 
stressed and non- stressed mice, significantly increased miR-135a expression [29]. 
Moreover, administration of fluoxetine (SSRI) resulted in elevated miR-135a lev-
els. However, administration of reboxetine (norepinephrine reuptake inhibitor) 
had no effect on miR-135a expression. miR-135a was also shown to be signifi-
cantly lower in human RN of suicide completers compared to controls, further 
giving support for a specific role of miR-135a in the serotonin system [29]. miR-
135a overexpression specifically in 5HT neurons was found to reduce anxiety-like 
and MDD-like behaviors in mice, while miR-135a knockdown in the RN increased 
anxiety-like behaviors and decreased the response to antidepressant treatment 
[29]. In the same study, miR-135a was measured in humans and was found to be 
decreased in peripheral blood in depressed patients compared to controls. 
Interestingly, miR-135a blood levels showed a statistically significant increase 
after cognitive behavioral therapy but not after SSRI antidepressant treatment. 
These results demonstrate that miR- 135a is responsive to antidepressants, has a 
regulatory role in serotonergic neurons, and could also act as a biomarker for a 
depressive state and antidepressant response.
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11.6.2  Dopamine

The mesolimbic dopamine system plays an important role in regulation of motiva-
tion, reward, attention, and mood. Dopamine (DA) is the most abundant catechol-
aminergic neurotransmitter in the mammalian brain and is involved in 
incentive-motivational pathways as well as in response to aversive stimuli [30]. 
Lowered DA neurotransmission has been shown to play a role in MDD and may be 
a result of diminished DA release from presynaptic neurons, changes in receptor 
number/function, and intracellular signal processing dysfunction [31]. There has 
been some level of evidence suggesting that an upregulation of dopamine receptor 
D2 (DRD2) may be associated with MDD [31].

In a rat model of depression, induced either by maternal deprivation (MD) and/or 
chronic unpredictable stress (CUS), increased binding of DRD2 in the nucleus accum-
bens (NAc) and striatum was reported as well as increased striatal DRD2 mRNA 
levels in adult rats that were subjected to MD and increased accumbal DRD2 protein 
levels in adult rats subjected to CUS [32]. This increased expression of DRD2 may be 
the result of dysregulated miRNA expression in the NAc and striatum. Accordingly, 
miR-9 was found to be downregulated in NAc of CUS rats and in striatum of MD rats, 
which suggests that miR-9 in the NAc is disrupted by stress in adulthood (modeled by 
CUS rats), whereas miR-9 in the striatum is disrupted by early-life adversity (modeled 
by MD rats) [32]. Furthermore, when rats were exposed to MD as well as CUS, miR-9 
was more significantly downregulated in both the NAc and striatum. Treatment with 
the antidepressant, escitalopram (SSRI), did not reverse the downregulation of miR-9 
expression indicating that miR-9 may be specific to stress susceptibility and not esci-
talopram response [32]. To show that miR-9 directly targets and interacts with DRD2, 
miR-9 mimics were transfected into 5H-SY5Y cells, which resulted in significantly 
reduced DRD2 protein expression. Additionally, a luciferase assay with DRD2 3′UTR 
reporter and miR-9 mimics significantly reduced luciferase reporter (DRD2 3′UTR) 
activity [32]. miR-9 was also found to be negatively correlated with DRD2 protein 
levels [32]. This gives evidence that miR-9 downregulation plays a role in the dis-
rupted expression of DRD2 in the NAc and striatum.

The same study also reported miR-326 as being upregulated in NAc and down-
regulated in the striatum of CUS rats and upregulated in the striatum of MD rats [32]. 
miR-326 expression was found to be positively correlated with DRD2 protein levels 
in the NAc and the striatum; however, it is not correlated with DRD2 mRNA levels. 
Interestingly, the disrupted expression profile of miR-326 was reversed after 4 weeks 
of escitalopram treatment, suggesting that miR-326 activity is not a direct regulation 
of DRD2 gene expression but may be involved in escitalopram response [32].

11.7  Findings in miRNAs Targeting the Polyaminergic 
Systems

The polyamine stress response (PSA) has been an area of interest in mood disor-
ders, anxiety disorders, and suicide [33, 34]. Polyamines are ubiquitous aliphatic 
molecules with two or more amine groups and are primarily comprised of spermine, 
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spermidine, putrescine, and agmatine [34, 35]. Polyamines have several functions 
including regulation of gene transcription, posttranscriptional modifications, and 
regulating the expression or release of neurotransmitters including catecholamines, 
glutamate, GABA, and nitric oxide [35]. Furthermore, polyamine levels are tightly 
regulated by control of their biosynthesis, transport, and catabolism [35, 36]. 
Polyamine biosynthesis has several rate-limiting enzymes including spermidine/
spermine N1-acetyltransferase (SAT1), spermine oxidase (SMOX), ornithine decar-
boxylase (ODC), and S-adenosylmethionine (SAM), among others [36]. The PSA 
is activated after exposure to stressful stimuli resulting in elevated levels of putres-
cine and agmatine in the brain as well as in peripheral tissue [34, 35, 37]. Moreover, 
the elevated levels of putrescine and agmatine in the brain have been shown to be 
beneficial and play a role in the adaptive PSA [38]. Thus the reported significant 
downregulation of rate-limiting enzymes in polyamine catabolism, SAT1 and 
SMOX, in suicide completers may be involved in the dysregulation of the PSA, 
affecting its adaptability [36, 39–42]. Furthermore, this downregulation is thought 
to be due in part by miRNA-induced gene suppression. miR-124a, miR-34a, miR- 
34c- 5p, miR-497, and miR-873 have been predicted to target both SAT1 and SMOX 
[43]. The co-targeting of SAT1 and SMOX suggests that these miRNAs interact in 
a network to regulate SAT1 and SMOX in the PSA. Furthermore, expression analy-
sis of the five candidate miRNAs showed a statistically significant upregulation in 
BA44 of suicide completers. A correlational analysis between the expression profile 
of the candidate miRNAs with the expression profile of SAT1 and SMOX showed a 
statistically significant negative correlation between SAT1 and miR-34c-5p and 
miR-320c, and a statistically significant negative correlation was observed between 
SMOX and miR-139-5p and miR-320c [43]. These findings further support that 
miRNAs may be playing a role in the regulation of genes involved in the PSA, and 
dysregulation of miRNAs in the case of MDD may lead to downstream effects in 
gene expression and ultimately affect the adaptability of the PSA.

11.8  Findings in miRNAs Targeting the Glutamatergic 
System

miR-1202 is primate specific and enriched in brains and targets glutamate metabo-
tropic receptor 4 (GRM4) [44]. GRM4 is a group III glutamate receptor and has 
been implicated in the regulation of anxiety-related behaviors [45, 46]. Moreover, in 
cellular models, miR-1202 mediate the antidepressant response, as chronic treat-
ment of citalopram (SSRI) or imipramine (TCA) on neural progenitor cells (NPCs) 
results in an upregulation of miR-1202 and a decrease in expression of GRM4 
mRNA [44]. This effect seems to be specific to antidepressant drugs, since the same 
effect could not be observed with drugs from other classes of medications com-
monly used in psychiatric treatment. In addition, in depressed patients, those who 
responded to antidepressant treatment showed a decrease in peripheral blood levels 
of miR-1202 at baseline compared to nonresponders and controls. Furthermore, 
after 8 weeks of antidepressant treatment, the responder group showed an 
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upregulation of miR-1202 [44]. miR-335 is another miRNA that also targets GRM4, 
and similar results to those reported for miR-1202 were observed after treatment 
with the antidepressant citalopram; miR-335 expression was upregulated, and 
GRM4 expression was decreased in peripheral blood [47]. These studies give evi-
dence that SSRIs may regulate the altered miRNA expression in depressed patients, 
which elicit downstream effects on gene expression providing an adaptive response 
to the effects of MDD.

11.9  Global miRNA Changes in MDD

A study by Smalheiser and colleagues, which was one of the first studies to profile 
miRNA in depression, examined genome-wide miRNA expression in the prefrontal 
cortex (PFC) of postmortem human brains and found a global downregulation of 
miRNAs of approximately 17% in depressed subjects compared to controls [48]. 
Twenty-one miRNAs showed significant downregulation, and 16 miRNAs did not 
reach statistical significance but were downregulated by approximately 30%. 
Moreover, the majority of these 16 miRNAs shared the same seed sequences and are 
encoded at a chromosomal locus near other miRNAs that reported statistical signifi-
cances [48]. Target predictions performed for the 37 miRNAs revealed several 
mRNA targets. Furthermore, predicted mRNA targets showed overlap between 
miRNAs. Vascular endothelial growth factor (VEGF), anti-apoptotic protein B-cell/
lymphoma 2 (BCL2), and DNA methyltransferase 3B (DNMT3B) are three vali-
dated genes that were previously implicated in MDD and were further explored in 
this study. miR-20b, miR-20a, miR-34a, and miR-34b are predicted to target VEGF, 
a growth factor associated with depression, and has been shown to be significantly 
elevated in peripheral blood of humans with MDD compared to controls [49]. miR- 
34a is predicted to target BCL2, whose protein levels were found to be downregu-
lated in depressed subjects. miR-148b is predicted to target DNMT3B, whose 
protein levels were upregulated in depressed subjects. BCL2 and DNMT3B both 
showed positive correlations with their predicted miRNA counterparts, miR-34a 
and miR-148b, respectively. If miR-34a and miR-148b acted by suppressing mRNA 
transcripts, then a negative correlation would have been expected; however, the 
observed positive correlation suggests that miR-34a and miR-148b may be co- 
regulated with their mRNA targets [49, 50]. An additional miRNome study found 
miR-508-3p, a primate-specific miRNA, and miR-152-3p to be downregulated in 
postmortem PFC tissue from MDD subjects [51].

The miRNome has also been profiled in peripheral blood collected from subjects 
with MDD. Using a microarray assay, seven miRNAs were found to show differen-
tial expression in MDD patients when compared to controls: four miRNAs (let- 
7a- 5p, let-7d-5p, let-7f-5p, and miR-1915-3p) were significantly downregulated in 
MDD subjects, and three miRNAs (miR-199a-5p, miR-24-3p, and miR-425-3p) 
were significantly upregulated in MDD subjects [52]. let-7a-5p, let-7d-5p, let-7f- 
5-p, miR-24-3p, and miR-425-3p were validated using qRT-PCR, which confirmed 
the results observed from the microarray. Interestingly, miR-425-3p was also found 
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to be significantly upregulated in peripheral blood of MDD subjects in a previous 
external study [52, 53]. Additionally, in a previous study by the same group, let- 
7d- 5p and let-7f-5p showed increased levels in peripheral blood after chronic treat-
ment of escitalopram (SSRI) [52, 54]. This provides evidence that let-7d-5p and 
let-7f-5p not only plays a role in MDD pathogenesis but may also be involved in 
SSRI antidepressant effects. Additional studies have also profiled miRNA expres-
sion in peripheral blood using microarrays and found nine upregulated miRNAs and 
one downregulated miRNA [16]. Validation using qRT-PCR in a separate MDD 
group validated miR-26b, miR-4485, miR-1972, miR-4498, and miRNA-4743 as 
they were found to be significantly upregulated in MDD subjects compared to con-
trols [16]. As the reported studies used microarrays with defined miRNA probes, it 
is quite possible that more recently described miRNAs may not have been exam-
ined. Thus, future studies exploring miRNomes should consider using RNA 
sequencing to increase coverage. With that said, exploring global miRNA expres-
sion profiles in the brain and peripheral blood would be a good option for hypothesis- 
free discovery studies investigating miRNAs associated with MDD.

11.10  Future Directions

ncRNAs serve essential and diverse roles in cell function and survival. Thus, in 
recent years, there has been much interest in the investigation of the role of ncRNAs 
in disease etiology, including MDD. Due to the relative limitations in both knowl-
edge of molecular function of most types of ncRNAs, and availability of good 
assays, a large majority of ncRNA studies have focused on miRNA. More recently 
we are beginning to see studies that are profiling other ncRNAs as we gain more 
insight on the function of ncRNAs other than miRNAs and as technology pro-
gresses and new assays are created. lncRNAs have recently started to gain traction 
in the field of psychiatry [66], and there has been one notable study focusing on 
lncRNAs in MDD [67]. This study profiled the expression of 34,834 lncRNAs and 
39,224 mRNAs in peripheral blood from depressed patients and healthy controls 
and found 2007 lncRNAs significantly differentially expressed. Of these, the 
majority were upregulated in MDD subjects. The study also looked at the expres-
sion profiles of mRNA and found 157 mRNAs that had a 1.5-fold change and were 
significantly upregulated in MDD subjects. A co-expression analysis of the differ-
entially expressed lncRNAs and mRNAs was performed to obtain insight into their 
possible interactions. In order to identify lncRNA networks specific to MDD, a 
subset of differentially expressed mRNA that were previously identified to be asso-
ciated with the etiology of MDD were used for co-expression analysis. The 
lncRNAs chr10:874695-874794, chr10:75873456-75873642, and chr3:47048304-
47048512 were found to be associated with four MDD related genes, while no 
association was observed in control subjects. This is the first and currently the only 
study that has explored lncRNAs in MDD. Clearly more studies need to be con-
ducted investigating lncRNAs in MDD before mechanism can be identified in 
association with MDD.
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Another promising species of ncRNA are snoRNAs. As mentioned above, snoR-
NAs have been shown to have direct effects on posttranscriptional regulation. 
Profiling species of ncRNAs other than miRNAs has proven to be difficult since 
clear mechanistic effects are still elusive and methodological techniques are still 
being developed.

It is clear that ncRNAs play a major role in the regulation of gene expression. 
Although much advancement has been made in the field of MDD, the underlying 
molecular mechanism still remains unclear. Investigating ncRNAs has shown to be 
a promising avenue to pursue in MDD research and has led to further insight into 
the molecular mechanisms underlying MDD. However, the majority of studies on 
ncRNAs have focused solely on miRNAs, and it is likely that different species of 
ncRNAs may be interacting within a large network. Furthermore, it is unlikely that 
a single ncRNA can solely explain the dysregulated gene expression associated with 
MDD, and it is quite probable that several molecular mechanisms are at play. 
Continuing to further our understanding of the functions and mechanisms of differ-
ent species of ncRNAs will help to develop future ncRNA investigations in MDD. As 
more findings on ncRNAs in MDD continued to be generated, we will be able to 
make better conclusions on how the vast majority of ncRNAs may be working 
together in a meta-network.
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Abstract
Schizophrenia is a highly heritable psychiatric condition that displays a complex 
phenotype. A multitude of genetic susceptibility loci have now been identified, 
but these fail to explain the high heritability estimates of schizophrenia. In addi-
tion, epidemiologically relevant environmental risk factors for schizophrenia 
may lead to permanent changes in brain function. In conjunction with genetic 
liability, these environmental risk factors—likely through epigenetic mecha-
nisms—may give rise to schizophrenia, a clinical syndrome characterized by 
florid psychotic symptoms and moderate to severe cognitive impairment. These 
pathophysiological features point to the involvement of epigenetic processes. 
Recently, a wave of studies examining aberrant DNA modifications in schizo-
phrenia was published. This chapter aims to comprehensively review the current 
findings, from both candidate gene studies and genome-wide approaches, on 
DNA methylation changes in schizophrenia.
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12.1  Introduction

After decades of research, our knowledge on the pathoetiology of schizophrenia—a 
heterogeneous phenotype characterized by reality distortion (e.g., hallucinations 
and delusions), affective dysregulation (e.g., negative symptoms and depression), 
and cognitive impairment—remains limited [1]. The complexity of schizophrenia 
not only arises from the heterogeneity of the phenotype but also from its multifacto-
rial nature: genetic, developmental, and environmental [2]. However, we might be 
on the verge of reaching a tipping point where the pieces finally fall into place. 
Based on early clinical observations and findings from classical twin studies indi-
cating a high heritability in schizophrenia, the field of psychiatry has heavily 
invested in genetics research to identify the underlying genetic background. While 
candidate genetic association studies mostly yielded inconsistent results, the recent 
surge of consecutive genome-wide association (GWA) studies led to the replicable 
identification of 108 genomic loci [3]. Further, a recent study converging neurobiol-
ogy and genomics uncovered the biological significance of several loci, which 
might pave the way for a better understanding of the neurobiological mechanisms in 
schizophrenia, such as synaptic pruning [4, 5]. Findings from GWA studies suggest 
that the genetic background of schizophrenia is composed of a multitude of com-
mon single nucleotide variants (SNVs), each contributing to the overall liability 
with small effect sizes. Nevertheless, heritability estimates from GWA studies fall 
short of those predicted by classical twin studies [6], suggesting that other forms of 
genetic variation might be implicated. Recent evidence indeed shows a high burden 
of both rare SNVs [7] and rare copy number variants in patients with schizophrenia 
[8]. However, even the combination of common and rare variants only explains a 
fraction of the total heritability estimate.

Although a full picture of schizophrenia’s genetic architecture has yet to be 
established, a long-held view states that common genetic variants make individuals 
vulnerable to environmental risks [9]. Indeed, a wide range of environmental factors 
has been implicated in the development of schizophrenia, including maternal stress 
and infection during prenatal development, perinatal events (i.e., obstetric compli-
cations), childhood trauma, minority status, growing up in an urban environment, 
and cannabis use during early adolescence. Exposure to these environmental factors 
impacts on critical developmental periods of relevant cognitive, affective, and social 
capabilities of which the timing correlates with specific maturational processes of 
the brain [10]: insults during fetal development influence overall neuronal organiza-
tion, while early life and adolescent adverse experiences interfere with axonal 
growth, synaptogenesis, and synaptic pruning [11].

As environmental insults can induce enduring changes in gene expression 
through epigenetic mechanisms, it is suggested that exposure to adversity alters the 
meticulous regulation of gene expression networks involved in neuronal develop-
ment and synaptic configuration, particularly when these neurodevelopmental pro-
cesses are most active [12, 75]. Interestingly, pathway and gene ontology analyses, 
of both GWA and rare variant studies, also signal the involvement of genes related 
to neurodevelopment and synaptic (re)modeling processes in schizophrenia 
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[3, 7, 13]. Therefore, both genetic and environmental factors interfere with the pro-
cesses that shape intracortical and cortical-subcortical communication networks, 
creating an at-risk mental state through an aberrant development of neurocognitive 
functions required to appropriately interpret and respond to the social world [11, 
14], which are impaired in schizophrenia [15]. In addition, genes and environment 
may work in an interactive manner where the sensitivity of brain maturation pro-
cesses to adversity is determined by genetic factors.

Overall, evidence suggests that epigenetic factors may play a role in schizophre-
nia. However, identifying these epigenetic factors is challenging, given the temporal 
and tissue-specific nature of epigenetic processes. Nevertheless, recent studies 
report differences in epigenetic modifications between patients with schizophrenia 
and control subjects, in both peripheral blood and postmortem brain tissue. Here, 
we present an overview of studies examining DNA methylation status in candidate 
genes, as well as those employing a genome-wide approach.

12.2  Candidate Genes

A priori hypotheses and analyses of candidate gene methylation profiles related to 
schizophrenia have focused mainly on genes associated with specific 
neurotransmitter- related systems: gamma-aminobutyric acid (GABA), glutamate, 
serotonin, and dopamine [16, 17]. An overview of these studies is presented in 
Table 12.1, and the most important analyzed genes are summarized below.

12.2.1  GABAergic System

GABA, the mammalian inhibitory neurotransmitter, has been linked to the schizo-
phrenia phenotype and related cognitive impairments [18, 19]. In several studies, 
schizophrenia was associated with decreased GABA levels and reduced glutamic 
acid decarboxylase 67 (GAD67, the enzyme that converts glutamate to GABA) 
expression in multiple brain regions (e.g., the thalamus, ventral striatum, or medial 
temporal lobe [20–22]. However, to understand the pathology-related malfunction 
of the GABAergic system, researchers recently started focusing on methylation 
phenotypes. In the first methylome-wide analysis of major psychosis, Mill et al. 
[23] found a link between schizophrenia and methylation signatures of GABA- 
related genes, such as MARLIN-1, KCNJ6, and HELT. Other studies predominantly 
focused on GAD1 and reelin (RELN) as the most important GABAergic candidate 
genes. Augmented methylation levels of the RELN gene are associated with hypo- 
expression of the RELN protein, which mediates neuronal migration during devel-
opment [24, 25]. Increased methylation levels of RELN promoter regions in 
different brain areas of patients with schizophrenia were found in several studies 
[26, 27], but were not confirmed by other reports [28]. GAD1 was shown to be 
downregulated in different brain regions of patients with schizophrenia [29]. In pre-
frontal cortex samples, the GAD1 promoter was differentially methylated in 

12 DNA Methylation in Schizophrenia



214

Ta
b

le
 1

2
.1

 
Su

m
m

ar
y 

of
 c

an
di

da
te

 g
en

e 
st

ud
ie

s

N
eu

ro
tr

an
sm

itt
er

-
re

la
te

d 
sy

st
em

s
C

an
di

da
te

 
ge

ne
(s

)
Fi

rs
t a

ut
ho

r
T

is
su

e
M

et
ho

d
Sa

m
pl

e
Si

gn
ifi

ca
nt

 
m

et
hy

la
tio

n

E
xp

re
ss

io
n—

m
et

hy
la

tio
n 

re
la

tio
n

M
et

hy
la

tio
n 

as
so

ci
at

ed
 w

ith
 

co
va

ri
at

es

D
op

am
in

er
gi

c
D

R
D

2
Z

ha
ng

 e
t a

l. 
(2

00
7)

 [
40

]
W

ho
le

 b
lo

od
B

S
48

 
di

sc
or

da
nt

 
M

Z
  f

or
 S

Z
 

(d
ru

g 
na

ïv
e)

N
o 

di
ff

er
en

ce
—

N
o 

as
so

ci
at

io
n 

w
ith

 s
ex

, a
ge

 o
n 

ad
m

is
si

on
, o

r 
ag

e 
of

 o
ns

et
 o

f 
ill

ne
ss

D
R

D
1,

 D
R

D
2,

 
D

R
D

4,
 a

nd
 

D
R

D
5 

pr
om

ot
er

K
or

di
- 

Ta
m

an
da

ni
 

et
 a

l. 
(2

01
3)

 
[3

8]

W
ho

le
 b

lo
od

M
SP

80
 S

Z
71

 C
↓ D

R
D

4,
 D

R
D

5,
 

an
d 

D
R

D
2

In
ve

rs
el

y
D

R
D

4,
 

D
R

D
5,

 a
nd

 
D

R
D

2

—

D
R

D
2 

(u
ps

tr
ea

m
 e

xo
n 

1:
 C

pG
 p

os
iti

on
s 

1–
7)

Y
os

hi
no

 e
t a

l. 
(2

01
6)

 [
39

]
W

ho
le

 b
lo

od
PS

50
 S

Z
18

 
dr

ug
-f

re
e 

SZ 50
 C

↓ C
pG

2,
 C

pG
4,

 
C

pG
7 

(i
n 

SZ
)

↓ C
pG

 1
–3

 a
nd

 
C

pG
 5

–7
 (

in
 

dr
ug

-f
re

e 
SZ

)

—
A

ss
oc

ia
tio

n 
w

ith
 a

ge
 (

in
 S

Z
)

N
o 

as
so

ci
at

io
n 

w
ith

 a
ge

 o
f 

on
se

t, 
du

ra
tio

n 
of

 il
ln

es
s,

 
ch

lo
rp

ro
m

az
in

e 
eq

ui
va

le
nt

, o
r 

sm
ok

in
g

D
R

D
4 

pr
om

ot
er

C
O

M
T

 
(r

s4
68

0–
va

l1
08

/1
58

m
et

)

M
ill

 e
t a

l. 
(2

00
8)

 [
28

]
Fr

on
ta

l c
or

te
x

B
S 

an
d 

PS
35

 S
Z

35
 B

D
35

 C

N
o 

di
ff

er
en

ce
—

—

L.-K. Pries et al.



215

M
B

-C
O

M
T

A
bd

ol
m

al
ek

y 
et

 a
l. 

(2
00

6)
 

[4
2]

Fr
on

ta
l l

ob
e

M
SP

 a
nd

 B
S

35
 S

Z
35

 B
D

35
 C

5 
SZ

 (
m

al
e)

5 
C

 (
m

al
e)

↓ (E
sp

ec
ia

lly
 in

 
th

e 
le

ft
 f

ro
nt

al
 

lo
be

 o
f 

SZ
 a

nd
 

B
D

)
V

al
15

8M
et

 
po

ly
m

or
ph

is
m

 
w

as
 r

el
at

ed
 to

 
R

E
L

N
 

pr
om

ot
er

 
m

et
hy

la
tio

n

In
ve

rs
el

y
M

B
-C

O
M

T
 

an
d 

D
R

D
1

A
ss

oc
ia

tio
n 

w
ith

 a
lc

oh
ol

 
ab

us
e 

(i
n 

SZ
)

N
o 

as
so

ci
at

io
n 

w
ith

 d
ru

g 
us

e,
 

sm
ok

in
g,

 b
ra

in
 

pH
, p

os
tm

or
te

m
 

in
te

rv
al

, o
r 

ag
e 

of
 o

ns
et

M
B

-C
O

M
T

N
oh

es
ar

a 
et

 a
l. 

(2
01

1)
 

[4
3]

Sa
liv

a
B

S 
an

d 
qu

an
tit

at
iv

e 
M

SP
20

 S
Z

20
 B

D
20

 
fir

st
- d

eg
re

e 
re

la
tiv

es
25

 C

↓ SZ
 a

nd
 B

D
N

o 
di

ff
er

en
ce

V
al

/M
et

 
po

ly
m

or
ph

is
m

 
of

 M
B

-C
O

M
T

—
A

ss
oc

ia
tio

n 
w

ith
 a

ge
 (

in
 S

Z
)

N
o 

as
so

ci
at

io
n 

w
ith

 s
ex

, 
m

ar
ita

l s
ta

tu
s,

 
or

 e
du

ca
tio

n

S-
C

O
M

T
 

(p
ut

at
iv

e 
pr

om
ot

er
 r

eg
io

n/
pa

rt
s 

of
 th

e 
M

B
-C

O
M

T
 

co
di

ng
 r

eg
io

n)

M
ur

ph
y 

et
 a

l. 
(2

00
5)

 [
44

]
W

ho
le

 b
lo

od
B

ra
in

 s
am

pl
es

B
S

20
 S

Z
3 co

nc
or

da
nt

 
M

Z
  f

or
 S

Z
31

 C
1 

C
 (

31
 

br
ai

n 
re

gi
on

s)

N
o 

di
ff

er
en

ce
 

(t
he

 d
if

fe
re

nt
 

tis
su

es
 s

ho
w

 
si

m
ila

r 
m

et
hy

la
tio

n 
pa

tte
rn

)

—
—

S-
C

O
M

T
 (

fr
om

 
+

20
,7

29
 to

 
+

20
,8

02
)

M
el

as
 e

t a
l. 

(2
01

2)
 [

37
]

W
ho

le
 b

lo
od

B
S 

an
d 

PS
17

7 
SZ

17
1 

C
↑ S-

C
O

M
T

—
—

(c
on

tin
ue

d)

12 DNA Methylation in Schizophrenia



216

Ta
b

le
 1

2
.1

 
(c

on
tin

ue
d)

G
A

B
A

er
gi

c
G

A
D

1 
pr

om
ot

er
H

ua
ng

 e
t a

l. 
(2

00
7)

 [
30

]
Pr

ef
ro

nt
al

 
co

rt
ex

B
S 

of
 D

N
A

 p
ur

ifi
ed

 
fr

om
 H

3K
27

m
e3

 
an

d 
H

3K
4m

e3
 

im
m

un
op

re
ci

pi
ta

tio
n

14
 S

Z
14

 C
↓ R

ep
re

ss
iv

e 
H

3K
27

m
e3

 
ch

ro
m

at
in

 
fr

ac
tio

n

Po
si

tiv
el

y
—

G
A

D
1 

in
tr

on
 1

 
an

d 
in

tr
on

 3
 a

nd
 

pr
om

ot
er

R
E

L
N

 p
ro

m
ot

er

M
ill

 e
t a

l. 
(2

00
8)

 [
23

]
Fr

on
ta

l c
or

te
x

B
S 

an
d 

PS
35

 S
Z

35
 B

D
35

 C

N
o 

di
ff

er
en

ce
—

—

G
A

D
1 

re
gu

la
to

ry
 

ne
tw

or
k 

(s
et

 o
f 

27
 g

en
es

 th
at

 
re

gu
la

te
 

G
A

D
1)

 [
77

]

R
uz

ic
ka

 e
t a

l. 
(2

01
5)

 [
31

]
H

ip
po

ca
m

pu
s

H
M

45
0

8 
SZ

8 
B

D
8 

C

↑ M
SX

1
↓↑ C

C
N

D
2

↓↑ D
A

X
X

In
ve

rs
el

y
Po

si
tiv

el
y 

an
d 

in
ve

rs
el

y
Po

si
tiv

el
y 

an
d 

in
ve

rs
el

y

—

R
E

L
N

 p
ro

m
ot

er
A

bd
ol

m
al

ek
y 

et
 a

l. 
(2

00
5)

 
[2

6]

Fr
on

ta
l l

ob
e

B
S-

M
SP

5 
SZ

 (
m

al
e)

5 
C

 (
m

al
e)

↑
In

ve
rs

el
y

—

R
E

L
N

 p
ro

m
ot

er
G

ra
ys

on
 e

t a
l. 

(2
00

5)
 [

27
]

O
cc

ip
ita

l 
co

rt
ex

Pr
ef

ro
nt

al
 

co
rt

ex
 (

B
A

 9
 

or
 1

0)

B
S

10
 S

Z
10

 C
5 

SZ
5 

C

↑ Si
te

s 
−

13
4 

to
 

13
9

—
N

o 
as

so
ci

at
io

n 
w

ith
 a

ge
 o

f 
on

se
t, 

ag
e,

 s
ex

, 
po

st
m

or
te

m
 

in
te

rv
al

, d
ru

g 
eq

ui
va

le
nt

s,
 

m
et

ho
d 

of
 

de
at

h,
 o

r 
br

ai
n 

he
m

is
ph

er
e

N
eu

ro
tr

an
sm

itt
er

-
re

la
te

d 
sy

st
em

s
C

an
di

da
te

 
ge

ne
(s

)
Fi

rs
t a

ut
ho

r
T

is
su

e
M

et
ho

d
Sa

m
pl

e
Si

gn
ifi

ca
nt

 
m

et
hy

la
tio

n

E
xp

re
ss

io
n—

m
et

hy
la

tio
n 

re
la

tio
n

M
et

hy
la

tio
n 

as
so

ci
at

ed
 w

ith
 

co
va

ri
at

es

L.-K. Pries et al.



217

R
E

L
N

 p
ro

m
ot

er
 

(p
os

iti
on

s 
+

13
1,

 
+

22
9 

an
d 

+
22

7)

Ta
m

ur
a 

et
 a

l. 
(2

00
7)

 [
78

]
Fo

re
br

ai
ns

M
et

hy
la

tio
n-

se
ns

iti
ve

 r
es

tr
ic

tio
n 

(B
ss

hI
I)

 a
nd

 P
C

R

35
 S

Z
35

 B
D

35
 C

N
o 

di
ff

er
en

ce
In

ve
rs

el
y 

(w
he

n 
th

e 
sa

m
pl

e 
w

as
 

pr
ep

ar
ed

 ≤
18

 
h 

af
te

r 
de

at
h)

A
ss

oc
ia

tio
n 

w
ith

 a
ge

 in
 

co
nt

ro
ls

 N
o 

as
so

ci
at

io
n 

w
ith

 
ag

e 
of

 o
ns

et
, 

se
x,

 li
fe

tim
e 

al
co

ho
l a

nd
 

dr
ug

 u
se

, a
nd

 
su

ic
id

e 
st

at
us

R
E

L
N

 p
ro

m
ot

er
To

ch
ig

i e
t a

l. 
(2

00
8)

 [
28

]
Pr

ef
ro

nt
al

 
co

rt
ex

PS
 a

nd
 B

S
14

 S
Z

13
 C

N
o 

di
ff

er
en

ce
s

—
—

R
E

L
N

 p
ro

m
ot

er
B

ön
sc

h 
et

 a
l. 

(2
01

2)
 [

67
]

W
ho

le
 b

lo
od

M
et

hy
la

tio
n-

se
ns

iti
ve

 r
es

tr
ic

tio
n 

(H
pa

II
) 

an
d 

PC
R

20
 tw

in
 

pa
ir

s 
di

sc
or

da
nt

 
fo

r 
SZ

8 
tw

in
 p

ai
rs

 
co

nc
or

da
nt

 
fo

r 
SZ

42
 C

 tw
in

 
pa

ir
s

N
o 

di
ff

er
en

ce
—

A
ss

oc
ia

tio
n 

w
ith

 s
ex

 a
nd

 
tw

in
 ty

pe

G
lu

ta
m

at
er

gi
c

G
M

R
2,

 G
M

R
5,

 
G

M
R

8,
 a

nd
 

G
R

IA
3

K
or

di
- 

Ta
m

an
da

ni
 

et
 a

l. 
(2

01
3)

 
[3

8]

W
ho

le
 b

lo
od

M
SP

81
 S

Z
71

 C
↓ G

R
M

2 
an

d 
G

R
M

5
N

o 
di

ff
er

en
ce

G
R

IA
3 

an
d 

G
M

R
8

In
ve

rs
el

y
G

R
M

2,
 

G
R

M
5,

 a
nd

 
G

R
IA

3

—

G
R

IN
2B

M
ill

 e
t a

l. 
(2

00
8)

 [
23

]
Fr

on
ta

l c
or

te
x

B
S 

an
d 

PS
35

 S
Z

35
 B

D
35

 C

N
o 

di
ff

er
en

ce
—

—

(c
on

tin
ue

d)

12 DNA Methylation in Schizophrenia



218

Ta
b

le
 1

2
.1

 
(c

on
tin

ue
d)

Se
ro

to
ne

rg
ic

5H
T

R
1A

 
pr

om
ot

er
C

ar
ra

rd
 e

t a
l. 

(2
01

1)
 [

34
]

L
eu

ko
cy

te
s

H
R

M
40

 S
Z

58
 B

D
67

 C

↑ Fo
r 

SZ
 a

nd
 

B
D

—
N

o 
as

so
ci

at
io

n 
w

ith
 a

ge
 o

r 
se

x 
al

on
e 

bu
t i

n 
co

m
bi

na
tio

n

H
T

R
2A

 
pr

om
ot

er
A

bd
ol

m
al

ek
y 

et
 a

l. 
(2

01
1)

 
[3

5]

Fr
on

ta
l l

ob
e

B
S 

an
d 

qu
an

tit
at

iv
e 

M
SP

35
 S

Z
35

 B
D

35
 C

↑ −
14

38
A

/G
 

po
ly

m
or

ph
ic

 
si

te
↓ T

10
2C

 
po

ly
m

or
ph

ic
 

si
te

In
ve

rs
el

y
−

14
38

A
/G

 
po

ly
m

or
ph

ic
 

si
te

Po
si

tiv
el

y
T

10
2C

 
po

ly
m

or
ph

ic
 

si
te

A
ss

oc
ia

te
d 

w
ith

 
ag

e 
of

 o
ns

et
 a

nd
 

ag
e 

(i
n 

co
nt

ro
ls

)

H
T

R
2A

 
pr

om
ot

er
 a

nd
 

ex
on

-1

G
ha

di
ri

va
sfi

 
et

 a
l. 

(2
01

1)
 

[7
9]

Sa
liv

a
B

S 
an

d 
qu

an
tit

at
iv

e 
M

SP
63

 S
Z

92
 B

D
27

 
fir

st
- d

eg
re

e 
re

la
tiv

es
76

 C

↓ T
10

2C
 

po
ly

m
or

ph
ic

 
si

te
 (

in
 S

Z
, 

B
D

, a
nd

 
re

la
tiv

es
)

—
A

ss
oc

ia
tio

n 
w

ith
 a

ge
 (

in
 S

Z
)

N
o 

as
so

ci
at

io
n 

w
ith

 s
ex

, 
m

ar
ita

l s
ta

tu
s,

 
sm

ok
in

g,
 

al
co

ho
l a

bu
se

, 
an

d 
ed

uc
at

io
n

5-
H

T
T

 p
ro

m
ot

er
 

(f
ro

m
 +

42
5 

to
 

+
49

0)

M
el

as
 e

t a
l. 

(2
01

2)
 [

37
]

W
ho

le
 b

lo
od

B
S 

an
d 

PS
17

7 
SZ

17
1 

C
N

o 
di

ff
er

en
ce

—
—

N
eu

ro
tr

an
sm

itt
er

-
re

la
te

d 
sy

st
em

s
C

an
di

da
te

 
ge

ne
(s

)
Fi

rs
t a

ut
ho

r
T

is
su

e
M

et
ho

d
Sa

m
pl

e
Si

gn
ifi

ca
nt

 
m

et
hy

la
tio

n

E
xp

re
ss

io
n—

m
et

hy
la

tio
n 

re
la

tio
n

M
et

hy
la

tio
n 

as
so

ci
at

ed
 w

ith
 

co
va

ri
at

es

L.-K. Pries et al.



219

5-
H

T
T

 p
ro

m
ot

er
A

bd
ol

m
al

ek
y 

et
 a

l. 
(2

01
4)

 
[3

6]

Fr
on

ta
l l

ob
e

Sa
liv

a
H

M
27

 a
nd

 H
M

45
0,

 
fo

llo
w

ed
 b

y 
B

S 
an

d 
qu

an
tit

at
iv

e 
M

SP

35
 S

Z
35

 B
D

35
 C

30
 S

Z
20

 B
D

20
 

fir
st

- d
eg

re
e 

re
la

tiv
es

30
 C

↑ E
sp

ec
ia

lly
 in

 
dr

ug
-f

re
e 

SZ
 

(i
n 

bo
th

 
tis

su
es

)

In
ve

rs
el

y 
(I

n 
SZ

)
A

ss
oc

ia
tio

n 
w

ith
 a

ge
 (

in
 

br
ai

n 
sa

m
pl

e 
of

 
co

nt
ro

ls
) 

an
d 

du
ra

tio
n 

of
 

an
tip

sy
ch

ot
ic

 
dr

ug
 u

se

O
th

er
A

R
V

C
F 

In
tr

on
 3

B
D

N
F 

(r
s6

26
5–

va
l6

6m
et

)
D

T
N

B
P1

 I
nt

ro
n 

1 
an

d 
pr

om
ot

er
M

T
H

FR
 

pr
om

ot
er

N
R

G
1 

in
tr

on
 1

 
an

d 
pr

om
ot

er

M
ill

 e
t a

l. 
(2

00
8)

 [
23

]
Fr

on
ta

l c
or

te
x

B
S 

an
d 

PS
35

 S
Z

35
 B

D
35

 C

N
o 

di
ff

er
en

ce
—

—

B
D

N
F 

pr
om

ot
er

 
IV

K
or

di
- 

Ta
m

an
da

ni
 

et
 a

l. 
(2

01
2)

 
[4

1]

W
ho

le
 b

lo
od

M
SP

80
 

dr
ug

-f
re

e 
SZ 71

 C

↓
In

ve
rs

el
y

—

B
D

N
F 

pr
om

ot
er

 
I B

D
N

F 
pr

om
ot

er
 

IV

Ik
eg

am
e 

et
 a

l. 
(2

01
3)

 [
47

]
W

ho
le

 b
lo

od
PS

10
0 

SZ
10

0 
C

↑ Pr
om

ot
er

 I
N

o 
di

ff
er

en
ce

Pr
om

ot
er

 I
V

—
A

ss
oc

ia
tio

n 
w

ith
 s

ex
 

(p
ro

m
ot

er
 I

V
 in

 
co

nt
ro

ls
 a

nd
 

C
pG

 I
-7

2 
in

 
SZ

)
N

o 
as

so
ci

at
io

n 
w

ith
 a

ge
 (

in
 

co
nt

ro
ls

)

(c
on

tin
ue

d)

12 DNA Methylation in Schizophrenia



220

Ta
b

le
 1

2
.1

 
(c

on
tin

ue
d)

B
D

N
F 

pr
om

ot
er

 
(−

21
9 

to
 +

16
0)

 
an

d 
in

tr
on

 
re

gi
on

 (
+

66
4 

to
 

+
94

5)

K
el

le
r 

et
 a

l. 
(2

01
4)

 [
49

]
Pr

ef
ro

nt
al

 
co

rt
ex

 a
nd

 
st

ri
at

um

M
as

sA
R

R
A

Y
 a

nd
 

PS
15

 S
Z

15
 C

↓ −
93

 C
pG

s 
(i

n 
th

e 
pr

ef
ro

nt
al

 
co

rt
ex

)

N
o 

di
ff

er
en

ce
—

B
D

N
F 

(a
re

as
 

w
ith

in
 th

e 
pr

om
ot

er
 a

nd
 

th
e 

bo
rd

er
 

be
tw

ee
n 

in
tr

on
 3

 
an

d 
ex

on
 I

V
)

Ç
öp

oğ
lu

 e
t a

l. 
(2

01
6)

 [
48

]
W

ho
le

 b
lo

od
M

SP
49

 S
Z

65
 C

N
o 

di
ff

er
en

ce
—

A
ss

oc
ia

tio
n 

w
ith

 d
ur

at
io

n 
of

 
ill

ne
ss

 (
C

pG
 

is
la

nd
-1

)
N

o 
as

so
ci

at
io

n 
w

ith
 s

ex
 o

r 
ag

e

D
T

N
B

P1
 

pr
om

ot
er

 (
C

pG
s 

ne
ig

hb
or

in
g 

a 
SP

1 
bi

nd
in

g 
si

te
)

A
bd

ol
m

al
ek

y 
et

 a
l. 

(2
01

5)
 

[8
0]

Sa
liv

a
B

S 
an

d 
qu

an
tit

at
iv

e 
M

SP
20

 S
Z

10
 

dr
ug

- n
aï

ve
 

SZ 15
 

fir
st

- d
eg

re
e 

re
la

tiv
es

30
 C

↑ E
sp

ec
ia

lly
 in

 
dr

ug
-n

aï
ve

 S
Z

—
A

ss
oc

ia
tio

n 
w

ith
 a

ge
 o

f 
on

se
t

N
o 

as
so

ci
at

io
n 

w
ith

 s
ex

M
A

O
A

 
(b

et
w

ee
n 

pr
om

ot
er

 a
nd

 
ex

on
 1

)

C
he

n 
et

 a
l. 

(2
01

2)
W

ho
le

 b
lo

od
B

S
37

1 
SZ

 
(p

ar
an

oi
d)

28
8 

C

↑ In
 m

al
e 

SZ
—

—

N
eu

ro
tr

an
sm

itt
er

-
re

la
te

d 
sy

st
em

s
C

an
di

da
te

 
ge

ne
(s

)
Fi

rs
t a

ut
ho

r
T

is
su

e
M

et
ho

d
Sa

m
pl

e
Si

gn
ifi

ca
nt

 
m

et
hy

la
tio

n

E
xp

re
ss

io
n—

m
et

hy
la

tio
n 

re
la

tio
n

M
et

hy
la

tio
n 

as
so

ci
at

ed
 w

ith
 

co
va

ri
at

es

L.-K. Pries et al.



221

SO
X

10
Iw

am
ot

o 
et

 a
l. 

(2
00

5)
 [

82
]

Pr
ef

ro
nt

al
 

co
rt

ex
 (

B
A

10
)

B
S

13
 S

Z
15

 C
↑

In
ve

rs
el

y
SO

X
10

—

SO
X

10
 

pr
om

ot
er

B
ön

sc
h 

et
 a

l. 
(2

01
2)

 [
67

]
W

ho
le

 b
lo

od
M

et
hy

la
tio

n-
se

ns
iti

ve
 r

es
tr

ic
tio

n 
(H

pa
II

) 
an

d 
PC

R

20
 tw

in
 

pa
ir

s 
di

sc
or

da
nt

 
fo

r 
SZ

8 
tw

in
 p

ai
rs

 
co

nc
or

da
nt

 
fo

r 
SZ

42
 C

 tw
in

 
pa

ir
s

N
o 

di
ff

er
en

ce
—

A
ss

oc
ia

tio
n 

w
ith

 s
ex

N
o 

as
so

ci
at

io
n 

w
ith

 tw
in

 ty
pe

B
A

 
B

ro
dm

an
n 

ar
ea

, 
B

S 
bi

su
lfi

te
 

se
qu

en
ci

ng
, 

C
 

co
nt

ro
l, 

H
M

27
 

Il
lu

m
in

a 
In

fin
iu

m
 

H
um

an
M

et
hy

la
tio

n2
7 

B
ea

dC
hi

p,
 

H
M

45
0 

Il
lu

m
in

a 
In

fin
iu

m
 

H
um

an
M

et
hy

la
tio

n4
50

 B
ea

dC
hi

p,
 H

R
M

 h
ig

h-
re

so
lu

tio
n 

m
el

t a
na

ly
si

s,
 M

SP
 m

et
hy

la
tio

n-
sp

ec
ifi

c 
po

ly
m

er
as

e 
ch

ai
n 

re
ac

tio
n,

 M
Z

 m
on

oz
yg

ot
ic

 tw
in

s,
 P

S 
py

ro
-

se
qu

en
ci

ng
, S

Z
 s

ch
iz

op
hr

en
ia

12 DNA Methylation in Schizophrenia



222

repressive chromatin fractions of the proximal GAD1 promoter [30], while others 
showed that several genes of a network that regulates GAD1 expression (especially 
MSX1, CCND2, and DAXX) were differentially methylated in the hippocampus of 
patients versus controls [31].

12.2.2  Serotonergic System

There is some evidence that the serotonergic system is involved in schizophrenia, 
especially as serotonergic mechanisms appear to play a role in the action of second- 
generation antipsychotic drugs [32, 33]. Furthermore, several studies show 
schizophrenia- specific methylation profiles for serotonergic receptor and trans-
porter genes.

For instance, in leukocytes, Carrard et al. [34] examined the pathology-related 
methylation profile of the promoter region of the 5HT1A receptor and found an 
association between schizophrenia and hypermethylated CpGs. In another study, 
Abdolmaleky et al. [35] evaluated methylation profiles of the serotonin receptor 
type-2 (HTR2A) promoter in postmortem brain samples of patients with schizo-
phrenia, bipolar disorder, and matched controls. Hyper- and hypomethylated CpG 
sites were found in regions flanking the −1438 A/G and the T102C polymorphic 
sites, respectively [35].

In postmortem brain and saliva samples, hypermethylation of the serotonin trans-
porter (5-HTT) promoter loci were found in patients with schizophrenia compared 
to matched control cases [36]. This effect was more pronounced in drug-naïve indi-
viduals. However, Melas et al. [37] observed no difference in 5-HTT promoter 
methylation levels in leukocytes of patients with schizophrenia compared to 
controls.

12.2.3  Dopaminergic System

The dopamine hypothesis of schizophrenia has been extensively studied, and meth-
ylation differences were revealed for several dopaminergic genes, especially for the 
various dopamine receptors (DRDs). Differentially methylation levels and mRNA 
expression of DRD2, DRD4, and DRD5 were discovered when comparing blood 
DNA of patients with schizophrenia and control subjects [38]. Yoshino et al. [39] 
also found pathology-related differentially methylation levels in regions upstream of 
DRD2. More specifically, methylation levels in leukocyte samples of drug-naïve 
patients as well as medicated patients were lower than those of matched controls. In 
another study, however, a link between site-specific DRD2 methylation frequencies 
in peripheral leukocytes and schizophrenia could not be found [40]. As well, after 
evaluating blood samples in a case-control study, researchers observed no associa-
tion between pathology and DRD1 methylation as well as DRD1 expression [38, 41].

Another important candidate gene within the dopaminergic framework is 
catechol- O-methyltransferase (COMT), an enzyme related to dopamine 
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degradation. Methylation levels and polymorphism (Val/Met) of the COMT gene 
were found to be associated with DRD1 expression in patients with schizophrenia 
[42]. In a case-control study, Abdolmaleky et al. [42] investigated the association 
between DRD1 expression and membrane-bound (MB) COMT promoter methyla-
tion in frontal lobes. In patients, hypo-methylation of MB-COMT promoter was 
linked to hyper-expression of MB-COMT and eventually reduced DRD1 expres-
sion, especially in the left frontal lobe. Later on, the association between schizo-
phrenia and decreased MB-COMT promoter methylation was replicated in saliva 
samples [43]. However, Mill et al. [23] did not find pathology-related methylation 
signatures in COMT promoter areas in frontal cortex tissue. The COMT Val/Val 
genotype was associated with schizophrenia [42], which was further related to 
hypo-methylation of the MB-COMT gene and hypermethylation of the RELN pro-
moter [42]. Concerning the soluble (S) isoform of COMT, results about its relation-
ship with schizophrenia are mixed. On the one hand, schizophrenia was associated 
with hypermethylation of the S-COMT gene in leukocytes [37]. On the other hand, 
Murphy et al. [44] did not find differentially methylated S-COMT signatures in 
blood samples of patients in comparison to control cases.

12.2.4  Glutamatergic System

The involvement of the glutamatergic system in the pathophysiology of schizophre-
nia, the main excitatory neurotransmitter system in the brain, received substantial 
support [45]. Furthermore, in brain and blood samples, several differentially meth-
ylated glutamatergic genes were associated with schizophrenia, such as the gluta-
mate receptor genes GMR2, GMR5 [46], GRIA2, and NR3B [23] and the vesicular 
glutamate transporter genes VGLUT1 and VGLUT2 [23].

12.2.5  Brain-Derived Neurotrophic Factor

Attention is often drawn to psychosis-related methylation profiles of the brain- derived 
neurotrophic factor (BDNF) gene. However, only some studies show a link between 
schizophrenia and BDNF methylation levels. In case-control studies of peripheral 
blood cells, schizophrenia was linked to modest BDNF promoter I hypermethylation 
[47] and reduced BDNF promoter IV methylation frequency [41]. However, the study 
by Ikegame et al. [47] did not detect methylation differences in promoter IV. Furthermore, 
no link between schizophrenia and methylation marks of CpG-islands within the 
BDNF promoter and the border between intron 3 and exon IV was found [48]. In post-
mortem brain tissue, Mill et al. [23] observed no methylation differences between 
patients with schizophrenia and control cases in BDNF regions, including areas in 
exons I, III, VI, and IX. Furthermore, in prefrontal cortex and striatum samples, the 
promoter region (spanning CpGs from −219 to +160) and the intron region (including 
CpGs within +664 and +945) were analyzed in a case- control study [49]. Only the −93 
CpGs in the prefrontal cortex was significantly related to schizophrenia [49].
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12.3  Methylome-Wide Analyses

Alongside candidate gene studies, methylome-wide association (MWA) studies are 
increasingly used as an unbiased explorative strategy to identify differentially meth-
ylated genomic areas in schizophrenia. The technology for genome-wide methyla-
tion analyses has dramatically changed over the last years, with concomitant 
improvements in sensitivity and the number of CpG sites examined. Following on 
the work by Mill et al. [23] who were the first to conduct a schizophrenia MWA 
study, subsequent studies have employed diverse techniques, platforms, and analy-
sis strategies to examine methylation patterns in different brain areas and blood. 
Therefore, in view of the methodological heterogeneity of the studies, comparing 
results at the level of single CpG sites, genes or even differentially methylated 
regions (DMRs) are difficult and lead to, not surprisingly, a low number of direct 
replications. Nevertheless, some degree of overlap exists between studies that, when 
combined with pathway and gene ontology analyses, renders new insight into the 
neurobiological processes involved in schizophrenia. Here, we summarize the most 
important findings from methylome-wide analyses of schizophrenia.

A detailed overview of the evaluated studies is presented in Table 12.2, which 
includes information on sample size, methods and platforms, main findings, top 
ranked genes, and results from gene enrichment and/or gene network analyses.

Methylome-wide analyses typically yield a large number of differentially meth-
ylated CpG positions (DMPs) and corresponding annotated genes. As presented in 
Table 12.2, there is little or no overlap in the top gene hits (derived from the most 
significant DMPs) between studies on schizophrenia. Nevertheless, comparing the 
lists of significant genes of each study indicates that several genes are replicated in 
different studies. For example, differential methylation of the following genes was 
associated with schizophrenia in at least four independent studies: PRKD2 [50–53], 
NOTCH4 [50, 52, 54, 55], NCOR2 [50, 52, 54, 55], PTPRN2 [50, 52, 54–56], 
FOXN3 [50, 52–54], FOXP1 [50, 52, 53, 57], MYT1L [50, 51, 53, 54], PTGER4 
[50, 52, 54, 58], RPP21 [23, 50, 52, 54], TRERF1 [23, 50, 53, 54], WDR20 [50, 52, 
54, 55], ADCY6 [50, 52, 54, 58], AUTS2 [23, 50, 52, 54], and C7orf50 [50, 52, 54, 
55]. Interestingly, these genes were found significant across diverse tissue types. In 
addition, some genes identified through methylome-wide analyses were also sup-
ported by candidate gene studies, such as COMT [50, 52, 59], GAD1, RELN [53], 
and BDNF [52].

Thus, while top significant findings differ between studies, there seems to be 
some degree of overlap when looking at the bulk of genes with a differential meth-
ylation signal. To examine the relationship between these genes and their role in 
biological processes, the pool of differentially methylated genes is often interro-
gated with pathway and gene ontology enrichment analyses. Table 12.2 includes a 
summary of such analyses from schizophrenia MWA studies. It is apparent that a 
recurrent finding, especially from blood-based MWA studies, is the involvement of 
immune system functioning [52, 53, 60]. This corroborates results from GWA stud-
ies that report associations between schizophrenia and genomic regions that contain 
immune-related genes, including, but not limited to, the MHC locus [3, 61]. An 
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association between immune dysregulation and schizophrenia has long been put 
forward, although the causal direction of this relationship is still debated [62]. 
Nevertheless, observations that severe inflammation and autoimmune disease con-
stitute critical risk factors to the development of psychosis support a causal link 
[63]. Another recurrent result, from blood- and brain-based MWA studies, is the 
association between schizophrenia and neurodevelopmental processes [23, 51, 52, 
58]. In this regard, recent studies show that CpGs, of which methylation levels 
change during fetal development, are enriched in schizophrenia susceptibility loci 
derived from GWA analyses [64, 65].

Furthermore, as methylation marks are especially interesting in respect to their 
dynamic impact on gene expression and transcription, some researchers investi-
gated the interplay between methylation status and gene expression in patients with 
schizophrenia. For example, Liu et al. [60] identified 16 CpG sites to be differen-
tially methylated in their case-control analysis. Interrogating the expression of the 
16 corresponding genes in an independent dataset showed that seven genes were 
differentially expressed in schizophrenia patients, with five showing an inverse cor-
relation between methylation marks and gene expression. In another approach, 
Chen et al. [59] used different datasets to explore the association between psychosis- 
related methylation levels and gene expression in the cerebellum. They focused on 
cis-regions within a 50Kb radius of the transcription start site (TSS) of matching 
genes and found strong support for the association between methylation and gene 
expression in four genes, of which three (PIK3R1, BTN3A3, NHLH1) showed an 
inverse and one (SLC16A7) a positive association. Next to such cis-region-related 
effects on gene expression, likely through interference with transcription factor 
binding, methylation in other genomic regions may indirectly impact gene expres-
sion by influencing the expression of regulatory noncoding RNAs. In this context, 
Zhao et al. [66] reported that schizophrenia-related differentially methylated sites 
mapped predominantly to intronic regions containing microRNAs which target dif-
ferentially expressed genes.

Besides the analysis of particular genes or differentially methylated positions or 
regions, methylation signatures can also be explored by analyzing global methyla-
tion differences. For instance, Bönsch et al. [67] investigated whole blood samples 
of monozygotic twin pairs and found that twins with schizophrenia showed signifi-
cant lower global methylation levels compared to healthy control twins. In the same 
study, it was found that drug-free patients had lower methylation levels than patients 
taking typical antipsychotics [67]. Supporting those findings, Melas et al. [37] 
found increased global methylation levels in leukocytes of patients with schizophre-
nia, and their analyses showed that 11% of the variance could be explained by anti-
psychotic medication as well as disease onset. However, there are also researchers 
who did not find a relationship between global methylation levels and schizophrenia 
status. Specifically, Dempster et al. [58] did not find a difference in global methyla-
tion between affected and unaffected twins [58]. Also, Bromberg et al. [68] did not 
find a main effect of global methylation status and diagnosis outcome. However, 
they observed an interaction between diagnosis and smoking behavior on the differ-
ence in global methylation between cases and controls. These studies show that 
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global methylation levels in schizophrenia are likely influenced by concomitant 
environmental factors such as age, gender, medication, and smoking behavior.

Finally, combining data collected through GWA and MWA analyses may pro-
vide more accurate and disorder-specific information on the involvement of 
genomic loci in schizophrenia. By their nature, GWA analyses yield many loci 
due to linkage disequilibrium, and integrating GWA data with those of MWA 
studies may narrow down the results to more specific findings and may also give 
better insight into the associated molecular mechanisms [69]. Supporting this 
approach, studies confirm that there is an overlap between differentially methyl-
ated regions and genetic susceptibility loci found through GWA analyses [52, 69, 
70]. Kumar et al. [69] found significant overlap in MWA and GWA results, lead-
ing to the replicable identification of three genes (SDCCAG8, CREB1, ATXN7) 
that have previously been implicated in schizophrenia [69]. Similarly, Hannon 
et al. [65] examined whether the genomic regions identified by the latest GWA 
study of the Psychiatric GWAS Consortium (PGC) [3] overlapped with differen-
tially methylated DMPs from their MWA study [65]. Out of the 105 identified 
GWA regions, 25 showed significant overlap with MWA data. Overlapping sig-
nals from genetic and methylation analyses may indicate that changes in methyla-
tion mediate the association between genetic variation and schizophrenia 
susceptibility, but does not prove a causal link. It is also possible that both meth-
ylation and genetic variation independently disturb transcription factor binding or 
interfere with other regulatory processes. A more direct relationship between 
individual genotypes and methylation status is assessed by examining whether the 
DNA methylation pattern at a particular locus is influenced by sequence variation 
in a proximal or distal genomic region. The latter represent so-called methylation 
quantitative trait loci (mQTL), which are now being explored in the context of 
schizophrenia [71]. For example, building on their observed overlap between 
GWAS and MWAS signals, Hannon et al. [65] established mQTL pairs (genetic 
variation—methylation) within schizophrenia- associated regions from the PGC 
GWAS [3] and identified 66 pairs to be associated with both schizophrenia and 
DNA methylation. Seven of those regions were also retrieved from a similar anal-
ysis in a postmortem brain sample and thus represent highly interesting candidate 
loci for schizophrenia. Interestingly, three regions are annotated to the AS3MT 
gene, of which an alternative transcript was recently described to be upregulated 
in brains of schizophrenic patients and to play a role in establishing a neuronal 
fate during stem cell differentiation [5]. Taking it even one step further, van Eijk 
et al. [72] combined mQTL analysis with gene expression data. The authors cal-
culated mQTLs of CpGs that were differentially methylated and of which the 
corresponding genes were differentially expressed in schizophrenia patients ver-
sus controls. The identified loci were strongly enriched in the PGC GWA signals, 
indicating that mQTLs derived from combined differential methylation and gene 
expression data are more sensitive to reveal susceptibility loci for schizophrenia 
[72]. The discovered genes are CALHM1, HLA-C, PRRT1, and MRPL41, of 
which the first two have previously been associated with schizophrenia while the 
role of the latter two awaits further research.
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12.4  Discussion

The multifactorial nature of schizophrenia, with developmental and environmental 
components superimposed on genetic liability, and in addition to the timing of dis-
ease onset, points to the involvement of epigenetic processes. In this chapter we 
reviewed the extensive recent efforts that compared DNA methylation signatures in 
patients versus control subjects. Differences in technical procedures and tissue type 
(including the diversity in brain areas examined) hamper direct comparison of 
results. Nevertheless, a modest degree of overlap in top ranked genes of methylome- 
wide analyses, their partial replication in candidate gene studies, and similarity in 
functional annotations of gene enrichment analyses indicate that the current data 
highlight interesting targets for further research on the neurobiology of schizophre-
nia. Of all the factors that contribute to variability in study outcomes (e.g., method-
ology, platforms, sample size), tissue type and its cellular composition deserve 
special attention. Obviously, only peripheral sources of DNA, such as blood or 
saliva, can be used to assess methylation patterns in large cohorts of living patients. 
Since DNA methylation status is cell-type specific, differences in leukocyte compo-
sition, either due to disease status or other factors, influence the results of blood- 
based methylation patterns. For example, as shown by Kinoshita et al. [54], adjusting 
for cell-type proportions dramatically impacts the number and identity of discov-
ered DMPs. Recently, methods to estimate cell-type composition in datasets from 
MWA analyses (derived from both brain and blood samples) have been developed 
and allow adjusting for this kind of heterogeneity [73, 74]). Until now, only the most 
recent studies have incorporated this adjustment which may partly explain differen-
tial results. Further refinements in analyses strategies and algorithms will improve 
the validity of future findings.

Another factor contributing to outcome variability is medication status. Most 
studies included patients that were on antipsychotic medication. Additionally, if 
studies include information on medication status, sample sizes are generally small 
(e.g., see [23, 60]). Nonetheless, the confounding effect of antipsychotics should 
not be ignored given that several studies showed that antipsychotic use is associated 
with increased global methylation levels [37, 67] and with methylation level of 
specific gene promoters, such as the MEK1 gene [23].

Finally, while the focus of the current chapter was drawn toward case-control 
studies investigating DNA methylation in association with the diagnosis of schizo-
phrenia, future studies should chart methylation signatures within the framework of 
transdiagnostic psychoses-related phenotypes, symptom dimensions, and interme-
diary phenotypes. In this regard, altered methylation patterns have been described 
to be associated with symptoms [60], cognitive functioning [75], and brain volume 
difference [76].

In conclusion, schizophrenia is associated with altered DNA methylation pat-
terns in blood cells and brain tissue. Although specific findings are variable between 
studies, overlapping results from candidate gene analyses and genome-wide meth-
ylation screenings show differential methylation in genes related to neurotransmit-
ter systems and point to dysregulation in immune system functioning and 
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neurodevelopmental processes. Interestingly, the latter findings converge with data 
from genetic association studies in schizophrenia. Combining genetic and epigene-
tic approaches may therefore lead to new discoveries that broaden our understand-
ing of the biological underpinnings of schizophrenia.
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Histone Posttranslational Modifications 
in Schizophrenia

Elizabeth A. Thomas

Abstract
Schizophrenia is a complex neuropsychiatric disorder with high heritability; 
however, family and twin studies have indicated that environmental factors also 
play important roles in the etiology of disease. Environmental triggers exert their 
influence on behavior via epigenetic mechanisms. Epigenetic modifications, 
such as histone acetylation and methylation, as well as DNA methylation, can 
induce lasting changes in gene expression and have therefore been implicated in 
promoting the behavioral and neuronal behaviors that characterize this disorder. 
Importantly, because epigenetic processes are potentially reversible, they might 
serve as targets in the design of novel therapies in psychiatry. This chapter will 
review the current information regarding histone modifications in schizophrenia 
and the potential therapeutic relevance of such marks.
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Abbreviations

HAT histone acetyltransferase
HDAC histone deacetylase
KDMs lysine demethylases
KMT lysine methyltransferases
polyI:C polyinosinic-polycytidylic acid
PRMT protein arginine methyltransferases

13.1  Introduction

Schizophrenia, affecting ~1% of the population worldwide, is a devastating, hetero-
geneous psychiatric disorder that typically begins in late adolescence or early adult-
hood. The manifestations of schizophrenia include a diversity of both positive 
symptoms, such as delusions, hallucinations, disordered thinking and bizarre behav-
ior, and negative symptoms, which include social withdrawal, lack of motivation, 
poverty of speech, and affective blunting [1]. In addition, many individuals with 
schizophrenia experience difficulties with depression and substance abuse, factors 
that contribute to the 10%–15% lifetime incidence of suicide in this disorder [2]. 
Studies have shown that schizophrenia is associated with high heritability [3]; how-
ever, family and twin studies have indicated that environmental factors also play 
critical roles in the etiology of disease [4, 5]. Monozygotic twins show a 45%–50% 
concordance rate for schizophrenia, compared to 10%–15% for dizygotic twins. 
The 50%–55% discordance rate for schizophrenia cases who share identical genes 
strongly suggests that environmental factors play a key role in disease etiology. 
Environmental triggers include stress, viral infections, nutritional deficits, hypoxia, 
neurotoxins, and complications during pregnancy and birth, among others [6]. 
Epigenetic mechanisms of gene regulation represent a means to explain how envi-
ronmental triggers can give rise to changes in disease states. It is known that schizo-
phrenia is associated with dysregulated gene expression, as evident from microarray 
and RNA-sequencing studies demonstrating thousands of genes altered in expres-
sion in postmortem brain tissue from patients with schizophrenia (reviewed in [7, 8]). 
Although the origins of these expression changes are not clear.

During the last several years, there has been increased interest in the epigenetic 
origins of psychiatric diseases, including schizophrenia [9–12]. DNA methylation 
and histone acetylation/methylation are two of the most widely studied epigenetic 
marks in human disorders. DNA methylation changes in schizophrenia have been 
reviewed previously [13, 14]. This chapter will focus on what is known about his-
tone modifications in relation to schizophrenia. Further, the available symptomatic 
treatments in schizophrenia are only partially successful, and therefore the develop-
ment of new therapeutics, based on an understanding of the epigenetic etiology and 
pathogenesis of schizophrenia, is essential and will be discussed.
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13.2  Epigenetics and Histone Modifications

The term “epigenetics” encompasses any change in gene activity not associated 
with a change in DNA sequence [15]. Epigenetic gene regulation involves post- 
replication and posttranslational modifications of DNA and histones that lead to 
lasting changes in chromatin structure, which results in alterations of gene tran-
scription [16]. There is a diversity of epigenetic marks that govern gene regulation, 
many of which operate in context-dependent manners to control gene expression. 
The basic unit of chromatin is the nucleosome, which consists of 147 base pairs of 
DNA wrapped 1.6 times around an octamer of core histone proteins, H2A, H2B, 
H3, and H4 [17]. The amino-terminal tails of these core histones contain amino acid 
residues that are sites for acetylation, methylation, phosphorylation, and ubiquitina-
tion (Fig. 13.1); these posttranslational modifications alter histone interactions with 
DNA to determine the transcriptionally active status of the chromatin as well as 
accessibility to transcription factors [16]. These specific patterns of modified his-
tones are often referred to as the “histone code” and correspond to various states of 
chromatin and to the activation or repression of distinct sets of genes [18].

Posttranslational modifications of histone proteins can occur on many different 
residues (Fig. 13.1), with some residues being sites for more than one type of modi-
fication. For example, lysine (K) residues can be either acetylated or methylated. 
Different types of modifications can also occur on different amino acid residues. For 
example, methylation can occur on K or arginine (R) residues. Further, the target 
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amino acids of histone tails can be mono-methylated, bi-methylated, or tri- 
methylated, making their functional status even more complex. In most species, 
histone H3 is primarily acetylated at K9, K14, K18, K23, and K56; methylated at 
R2 and K4, K9, K27, K36, and K79; and phosphorylated at serines (S) 10 and S28 
and threonine (T) 3 and T11. Histone H4 is most commonly acetylated at K5, K8, 
K12, and K16, methylated at R3 and K20, and phosphorylated at S1. Improvements 
in the quantitative detection of distinct histone modifications would lead to a better 
understanding of the complex epigenetic regulation of gene expression.

13.2.1  Histone Acetylation

One of the best-studied histone posttranslational modifications is acetylation, the 
transfer of an acetyl group from acetyl coenzyme A to the lysine (K) side chain in 
the acceptor histone. Histone acetylation and deacetylation of histones are modu-
lated by the actions of two opposing enzymes, histone acetyltransferases (HATs) 
and histone deacetylases (HDACs) [16, 18]. The correlation between histone acety-
lation and increased transcription has been known for many years, whereby increases 
in HAT activity promote acetylation of histone proteins leading to increased gene 
transcription by creating a more open conformation of chromatin (Fig. 13.2). In 
contrast, HDAC activity involves removing the acetyl group from histones, which 
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broadly by lysine methyltransferases (KMTs) and lysine demethylases (KDMs)
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results in a decrease in the space between the nucleosome and the DNA that is 
wrapped around it, resulting in condensation of chromatin structure and ensuing 
repression of gene expression (Fig. 13.2). However, the precise mechanisms of tran-
scriptional regulation are likely to be more complex and involve many other 
chromatin- related proteins.

HATs makes up a large family of proteins, with diverse members comprising five 
families based on structural and functional similarities of their catalytic domains. 
These include the Gcn5-related N-acetyltransferase (GNAT) superfamily members, 
MYST proteins, p300/CREB-binding protein (CBP) HATs, general transcription 
factor HATs characterized by the TAF250 domain, and the steroid receptor coacti-
vators/nuclear receptor coactivator family [19]. The specificity for acetylation of 
particular lysine residues for individual HAT enzymes is not clear.

The HDAC enzymes represent a related family of proteins with sequence and 
structural similarities [20]. In humans, the HDAC family of enzymes has 18 sub-
types, which are divided into four main classes, classes I–IV [21]. HDACs exist in 
large multiprotein complexes, and evidence suggests that most, if not all, HDAC 
enzymes require interaction with other HDACs or proteins for optimal function [22, 23]. 
HDACs lack a DNA-binding motif, and one function of HDAC-interacting proteins 
is recruitment to their chromatin targets [24]. Acetylation of histones is a relatively 
transient mark, which is vital for precise temporal transcriptional control.

13.2.2  Histone Methylation

The enzymatic methylation of histones is performed by lysine methyltransferases 
(KMTs) and protein arginine (R) methyltransferases (PRMTs), with S-adenosyl-l- 
methionine as the methyl donor [25]. Histone methylation can involve the transfer of 
up to three methyl groups, thus resulting in mono-, di-, or tri-methylated lysine, respec-
tively, and in mono- or di- methylated arginine. More than 50 different histone methyl-
transferases have been identified in humans, and unlike the HAT enzymes, they are 
specific for the K or R residues which they modify. There are two different families of 
lysine methyltransferases divided on the basis of their catalytic domain sequence: the 
DOT1-like proteins and the SET domain-containing proteins [26], which are further 
divided into four families, which include SET1, SET2, SUV39, and RIZ.

Another layer of specificity exists with histone methyltransferases, as many 
enzymes are specific only for particular residues. For example, SET1, MLL, and 
SMYD3 are histone methyltransferases that catalyze methylation of histone H3 at 
K4 in mammalian cells. Similarly, ESET, G9a, and SETDB1 catalyze methylation 
of histone H3 at K9. G9a and polycomb group enzymes such as EZH2 are histone 
methyltransferases that catalyze methylation of histone H3 at K27. Methylation at 
either H3K9 and H3K27 methylation mediates heterochromatin formation leading 
to gene silencing at euchromatic sites. Histone methyltransferases are also compo-
nents of large, multiprotein nuclear complexes that contain other histone-modifying 
enzymes and other regulatory proteins including HATs, HDACs, and DNA 
methyltransferases.
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Histone demethylation is the removal of methyl groups in modified histone pro-
teins via histone lysine demethylases (KDMs). The discovery of histone demethylase 
enzymes demonstrates that histone methylation is not a permanent modification, like 
previously thought. To date, two classes of KDM have been described: the amine 
oxidase-type lysine-specific demethylases 1 and 2 (LSD1 and LSD2, also known as 
KDM1A and KDM1B, respectively) and the Jumonji C (JmjC) domain- containing 
histone demethylases. The latter consist of a group which contains over 30 members 
and can be divided, based on the JmjC-domain homology, into seven subfamilies 
(KDM2–KDM8) [26]. The specific amino acid residue and degree of methylation 
determines the demethylation enzyme. For example, on histone H3, mono- and di-
methylated lysine 4 are demethylated by LSD1, whereby mono- and di-methylation 
of lysine 9 are demethylated by JMJD1 and tri-methylated lysine 9 is demethylated 
by JMJD2 [27]. Inhibition of histone demethylases may lead to histone re-methyla-
tion at specific residues important for chromatin dynamics and gene expression. 
Depending on the position and nature of the methylated residues, histone methyla-
tion can have positive as well as negative impacts on gene expression (Table 13.1).

Table 13.1 The most common mammalian histone modifications and their effects on chromatin

Modification Histone Residue Effects of transcription

Acetylation H2A K5 Activation

H2B K5, K12, K15, K20 Activation

H3 K4, K9, K14, K18, Activation

H3 K23, K36, Activation

H3 K56 DNA repair, histone deposition

H4 K5, K8, K16 Activation

H4 K12 Activation, histone deposition

H4 K91 Histone deposition

Methylation H3 K4, K79 Activation

H3 K9, K27 Repression

H3 R2, R8, R17, R26 Activation

H3 K36 Elongation

H4 R3 Activation

H4 K20 Repression

Phosphorylation H2A S1, T120 Mitosis

H2AX S139 DNA repair

H2B S14 Apoptosis

H3 T6 Activation

H3 T3, S10, T11, S28 Mitosis, DNA repair

H3 T45 DNA replication

H4 S1 Mitosis, activation

Ubiquitination H2A K119 Repression

H2B K120 Elongation

H3 K23 Maintenance of DNA methylation

K lysine, R arginine, S serine, T threonine
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13.2.3  Histone Phosphorylation

Information is increasing rapidly on the phosphorylation of histones and their roles 
in cellular physiology and human diseases. Histone phosphorylation is targeted to 
S, T, and tyrosine (Y) residues, and its abundance can range from targeting a minute 
fraction of nucleosomes during the G0/G1 of the cell cycle to association with most 
nucleosomes of the G2/M-phase chromatin. There are eight characterized phos-
phorylation sites on the core canonical histones H2A, H2B, H3, and H4 (Fig. 13.1), 
which have been linked to specific cognate kinases. These occur in several pathways 
including DNA damage, mitosis/meiosis, apoptosis, and nuclear hormone signaling 
(Table 13.1). Among the better-characterized histone phosphorylation events are the 
phosphorylation of H3 at S10 and S28, which are associated with open chromatin 
and transcriptional activity and the phosphorylation of the H2A variant H2A.X at 
S139 (Table 13.1).

Serine/threonine protein kinases phosphorylate the OH group of serine or threo-
nine, while tyrosine-specific protein kinases phosphorylate tyrosine amino acid 
residues. Several hundred protein kinases exist in mammals and are classified into 
distinct superfamilies. In contrast, protein phosphatases are the primary effectors of 
dephosphorylation and can be grouped into three main classes based on sequence, 
structure, and catalytic function. Phosphorylation of histones is diverse and com-
plex with several different kinases being able to phosphorylate the same amino acid 
residues [28]. For example, phosphorylation of H3S10 in mammals is thought to 
occur via the actions of different kinases, including the Aurora B kinase, I-kappa-B 
kinase, Ribosomal protein S6 kinase A3 (a.k.a. RSK2), and AKT serine/threonine 
kinase 1 [28].

Probably the most important feature of histone phosphorylation is that it plays 
an important role in the interpretation of combinatorial posttranslational modifica-
tions [29]. An extensive cross talk exists between phosphorylation and other post-
translational modifications, which together regulate various biological processes, 
including gene transcription, DNA repair, and cell cycle progression [28]. For 
example, phosphorylation of H3S10, T11, and S28 has been clearly associated 
with H3 acetylation, strongly implicating these modifications in transcription 
activation.

13.2.4  Histone Ubiquitination

Although less well studied than the other posttranslational modifications, histone 
ubiquitination represents an additional opportunity for regulating the epigenome. In 
this context, histones can be monoubiquitinated by the addition of a single 8.5 kDa 
(76 amino acids) ubiquitin molecule to specific lysine residues on histone tails. 
Histones are the most abundantly monoubiquitinated conjugates in the nucleus of 
mammalian cells, including the main sites of monoubiquitination at K119 on his-
tone H2A and K120 on histone H2B (Fig. 13.1). Recently, lysine 34 was identified 
as a second monoubiquitination site on mammalian histone H2B [30].
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The process of ubiquitination requires the sequential activities of three enzymes: 
ubiquitin-activating enzymes (E1), ubiquitin-conjugating enzymes (E2), and ubiq-
uitin ligase enzymes (E3), which comprise large families, several of which specifi-
cally target histone 2A and 2B proteins [31]. Even though the ubiquitination of H2A 
was discovered in the 1970s, the first specific E3 ligase for this modification was not 
identified until 2004 [32]. Similar to other histone posttranslational modifications, 
H2 ubiquitination is reversible, and de-ubiquitination occurs via a class of thiol 
proteases known as deubiquitinating enzymes (DUBs) [31]. In contrast to polyubiq-
uitination that marks a protein for proteasomal degradation, monoubiquitination of 
histones is associated with the transcriptional control of gene expression and the 
DNA damage response, including transcriptional reprogramming, the cell cycle 
checkpoint, and DNA repair.

13.3  Altered Histone Modifications in Schizophrenia

13.3.1  Human Studies

Seminal work by Mirnics and colleagues was the first to use microarray analysis to 
identify large-scale changes in gene expression in postmortem brains from subjects 
with schizophrenia [33]. Since then, a number of studies have found transcriptome- 
wide alterations in brain gene expression in schizophrenia (reviewed in [7, 34]). 
While the mechanisms(s) accounting for these gene expression changes are not 
clear, it has been suggested that epigenetic regulation of gene expression plays an 
important role in this phenomenon. Epigenetic modifications associated with 
repressed chromatin have been mostly implicated in schizophrenia. Such marks 
include increases in H3K9 and H3K27 methylation, indicative of a restrictive chro-
matin environment. Alternatively, lower levels of epigenetic marks associated with 
gene activation, i.e. H3K9 and H3K14 acetylation, would also suggest a restrictive 
environment. These epigenetic changes would lead to decreases in gene expression 
and would be consistent with the evidence for reproducible decreases in expression 
of a wide range of gene groups in schizophrenia, including glutamate decarboxylase 
1 (GAD1), one of the most reproducible expression deficits found in schizophrenia, 
as well as synaptic genes, metabolic genes, and myelin-related genes. Changes in 
epigenetic marks have been found in both peripheral blood samples from patients 
with schizophrenia and from postmortem brain samples from patients with this dev-
astation illness (see Table 13.2). One caveat of carrying out research on human 
subjects is that most, if not all, patients with schizophrenia have been treated with 
antipsychotic medications. Hence, the potential effects of drug exposure must be 
considered. However, the epigenetic antipsychotic drug studies published to date 
did not find similar changes in histone modifications due to drug treatment as those 
found in human patients.
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13.3.1.1  Histone Changes in Patient Blood Cells
Over 20 years ago, the first epigenetic study using patient lymphocytes indicated an 
abnormal increase in heterochromatin in schizophrenia compared to normal control 
subjects [35]. Later studies found decreases in acetylated histones H3 and H4 in 
schizophrenia lymphocytes compared with lymphocytes from patients with bipolar 
disorder [36], as well as lower baseline levels of H3 K9/K14 acetylation in schizo-
phrenia cells compared with those from normal control subjects [37]. Further, val-
proic acid, an HDAC inhibitor, elicited smaller increases in acetylated K9/K14 in 
schizophrenia patients compared with bipolar subjects [36]. These early studies 
supported the idea that schizophrenia is associated with more rigid chromatin.

Additional studies demonstrated increases in histone methylation marks associ-
ated with repressed chromatin. Significant increases in H3K9 di-methylation was 
demonstrated in lymphocytes from patients with schizophrenia [38, 39], in conjunc-
tion with elevated levels of three histone methyltransferase enzymes, G9a, GLP, and 
SETDB1, which are responsible for the majority of H3K9 methylation modifica-
tions across the genome [38]. Notably, SETDB1 is the only histone methyltransfer-
ase that specifically functions to di- and tri- methylate H3K9 [40].

Finally, histone H3S10 phosphorylation was found to be upregulated in periph-
eral blood mononuclear cells of schizophrenia patients in comparison to healthy 
controls, an effect that was negatively correlated with PANSS score [41]. Importantly, 
in this study, there was no significant effect of storage time or number of freeze- 
thaw events, age, sex, race, post-mortem interval, or history of smoking on levels of 
H3S10 phosphorylation [41].

Table 13.2 Altered histone modifications in patients with schizophrenia

Histone residue Epigenetic mark Tissue
Direction 
of change Reference

Peripheral tissues:

H3/H4 Acetylation Lymphocytes Decrease [36]

H3K9/K14 Acetylation Lymphocytes Decrease [37]

H3K9 Di-methylation Lymphocytes Increase [39]

H3S10 Phosphorylation PBMCs Increase [41, 44]

CNS tissues:

H3R17 Methylation PFC Increase [42]

H3K9 Di-methylation Cortex Increase [38]

H3K4 Tri-methylation PFC Decrease [43]

H3K27 Tri-methylation PFC Increase [43]

H3K9 Di-methylation Cortex Increase [38, 44]

H3K9/K14 Acetylation PFC Decrease [73]

H3S10/H3K14 Phosphorylation/acetylation PFC Increase [42]

PBMC peripheral blood mononuclear cells, PFC prefrontal cortex, H histone, K lysine, R 
arginine

13 Histone Posttranslational Modifications in Schizophrenia



246

13.3.1.2  Histone Modifications in Postmortem Brain from Subjects 
with Schizophrenia

In 2005, Akbarian and colleagues provided the first demonstration that there are 
histone modifications associated with schizophrenia in postmortem brain [42]. That 
study demonstrated that high levels of histone H3R17 methylation were associated 
with downregulated metabolic gene expression in the prefrontal cortex of a subset 
of subjects with schizophrenia [42]. In that same study, increases in histone H3S10 
phosphorylation in combination with H3K14 acetylation [42] were also found in a 
subset of patients. Since their seminal study, they and others have provided further 
evidence for histone modifications in schizophrenia. With regard to histone meth-
ylation, Huang and colleagues found decreased levels of the open chromatin mark, 
H3K4 tri-methylation, and elevated levels of the repressive mark, H3K27 tri- 
methylation, in postmortem prefrontal cortex from subjects with schizophrenia, in 
conjunction with decreased levels of GAD1 mRNA in patient brains [43]. Further, 
in a subset of clozapine-treated patients, there was an increase in H3K4 tri- 
methylation at the GAD1 locus [43].

More recently, an increase in global cortical H3K9 di-methylation levels was 
reported in a schizophrenia cohort in the parietal cortex associated with increases of 
two of the enzymes that catalyze its formation, GLP and SETDB1 [38]. In a sepa-
rate study, Chase and colleagues found that men with schizophrenia expressed 
higher levels of H3K9 di-methylation in conjunction with higher expression levels 
of G9α, SETDB1 methyltransferase mRNAs [44]. Additionally, higher levels of 
symptom presentation and an overall poorer quality of life were correlated with 
higher enzyme expression and H3K9 di-methylation levels [44].

Studies have also demonstrated altered acetylation levels of histone proteins. 
Histone H3 was found to be hypoacetylated at K9 and K14 at the promoter regions 
of several schizophrenia-related genes, including, GAD1, 5-hydroxytryptamine 
(serotonin) receptor 2C, and the myelin-related genes, myelin basic protein, and 
UDP glycosyltransferase 8 in young subjects with schizophrenia compared to age- 
matched controls [45]. This effect was correlated with an observed decrease in 
expression of these genes in young subjects with schizophrenia. In contrast, 
increases in acetylation of histone H3 was detected at the same promoter regions in 
subjects with chronic schizophrenia compared to their age-matched controls, 
although this effect was not directly correlated with increased expression of these 
genes in older subjects [45]. Interestingly, elevated levels of HDAC1 have been 
reported in postmortem cortical samples from subjects with schizophrenia, which 
may or may not be related to this effect [46].

13.3.2  Lessons from Mouse Models

Due to its heterogeneity and polygenic nature, schizophrenia has traditionally been 
difficult to study in animal models. Nonetheless, several diverse mouse models have 
been developed that replicate schizophrenia-like features. Accordingly, alterations 
in histone modifications have been demonstrated in different psychiatric-related 
mouse models.
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One of the most widely studied mouse models of psychiatric disorders is mater-
nal immune activation, which is typically achieved by injection of polyinosinic- 
polycytidylic acid (polyI:C), a viral mimicker, in the pregnant dam. This insult 
elicits a nonspecific immune response in the pregnant mouse and a range of behav-
ioral, neuropathological, and molecular deficits in mature offspring of these mice 
[47]. Studies in this model have observed global hypoacetylation of histones H3 and 
H4 in the cortex and hippocampus of adult mice born to dams treated with polyI:C 
compared to sham-treated mice [48]. In addition, specific decreases in acetylation 
of histone H3 at K9/K14 were identified at the promoter regions of the glutamate 
receptor, ionotropic, AMPA 1 (Gria1), and Roundabout homolog 1 (Robo1) genes, 
in association with altered expression of these genes [48]. In another study, 
Disrupted-in-Schizophrenia 1 (Disc1), a schizophrenia risk gene often implicated in 
gene-environment interaction models, showed altered H3K4 tri-methylation after 
prenatal polyI:C exposure [49].

Epigenetic modifications connected with histone H3 methylation at K4 and K9 
were measured in another neurodevelopmental model of schizophrenia, which is 
based on prenatal administration of methylazoxymethanol (MAM) at embryonic 
day 17. This DNA-alkylating agent produces behavioral and anatomical brain 
abnormalities that model some aspects of schizophrenia in the adult offspring. 
MAM treatment was found to alter the levels of H3K9 di-methylation in the pre-
frontal cortex before puberty. In contrast, H3K4 tri-methylation was noticeably 
decreased in adult rats [50].

Alterations in histone modifications have also been examined in response to mater-
nal behavior. Exposure to adverse maternal conditions (i.e., stress) was associated 
with decreased histone H3K9/K14 acetylation at the Bdnf IV promoter in the brains of 
offspring [51]. This effect would likely lead to a decrease in expression of BDNF I in 
the brain. In contrast, maternal care assessed by frequency of licking the pups was 
associated with the opposite effect, that is, an increase in H4 acetylation in the olfac-
tory bulb [52]. In another study, increased levels of maternal care were associated with 
increased levels of histone H3K9 acetylation and H3K4 tri- methylation at the metabo-
tropic glutamate receptor gene (mGluR1) in hippocampus of adult offspring [53]. 
These posttranslational modifications were highly correlated, and both associate 
inversely with DNA methylation, and positively with gene transcription [53].

13.4  Therapeutic Implications

The current mainstay for treatment of schizophrenia is the use of antipsychotic medi-
cations. In general, these medications reduce symptomatology and prevent relapse in 
a large percentage of patients; however, it is known that many patients do not respond 
to traditional antipsychotic medications, which are also associated with a number of 
side effects. Hence, there is a critical need for improved therapeutics to treat schizo-
phrenia and related psychiatric disorders. Given the known gene expression abnor-
malities associated with schizophrenia (reviewed in [7, 8]) and the evidence for a 
repressed chromatin state in schizophrenia, as summarized above, approaches that 
target relevant gene expression deficits could represent novel treatment approaches.
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13.4.1  How Do Current Antipsychotics Affect the Epigenome?

The two main classes of antipsychotic medications are the “typical” and “atypical” 
antipsychotics. Typical antipsychotic drugs, which include haloperidol, chlorprom-
azine, and fluphenazine, are primarily dopamine D2 receptor antagonists. The “atyp-
ical” antipsychotics, such as clozapine, risperidone, quetiapine, and olanzapine, 
have a range of affinities for several different neurotransmitter receptors in addition 
to those for dopamine [54–56]. Administration of antipsychotic drugs has been 
shown to elicit changes in gene expression. Several studies have shown increases in 
the expression of immediate early genes (IEGs) after acute drug exposure (reviewed 
in [8]). Many IEGs are known to act as transcriptional regulators, thereby linking 
receptor-mediated effects to changes in genomic activity. In addition, some studies 
have examined the expression of candidate genes in animals after chronic exposure 
to antipsychotic drugs [8]. Less is known about the underlying changes in chroma-
tin structure associated with these gene expression changes. Hence, studies have 
begun to investigate how antipsychotic drugs might affect epigenetic mechanisms. 
Interestingly, both typical antipsychotics and atypical drugs have been shown to 
affect histone modification levels in the brains of mouse models.

Early studies showed that treatment with haloperidol rapidly induces the phos-
phorylation of histone H3 at S10 and the acetylation of H3 at K14 in bulk chromatin 
from striatum and in nuclei of striatal neurons [57]. Further, it was shown that 
haloperidol- induced H3 phosphoacetylation is inhibited by the NMDA receptor 
antagonist MK-801 [57]. Several other histone modifications, including K9 and 
K14 acetylation marks on histone H3, as well as K8 and K12 on histone H4, were 
not differentially regulated on a global level by haloperidol [57]. These results sug-
gest that histone modifications and chromatin structure in striatal neurons are 
dynamically regulated by dopaminergic and glutamatergic inputs. Another study 
using haloperidol, demonstrated that both amphetamine, an addictive psychostimu-
lant, and haloperidol, increase the phosphorylation of H3 at S28 and that this effect 
occurs in the context of H3K27 tri-methylation [58]. The increases in H3K27 tri- 
methylation and H3S28 phosphorylation occurred in distinct populations of neu-
rons located in the striatum. Phosphorylation of histone H3 at S28 at genomic 
regions marked by tri-methylation of K27 often correlates with increased expres-
sion of genes normally repressed by polycomb group proteins, suggesting that these 
drugs may act by reactivating these repressed target genes [58].

Studies using chronic clozapine treatment in mice found drug-induced down-
regulation the transcription of metabotropic glutamate 2 receptor, in association 
with decreased histone H3 acetylation at its promoter [59]. This epigenetic change 
occurred in concert with a serotonin 5-HT2A receptor-dependent upregulation and 
increased binding of HDAC2 to the metabotropic glutamate 2 receptor promoter 
[59]. In other studies, treatment with the atypical antipsychotics, olanzapine, clo-
zapine, as well as the HDAC inhibitor valproate, induced significant increases in 
acetylated histone H3 expression in the nucleus accumbens in mice [60].
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13.4.2  Electroconvulsive Therapy and Histone Alterations

Electroconvulsive therapy (ECT) is one of the oldest treatments for schizophrenia, 
usually reserved for drug-resistant schizophrenia, although studies have shown that 
ECT relieves other symptoms of schizophrenia, such as delusions, hallucinations, or 
disorganized thinking [61]. Despite this, the molecular mechanisms underlying its 
clinical effect are incompletely understood. By assaying posttranslational modifica-
tions of histones at the promoter regions of several genes in rat hippocampus, it was 
demonstrated that electroconvulsive seizures induce histone modifications that cor-
relate with transcriptional activation, such as global acetylation of histone H4 and 
acetylation of histone H3 [62]. Alterations in the  expression of c-fos, BDNF, and 
CREB were proposed to play a role in the therapeutic-related effects induced after 
electroconvulsive seizures [62]. These data provide the first in vivo demonstration 
of the involvement of chromatin remodeling in ECT-induced regulation of gene 
expression in the brain and will help in understanding the mechanisms underlying 
the efficacy of this treatment.

13.4.3  Histone Deacetylase (HDAC) Inhibitors as Potential Novel 
Therapies for Schizophrenia

HDAC inhibitors have been widely implicated as a novel treatment strategy for 
several neurodegenerative diseases. Schizophrenia is associated with dysregulated 
gene expression, as evident from microarray and RNA-sequencing studies demon-
strating thousands of genes altered in expression in postmortem brain tissue from 
patients with schizophrenia [7, 8]. Hence, epigenetic mechanisms of gene regula-
tion are especially pertinent to this disorder due to the therapeutic potential of epi-
genetic drugs, which include HDAC inhibitors [63]. These drugs can act to rebalance 
epigenetic aberrations, thereby restoring or reversing gene expression abnormalities 
contributing to disease manifestation. Alternatively, HDAC inhibitors could be 
working to promote a relaxed state of chromatin, thereby facilitating access of 
immediate early genes and other transcriptional regulators to achieve proper gene 
transcription (Fig. 13.3). Accordingly, HDAC inhibitors have gained considerable 
attention as a relevant therapeutic option for psychiatric disorders [64].

Valproic acid (VPA) is a low potent HDAC inhibitor of class I and II HDACs, 
although it shows higher potency against class I enzymes. VPA has a long and 
established history of efficacy in the treatment of bipolar disorder, which is often 
effective as a primary medication. VPA has also been suggested to be useful in the 
treatment of schizophrenia. Previous reports suggest that typical and atypical anti-
psychotics are more potent, more efficacious, and less toxic if they are co- 
administered with VPA [65–67], although other studies did not report such benefit 
[68–70]. Conceptually, this benefit may occur by using an HDAC inhibitor to relax 
a restrictive chromatin environment, thereby facilitating a gene expression response 
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to antipsychotic medications, acting on signaling pathways via surface receptors, or 
by direct effects of the HDAC inhibitor. The beneficial effects obtained with VPA in 
the treatment of schizophrenia suggest that more potent or more highly-selective 
HDAC inhibitors may represent a new opportunity for pharmacological interven-
tions for these disorders. It is believed that selective HDAC inhibitors will not show 
toxic properties that typically accompany treatment broad-spectrum HDAC inhibi-
tors that are currently FDA-approved [71, 72].

Consistent with this view, studies have shown that a selective HDAC1/HDAC3 
inhibitor, 4b, altered the levels of 17 schizophrenia candidate genes in mouse brain 
[73] Other studies have shown that another class I HDAC inhibitor, MS-275, 
potently activates GAD1 gene expression in NT2 cells accompanied by decreased 
GAD1 promoter methylation [74]. Further, a study using a benzamide-based inhibi-
tor, Cpd-60, targeting HDAC1 and HDAC2, showed efficacy in mood-related 
behavioral assays. Cpd-60 treatment was associated with attenuated locomotor 
activity following acute amphetamine challenge and decreased immobility in the 
forced swim test [75]. Lithium has also been shown to increase the levels of histone 
H3 acetylation and phosphoacetylation in the central nucleus of the amygdala, in 
association with the induction of c-Fos [76]. Treatment with the HDAC inhibitor, 
sodium butyrate, was found to enhance this effect [76], providing additional support 
for adjunctive treatment.
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Fig. 13.3 HDAC inhibitors my act synergistically with antipsychotic drugs to promote proper 
gene expression. HDAC inhibitors increase acetylation of histones leading to relaxed chromatin 
and increased gene expression. In addition, acetylation of histones alters accessibility of chromatin 
and allows DNA-binding proteins to interact with exposed sites to activate gene transcription and 
downstream cellular functions. Immediate early gene (IEG); transcription factor (TF)
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13.5  Conclusion and Perspectives

In summary, studies over the past decade have demonstrated abnormalities in vari-
ous histone modifications in peripheral and brain tissues from subjects with schizo-
phrenia, as well as in animal models of the disease. The significance of these 
findings lies in the potential for these abnormal marks to serve as targets for novel 
epigenetic therapies. Much of the evidence to date supports an underlying dysfunc-
tion which would lead to an overall restrictive chromatin state and subsequent gene 
repression. Hence, compounds or drugs that would reverse this heterochromatin 
state might decrease psychiatric symptoms, whether administered as monotherapy 
or as an adjunct to traditional antipsychotic treatment. However, recent data indicate 
that the dysfunctional epigenetic mechanisms in schizophrenia may be more com-
plex. The major challenges for epigenetic therapies are target specificity and the 
design of selective inhibitors against such targets. Additional epigenetic studies in 
schizophrenia should hopefully shed light on these issues.
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Abstract
Despite being clinically described 150 years ago, the mechanisms underlying 
amyotrophic lateral sclerosis (ALS) pathogenesis have not yet been fully under-
stood. Studies in both animal models of ALS and human patients reveal a pleth-
ora of alterations such as increased glutamate-mediated excitotoxicity, redox 
stress, increased apoptosis, defective axonal transport, protein-misfolding events, 
mitochondrial impairment and sustained unregulated immune responses. 
Regardless of being sporadic or familiar ALS, the final outcome at the cellular 
level is the death of upper and lower motor neurons, and once diagnosed, ALS is 
typically lethal within the next 5 years. There are neither clear biomarkers nor 
therapeutic or disease-modifying treatments for ALS.
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Accumulating evidence supports the concept that epigenetic-driven modi-
fications, including altered chromatin remodelling events, RNA editing and 
non- coding RNA molecules, might shed light into the pathogenic mecha-
nisms underlying sporadic/familiar ALS onset and/or severity to facilitate 
the identification of effective therapies, early diagnosis and potentially early-
stage therapeutic interventions to increase the survival outcome of ALS 
patients.

Keywords
MicroRNAs • Frontotemporal dementia (FTP) • Neurodegeneration, DNA 
methy ltransferases (DNMT) • Histone acetyl transferases (HAT) • Histone 
deacetylases (HDACs) • Neuromuscular • Neurodegeneration • Motor neurone 
disease (MND)

14.1  Introduction

Amyotrophic lateral sclerosis (ALS) is a fatal motor neuron disease, characterized 
by a progressive loss of the motor neurons at the spinal or bulbar level [1, 2]. 
Unfortunately, so far, there are no explicit evidences of the final causative mecha-
nisms [1]. ALS was first described in 1874 by a French neurologist called Jean- 
Martin Charcot. Hence, ALS is also known as Charcot disease. However, it could be 
also mentioned as Lou Gehrig’s disease after the name of the hall-of-fame baseball 
player for the New York Yankees diagnosed with ALS in 1939 [2, 3]. ALS is the 
most common type of motor neuron disease and the reason why it is also called 
motor neurone disease (MND) in UK and Australia. ALS patients (up to 50%) dem-
onstrate mild to moderate cognitive and/or behavioural impairment due to fronto-
temporal degeneration (FTD) [4]. Thus, patients with FTD/ALS may first present 
features of either FTD or ALS with the additional symptoms developing as the dis-
ease progresses.

ALS is a rare neurodegenerative disease, being almost impossible to be diag-
nosed before the disease is clinically evident [1, 5]. The incidence rate of the 
disease remains at 2.7/100.000 [6], where the mean age of ALS onset varies from 
50 to 65 years old, with less than 5% of the cases showing an onset under 30 years 
old [7, 8]. Once that ALS is diagnosed is typically lethal within 5 years, irrespec-
tive of the type/form of ALS [1]. ALS can be divided in two categories, sporadic 
and familial ALS. The most common form is sporadic ALS (90–95%) with no 
clear inherited component. Familial ALS is seen only in approximately 5–10% of 
the cases, where a genetic dominant inheritance can be associated [9, 10]. The 
disease has been traditionally considered as a distinctive disorder, but in the 
recent years, as ALS shows a wide phenotypic heterogeneity, new theories pro-
pose a common final phenotype for different disorders [11]. As we mentioned 
before, the motor neuron degeneration and structural and pathologic changes 
correlating with cognitive dysfunction have been found in ALS patients [12]. The 
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prevalence and types of cognitive impairment associated with ALS are very vari-
able [4]. Recent cross-sectional studies indicate that ALS patients (55–75%) also 
have cognitive impairment, where a subset of 15% of patients approximately 
exhibiting features of frontotemporal dementia (FTD), frontotemporal lobar 
degeneration (FTLD), as well as progressive social, behavioural and/or language 
dysfunctions [4, 13, 14].

The main clinical feature of ALS is a combination of upper and lower motor 
neuron damage where the patients experience localized muscle weakness and even-
tually muscle wasting [11]. Commonly, patients develop bulbar and respiratory 
symptoms and spasticity, affecting manual dexterity and gait [15]. The main cause 
of death in ALS is respiratory failure, as the result of pulmonary complications [16]. 
In order to prolong their lives, patients undergo tracheostomy-delivered assisted 
ventilation developing ultimately a state motor paralysis known as a ‘totally locked-
 in state’, involving the paralysis of all voluntary muscles and oculomotor impair-
ment [17].

Currently, riluzole—a chemical derivative of 2-aminobeanzothiazole—is the 
only drug (Rilutek® as tablet form or Teglutik® as liquid form) approved for the 
treatment of ALS by the agencies for the evaluation of medicinal products (FDA in 
USA; EMA in Europe). Different clinical trials have shown a marginal increase 
(2–3 months) in life expectancy [18–21]. The molecular bases of action of riluzole 
are still unclear. Several studies have reported that riluzole disables voltage-gated 
sodium channels associated to damaged neurons; controversially, it has been pro-
posed to act as an antagonist of the NMDA (N-methyl-d-aspartate) receptors, and, 
finally, it has been shown to increase the glutamate uptake from the synapse and to 
impair glutamate release from nerve terminals [22, 23]. Thus, to some extension, 
riluzole seems to act by reducing glutamate bioavailability and therefore NMDA- 
related excitotoxicity.

14.2  Epigenetics for ALS

14.2.1  The Genetics Context in ALS

SOD1 (superoxide dismutase 1) mutations account for a majority of cases of fALS and 
contribute to some of the sALS cases, where the misfolding of the mutant SOD1 forms 
aggregates and, through non-clearly established events, leads to motor neuron cytotoxic-
ity in the central nervous system (CNS) [24–26]. Additional genes have been also 
reported to be involved in the development of fALS [1]. The TAR DNA binding protein 
(TARDBP) gene encodes a protein called transactive response DNA binding protein 
43 kDa (TDP-43). Around 60 point mutations in the TARDBP gene have been linked to 
ALS. The fused-in-sarcoma (FUS) gene encodes a protein involved, as TDP-43, in RNA 
transcription, splicing, and transport [1, 6]. Recently, alterations of the frequency of a 
hexanucleotide repeat expansion in the non-coding region of the C9ORF72 gene has 
been reported as the most common cause of fALS [27]. Other reported allelic variants 
of human-mutated genes have been linked to ALS [28] [1, 27, 29–31].
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The recent information gathered on the human genetics of ALS indicates 
that the disease can be understood as the result of the complex interactions 
between sometimes genetically inherited factors and a given physiological 
context. Besides, the scenario is even more complicated as ALS shows a great 
deal of phenotypic variability in both sporadic and familial cases. Finally, this 
is particularly relevant in the context of a neurodegenerative disease like ALS, 
where the roles in the pathological process of ALS-associated genes in differ-
ent cell types point to non-cell autonomous mechanisms for motor neuron dys-
function. Therefore, the final ALS outcome is dependent on factors external to 
the motor neuron, as immune imbalance or energy homeostasis impairment. A 
minority of ALS cases can be traced from generation to generation in a family 
with the identification of a gene mutation. However, most ALS cases are 
believed to be caused by long-lasting effects of environmental factors on the 
genome [32]. This situation puts emphasis on epigenetics mechanisms to better 
understand the pathogenesis of ALS and the smart development of therapeutic 
strategies.

14.2.2  Key Tenets of Epigenetics in ALS

Defined as the area of research that studies how the environmental modifications on 
genes could affect the normal biology of an individual and contribute to the devel-
opment of different diseases, epigenetics was first described at the end of the 1930s 
by the British biologist Conrad H. Waddington. He defined it as the interplay 
between genetics and external forces during development that define the phenotype 
of a given organism [33]. The significance of the term has always been controver-
sial, raising two different interpretations of the concept. On one hand, epigenetics 
could be described as the study of heritable changes in gene function due to modifi-
cations that maintain the so-called epigenome [34]. A second interpretation 
describes epigenetics as the structural changes of particular chromosomal regions in 
order to preserve a gene expression profile maintained by epigenetic mechanisms 
[35, 36].

The current working paradigm of gene expression regulation in eukaryotic 
cells is based on the non-covalent binding of nuclear factors to the promoter 
region of a gene. A fundamental concept is the degree of accessibility of the 
DNA sequence controlled by the chromatin structure through either binding of 
non-coding RNAs to specific DNA sequences or by chemical strategies for 
covalent modifications of the chromatin. Although epigenetic mechanisms are 
also highly dynamic, they usually confer some stability at mid or long term to 
a given transcriptional cell state [37]. Therefore, according to a more flexible 
interpretation, the epigenetic mechanisms are involved in long-term tissue 
adaptation (i.e. muscle accommodation to exercise or long-term memory in the 
CNS) in addition to embryogenesis and tissue differentiation. Hereafter, we 
will continue by analysing the different mechanisms of epigenetic gene regula-
tion in ALS.
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14.2.3  The Involvement of MicroRNAs (miRNAs) as Epigenetics 
Modifications in ALS

Recent evidence shows that approximately up to 60% of all protein-coding genes 
might be regulated by miRNAs [38]. miRNAs are short evolutionarily conserved 
non-coding RNA molecules involved in post-transcriptional regulation of gene 
expression [39]. In summary, the process is as follows: the core nuclease Drosha 
and the molecular anchor protein DGCR8 modify primary miRNA molecules in the 
nuclear ‘microprocessor’ complex formed after transcription in order to export 
them afterwards to the cytoplasm by exportin 5 [40–42] (Fig. 14.1). Once in the 
cytoplasm, pre-miRNAs are further processed by the Dicer complex to finally gen-
erate a ~ 22-nucleotide double-stranded mature miRNAs. Then, the protein argo-
naute 2 (AGO2) binds to the mature miRNAs in the RNA-induced silencing complex 
(RISC) promoting complementary strand separation [43]. Sequence-specific inter-
actions between the single-stranded miRNA and the specific mRNA target mediate 
the silencing and the final repression of protein production either by blocking trans-
lation or by induced transcript degradation [44, 45]. The involvement and deregula-
tion of multiple miRNAs have been reported in several neurodegenerative diseases 
although the implications and mechanisms associated to miRNA dysregulation in 
this context have not been fully elucidated. For example, whether dysregulation 
occurs via transcriptional, post-transcriptional or through both mechanisms still 
remains to be addressed [46, 47]. Some illustrations of miRNA-mediated regulation 
of the expression of key proteins in other neurodegenerative diseases can be found 
in the case of Alzheimer’s disease (AD), where tau and amyloid precursor proteins 
have been shown to be regulated by members of the miR-20 and miR-34 families 
[48, 49] or parkin expression in the case of brains from Parkinson’s disease (PD) 
patients through miR-34b/c [50]. Moreover, there are also examples of miRNA- 
based profiling in PD, AD and Huntington’s disease (HD) [51–54]. Thus, it is not 
surprising to find miRNAs involved in some of the pathophysiological process 
linked to ALS.

In this context, the processing and biogenesis of miRNAs can be modified by the 
interaction with TDP-43 protein [55] as it has been suggested and supported by 
other authors [36, 56]. Besides the DGCR8/Drosha complex, other polypeptides 
such as TDP-43 and AGO2 could interact with Drosha creating an alternative com-
plex, which facilitates the synthesis of several pre-miRNAs [56]. Thus, this facilitat-
ing role of TDP-43 in miRNAs biogenesis could be affected by a low availability of 
TDP-43 [56]. Furthermore, cytosolic TDP-43 through interaction with the Dicer 
complex also enhances the previously mentioned pre-miRNAs production [56]. 
Interestingly, after TDP-43 silencing, a decreased expression of several miRNAs 
(miR-132-5p/3p, miR-143-5p/3p and miR-574-3p) in human lymphoblast cell lines 
from ALS patients has been reported [57]. Furthermore, the loss of Dicer has been 
associated with the progression of the spinal motor neuron degeneration [58]. Taken 
together, the complex formed by DGCR8, Drosha and TDP43 seems to be critical 
in the biogenesis and processing of miRNAs in human cells being its interaction 
with Dicer in the cytoplasm significant for miRNA processing in ALS [13, 41]. 

14 Epigenetic Mechanisms of Gene Regulation in Amyotrophic Lateral Sclerosis



260

Nucleus

Cytoplasm

Exportin 5

Pri-miRNA
miRNA
gene

Pre-miRNA

m7G

(A)

TDP-43

DGCR8Drosha

DICER

Mature miRNAReduced miRNAs bioavailability

AGO2

RISC

RISC

AGO2

TNRC6

TNRC6

Targeted mRNA

Translational
Repression 

AGO2

Non-targeted mRNA

Translational
Facilitation 

TNRC6

Nucleus

Cytoplasm

Exportin 5

Pri-miRNA
miRNA
gene

Pre-miRNA

m7G

(A)

TDP-43

DDDDDGGGGGGCCCCCCRRRRR888888Drosha

DICER

Mature miRNAReduced miRNAs bioavailability

AGO2

RISC

RISC

AGO2

TNRC6

TNRC6

Targeted mRNA

Translational
Repression 

AGO2

Non-targeted mRNA

Translational
Facilitation 

TNRC6

Fig. 14.1 Cytoplasmic protein aggregates disturb the correct miRNA biogenesis. A primary tran-
script is encoded in the nucleus by specific miRNA genes in conventional miRNA biogenesis. 
Further miRNA synthesis by the enzymatic complex Drosha and DGCR8 produces a stem loop 
pre-miRNA. TDP-43 is a component of the Drosha/DGCR8 miRNA-processing complex, and thus 
TDP-43 gain-of-function or loss-of-function mutations might alter miRNA processing. miRNAs 
correctly processed by Drosha/DGCR8/TDP43 are transported to the cytoplasm by exportin 5. 
Then, pre-miRNAs are cleaved by Dicer to create the 22-nucleotide double-stranded mature miR-
NAs. If cytosolic TDP-43 promotes the formation of aggregates with stress granules, they could 
bind specific miRNAs and thus alter their proper function accordingly. Mature miRNAs following 
a conventional processing will bind to AGO2 and TNRC6 proteins forming the RISC complex 
triggering the strand separation. Single-stranded miRNA complex binds to mRNA targets inducing 
mRNA silencing and repressing protein synthesis by blocking translation or transcript degradation. 
Abbreviations: AGO2, argonaute 2; DGCR8, microprocessor complex subunit DGCR8; miRNA, 
microRNA; RISC, RNA-induced silencing complex; TDP-43, TAR DNA binding protein 43; 
TNRC6, trinucleotide repeat-containing gene 6A protein
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Although the precise role is still unclear, the downregulation of miRNAs as a com-
mon feature has been shown in both human ALS and in experimental ALS animal 
models [59].

On the opposite side, upregulation of several miRNAs have been reported in the 
context of ALS too. Thus, strong expression of miR-155 was reported in the SOD1- 
G93A animal model of ALS and further confirmed in human ALS spinal cord [60, 
61]. In this sense, experiments using oligonucleotide-based miRNA inhibitors for 
miR-155 showed significantly prolonged survival rates in ALS mice [61]. 
Interestingly, miR-155 is involved in the regulation of relevant biological pathways 
related to ALS as TGF-β1 signalling, the stimulation of macrophage inflammatory 
responses and the enhancement of pro-inflammatory cytokine secretion [60]. 
Another example is miR-29, which has been recently reported to be highly expressed 
in the brain and spinal cord of the SOD1-G93A mouse model [62]. In this occasion, 
the knocking down of miR-29 did not affect the life expectancy of the SOD1-G93A 
mice [62].

The mechanisms driving microglia activation in ALS remain incompletely 
understood, and recent epigenetic mechanisms are gathering attention in this con-
text. In this sense, upregulation of differentially expressed immune-related miRNAs 
such as miR- 22, miR-155, miR-125b, miR-146b and miR-365 was reported in 
activated microglia cultures of SOD1-G93A mice [63]. Particularly, miR-125b 
seems to be relevant in the modulation of TNF-α, while miR-365 regulates IL-6 
production in the SOD1-G93A preclinical model of ALS [63, 64].

Additionally, the skeletal muscle mitochondrial dysfunction is a remarkable 
event in ALS, which is believed to play a central role in the progression and severity 
of ALS. In this context, an increased expression of specific miRNAs, including 
miR-23a, miR-29b, miR-206 and miR-455 in skeletal muscle of human ALS tis-
sues, has been reported [65]. There are several functions ascribed to these miRNAs; 
miR-23a suppresses the mRNA and protein levels of the peroxisome proliferator- 
activated receptor γ coactivator 1α (PGC-1α), a transcription factor involved in ther-
mogenesis and muscle adaptation to exercise, miR-29b is involved in muscle 
regeneration and miR-455 has a role in muscle wasting [65]. Moreover, in vitro and 
in vivo experiments have reported the involvement of miR-206 in the generation 
process of new neuromuscular junctions after nerve injury [66–71]. miR-206 has a 
role in the regeneration of neuromuscular synapses after nerve injury [71]. Thus, in 
SOD1-G93A mice, the lack of miR-206 accelerates disease progression [71]. In a 
similar way, the absence of miR-218, which is specifically expressed in motor neu-
rons and involved in their differentiation process, has been reported to cause sys-
temic neuromuscular failure and motor neuron cell loss [72, 73].

Interestingly, miR-218 seems to be related to glutamatergic and GABAergic sig-
nal transmission through the regulation of SLCIA2 and SLC6A1 transporters [72, 
73]. Additionally, miR-9 and miR-124 have been reported to regulate the expression 
of the AMPA receptor, a non-NMDA-type inotropic receptor for glutamate, in the 
context of FTD/ALS [74, 75]. Moreover, downregulation of miR-9 expression was 
found in iPSC-derived neurons of FTD/ALS patients with TDP-43 mutations [76]. 
Besides, abnormal levels of miR-9 have been also involved in the regulation of 
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dendritic growth associated to changes in the expression levels of neuronal cyto-
skeletal proteins or the repressor element 1 (RE1) silencing transcription factor 
REST [58, 77]. Finally, several miRNAs have been shown to be responsible for cell 
death and the inhibition of low molecular neurofilament (NFL) mRNA at the neuro-
muscular junction including miR-146a, miR-524-5p, miR-582-3p, miR-b1336 and 
miR- b2403 [78, 79].

Although there is still a gap in our knowledge on the precise mechanisms of 
action of miRNAs in the pathophysiology of ALS, their mere use as potential bio-
markers for ALS is of interest for diagnosis and/or prognosis, acting as indicators 
for therapeutic response in clinical trials [80, 81].

14.2.4  DNA Methylation

DNA methylation is part of the epigenetic machinery. It consists in covalent modi-
fications (addition of methyl or hydroxymethyl groups) to cytosine residues in par-
ticular DNA regions. The 5-methylcytosine (5mC) or hydroxymethylcytosine 
(5hmC) residues are produced by the specific actions of DNA methyltransferases 
(DNMTs) [82, 83]. These additions modify transcriptional protein–DNA interac-
tions by changing chromatin structure and transcription rates, being DNA methyla-
tion usually related to transcriptional repression [84]. Recently Gaunt et al. have 
demonstrated that DNA methylation contains a significant heritable component, 
which remains consistent across the lifespan [85]. Main targets for the DNMTs are 
the CpG-rich sites in promoter sequences (CpG islands), where hypermethylation 
impairs the binding of transcription factors to these regulatory regions and therefore 
produces transcriptional silencing [86]. It is estimated that approximately 60–80% 
of the CpG islands present in the human genome are methylated [87, 88]. There are 
too mechanisms of passive and active reversal of CpG methylation, which mainly 
involves the oxidation of 5mC to 5-hmC [89–92].

Specifically related to ALS, pioneered studies reported a non-methylated pattern 
in the promoter sequences in some of the human genes involved in the disease, as 
SOD1, VEGF (vascular endothelial growth factor) and GLT1 (glutamate type I 
transporter) [93, 94]. DNA methylation has recently been proposed a as marker of 
epigenetic dysfunction in ALS, where whole-blood DNA methylation is increased 
in ALS patients independently of age of the disease onset [95]. Additionally, in 
postmortem sporadic ALS spinal cord samples (unfortunately not in blood), 
Figueroa-Romero and collaborators have reported an increase in both 5mC and 
5hmC levels, with opposed effects in terms of gene regulation, being transcriptional 
inhibitors the former and activators the latter [96]. This might be in agreement with 
the emerging role as a potential biomarker of 5hmC and 5mC in other neurodegen-
erative diseases such as AD, HD and PD [97]. Although further studies are required 
to assess the potential of changes in methylation status in ALS, it is worth mention-
ing that DNA methylation has been considered a basic mechanism for aging [98], in 
which it turns out to be an associated risk factor for this disease [99–101]. In this 
sense, by genome-wide analysis in the brain from sALS patients, Morahan and 
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collaborators found that patients exhibited hypo- or hypermethylation at 38 meth-
ylation sites. Of these, 60% were genes involved in calcium homeostasis, neuro-
transmission and oxidative stress, which are relevant to ALS pathology [102].

Although there is no consensus, the functional activity of DNMTs has been asso-
ciated to neurodegeneration and in particular to ALS in several studies. Chestnut 
and coworkers have reported that DNMT3A upregulation had a stronger proapop-
totic role in neurons compared to DNMT1 in the context of ALS [82]. In the same 
line of evidence, Martin and collaborators have confirmed DNMT3A, but not 
DNMT1, as a main inducer of neuronal degeneration in cell cultures [103]. Finally, 
Wong and collaborators demonstrated that both mitochondrial DNA methylation 
and DNMT3A levels were abnormally increased in muscles and spinal cord from 
ALS mice [103]. The control of DNMT might have some potential in the context of 
cell therapies based on human bone marrow mesenchymal stromal cells in ALS 
patients [104, 105].

A clear example of how epigenetic changes in the promoter of a given gene 
modify the mRNA expression is illustrated by the ALS-linked mutations in the 
human C9ORF72 gene [1]. These mutations are repeated expansion of short 
sequences in the promoter region of the gene and are associated to multiple deleter-
ous mechanisms, mainly related to toxic gain of function properties of the mutated 
RNA produced and the subsequent formation of stable RNA-DNA hybrids 
(R-loops) [106].

It is recognized that the size of a pathological repeat expansion influences the 
severity of the symptoms of a given disease. In ALS, it is still not obvious if the 
clinical variability is associated to size variability of the C9ORF72 G4C2 expansions 
while it seems to be associated to decreasing age of onset in ALS families segregat-
ing a C9ORF72 G4C2 expansion [107, 108].

The methylation pattern in the CpG islands of the C9ORF72 gene promoter has 
been recently addressed with contradictory conclusions. In this sense, Bauer and 
collaborators have suggested that an increase in the methylation level of the charac-
teristic G4C2 expansion might impair the pathogenicity of C9ORF72-related dis-
eases [109]. Interestingly, there is experimental evidence supporting a 
‘loss-of-function’ hypothesis, where increased methylation of CpGs in the C9ORF72 
gene is associated to the presence of increasing G4C2 expansions size (i.e. number 
of repeat units) and ultimately to a reduction of the C9ORF72 promoter activity 
[31]. However, the same authors reported a significantly delayed onset age in short 
expansion carriers. This illustrates a complex scenario where other alternative 
mechanisms of toxicity (RNA foci formation and/or aggregated dipeptide repeat 
(DPR) proteins through repeat-associated non-ATG translation) are likely to be 
involved in intermediate and long G4C2 expansions [31]. Thus, different groups 
have reported hypermethylation of the CpG islands located in the C9ORF72 pro-
moter region in about 10–30% of C9ORF72 FTD-ALS patients [110–113]. 
However, Russ and collaborators concluded that methylation of the expanded 
repeats in C9ORF72 was not significantly different between ALS and FTD patients, 
without predictive value in terms of age of onset, although the hypermethylation in 
specific tissues was associated with an extended life expectancy only in FTD [114].

14 Epigenetic Mechanisms of Gene Regulation in Amyotrophic Lateral Sclerosis



264

In addition to DNA methylation in CpG islands in the promoter region of 
C9ORF72, a stable increase in the methylation levels of the large expansions of 
G4C2-repeats themselves (where an extra CpG island has been predicted only in 
expansion carriers) in ALS and FTD patients has been demonstrated very recently 
[115]. This opens the possibility to link methylated G4C2-repeats with the formation 
of G-quadruplex structures and related toxic events.

Beyond changes in DNA methylation, the methylation of arginine residues in 
particular histones is part of the epigenetic code. Interestingly, it has been recently 
suggested that FUS might impair the methylation of histone H4 by the human argi-
nine methyltransferase PRMT1 as a consequence of the ALS-related aberrant accu-
mulation of cytoplasmic FUS [116].

14.2.5  Role of Histone Modifications in ALS Epigenetic 
Regulation

In eukaryotic cells, DNA is packed by histones forming a nucleosome. The octa-
meric core of the nucleosome is formed by two subunits of the histones H2A, H2B, 
H3 and H4. Addition of the linker histone H1 gives rise to the nucleosome. Post- 
translational modifications occur within arginine and/or lysine amino acids in the 
histone amino terminal tails protruding from the histone core. The usual modifica-
tions are addition of methyl and acetyl groups, but phosphorylation, ubiquitination 
or sumoylation have been also reported [117, 118].

The acetylation of the histones is one of the main epigenetic mechanisms, reduc-
ing the positive charges of the modified residues and therefore relaxing the tightly 
packed form of DNA in heterochromatin. Generally, increased levels of acetylation 
are associated to transcriptional activation (open remodelled chromatin), whereas 
deacetylation activity is linked to transcriptional silencing (chromatin 
condensation).

The overall level of histone acetylation depends on the interplay between histone 
acetyl transferases (HATs) and histone deacetylases (HDACs), although histones 
are not their exclusive substrates [119]. HDACs are grouped into four classes 
according to its homology to yeast deacetylases, and they differ in their subcellular 
localization and physiological roles. Briefly, class I HDACs (1, 2, 3 and 8) are 
mainly nuclear, whereas class II (IIa; 4, 5, 7 and 9; IIb 6 and 10) can shuttle between 
the nucleus and the cytoplasm, depending on the phosphorylation status [120]. 
HDAC11 is the only member of the class IV, and it can bind to HDAC6 [121]. 
Finally, class III HDACs are characterised by the use of nicotinamide adenine dinu-
cleotide as acetyl group donor with no requirement of zinc. They are known as sir-
tuins (1 to 9) and can be localized in the nucleus, cytoplasm and mitochondria.

14.2.5.1  Changes in HDACs Expression Patterns in ALS
Pioneered work by Rouaux and collaborators reported in a SOD1 mouse model of 
ALS a sharp decrease of the acetylated form of H3 histone, specifically in motoneu-
ron nuclei [122]. In ALS patients, mRNA levels of several HDACs have been 
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determined in postmortem samples of motor cortex and spinal cord [120]. They 
found an upregulation of HDAC2 mRNA levels and a concomitant reduction in the 
HDAC11 mRNA levels in both tissues [120]. Interestingly, increased levels of 
HDAC2 mRNA have been described in Duchene’s dystrophy, where its downregula-
tion improved the symptoms in dystrophin-deficient mice [123, 124]. In a Drosophila 
model of Ataxia telangiectasia, a disorder characterized by progressive neurodegen-
eration, HDAC2, was shown to directly deacetylate the ATM (ataxia telangiectasia 
mutated) gene promoter, impairing its neuroprotective role [125]. In a cohort of ALS 
patients, those showing a rapid progressive disease exhibited an increased level of 
HDAC4 expression in skeletal muscle compared to patients with longer life expec-
tancy [126].

So far, the smart manipulation of the mRNA expression of particular HDACs has 
not yet been addressed in the context of ALS. However, the inhibition of the HDACs 
activity has been explored by using small compounds that can efficiently cross the 
blood-brain barrier and therefore modify the epigenetic marks in the CNS. In this 
sense, valproic acid and butyrate can promote an increase in the acetylation status 
of the histones. Several of these compounds have been largely used in the treatment 
of some neurological diseases, such us bipolar disorders and seizures. Although the 
exposure of healthy cells to HDACs inhibitors might lead to apoptosis, it seems to 
be that the hypoacetylated status of the cells confers some kind of neuroprotective 
response [122].

Specifically, it has been shown in SOD1 mouse models of ALS (G93A and 
G86R) a state of hypoacetylation in histones from the spinal cord at the age of onset 
[127]. This effect is even more pronounced at the end stage of the disease in the 
SOD1 animal models. In this context, in vivo treatment with valproic acid induced 
a rapid increase in the acetylation status of histones after a few hours of administra-
tion. The chronic treatment with valproic acid induced a normalization of the his-
tone acetylation at the end stage of the mouse model alongside an increase in total 
RNA transcription with a normalization of the expression of several pro- survival 
genes such as Smn and Bcl-2 [127, 128]. This pharmacological approach did not 
improve the survival in the ALS mouse model but slightly delayed the onset of 
motor decline and muscular atrophy.

Some of the experimental strategies in preclinical studies using the SOD1 mouse 
model for ALS include combination regimens with HDAC pharmacological inhibi-
tion. Hence, riluzole and HDAC inhibition produced a decrease in reactive astro-
gliosis and motor neuron apoptosis, with an increase in the SOD1 mice survival of 
around a 20% compared to the separate administration of riluzole [129]. Other stud-
ies reported an enhanced neuroprotection by a combinatorial approach using mood 
stabilizers (lithium) in a mouse ALS model [130].

However, in terms of survival in the ALS mouse model, there are controversial 
reports related to the use of valproic acid or butyrate as HDAC inhibitors with posi-
tive effects [128, 131] or noncompliant results [127]. Most probably, the lack of 
uniformity in the starting point of the treatments might account for the differences 
observed. Trichostatin (TSA) is a broad HDAC inhibitor acting on class I and II 
HDACs, including the HDAC6 not targeted by valproic acid or butyrate. The in vivo 
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treatment with TSA in ALS mice have shown an increase in normalized histone 
acetylation, neuroprotection and extended survival with partially restored normal 
phenotypes in microglia and motor neurons [132].

Although encouraging, the neuroprotective effects of HDACs inhibition are not 
particularly well understood in terms of mechanisms of action, and therefore the 
translation to the clinic is limited, as the clinical trials could not be properly designed. 
In this sense, the use of valproic acid in clinical trials—although well tolerated and 
regarded as safe—did not modify the overall survival rates for ALS [133].

14.2.5.2  Targeting HDACs Function Beyond  
Epigenetic Mechanisms

Protein acetylation is not confined to epigenetic chromatin remodelling and tran-
scriptional regulation. So far, precise molecular targets of HDAC inhibitors are not 
well determined, neither the acetylation status of specific lysine residues modulat-
ing the function of other proteins [134, 135]. Thus, many other non-epigenetic- 
related cellular processes unregulated in the context of the pathophysiology of 
neurodegenerative diseases might be targets for HDAC inhibitors (e.g. microtubule 
dynamics or intracellular transport).

The class IIb HDAC6 represents an interesting example of this working para-
digm. HDAC6 is expressed in most of the neurons; it has two catalytic domains and 
an additional ubiquitin-binding domain. HDAC6 in combination with sirtuin 2 is 
involved in the deacetylation of alpha tubulin [136], affecting the stability of micro-
tubules, axonal transport and autophagy [137]. Remarkably, the specific inhibition 
of HDAC6 by tubacin has been shown to mainly affect the deacetylation of alpha 
tubulin, whereas the overall acetylation status of the histones is not altered [138]. In 
this sense, numerous works have analysed the role of both sirtuin 2 and HDAC6 
inhibition in the pathogenesis of neurodegenerative diseases in the context of 
impairments in axonal transport [139]. HDAC6 inhibition is neuroprotective in 
models of HD and PD [140, 141]. In ALS, the absence of HDAC6 in the SOD1- 
G93A mouse model induced an increase in the levels of tubulin acetylation which 
was associated with an increase in the survival rates, without apparently affecting 
other neurological functions [142]. The role of HDAC6 in ALS beyond epigenetic 
mechanisms is unclear. In this sense, it has been reported that the mutated SOD1 in 
the SOD1-G93A mouse model promotes the formation of SOD1-tubulin-HDAC6 
complexes, thus increasing alpha tubulin acetylation [143]. On the other hand, the 
pharmacological inhibition of sirtuin 2 through A7 has been reported to be protec-
tive in animal models of PD but not in ALS [144].

ALS is characterised for being a disease related to the imbalance of protein 
homeostasis too [1]. Although it has not been explored in the context of ALS thera-
peutic strategies, it is worth mentioning that HDAC6 reduces TDP-43 acetylation 
levels and, as a consequence, increases its non-aggregated status [145]. Mutations 
in the RNA-binding protein FUS are involved in almost 5% of the familiar ALS 
cases [1]. In this context, sequestration of the Prmt1 histone methylase by cytoplas-
mic FUS aggregates impairs its epigenetics capabilities related to the control of the 
histone code, and it has been recently associated to the pathogenesis of ALS [116]. 
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Another example of the complex role of protein homeostasis in ALS, beyond well- 
established epigenetic mechanisms, is the sequestration of the HDAC6 mRNA mol-
ecules into protein inclusions of FUS and TDP-43 [146]. In fact, it has been reported 
a reduction in the levels of HDAC6 gene expression at the onset of the disease in the 
SOD1- G93A mouse model of ALS and further reductions at the end stages [147]. 
On the contrary, the CNS overexpression of HDAC6 significantly extended the sur-
vival expectancy in the SOD1-G93A mouse model of ALS [147]. The right balance 
of HDAC6 expression at different stages of ALS progression might be an interesting 
approach that deserves further consideration. Thus, the specific HDAC6 inhibition 
at early stages could be desirable due to its neuroprotective effects by improving 
axonal transport, while HDAC6 overexpression at late stages could counteract the 
effects of different protein aggregates in order to maintain proper autophagy func-
tions enhancing protein aggregation clearance.

14.2.6  Environmental Factors and Epigenetic Mechanisms in ALS

The exposome can be defined as the sum of all the agents to whom an individual has 
been exposed to, from the time that he/she was born or even during the foetal period 
of pregnancy. These agents can be divided into lifestyle and occupational exposures. 
These interactions between the environment and the genome can lead to epigenetic 
changes, and, ultimately, some of these alterations can be transmitted from cell to 
cell [148, 149]. However, there is no a clear consensus between the so-called expo-
some and the onset and/or severity of ALS. Current evidences are not strong enough 
to show a clear association between external factors (army service, lead exposure, 
physical or emotional trauma, smoking, exposure to infectious agents, etc.) and 
ALS aetiology and survival [150–158].

14.3  Final Remarks

Although in recent years several pieces of evidence have been gathered about ALS 
pathogenesis and new potential therapeutic approaches, the need for an effective 
pharmacological option remains. A combined strategy targeting different patho-
genic mechanisms may prove to be an optimal approach for preventing motor neu-
ronal death. In this sense, the rise of new information related to the intertwined 
contribution of epigenetics pathways to already known mechanisms of ALS may 
represent a further step in developing a cure based on multi-targeted options.
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Abstract
Huntington’s disease (HD) is a genetic, fatal autosomal dominant neurodegenerative 
disorder typically occurring in midlife with symptoms ranging from chorea, to 
dementia, to personality disturbances (Philos Trans R Soc Lond Ser B Biol Sci 
354:957–961, 1999). HD is inherited in a dominant fashion, and the underlying 
mutation in all cases is a CAG trinucleotide repeat expansion within exon 1 of the HD 
gene (Cell 72:971–983, 1993). The expanded CAG repeat, translated into a length-
ened glutamine tract at the amino terminus of the huntingtin protein, affects its struc-
tural properties and functional activities. The effects are pleiotropic, as huntingtin is 
broadly expressed in different cellular compartments (i.e., cytosol, nucleus, mito-
chondria) as well as in all cell types of the body at all developmental stages, such that 
HD pathogenesis likely starts at conception and is a lifelong process (Front Neurosci 
9:509, 2015). The rate-limiting mechanism(s) of neurodegeneration in HD still 
remains elusive: many different processes are commonly disrupted in HD cell lines 
and animal models, as well as in HD patient cells (Eur J Neurosci 27:2803–2820, 
2008); however, epigenetic- chromatin deregulation, as determined by the analysis of 
DNA methylation, histone modifications, and noncoding RNAs, has now become a 
prevailing feature. Thus, the overarching goal of this chapter is to discuss the current 
status of the literature, reviewing how an aberrant epigenetic landscape can contrib-
ute to altered gene expression and neuronal dysfunction in HD.
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15.1  DNA Methylation in HD

15.1.1  DNA Methylation: General Characteristics

DNA methylation, a critical regulator of gene expression and gene silencing, is one 
of the earliest characterized, and most intensely studied, epigenetic modifications in 
mammals [1, 2]. From the structural point of view, DNA methylation involves a 
covalent addition of a methyl group to the 5′ position of the pyrimidine ring of cyto-
sine bases in the nucleotide sequence 5′-CpG-3′, so called CpG island, thus creating 
5-methylcytosine (5-mC) [2]. 5-mC DNA modification is prevalent in the human 
genome, encompassing 4–6% of all cytosines and 60–80% of all CpG dinucleo-
tides, and it’s usually associated with gene repression [3]. The 5-mC conversion is 
catalyzed by DNA methyltransferases (DNMTs), which transfer the methyl group 
to single-stranded DNA using S-adenosylmethionine as methyl donor [4, 5]. Of the 
five members of the DNMT family identified in mammals—DNMT1, DNMT2, 
DNMT3a, DNMT3b, and DNMT3L—the de novo methylating enzymes of 
DNMT3a and DNMT3b catalyze the methyl transfer onto an unmethylated DNA 
during the early phases of embryonic development [1, 6]. On the contrary, 
DNMT1—the “maintenance” DNA methylation enzyme—duplicates the DNA 
mark from a hemi-methylated template, thus preserving the methylation patterns in 
adult, mitotically active tissues [1, 7, 8]. DNA methylation patterns are not perma-
nent; indeed, the mammalian genome is exposed to both active and passive DNA 
demethylation processes. Active DNA demethylation occurs when the methyl group 
is removed from 5-mC through a direct enzymatic process, while passive DNA 
demethylation refers to the failure to maintain DNA methylation pattern during 
DNA replication (the absence or inhibition of DNMT1) [9]. Passive demethylation 
is mainly caused by the conversion of 5-mC to 5-hmC (5-hydroxymethylcytosine): 
this modification is not recognized by DNMT1 enzyme, thus preventing the main-
tenance of the existing DNA methylation patterns. Instead, 5-mC to 5-hmC active 
conversion is catalyzed by the iron and 2-oxoglutarate-dependent TET proteins. 
Although 5-hmC is present in mammalian genome, it represents only the ~0.05% of 
all cytosines (100 times less compared to 5-mC) [10, 11]. Apart from cytosine, also 
guanine methylation has been reported, resulting in 7-methylguanine (7-mG) pro-
duction. Similarly to 5-mC, 7-mG in CpG islands contributes to transcriptional 
regulation; however, increased 7-mG in CpG results in chromatin remodeling lead-
ing to increased gene expression [12, 13].

But what is the functional relevance of DNA methylation? While the presence of 
methyl groups in the major groove of DNA generally interferes with the binding of 
transcription factors, thus preventing transcriptional activation (indirect transcrip-
tional repression) [14], a second mode of “direct transcriptional repression” involv-
ing the interaction with methyl-CpG binding domain (MBD) proteins is also well 
characterized [15].
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15.1.2  DNA Methylation in HD

The expression of mutant huntingtin in different HD model systems and HD post-
mortem samples has been correlated with important changes in DNA methylation 
[16, 1] (Fig. 15.1). Ng and colleagues used reduced representation bisulfite sequenc-
ing (RRBS) to measure DNA methylation at single base-pair resolution in mouse 
knock-in striatal cells carrying an expanded polyglutamine tract of 111 repeats 
(STHdhQ111/Q111) [17]. This cellular model, obtained by immortalizing knock-in stri-
atal progenitors (E14), expresses full-length mutant huntingtin under the mouse 
endogenous promoter, thus faithfully replicating the HD genetics [18, 19]. From the 
comparison between STHdhQ111/Q111 and wild-type striatal cells, DNA methylation 
pattern was found to be sensibly altered at promoter, proximal, and distal regulatory 
regions. Importantly, promoter regions associated with neurogenesis and neuronal 
differentiation genes, such as Ap-1, Sox2, Pax6, and Nes, were found to be hyper- 
methylated in mutant cells with consequently reduced expression levels [17]. Thus, 
mutant huntingtin protein might subtly but consistently alter chromatin regulation 
and transcription during neural development and specification, thus contributing to 
the deleterious effects observed throughout the life of an HD individual [20]. In line 
with the results in mouse cells, human fibroblasts obtained from HD patients showed 
significant alterations in 5-mC DNA methylation that can be partially ameliorated 
by histone deacetylase (HDAC) inhibition [21].

DNA methylation DNA methylation

WT
huntingtin

Mutant
huntingtin

Neuroprotective effect

Antiapoptotic effect

Stimulation of BDNF and
neuronal gens production

Dysfunction in neuronal
differentiation

Cognitive dysfunction

Neurodegeneration

Dysfunction in
neurogenesis

WT HD

Fig. 15.1 Schematic representation of DNA methylation patterns in wild-type and HD brains. The 
presence of wild-type or mutant huntingtin protein differently regulates DNA methylation pat-
terns. The consequences of these functional and dysfunctional changes in DNA methylation are 
also indicated for wild-type and HD neuronal cells. This figure has been modified and adapted 
from Lee, J., Y. J. Hwang, et al. (2013)
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Independent studies have focused on 5-hmC since it’s preferentially enriched 
in pluripotent stem cells [22, 23] and certain neuronal subtypes [24]. In physio-
logical conditions, mouse embryonic stem cells (ESC) show high levels of 5-hmC, 
which transiently decrease during ESC differentiation, eventually returning to 
high levels during neuronal terminal differentiation [24, 25]. 5-hmC seems to be 
a neuronal specific epigenetic mark since it is roughly tenfold more enriched in 
neurons than in other tissues [17, 26]. Wang and colleagues used YAC128 (yeast 
artificial chromosome transgene with 128 CAG repeats) transgenic mice overex-
pressing full-length huntingtin protein with 128 CAG repeats [27] to characterize 
5-hmC methylation in striatal and cortical regions [25]. 5-hmC markedly decreased 
in both the striatum and cortex of YAC128 mice as early as 6 weeks of age, sug-
gesting an impairment of 5-hmC restoration in HD brains during postnatal devel-
opment. Interestingly, and in line with the previously discussed 5-mC results, 
genome-wide distribution analysis of 5-hmC highlighted an aberrant epigenetic 
regulation impacting the correct neurogenesis, neuronal function, and survival in 
the HD brain [25].

Adenosine A2A receptor (A2AR), also known as ADORA2A, is a G-protein- 
coupled receptor that stimulates adenylyl cyclase [28] and is highly expressed in 
the striatum, especially in GABAergic medium-sized spiny neurons (MSNs), the 
most vulnerable neuronal subtype in HD [29, 30]. Many studies have correlated 
transcriptional alterations in A2AR with HD pathogenesis [29, 31–34]. More 
recently, Villar- Menéndez and colleagues studied a possible epigenetic regulation 
of A2AR gene in HD by measuring 5-mC and 5-hmC content in the 5′-UTR region 
of the gene in the putamen of HD patients as well as in the striatum of R6/1 and 
R6/2 mice, overexpressing the highly toxic, expanded exon-1 of the huntingtin 
protein, thus recapitulating the late stages of the disease [35, 36]. This study 
showed that A2AR reduction is correlated with increased levels of 5-mC in the 
5′-UTR region of ADORA2A gene in the putamen of HD patients, while a reduc-
tion of 5-hmC correlates with reduced ADORA2A expression levels in the stria-
tum of HD transgenic mice [36]. Although DNA methylation process seems to be 
differentially modulated between species (mice and human), the ADORA2A epi-
genetic regulation reinforces the idea that DNA methylation might be relevant for 
HD pathogenesis [37].

Finally, 7-methylguanine (7-mG), a DNA modification that plays important 
roles in transcription regulation [12, 13], has been found to be significantly changed 
in HD human brain samples and HD animal models, thus suggesting that DNA 
methylation machinery in its whole might be dysfunctional in HD [38]. These 
studies open potentially new avenues for HD treatment: re-establishing the native 
5-mC, 5-hmC, and/or 7-mG landscape may have the potential to rescue overt tran-
scriptional changes correlated to the disease and slow/halt the progression of HD 
(Fig. 15.1).
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15.2  Histone Acetylation in HD

15.2.1  Histone Modifications: General Characteristics

The association of histone proteins with DNA is affected by histone modifications 
that modulate the dynamic nature of chromatin fibers [37, 39]. In general, histones 
are the central component of the nucleosome subunit, forming an octamer con-
taining the four core histone proteins (H3, H4, H2A, H2B) around which is 
wrapped a 147-base-pair segment of DNA. Each of the globular histone proteins 
possesses a characteristic side chain which is densely populated with basic lysine 
and arginine residues, where most of the histone modifications reside. Gene 
expression is thus regulated by the concerted action of two components: on one 
side by the binding of transcriptional activators and repressors and, on the other 
side, by the chromatin structure governed by histone modification and chromatin 
remodeling enzymes [40, 41].

The histone tails are subject to extensive covalent posttranslational modifica-
tions (PTMs), including acetylation, methylation, phosphorylation, and ubiquitina-
tion [42, 43], collectively known as the “histone code,” that directly affects the 
plasticity of chromatin structure [44]. Some PTMs alter the charge density between 
histone and DNA, impacting chromatin organization and the underlying transcrip-
tional processes. However, they can also serve as recognition modules for specific 
binding proteins that, in turn, may control alterations in chromatin structure or 
function.

15.2.2  Histone Acetylation and Deacetylation

The process, acetylation-deacetylation, is orchestrated following the reversible 
transfer of an acetyl coenzyme A (Acetyl-CoA) to the NH3+ group on a histone 
lysine residue. Specifically, acetylation of lysine (K) residues on histone tails 
decreases the electrostatic interactions between histones and DNA, promoting a 
relaxed chromatin conformation that allows for the recruitment of transcription fac-
tors and the basal transcriptional machinery [45].

Gene expression, at any locus in the chromatin, is thus regulated through the 
interplay between histone acetyl transferases (HAT) and histone deacetylases 
(HDACs) in concert with other histone and DNA modifications (methylation) that 
facilitate or repress the recruitment of transcription factors and transcriptional 
machinery [46].

HAT molecules can be grouped based on sequence similarities [47]. Up to 
now, five different classes can be distinguished: see Table 15.1 for a complete 
description.
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Similarly, four classes of HDACs have been described: class I includes HDACs 
1, 2, 3, and 8; class II is divided into two subgroups, class IIA and class IIB: class 
IIA includes HDACs 4, 5, 7, and 9, while class IIB includes HDACs 6 and 10; class 
III contains sirtuins; and class IV contains only HDAC11 [48, 49] (see Table 15.1 
for details).

It is thought that it is the stoichiometric balance between HAT and HDAC 
enzyme activities that contributes to cellular homeostasis through coordinating gene 
expression and repression in a spatial and temporal manner [50]. Particularly, 
changes in the activities of HATs and HDACs lead to dysregulated gene expression, 
and this perturbed acetylation homeostasis might consequently contribute to 
neuropathology.

Table 15.1 Major families of histone acetyl transferases (HATs) and histone deacetylases 
(HDACs)

HATa HDACsb

Family Subtype Other names frequently used Class I (Rpd 
homolog)

Cytoplasmic KAT1 HAT1 HDAC1

HAT4 NAA60 HDAC2

HDAC3

GNAT KAT2A Gcn5 HDAC8

KAT2B PCAF

Class II (Hda 1 
homolog)

MYST KAT5 TIP60 HDAC4

KAT6A MOZ MYST3 HDAC5

KAT6B MORF MYST4 HDAC6

KAT7 HBO1 MYST2 HDAC7

KAT8 MOF MYST1 HDAC9

HDAC10

p300/CBP KAT3B p300

KAT3A CBP Class IV
HDAC11

Transcription 
coactivators

KAT4 TAF1 TBP

KAT12 TIFIIIC90 Class III (Sir2 
homolog)
SIRT1

Steroid receptor 
coactivators

KAT13A SRC1 SIRT2

KAT13B SCR3 AIB1 ACTR SIRT3

KAT13C p600 SIRT4

KAT13D CLOCK SIRT5

SIRT6

SIRT7
aHAT families, subtypes, and alternative nomenclature which are commonly used [127]
bHDAC families ordered in different classes [128, 129]
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15.2.3  Loss of Acetylation Homeostasis in HD

Although impairment of acetylation homeostasis has been associated to early 
“transcriptional dysfunction” as a contributing factor in pathogenesis of HD, the 
precise mechanism of this dysregulation remains unknown [51, 52] (Fig. 15.2). 
Mutant huntingtin was shown to interact with the acetyltransferase domain of 
CBP; among all the HATs, CBP is probably the most important in mediating neu-
ronal survival response and already implicated in neurodegenerative disorders. 
Specifically, CBP was found in intracellular inclusions in vitro, in brain tissue from 
animal models, as well as in post-mortem human HD brains. Together, these stud-
ies suggested that depletion of soluble CBP can cause a global hypoacetylation of 
histone that might affect transcription of genes relevant for neuronal survival [45]. 
There have been conflicting findings linking CBP activity to soluble or aggregate 
forms of mutant huntingtin. This might be due to experimental confounds caused 
by in vitro overexpression of protein fragments that could force co-aggregation or 
variable levels of expression of mutant huntingtin. However, it was recently dem-
onstrated that the HdhQ7/Q111 knock-in mice, representing a faithful replica of the 
human HD mutation, also exhibit impairments in spatial and recognition memory 
along with decreased levels of CBP and acetylated histone H3, strongly suggesting 
that specifically CBP may be important for the cognitive impairments seen in HD 
[45]. In fact, despite the high degree of similarity to CBP, p300, another HAT, is 
absent from intracellular mutant huntingtin inclusions, and its activity is not com-
promised in the presence of mutant huntingtin.

15.2.4  Histone Deacetylation Homeostasis in HD

Similar to acetylation, also deacetylation is altered in HD. The first evidences 
showed that the nuclear localization of the class II histone deacetylase HDAC5 was 

HDAC
H3K9/14ac

H4K5/8/12/16ac HAT

HDAC

HAT

Acetyl –CoA
Ac

HD

OFF

ON

Fig. 15.2 Schematic illustration of the dynamic state of histone acetylation/deacetylation regu-
lated by HAT and HDAC enzymes in HD. Acetylation of histones alters accessibility of chromatin 
(beads on a string) and correlates with active gene transcription, while deacetylation has been 
linked with transcriptional repression. Acetylation-deacetylation is orchestrated by the antagonis-
tic action of histone acetyl transferases (HATs) and histone deacetylase (HDAC) enzymes. The 
parentheses show the modifications on histones catalyzed by HATs and HDACs. This figure has 
been adapted from L.M. Valor, D. Guiretti (2014)
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increased in the brains of HD patients without an overall change in transcript levels 
[53]. In contrast, a recent study in R6/2 mice demonstrated that there was an increase 
in HDAC1 protein levels and a concomitant decrease in class II HDACs (particu-
larly HDAC6). However, these changes were not validated in CAG140 knock-in 
mice or post-mortem HD brain.

Apart from a direct effect on different HDACs, mutant huntingtin is able to mod-
ulate the formation of corepressor complexes through its altered binding/sequestra-
tion of “the repressor element 1 (RE1) transcription factor (REST) also called 
neuron-restrictive silencer factor (NRSF). In fact, polyglutamine-expanded mutant 
huntingtin has been shown to have a reduced interaction with REST, which is then 
no longer retained in the cytoplasm and can enter the nucleus causing transcrip-
tional repression [54] through the formation of a repressor complex including 
HDAC, CoREST, and Sin3A. This corepressor complex is responsible for the regu-
lation of a broad range of neuronal genes involved in neuronal development and 
normal neuronal functions (BDNF), such as ion channels, neurotransmitter recep-
tors and their synthesizing enzymes, and synaptic vesicle proteins. [55]. In agree-
ment with this mechanism, in both YAC transgenic and knock-in mouse models of 
HD, the transcription of REST/NRSF-regulated genes is positively correlated with 
the level of wild-type huntingtin that is present. In general, the disequilibrium caused 
by the loss of HAT or the increase in HDAC in HD pushes the HAT/HDAC ratio in 
favor of HDAC; thus HDAC inhibitors could possibly ameliorate HD-related pheno-
types (Fig. 15.2). In fact, growing evidences suggest that oxidative stress-induced 
apoptosis is blocked in the presence of HDAC inhibitors [56], and HDAC inhibitors 
like TSA and SAHA arrest polyglutamine toxicity in cell lines [57] and in Drosophila 
models of HD [58]. Over the past years, a number of groups have assessed the role 
of HDACs in HD models via genetic knockout or knockdown approaches [45]. 
Particularly, recent studies have shown that HDAC inhibition ameliorates 
HD-polyglutamine disease. In fact, reducing the expression of HDAC6 by using 
RNA interference techniques or inhibiting its deacetylase activity stimulated the 
microtubule-dependent trafficking and BDNF release [59], while reducing HDAC4 
levels delayed cytoplasmic aggregate formation and rescues neuronal and corticos-
triatal synaptic function in mouse models of HD, improving motor coordination and 
neurological phenotypes [60]. Moreover, decreasing the HDAC3 orthologue in the 
C. elegans HD model suppressed mutant huntingtin-induced degeneration of sensory 
neurons, while decreasing Rpd3 (orthologue to HDAC1/2/8) or Sir2 (Sirt1) was neu-
roprotective but did not improve survival in a Drosophila HD model [61]. Interestingly, 
Bates and colleagues have demonstrated that decreasing HDACs in the R6/2 mouse 
did not ameliorate the pathological phenotype associated with HD or reverse tran-
scriptional deficit [45, 62]. In order to set apart the reasons for these controversial 
findings, Valor et al. (2013) conducted research on histone acetylation comparing 
different HD mouse models [47]. Based on this exhaustive analysis, they concluded 
that altered bulk histone acetylation is not a general feature of HD pathology. 
However, despite the absence of global changes, loci relevant to the HD pathology 
showed local depletions in histone acetylation marks; thus, it is not yet clear whether 
changes in HAT/HDAC play a causal role in HD pathogenesis, but they might still 
contribute to the disease progression.”
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15.3  Histone Methylation in HD

15.3.1  Arginine Methylation

Arginine methylation is an abundant posttranslational modification (PTM), with 
about 0.5% of arginine residues methylated in mammalian tissues. Three types of 
methylarginine species exist: monomethylarginine (MMA), asymmetric dimethyl-
arginine (aDMA), and symmetric dimethylarginine (sDMA). The formation of 
MMA, aDMA, and sDMA in mammalian cells is performed by a family of nine 
protein arginine methyltransferases (PRMTs). PRMT1, 2, 3, 6, 8, and CARM1 (also 
called PRMT4) are Type I arginine methyltransferases that deposit the aDMA mark, 
while PRMT5 is the primary Type II arginine methyltransferase that deposits the 
sDMA mark [63]. The most important arginine methylations are found in histone 
H3 (namely, H3R2, H3R8, H3R17, H3R26) and in histone H4 (H4R3). H4R3 site 
is a major target for PRMT1 methylation (aDMA) and is generally associated with 
transcriptional activation [64, 65]. On the contrary, PRMT5 seems to be mostly 
associated with transcriptional repression: this enzyme symmetrically dimethylates 
H4R3 (H4R3sme2) and H3R8 (H3R8sme2) directly contributing to transcriptional 
repressive activity [66]. Interestingly, a functional interaction of wild-type hunting-
tin with PRMT5 has been recently uncovered [67]. Normal huntingtin stimulated 
PRMT5 activity in vitro, while mutant huntingtin showed an aberrant reduction in 
its ability to dimethylate endogenous substrates (histones and spliceosomal Sm pro-
teins). Coherently, overexpression of PRMT5 or knockdown of H4R3Me2 demeth-
ylase JMJD6 reversed the toxic effects of mutant huntingtin in primary cortical 
neurons, suggesting that PRMT5 deficiency may mediate, at least in part, HD 
pathogenesis.

15.3.2  Lysine Methylation

Lysine methylation is the best known among PTMs because of its relative stability, 
its multivalence, and its cross talk with other modifications. Specifically, histone 
proteins are heavily methylated on the side chains of lysine (K) residues. Lysine 
methylation has been shown to be present in mono-, di-, or trimethylated states. 
Although Lys methylation does not alter the overall charge of the molecule, methyl-
ated H3K4, H3K36, and H3K79 are associated with open, transcriptionally active 
genes in euchromatin, while methylated H3K9, H3K27, and H3K20 are associated 
with transcriptionally inactive, heterochromatin regions. Methylation reactions are 
catalyzed by KTM (histone lysine methyltransferases), and they tend to be highly 
specific enzymes that target preferentially certain lysine residues. All KMTs (except 
DOT1) contain an evolutionarily conserved SET domain (usually at C-terminal) 
comprised of 130 amino acids. The SET domain binds the AdoMet (S-Adenosyl-L- 
methionine) cofactor to mediate transfer of a methyl group to the target lysine.

The removal of Lys-methylation [demethylation] is catalyzed by Jumonji 
demethylases [KDM5-A (JARID1A); KDM5-C(JARID1C); KDM6A (UTX)] that 
can demethylate mono-, di-, and trimethylated lysine via an oxidative mechanism 
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and radical attack involving Fe(II) and a-ketoglutarate [68–70]. However, another 
demethylase enzyme KDM1A (LSD-lysine (K)-specific demethylase 1A) is able to 
demethylate only mono- and dimethyl lysines (H3K4me1/2) via an amine oxidation 
reaction with flavin adenine dinucleotide (FAD) as a cofactor [68].

15.3.3  Trithorax and Polycomb Complexes

Trithorax group (TrxG) proteins are evolutionarily conserved chromatin regulators 
that retain histone-modifying activity through SET domain-containing factors and 
are usually correlated with transcriptional activation. TrxG complex was found for 
the first time in Drosophila, while mammalian homologs were then identified as 
part of the COMPASS-like complexes, which include MLL family of KMTs meth-
yltransferases and specifically methylates histone H3 at lysine 4. MLL3 and MLL4 
specifically mediate H3K4me1 at enhancers, while, in contrast, MLL1 and MLL2 
are recruited to promoters, in which they catalyze H3K4me3. MLL1 activity has 
been associated with active genes, whereas MLL2 seems to be specific for bivalent 
promoters [71].

Polycomb group (PcG) proteins are generally divided in two classes based on 
their biochemical characteristics and functional activity: members of the Polycomb 
repressive complex 1 (PRC1) and 2 (PRC2) are both required for gene expression 
repression, but while PRC2 has histone-modifying activity, namely, methylating 
H3K27 at silent genes, PRC1 can recognize and bind to this modification and induce 
appropriate structural change in chromatin (compaction-repression).

While all PRC1 complexes contain Ring1B (also known as Ring2/RNF2) sub-
unit, which retains the E3 ubiquitin ligase activity [72, 73] and one member of the 
Polycomb group of ring finger (Pcgf1-6) protein, PRC1 complexes can be differen-
tiated in cPRC1 and ncPRC1 complexes based on the presence of one Chromobox 
(Cbx) protein [cPRC1 complexes] or Ring1B, Yy1-binding protein (Rybp), or its 
homolog YAF2 [ncPRC1 complexes] [74, 75]. cPRC1-Cbx and ncPRC1-Rybp 
complexes co-occupy common as well as distinct subsets of target genes, and their 
distribution correlates with the levels of H3K27me3 and low transcriptional levels, 
with the co-occupancy of H3K27me3 by PRC1-Cbx higher than that by PRC1- 
Rybp. In fact, the presence of PRC1-Cbx7 (the most expressed Polycomb Cbx in 
embryonic stem cells) correlates with robust gene silencing, whereas genes uniquely 
occupied by PRC1-Rybp are moderately expressed [76].

Differently from PRC1 complexes which show a high degree of subunits hetero-
geneity, PRC2 contains three core proteins [Suz12 (suppressor of zeste 12); Eed 
(embryonic ectoderm development); and Ezh1/2 (enhancer of zeste 1 or 2 protein)], 
which is the SET domain methyltransferase enzyme of the complex [77]. The three 
components are present in a 1:1:1 stoichiometry levels [78], while the Ezh1 and 
Ezh2 proteins are mutually exclusive in the complex, and their expression seems to 
be complementary: for instance, Ezh2 is highly expressed in embryonic tissues and 
proliferating cells, with Ezh2 efficiently methylating H3K27, whereas Ezh1 is 
mostly present in adult tissues and nondividing cells with a minor methyltransferase 
activity [79].
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PcG and TrxG groups of genes encode main effectors that transduce signals to 
the chromatin and participate in maintaining cellular identity, while playing a cru-
cial role during development and tissue differentiation. The PcG and TrxG groups 
of proteins function, for the most part antagonistically, determining repressed and 
active states of gene expression, respectively. Because of the broad nature of their 
functions (pleiotropy), also reflected by the variety of complexes’ associated sub-
units, deregulation of these genes contributes and even drives important disorders in 
mammals (such as cancer, neurological disease [71]).

Although mostly acting antagonistically, PcG and TrxG complexes are also 
found together to decorate several promoters mostly involved in “embryo and tissue 
developmental processes” and “tissue and cell differentiation” pathways in pluripo-
tent embryonic stem cells [80, 81]. In this subset of genes, the active H3K4me3 
mark (catalyzed by TrxG) coexists on the same nucleosomes together with the 
repressive mark H3K27me3 (catalyzed by PRC2), determining a class of promot-
ers—BIVALENT promoters—that are poorly transcribed, but they are “primed, 
ready” to be activated, or repressed during tissue/cell differentiation [82].

15.3.4  Histone Methylation, Trithorax, Polycomb Complexes, 
and HD

A growing body of experimental evidences supports a role of wild-type and mutant 
huntingtin on histone methylations [83–85] (Fig. 15.3). Specifically, extending the 
Htt polyglutamine tract enhances huntingtin function as a facilitator of the chroma-
tin repressor PRC2, while huntingtin suppression is associated with a significant 
impairment of PRC2 activity. These functional effects are mediated by the ability of 
full-length wild-type and mutant huntingtin protein to physically interact with Ezh2 
and Suz12 PRC2 core components in the nucleus of embryonic stem cells and 
embryoid bodies [83]. Analysis of “huntingtin normal function” at genome-wide 
level through the dichotomous comparison between Htt WT and dKO genotypes 
demonstrated that the absence of huntingtin caused a considerable reduction in the 
total number of H3K27me3-marked promoters, mainly part of the “bivalent” (his-
tone H3K27me3 and histone H3K4me3) class of promoters [85]. By contrast and in 
support of a “simple GAIN of FUNCTION” hypothesis for HD, “mutant huntingtin 
function,” uncovered by the comparison of four knock-in genotypes (Q20, Q50, 
Q92, Q111) presenting various CAG expansion and mimicking the normal, adult, 
and juvenile CAG range of the human HD mutation, also showed altered pattern of 
genome-wide H3K27me3 distribution but not mimicking the effects caused by the 
absence of Htt. Therefore, mutant huntingtin does not replicate the loss of hunting-
tin function but instead highlights altered chromatin organization that leads to 
altered developmental potential of progenitor cells, predicting reduced fitness and 
an enhanced readiness for cell death [85].

The possible link between PRC2 and HD was recently further supported by the 
loss of neuronal PRC2 H3K27me3 sites and the upregulation of some PRC2 target 
genes—mainly connected with Hox gene clusters and developmentally regulated 
proteins—in the HD-affected human brain [86–88]. Interestingly, loss of normal 
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regulation of PRC2 levels in adult neurons has been also associated with derepres-
sion of selected, predominantly bivalent PRC2 target genes, with detrimental effects 
for adult neuron functions and survival, thus further reinforcing the view according 
to which persistent changes in the activity or recruitment of PRC2, as well as other 
H3K27me3-controlling enzymes, may lead to systemic neurodegeneration [89] 
(Fig. 15.3). However, the presence of an expanded CAG tract does not only corre-
late with changes in PRC2 pattern but is also associated with a progressive change 
in histone H3K4me3 enrichment, leading to decreased RNA expression [85] 
(Fig. 15.3). This is in line with the view that histone-modifying enzymes and chro-
matin remodeling factors are not acting as a single entity but are part of supermo-
lecular complexes where the regulation of transcription is accomplished by the 
coordinated action of complementary functions (repression and activation) [90].

Importantly, the reduced enrichment in H3K4me3, leading to reduced transcrip-
tional levels of target genes, has been also described in vivo, in both cortex and stria-
tum of R6/2 mice as well as in human HD post-mortem brains, supporting the role 
of wild-type and mutant huntingtin in chromatin regulation as an important regula-
tory mechanism in HD pathogenesis [84]. Specifically, H3K4me3 enrichment was 
reduced at the RE-1 silencing transcription factor/neuron-restrictive silencer factor 
(REST/NRSF) promoter II, thus suggesting that reduced transcription could be a 
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consequence of changes in chromatin structure at REST binding site and BDNF 
locus, in particular. These findings are consistent with previous report by Zuccato 
and Cattaneo, showing an altered REST and BDNF signaling in HD [91, 92]. 
Vashishtha et al. 2013 also tested the impact of reducing the expression of an 
H3K4me3 demethylase, JARID1C, in cell-based assays and in a Drosophila model 
of HD. In these proof-of-concept studies, the reductions of H3K4me3 demethylase 
restore expression of key downregulated genes (i.e., Bdnf) and are neuroprotective 
in flies, suggesting that chromatin-modulating enzymes, including JARID1C, could 
be rational therapeutic targets for HD treatment [84].

Importantly, other studies have recently confirmed this trend of H3K4me3 
decrease at genome-wide level in HD post-mortem prefrontal cortical samples, thus 
supporting the view that the neuronal epigenome is affected in HD [86, 93]. Notably, 
in this latter study, reduced H3K4me3 signal is also associated with increased DNA 
methylation, and these epigenetic changes closely correlate with degeneration in the 
striatum of HD patients.

15.3.5  Other Histones Methylation in HD

In addition to the classical histone modifications correlated with transcriptional acti-
vation (H3K4me3) or repression (H3K27me3), the levels of histone H3K9me3 and 
the corresponding SETDB1 methyltransferase were shown to be elevated in post-
mortem brains of HD patients as well as in HD transgenic animals [94] (Fig. 15.3). 
A possible explanation for this phenotype might be ascribed to CBP, since, by act-
ing as a transcriptional cofactor, it represses SETDB1 gene expression and main-
tains the appropriate level of H3K9me3 [95]. Altered gene transcription in HD was 
also directly associated with H3K9me3-mediated chromatin remodeling, so the 
increase of H3K9me3 level has been correlated with the formation of large constitu-
tive heterochromatin domains and, through this, with gene silencing [5, 37].

Because of its particular sequence structure, where a proline-rich region (PRR) 
directly follows the polyQ domain, the huntingtin protein has been shown to interact 
with WW domain-containing proteins: one of these interactors is HYPB/SETD2, the 
nonredundant H3K36 trimethylase [96, 97] (Fig. 15.3). While Passani and colleagues 
showed that the WW domain protein HYPB interacts and co-localizes with huntingtin 
in HD post-mortem brains [97], more recently, Gao and collaborators studied the struc-
tural interaction between WW domains huntingtin, discussing its possible relevance 
for HD pathogenesis [98]. In fact, as histone H3 lysine 36- specific methyltransferase, 
HYPB is associated with important cellular function such as RNAPII elongation-com-
plex formation, minimizing aberrant, spurious transcription [99], and regulation of 
alternative splicing by acting on RNA transcription rate or directly regulating recruit-
ment of splicing factors such as polypyrimidine tract binding (PTB) protein [100].

Because of this interaction pattern with both wild-type and mutant huntingtin, 
it’s conceivable that this huntingtin-HYPB interaction might have an impact on 
transcription elongation and/or splicing and represent an important regulatory loop 
in HD pathogenesis. However, this hypothesis has not yet been tested and awaits a 
careful, genome-wide validation.
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15.4  Noncoding RNAs (ncRNAs) in HD

Most of the mammalian genome is transcribed, but only a minimal part is trans-
lated into proteins. But what functions are correlated to this dramatically expand-
ing repertoire of ncRNAs? For a long period of time, ncRNAs were considered 
“transcriptional noise,” but in light of many, recent considerations—ncRNAs’ 
inventory expanded dramatically with vertebrates evolution [101], and they can 
be specifically, highly expressed in the mammalian nervous system [102]—they 
are now increasingly associated with critical nervous system developmental and 
physiological functions. In particular, ncRNAs have been recently implicated in 
the onset of neurological disorders (i.e., Autism, Fragile-X, Parkinson’s disease, 
and Schizophrenia) [103–106]. Moreover, a large majority of genetic risk loci 
for common psychiatric diseases affects noncoding regions of the genome [107].

While different classes of ncRNAs have been directly or indirectly implicated 
in HD, here we will focus on those ncRNAs with documented functions in chro-
matin regulation whose dysregulation can be associated with HD pathogenesis 
(Fig. 15.4).
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15.4.1  miRNAs in HD

Mature miRNAs are single-stranded, 21–23 nucleotides long, antisense RNA that 
interact with target genes, downregulating their expression [108]. Although many 
miRNAs have been found dysregulated in HD and HD animal models [109, 110], 
only few of them have been shown to exert their functions by a direct or indirect regu-
lation of chromatin complexes (Fig. 15.4). Particularly, Packer and colleagues [111] 
found that miR-9 and miR-9* were downregulated early in the HD cortex and that this 
decrease was positively correlated with the severity of the HD grade. miR- 124 was 
also shown to be downregulated in both caudate and motor cortex of HD patient [112]; 
correspondingly, miR-124 target genes were highly and significantly enriched among 
those that are upregulated in HD. Interestingly, this bifunctional miR-9/miR-9*/miR-
124 unit targets REST and CoREST chromatin repressor complexes, previously 
implicated in HD (see Sect. 18.4). Thus, endogenous REST protein levels are regu-
lated by miR-9, while specific manipulation of miR-9/miR-9* directly affects REST 
or CoREST RNA and protein, providing functional evidence for a negative feedback 
loop between components of the REST complex and REST- regulated miRNAs [111]. 
In fact, in murine neural progenitor cells, Rest inhibits miR-9 and miR-124 expression 
[113]. Accordingly, in mature, healthy neurons, Rest is expressed at low levels, 
because of the expression of miR-9 and because it is primarily sequestered in the 
cytoplasm in part through interaction with wild-type huntingtin. In HD patients, 
instead, the levels of REST are aberrantly upregulated because of the altered regula-
tion of miR-9, while altered mutant huntingtin fails to bind REST, thus enabling its 
nuclear translocation and the display of its full repressive activity. The opposite sce-
nario can also be considered. In fact, elevated nuclear REST in HD is likely to contrib-
ute to gene dysregulation through aberrant repression of miRNAs [114]. In agreement, 
20 mouse miRNAs with a known REST binding site were found to be downregulated 
in HD. Moreover, similar experiments conducted in STHdhQ111/Q111 (Rest is nuclear) 
relative to STHdh7/7 (Rest is cytoplasmatic) knock-in cell lines showed that Rest target 
miRNAs (15 out of 41) were expressed at significantly lower levels.

Interestingly, not only REST/CoREST chromatin complexes are associated with 
HD by miRNAs dysregulation. In fact, also an aberrant Polycomb repressive com-
plex 2 (PRC2) regulation (see Sect. 15.3.3) seems to be correlated to a significant 
upregulation of five mRNAs (miR-10b-5p, miR-196a-5p, miR-196b-5p, and miR- 
615- 3p) in prefrontal cortexes of HD brains [87]. These miRNAs, implicated in 
apoptosis as well as nervous system development and function, are specifically 
located in intergenic regions of the Hox clusters, and, conversely, in a feedback regu-
latory loop, 11 Hox genes are validated targets of these miRNAs. Coherently, Hox 
genes contiguous to the differentially expressed miRNAs are also differentially 
expressed in HD. Hox genes, a family of transcription factors that contribute to major 
morphological changes during embryonic development and are required for anterior-
posterior body axis, are repressed by PcG complexes, specifically PRC2. Thus, an 
altered PRC2 regulation by mutant huntingtin might affect the proper regulation of 
specific miRNAs from the Hox clusters (and possibly elsewhere in the genome), in 
turn, influencing proper neuronal development and brain function [87] (Fig. 15.4).
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15.4.2  LncRNAs in HD

Differently from miRNAs, lncRNAs are longer transcripts (more than 200 bp) dis-
playing no protein-coding potential. LncRNAs undergo a canonical maturation pro-
cess (they are usually spliced and can be polyadenylated); however, their sequence 
is shorter, and they are usually characterized by a smaller number of exons and have 
lower expression levels compared to protein-coding mRNAs.

Many different functions have been associated to lncRNAs through a direct regu-
lation of proximally located [cis-regulation] or distally located genes [trans-regula-
tion]. But, nowadays, what is known about the involvement of lncRNAs in HD 
pathogenesis?

The HTT locus itself produces a natural, head-to-head, antisense transcript 
HTT-AS which is alternatively spliced, is highly expressed in brain regions, and 
encompasses the CAG repeat stretch [115]. HTT-AS is under the control of a dif-
ferent promoter compared to HTT gene, and CAG expansion has been shown to 
specifically reduce its expression level. Thus, natural HTT-AS is downregulated 
by CAG repeats in HTT locus, but what is its effect on HTT transcript? HTT-AS 
overexpression (or silencing) shows a small but specific downregulation (or upregu-
lation) of the HTT transcript. Thus, Chung and colleagues speculate that with nor-
mal CAG length repeats HTT-AS under the control of its endogenous promoter 
is expressed at low levels and partially inhibits HTT expression, representing a 
lncRNA- regulated feedback loop on the HTT transcript. However, with an expanded 
CAG repeat, HTT-AS expression is reduced, and, consequently, its regulatory effect 
on HTT transcript is abrogated (Fig. 15.4).

Apart from the cis-acting HTT-AS, other lncRNAs have been shown to be dys-
regulated in HD: microarray data obtained from post-mortem brains (caudate) 
revealed that four already described lncRNAs (TUG1, NEAT1, MEG3, and DGCR5) 
and three novel lncRNAs (LINC0341, RPS20P22, and LINC00342) were highly and 
significantly dysregulated in HD brains versus controls [116, 117]. Although some 
structural information is available for these novel lncRNAs dysregulated in HD 
brains, a comprehensive, full characterization of their physiological function and 
their role in HD pathology is still missing. More information, instead, are accessible 
for those previously described lncRNAs. In fact and interestingly in the context of 
HD, TUG1 was initially identified to be able to bind to the PRC2 repressive com-
plex [118], while DGCR5, a neural-specific lncRNA, is directly targeted by REST 
(Fig. 15.4). Finally, MEG3 is a well-characterized transcript, dynamically expressed 
during development of the mouse nervous system and maternally imprinted [119]. 
MEG3 is found in the chromatin compartment of the cell in association with PRC2 
complex [120]. On another level, NEAT1 lncRNA has been associated to the forma-
tion and maintenance of nuclear structure [121]. Thus, wild-type and/or mutant 
huntingtin, through a direct/indirect interaction with chromatin complexes (PcG, 
REST, CoREST), might be able to modulate the expression of several lncRNAs, 
possibly altering the constitutive nuclear architecture and contributing to disease 
onset or progression.
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Interestingly, in a recent study, Francelle and colleagues characterized Abhd11os 
as a striatal-enriched lncRNA, displaying reduced levels in R6/2, BAC-HD, and 
knock-in mouse models of HD [122]. Although additional experiments will be 
needed to characterize the molecular mechanisms of Abhd11os on CAG-driven 
striatal phenotypes, the data are concordant in demonstrating the protective effects 
of abhd11os in the HD-related pathological process.

Altogether these results suggest that lncRNAs may be important epigenetic regu-
lators not only during normal brain development but also in lifelong neurological 
conditions such as HD (Fig. 15.4).

15.5  Epigenetic-Based Clinical Trials in HD

15.5.1  HDAC Inhibitors in HD Clinical Trials

Because of the previously described role of acetylation in the pathological alteration 
of gene expression in HD, it is not surprising that several clinical trials recently 
focused on the use of HDAC inhibitors in HD clinical trials. Following encouraging 
results reporting the administration of the broad-spectrum HDAC inhibitors sodium 
butyrate (NaB), suberoylanilide hydroxamic acid (SAHA), and trichostatin A (TSA) 
as protective in HD models system [58, 123], the first report of HDAC inhibitor 
usage in a phase I clinical trial was associated with the oral administration of sodium 
phenylbutyrate and led to a moderate but significant correction of mRNA levels in a 
panel of blood biomarkers [124]. Despite these promising results, the use of broad- 
spectrum HDAC inhibitors resulted in unwanted side effects, mainly linked to the 
complexity of the HDAC family and the uncertainty of the rate-limiting HDAC 
enzymes really critical for the HD pathological process. The search for newer, 
selective HDAC inhibitors is currently under development for the treatment of 
HD. It will be important to assess their efficacy and tolerability in comparison with 
the results obtained by using broad-spectrum HDAC inhibitors. However, it’s 
important to consider that HDAC inhibitor treatments (TSA mainly) seem to pref-
erentially hyperacetylate loci already transcriptionally active, rather than reactivate 
transcriptionally silent genomic locations [125]. Moreover, hundreds of proteins 
can be acetylated and therefore altered in response to a specific HDAC inhibitor 
treatment, thus raising again the issue of target specificity [126].

15.5.2  Methylation Inhibitors in HD Clinical Trials

Despite the fact that extensive changes in methyltransferase(s) activities have been 
reported in HD, to date no compound able to alter histone methylation has reached 
HD clinical usage. However, there are studies reporting the identification of specific 
and powerful inhibitors of EZH2 activity, the PRC2-specific methyltransferase, as a 
therapeutic strategy for different cancers (lymphomas) [127]. Indeed, in this study, 

15 Epigenetics of Huntington’s Disease



294

GSK126 results a potent, highly selective, S-adenosyl-methionine-competitive, 
small-molecule inhibitor of EZH2 methyltransferase, leading to a global H3K27me3 
reduction and reactivating transcriptionally silent PRC2 target genes [127].

These results are certainly encouraging, and similar studies meant to test the 
efficacy of this PRC2 inhibitor (or other equivalent molecules) on HD in vitro or 
in vivo model systems will shortly fill up this gap.
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Abstract
Alzheimer’s disease (AD) is a complex neurodegenerative disease, affecting mil-
lions of people worldwide. While a number of studies have focused on identify-
ing genetic variants that contribute to the development and progression of 
late-onset AD, the majority of these only have a relatively small effect size. 
There are also a number of other risk factors, for example, age, gender, and other 
comorbidities; however, how these influence disease risk is not known. Therefore, 
in recent years, research has begun to investigate epigenetic mechanisms for a 
potential role in disease etiology. In this chapter, we discuss the current state of 
play for research into DNA modifications in AD, the most well studied being 
5-methylcytosine (5-mC). We describe the earlier studies of candidate genes and 
global measures of DNA modifications in human AD samples, in addition to 
studies in mouse models of AD. We focus on recent epigenome-wide association 
studies (EWAS) in human AD, using microarray technology, examining a num-
ber of key study design issues pertinent to such studies. Finally, we discuss how 
new technological advances could further progress the research field.
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16.1  Genetic Contributions to Alzheimer’s Disease Etiology

Alzheimer’s disease (AD) is a progressive neurodegenerative disease that contributes 
significantly to the global disease burden, affecting in excess of 26 million people 
worldwide [1]. Clinically, the first signs of AD manifest as a reduction in the ability to 
retain new information, leading to disruptions in daily routine. This is followed by 
difficulty in planning and solving problems, confusion related to time and/or place, 
speech trouble, and mood and personality changes. AD is characterized by the accu-
mulation of two proteins that contribute to the neuropathology of the disease: extra-
cellular plaques of amyloid-β peptide (Aβ) and neurofibrillary tangles of 
hyperphosphorylated microtubule binding protein tau [2, 3]. These neuropathological 
changes are thought to occur perhaps decades before clinical symptoms manifest and 
the disease is diagnosed [4]. Moreover, given that currently prescribed medications 
are simply symptomatic treatments and do not modify the underlying disease process, 
considerable research effort is currently focused on understanding disease etiology.

While the neuropathological manifestation of AD has been well characterized in 
postmortem brain tissue, less is known about either the underlying risk factors for 
the disease or the exact mechanisms involved in disease progression. Given the high 
heritability estimates (60–80%) for AD derived from quantitative genetic analyses 
[5], the majority of etiological studies have focused predominantly on genetic con-
tributions to the disease. Indeed autosomal dominant mutations in three genes (APP, 
PSEN1, and PSEN2), which are involved in Aβ production, can explain early-onset 
(<65 years) familial AD; however, these account for only 5–10% of the total disease 
burden. Most cases of AD are late-onset (>65 years), non-Mendelian, and highly 
sporadic, with susceptibility attributed to the action of common genetic variants of 
low penetrance. In recent years, a number of genome-wide association studies 
(GWAS), and a subsequent meta-analysis, have nominated around 20 common vari-
ants in a number of genes including ABCA7, BIN1, CASS4, CD2AP , CELF1, CLU, 
CR1, FERMT2, FRMD4A, HLA-DRB5, INPP5D, MEF2C, MS4A4E/MS4A6A, 
NME8, PICALM, PTK2B, SLC24A4/RIN3, SORL1, and ZCWPW1 [6, 7]. However, 
collectively these only explain around a third of disease incidence [8], although 
polygenic risk scores based on these variants have been developed to predict disease 
risk [9]. The only common variants identified to date with a modest effect size exist 
within APOE, where the APOE Ɛ4 variant, which arises due to single nucleotide 
polymorphisms (SNPs) at rs7412 and rs429358, is the largest genetic risk factor for 
late-onset AD, with carriers of the Ɛ4Ɛ4 genotype having an odds ratio of 14.9 for 
developing the disease [10]. Recent genome sequencing projects have identified 
other variants, for example, rs75932628 (R47H) within TREM2 [11, 12]; however, 
these are relatively rare within the population.

16.2  A Role for Epigenetics in AD

Although many of the genomic studies to date have identified robust and reproduc-
ible findings, they do not account for all of AD incidence. Furthermore, a number of 
disease attributes suggest a potential epigenetic contribution to etiology, for 

R.G. Smith and K. Lunnon



305

example, the differential vulnerability of specific brain regions to disease, age of 
onset of disease, environmental influences on disease such as diet, and the increased 
risk of developing AD in individuals with obesity and type II diabetes [13]. 
Epigenetic processes mediate the reversible regulation of gene expression, occur-
ring independently of DNA sequence variation, acting principally through chemical 
modifications to DNA and nucleosomal histone proteins, and orchestrating a diverse 
range of important neurobiological processes. DNA methylation is the best charac-
terized and most stable epigenetic modification modulating the transcription of 
mammalian genomes and has been the focus of most human epidemiological epi-
genetic research to date. Standard genotyping techniques are not able to distinguish 
between unmodified cytosine and 5-methylcytosine (5-mC), which contains a 
methyl group on the five positions of the cytosine ring. Bisulfite conversion is by far 
the simplest method to assess the degree of DNA methylation present in a given 
sample as it converts unmethylated cytosine to uracil (and to thymine through sub-
sequent PCR), while 5-mC is not converted (and thus remains as cytosine in PCR). 
As such, bisulfite treatment of DNA allows the differentiation between cytosine and 
5-mC through downstream sequencing, amplification, or array-based techniques.

16.3  Epigenetic Studies of Mouse Models of AD

There are many available murine models that have been traditionally used for study-
ing AD. There are, however, limitations to their utility for modeling human AD, for 
example, mice do not naturally get AD symptoms or produce amyloid plaques. 
Therefore, in mouse models of amyloid pathology, the amyloid is derived from 
human transgenes and so produces human amyloid. Currently, no mouse model has 
all the features of AD seen in humans, but they have differing combinations of the 
disease characteristics, such as behavioral changes, neurodegeneration, neuropa-
thology, and cognitive deficits at different ages [14]. Although most AD cases are 
sporadic, transgenic animal models have relied on the utilization of genetic muta-
tions associated with familial AD and are thus a model of the effects of the accumu-
lation of amyloid-β (Aβ) plaques and/or neurofibrillary tangles, rather than a model 
of sporadic AD, where the causes are unknown. Mouse models have been made for 
mutations in APP [15–17] and knock-out and knock-in mouse models are also 
available for the APP secretases (BACE [18], PSEN1, PSEN2 [19], ADAM10, and 
ADAM17 [20]). The 3xTg-AD mice, which contain human APP, PSEN1, and tau 
mutant transgenes [21], are useful as they exhibit both plaque and tangle pathology. 
Nonetheless, despite this issue of translation from murine models to human spo-
radic patients, there are many advantages to using them to study epigenetic changes 
beyond the advantages common of most mouse models, such as having experimen-
tal control and a short life span. For example, one can assess longitudinal changes 
in the epigenome across specific regions of the brain in genetically identical mice. 
Furthermore, with specific murine models available, which have already been well 
characterized, one can accurately predict when pathology will start to develop and 
easily look for epigenetic alterations associated with behavioral, cognitive, and 
physiological changes at different stages of pathology [14].
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To date, three epigenome-wide association studies (EWAS) of DNA methylation 
in AD transgenic mice have been published. The first by Sanchez-Mut et al. ana-
lyzed 12 brain regions from C57BL/6J on a genome-wide promoter DNA methyla-
tion array focusing on 762 genes associated with sensory perception, cognition, 
neuroplasticity, brain physiology, and mental disease. The authors limited their 
investigation to two transgenic mouse models, APP/PSEN1 (double-transgenic 
mice carrying the APPswe/PS1dE9 mutations) and 3xTg-AD, and their analysis of 
their non-transgenic littermates to the prefrontal cortex used only seven genes which 
had the largest degree of differential methylation between cerebral cortex and the 
rest of the brain. They observed that Tbxa2r, F2rl2, Sorbs3, and Spnb4 were hyper-
methylated in the frontal cortex of APP/PSEN1 and 3xTg-AD mice and were repli-
cated in independent samples by pyrosequencing. Further, they also found TBXA2R, 
SORBS3, and SPTBN4 to be hypermethylated in AD Braak stage V–VI cases com-
pared to controls [22].

Cong and colleagues performed MeDIP-chip analysis on cortex samples from 
APP/PSEN1 transgenic mice. They identified 2346 hypermethylated CpG sites in 
485 unique genes associated with AD compared to non-transgenic littermates. 
Subsequent pathway analyses showed differentially methylated genes were 
enriched in inflammatory response and disease, organismal injury and abnormali-
ties, respiratory disease and cancer pathways [23]. Another MeDIP-chip study by 
Agbemenyah et al. using hippocampal tissue from APPPS1-21 mice, which have 
Thy1-APP and Thy1-PS1 transgenes, found hypomethylation at the Igfbp7 pro-
moter was lower in transgenic mice when compared to wild type. They also dem-
onstrated that Igfbp7 gene expression and IGFBP7 protein levels were also 
increased [24]. The majority of DNA methylomic studies of AD have however 
focused on studying the human disease in postmortem brain samples; however, 
there are some specific issues when performing EWAS in AD brain samples, which 
require careful consideration.

16.4  The Importance of Study Design for EWAS in Human 
Tissues

Although assessing epigenomic variation is relatively straightforward, there are a 
number of caveats when compared to genomic studies. First, and foremost, epig-
enomic variation is tissue specific, and as such it is important to specifically exam-
ine the tissue of interest [25]. Given that AD is a progressive neurodegenerative 
disorder, with the spread of neurofibrillary tangles throughout the brain being well 
documented, from the transentorhinal region through the cortex, one would expect 
different regions of the brain to show disease-specific alterations at different stages 
of the disease process. This thus poses the question as to where would be the ideal 
brain region to profile; areas of the brain that are affected early in AD would have 
large amounts of neuronal loss, while other regions may not exhibit disease pathol-
ogy. As such, the profiling of multiple brain regions, representing the spectrum of 
pathology, is optimal as it would allow spatiotemporal mapping of disease-related 
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changes. Further by profiling multiple brain regions, one could look for patterns of 
epigenetic changes prior to neuropathology, to attempt to assess causality.

Second is the issue of differences in cell abundance when assessing epigenetic 
variation in heterogeneous tissue such as the brain [26]. This is particularly perti-
nent for diseases such as AD, which are characterized by neuronal cell loss and glio-
sis. Given that distinct cell types have potentially different epigenomes, it is 
important to acknowledge this in analyses. By comparing epigenetic changes at a 
population level in DNA extracted from whole tissue, which is a collection of cell 
types with potentially different methylomes, one will be assessing the percentage of 
cells which do, or do not, have a methylated cytosine at a specific position. This 
means that cell-specific changes in heterogeneous cell populations could be diluted 
by unaffected cell types or could be a combination of small changes in many cell 
types. Some studies have used bioinformatic approaches to provide a proxy mea-
sure of neuron/glia proportions [27] and include this as a covariate in analyses; 
however, the optimal study would use a method such as fluorescence-activated cell 
sorting (FACS) or laser capture microdissection (LCM) to yield pure populations of 
different cell types prior to epigenomic profiling. However, such methods are labor 
intensive, slow, and expensive and are thus not generally feasible for large cohort 
studies. Third, sample size is another important consideration for EWAS. Although 
it is generally appreciated that numbers required for EWAS are considerably smaller 
than for a standard GWAS, with ~75 samples per group giving sufficient power to 
detect modest changes (~5%) in DNA methylation. It is however imperative that 
EWAS are tissue specific, and as such it can be challenging to access sufficient 
numbers of highly characterized brain samples from specific brain regions to ensure 
adequate power. Related to this issue are co-diagnoses of AD with other dementias. 
Many postmortem diagnoses of AD are made in combination with other dementias 
such as Lewy body dementia (LBD) or vascular dementia (VD). As such getting 
sufficient numbers of donor AD samples for analysis, in the absence of other demen-
tias, can be difficult. Although it is of interest to identify molecular mechanisms 
associated with dementia, it is also important to identify disease-specific signatures 
when looking for new pharmacological targets. Finally, many dementia sufferers 
die with a systemic infection; in fact one study of postmortem records showed that 
80% of AD patients had an infection at the time of death [28]. This could also be a 
confounder in the analysis of data as infections could elicit the activation of pro- 
inflammatory pathways within the brain. There are thus many issues to consider 
when planning, designing, and performing an epigenomic study on any disease but 
particularly in age-related neurodegenerative diseases such as AD.

Aside from identifying novel mechanistic pathways involved in the etiology of 
AD in the brain, epigenomic analyses could allow the development of novel trans-
lational clinical tools for AD. Although there is growing interest in the identification 
of novel epigenetic biomarkers for the disease in blood, there are other important 
considerations for these types of studies. A number of environmental exposures 
have been associated with DNA methylation changes in blood cells, for example, 
smoking [29], exposure to environmental chemicals [30], and diet [31], which may 
not have the same effect in disease-relevant tissues and blood and may be more 
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susceptible to changes due to the environment. Furthermore, the timing of sampling 
could be important, for example, normal aging can alter the epigenome [32] and 
may have differing effects in different tissues. This can be somewhat adjusted for 
with the use of “epigenetic age” tools, which allow one to estimate biological age as 
a result of age-sensitive DNA methylation marks and that can then be used for 
analysis adjustment [32]. Using peripheral tissues to find detectable disease- 
associated differences is a goal of most studies due to the fact that neurodegenera-
tion starts decades before clinical diagnosis. To date, however, no robust epigenetic 
biomarkers have been identified in blood even though accessing larger sample num-
bers is easier than for brain and relatively noninvasive. The potential of using blood 
or peripheral tissues to develop epigenetic biomarkers is still feasible given the cor-
relation of DNA methylation between blood and brain for some, but not all, genetic 
loci [33]. Finally, longitudinal studies would be useful in being able to identify 
epigenetic biomarkers of disease progression and neuropathology.

16.5  DNA Methylomic Studies of Human AD

Until relatively recently, published literature examining a role for epigenetic modi-
fications in AD development had been largely limited to either speculative reviews 
or a limited amount of empirical research focused on candidate genes or global 
changes. While some global methylomic studies using antibodies to detect DNA 
methylation have shown reductions in DNA methylation in the entorhinal cortex 
[34], temporal neocortex [35], and hippocampus [36] of AD sufferers postmortem, 
other studies have reported conflicting results [37–39]. A number of candidate 
gene studies have also been carried out in human tissue to try and identify 
AD-associated methylation changes. There have been many candidate gene studies 
on blood on 5-LOX [40], repetitive elements Alu, LINE-1, and SAT-α [41, 42], 
FAAH [43], PIN1 [44], SNAP25 [45], SORL1, and SIRT1 [46] in small number of 
samples, but some of these were variable in their results. Other candidate gene 
studies have used brain tissue samples from AD cases and controls to assess DNA 
methylation. These have used assays for HSPA8 and HSPA9 [47]; ACE, APOE, 
APP, BACE1, GSK3B, MAPT, and PSEN1 [48–51]; CNP and DPYSL2 [52]; 
PP2AC [53]; and RAGE, ADORA2A, and UCHL1 [51] with associations with AD 
being found in APP, GSK3B, MAPT, PP2AC, APOE, DNMT1, MTHFR, 5-LOX, 
FAAH, and PIN1. Meanwhile, two MethyLight PCR studies assessed DNA meth-
ylation in AD, the first in 50 candidate genes and the second accessing promoter 
methylation for a small selection of genes (COX-2, BDNF, NF-κβ, CREB, DBNL, 
SYP, ALOX12, and genes associated with p450 epoxygenase), in a limited number 
of AD samples [54, 55].

However, in recent years, advances in epigenomic technology have allowed the 
quantification of DNA methylomic variation in a number of complex disease phe-
notypes, including AD (Table 16.1). The workhorses for epigenome-wide associa-
tion studies (EWAS) have been the Illumina Infinium 27 K array, the 450K 
BeadArray, and their recent successor, the EPIC 850 K array, which are 
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cost- effective approaches to screen methylomic variation at ~27,000, ~450,000, and 
~850,000 methylation sites in the human genome, respectively. Other methods, 
such as methylated DNA immunoprecipitation sequencing (MeDIP-seq), whole- 
genome bisulfite sequencing (WGBS), and reduced representation bisulfite sequenc-
ing (RRBS), are also available; however, due to the prohibitive cost of sequencing, 
the human genome at sufficient depth has not been widely utilized in epigenetic 
epidemiological studies of AD. The first empirical EWAS, by Bakulski and col-
leagues, used the Illumina Infinium 27K BeadArray to quantify DNA methylation 
at ~27,000 CpG sites in the frontal cortex of 12 late-onset AD donors and 12 cogni-
tively normal matched control subjects. They identified 948 nominally significant 
DNA methylation differences mapped to 918 unique genes with an average meth-
ylation difference between AD cases and controls of 2.9%. Interestingly, their most 
significant loci, with a 7.3% reduction in AD, resided in the TMEM59 gene, which 
is believed to be involved in APP posttranslational glycolytic processing [56]. Using 
the same technology, Sanchez-Mut and colleagues examined hippocampal samples 
from five control donors to those with early-stage AD (Braak I–II), mid-stage AD 
(Braak III–IV), and late-stage AD (Braak V–VI) [57], demonstrating a >25% meth-
ylation difference between controls and Braak stages V–VI at single loci in CLDN15 
and QSCN6 and two loci in DUSP22.

The advent of the Illumina Infinium 450K BeadArray has since allowed more 
in-depth studies of DNA methylomic differences in AD. Two independent back-to- 
back publications both demonstrated highly robust and reproducible alterations in 
four genes not previously associated with AD, namely, ANK1, RHBDF2, RPL13, 
and CDH23 [58–60]. De Jager et al. used a large cohort of 708 prefrontal cortex 
samples to examine DNA methylomic differences associated with neuritic plaque 
burden. They identified 71 differentially methylated probes, 11 of which were rep-
licated by Lunnon et al. Differentially methylated loci associated with neuropathol-
ogy included genes such as RNF34, CDH23, SLC2A1, COQ7, and the HOXA gene 
cluster, and each of the 71 CpGs explained on average 5% of the variance in neuritic 
amyloid plaque burden, with a range of 3.7–9.7% [58]. In this study, they also 
attempted to look for altered gene expression with AD pathology in the replicated 
differentially methylated genes in independent temporal cortical samples. They 
found that ANK1, CDH23, DIP2A, RHBDF2, RPL13, SERPINF1, and SERPINF2 
all showed differential gene expression with amyloid burden providing some evi-
dence of further reaching consequences as a result of these DNA methylation 
differences.

Meanwhile Lunnon and colleagues used a cross tissue approach to assess DNA 
methylomic changes in AD in a range of brain regions representing the spectrum of 
AD pathology in a discovery cohort of 117 individuals [59]. They initially focused 
on the entorhinal cortex, as it shows neuropathology in the early stages of disease, to 
identify a number of differentially methylated loci associated with Braak stage, a 
standardized measure of neurofibrillary tangle deposition. They then examined other 
matched brain regions from the same donors, namely, the prefrontal cortex and supe-
rior temporal gyrus, to identify cross cortex differences in the identified top loci from 
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the entorhinal cortex. Probes in ANK1, SLC15A4, MEST, and TMX4 were only seen 
to replicate in the prefrontal cortex, superior temporal gyrus, or both [59], with 
probes in PCBD1, MLST8, and ZNF512 not being significant in other cortical tissues 
and probes in SIRT6 and near CLYBL being significant in the cerebellum, a region of 
the brain largely protected from neurodegeneration. They utilized two independent 
replication cohorts to validate their findings, one again utilizing the Illumina Infinium 
450K BeadArray to profile genome-wide methylomic differences in the prefrontal 
cortex and superior temporal gyrus in a cohort of 147 individuals and the other utiliz-
ing pyrosequencing in the entorhinal cortex, prefrontal cortex, and superior temporal 
gyrus of 62 individuals. The authors showed an extended region of hypermethylation 
in the ANK1 gene in AD cortex that spanned at least six CpG sites.

Interestingly, ANK1 encodes a brain-expressed protein involved in compartmen-
talization of the neuronal plasma membrane but has not previously implicated in 
AD. ANK1 is primarily expressed in red blood cells but is also expressed in brain 
and muscle and is thought to play a role in cell-surface protein binding to the under-
lying spectrin-actin cytoskeleton and is used in cell motility, activation, prolifera-
tion, and contact. To date, ANK1 is the most robust AD-associated DNA methylation 
difference observed in the brain [61] (Fig. 16.1). Further studies from the same 
groups that have since built on these are now publically available EWAS datasets. 
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Fig. 16.1 ANK1 shows hypermethylation associated with Braak stage across multiple studies. 
DNA methylation (beta) difference associated with Braak stages at two probes in the ANK1 gene 
(cg11823178 and cg05066959) was observed in the prefrontal cortex (PFC), entorhinal cortex 
(EC), and superior temporal gyrus (STG), but not in the cerebellum in four cohorts. London 1 
(N = 117), Oxford (N = 62) and Mount Sinai (N = 147) cohort data were taken from Lunnon et al. 
[59], MAP/ROS cohort data (N = 708) was taken from De Jager et al. [58]. London 2 cohort data 
(N = 94) is currently unpublished data from our group. Consistent AD-associated hypermethyl-
ation was observed across all cortical tissues but not in the cerebellum
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Chibnik et al. have examined DNA methylomic variation in AD loci nominated 
from GWAS, demonstrating that DNA methylation at 17 CpG sites spanning six 
AD-risk genes (BIN1, CLU, ABCA7, MS4A6A, CD2AP, and APOE) shows an asso-
ciation with amyloid burden, independent of genotype, and collectively explain 
16.8% of variability in neuritic plaques [62]. Smith and colleagues examined DNA 
methylation at a locus within the TREM2 gene, showing consistent hypermethyl-
ation in three different cohorts in the superior temporal gyrus, which appeared to be 
independent of the SNP previously implicated in the disease [63]. Finally, Watson 
et al. used the Illumina Infinium 450K BeadArray to identify AD-related DNA 
methylation changes in the superior temporal gyrus in 34 AD cases and 34 matched 
controls [64]. They identified 479 differentially methylated regions (DMRs, clusters 
of significantly differentially methylated positions) encompassing 4565 CpG sites, 
with the majority of differentially methylated positions being hypermethylated. 
They also showed overlap between their most significant DMRs and the Lunnon 
et al. and De Jager et al. studies, with eight of their top 25 DMRs containing genes 
having differentially methylated positions in the previously published studies 
(LOC100507547, PRDM16, PRRT1, C10orf105, CDH23, PPT2, PPT2-EGFL8, 
and RNF39) [58, 59].

16.6  A Role for Other DNA Modifications in AD?

Although DNA methylation has been the focus of published research to date, a 
number of additional DNA modifications are now starting to receive considerable 
attention. 5-Hydroxymethylcytosine (5-hmC), 5-formylcytosine (5-fC), and 
5- carboxylcytosine (5-caC) were originally thought to represent intermediates in 
the demethylation of 5-mC to unmodified cytosine [65] (Fig. 16.2). However, 
recent evidence suggests that they may represent independent epigenetic marks. 
There has been particular interest in 5-hmC in the context of brain disorders as it 
appears to be found at relatively high levels in the brain compared to other tissues 
[66, 67] and is particularly enriched in the vicinity of genes with synapse-related 
functions [68]. Until recently, studies of 5-hmC in AD brain have been limited to 
global profiling methods, two of which have shown global decreases in the hip-
pocampus [36], entorhinal cortex, and cerebellum [69], although another study 
showed increased 5-hmC in the middle frontal gyrus and middle temporal gyrus 
[38], while another revealed no difference in the entorhinal cortex [37]. Given that 
we know that DNA methylomic differences in AD are loci and tissue specific and 
that global studies of alterations in DNA methylation levels were inconclusive, 
this demonstrates the importance of assessing DNA hydroxymethylation levels at 
single-base resolution. Interestingly, all of the published EWAS of DNA methyla-
tion in AD to date have utilized bisulfite converted DNA; however, this treatment 
is unable to convert either 5-mC or 5-hmC to uracil [70]. As such, all of the pub-
lished EWAS of AD actually represent a summative measure of these two modifi-
cations. A recently published adaptation to bisulfite treatment has allowed the 
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simultaneous measurement of 5-mC and 5-hmC in a sample. Oxidative bisulfite 
technology uses a selective chemical oxidation to accurately distinguish between 
5-mC and 5-hmC by first converting 5-hmC into 5-fC, and through bisulfite con-
version, this is converted to uracil. As such, this allows the quantification of 5-mC 
in the absence of confounding by 5-hmC. Further, by profiling bisulfite and oxida-
tive bisulfite-treated DNA in parallel, one can generate a quantitative measure-
ment of 5-hmC by subtracting the oxidative bisulfite data from the bisulfite data. 
This method has been utilized together with the Illumina Infinium 450K BeadArray 
to assess 5-mC and 5-hmC across different regions of the human brain [71–73]; 
however, there are nuances to the method, for example, technical artefacts can 
sometimes result in negative 5-hmC values. Two current studies in AD that are 
expected to be published soon are using this approach to quantify true 5-mC and 
5-hmC measures in AD brain. Smith et al. have profiled both modifications in the 
entorhinal cortex and cerebellum of 96 individuals ranging from Braak 0 to Braak 
VI, while Roubroeks et al. have assessed the middle temporal gyrus in a similar 
number of individuals.
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Fig. 16.2 Epigenetic DNA modifications. DNA methyltransferases (DNMTs) can add and main-
tain methyl groups on cytosine to create 5-methylcytosine (5-mC). Through the action of the ten- 
eleven translocation (TET) family of DNA hydroxylases, the process of active DNA demethylation 
occurs. This occurs via 5-hydroxymethylcytosine (5-hmC) and into 5-formylcytosine (5-fC) and 
5-carboxycytosine (5-caC)
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16.7  Looking to the Future

Although the published EWAS in AD have shown a number of robust and reproduc-
ible DNA modification changes in disease, it is to be expected that technological 
advances will allow more in depth assessments. The recent release of the of Illumina 
Infinium Methylation EPIC 850K BeadArray now allows the simultaneous assess-
ment of ~850,000 methylation sites in the human genome. In addition, the falling 
cost of next-generation sequencing means that methods such as RRBS and WGBS 
are becoming more affordable for cohort studies. Similarly, the advent of third- 
generation sequencing technologies such as the PacBio RS II from Pacific 
Biosciences allows for whole-genome sequencing and targeted sequencing. These 
methods have the potential to detect different DNA modifications during standard 
sequencing as well as allowing for single-base and DNA-strand resolution. Targeted 
and whole-genome sequencing approaches could also be utilized to assess epigen-
etic variation in mitochondrial DNA (mtDNA). Mitochondrial dysfunction has been 
proposed to be a potential mechanism in the development of AD, which has been 
reported in various studies [74, 75]. Interestingly, mitochondria possess their own 
circular genome of 16.6 Kb, which is separate from the nuclear genome and con-
tains 37 genes [76]. However, with no coverage of the mitochondrial genome on the 
Illumina Infinium BeadArrays, a potential role for mtDNA modifications has not 
been examined in the AD EWAS published to date [77, 78].

By far, the major criticism of epigenetic studies in various diseases relates to the 
issue of causality. Unlike genetic variation, it is not known whether disease-associated 
epigenetic changes represent a cause or a consequence of disease. Methods such as 
Mendelian randomization (MR) with existing “omics” datasets could provide some 
evidence for the direction of effect of the epigenetic changes observed, but, more 
recently, there have been suggestions of using genetic editing techniques to determine 
causality. New technologies such as clustered regularly interspaced short palindromic 
repeats (CRISPR)/Cas9 allow researchers to impose genetic modifications to DNA 
and observe the results in cell lines and model organisms [79]. This technology could 
be lent to loci-specific epigenetic editing via the use of targeting proteins to methylate 
of demethylate target sites and then testing whether this accelerates or reverses disease 
pathology. Previously, CRISPR technology has been used to target nuclease activity 
to introduce single or double strand breaks in DNA, target transcriptional transactiva-
tion, and regulate gene expression. Genome editing with CRISPR targets enzyme 
activity to specific target DNA sequences depending on the specificity of guide RNAs 
in the CRISPR complex. These methods could be used to alter DNA methylation 
levels in model organisms or cell lines to replicate the differences seen in human 
EWAS studies to attempt to establish causality and the effects of disease-associated 
changes. Ultimately, even if such studies prove that a nominated locus is not causal in 
disease, it does not make EWAS any less worthwhile, as even identifying conse-
quences of disease will teach us more about the disease process.
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 Conclusion
The role of epigenetic mechanisms in AD is still a research field in its infancy, 
and particularly how epigenetic DNA modifications could contribute to the cause 
and progression of disease is still yet to be explored. Currently, epigenetics has 
not been well studied in regard to AD, and there are only a handful of studies 
which provide any empirical data. Due to the relative ease and affordability of 
EWAS however, the amount of data being generated is increasing for both 5-mC 
and 5-hmC. Replication is integral to finding robust epigenetic changes, and so 
far, a few replicable differences have been observed in relevant brain tissues, 
such as in ANK1 and genes in the HOXA gene cluster. More work is needed, and 
combining multiple EWAS datasets into meta-analyses to provide strong evi-
dence for the contribution of DNA methylation to disease progression is war-
ranted. Although EWAS using bisulfite-treated DNA are a combination of 
measures of both 5-mC and 5-hmC, using oxidative bisulfite methods give a truer 
measure of 5-mC as well as allowing the quantification of 5-hmC. As of now, 
there are no AD epigenetic peripheral tissue biomarkers for AD, which is a major 
goal for dementia research. As epigenetic mechanisms are malleable and change-
able over the course of development, life, exposure to environmental influences, 
and normal aging, it provides an attractive target for a proxy of disease progres-
sion and a target for drugs. By combining epigenetic measurements in peripheral 
tissues, such as blood, with neuroimaging and clinical assessments, we can asso-
ciate what is happening in the brain to blood. As with many diseases that are 
believed to have both genetic and environmental components, it is important to 
integrate different data modalities to generate a full picture of AD risk. Integrating 
genomic, epigenomic, and transcriptomic data will allow the identification of 
methylation and expression quantitative trait loci (mQTLs/eQTLs), showing 
how genetic variation may influence methylation and expression in a tissue and 
disease-specific manner.
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Abstract
Substantial progress has been made in identifying Alzheimer’s disease (AD) 
risk- associated variants using genome-wide association studies (GWAS). The 
majority of these risk variants reside in noncoding regions of the genome mak-
ing their functional evaluation difficult; however, they also infer the presence of 
unconventional regulatory regions that may reside at these locations. We know 
from these studies that rare familial cases of AD account for less than 5% of all 
AD cases and autosomal dominant mutations in APP, PSEN1 and PSEN2 
account for less than 10% of the genetic basis of these familial cases [1]. The 
sporadic form of AD, while more complex, still has a substantial genetic com-
ponent evidenced by observational studies where 30–48% of AD patients have 
a first degree relative who is also affected [2]. In addition, the strongest risk 
factor after age is the APOE E4 polymorphism, and more than 20 other risk 
variants have been identified to date, reviewed in two recent papers [3, 4]. 
Monozygotic twin studies have revealed a discordance for AD, implicating that 
a combination of epigenetic and genetic factors are likely involved in the devel-
opment of AD [5].
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17.1  Introduction

Substantial progress has been made in identifying Alzheimer’s disease (AD) risk- 
associated variants using genome-wide association studies (GWAS). The majority 
of these risk variants reside in noncoding regions of the genome making their func-
tional evaluation difficult; however, they also infer the presence of unconventional 
regulatory regions that may reside at these locations. We know from these studies 
that rare familial cases of AD account for less than 5% of all AD cases and autoso-
mal dominant mutations in APP, PSEN1 and PSEN2 account for less than 10% of 
the genetic basis of these familial cases [1]. The sporadic form of AD, while more 
complex, still has a substantial genetic component evidenced by observational stud-
ies where 30–48% of AD patients have a first degree relative who is also affected 
[2]. In addition, the strongest risk factor after age is the APOE E4 polymorphism, 
and more than 20 other risk variants have been identified to date, reviewed in two 
recent papers [3, 4]. Monozygotic twin studies have revealed a discordance for AD, 
implicating that a combination of epigenetic and genetic factors are likely involved 
in the development of AD [5].

Epigenomic regulation encompasses DNA and histone modifications and the 
higher-order architecture of DNA associating with histones, alongside a plethora of 
transcription factors/proteins. These associations are plastic and responsive to envi-
ronmental stimuli and dictate whether a specific region of DNA will be repressed, 
transcribed or involved in controlling the expression of other gene segments over 
time. In the context of Alzheimer’s disease, there has been a significant shift in lit-
erature, from searching for common disease-associated variants to epigenome-wide 
exploration of these complex interactions, structures and modifications. Techniques 
for genome-wide profiling of peaks for different histone modifications, have facili-
tated a rapid increase in the characterisation of these modifications and the identifi-
cation of specific genes they regulate across the genome in relation to specific 
diseases, such as AD.

This chapter will review histone modifications in the context of AD disease with 
a focus on studies of post-mortem human brain as well as pharmacological interven-
tion strategies that have been tested in vivo/in clinic.

17.2  Histone Modifications

17.2.1  Enzymes That Regulate Histone Modifications

Histone modifications include the addition of methyl, acetyl, phospho and other 
groups to specific amino acid residues on the N-terminal tails of histones H2A, 
H2B, H3 and H4. The different modifications and/or combinations of modifications 
on a given tail determine the availability of bound DNA for transcription. Each 
modification is maintained by the balanced and opposing actions of enzymes: acet-
yltransferases add acetyl groups and deacetylases remove, methyl transferases add 
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methyl groups (mono-, di- or trimethyl groups can be added) and demethylases 
remove, kinases add phosphate groups and phosphatases remove, reviewed previ-
ously [6].

It is important to note that each enzyme group contains multiple proteins/
enzymes. For example, there are at least 18 known histone acetyltransferases 
(HATs), more aptly renamed as lysine acetyltransferases (KATs), and the major 
subgroups include Gcn5 N-acetyltransferases (GNATs), MYST (MOZ, ybf2, Sas3, 
Sas2, Tip60) and p300 and CBP subfamily (p300/KAT3b, CBP/KAT3a, PCAF/
KAT2a) [7]. Similarly HDACs are divided into 11 main subclasses, which can be 
further divided into 38 different sequence variants of the canonical sequence [8].

Early studies investigating the role of these enzymes in development have high-
lighted their significant roles in learning and memory. For example, mice lacking 
the HAT, CBP develop impaired memory function [9, 10]. Mice lacking some iso-
forms of HDACs such as HDAC2 and HDAC3 show improved learning [11, 12], 
while loss of HDAC4 and HDAC5 has been shown to impair memory function 
[13–15].

A recent study by Anderson and colleagues demonstrated that in comparison to 
mouse models of AD, where relatively high concentrations of HDAC3 and HDAC4 
were observed in the brain, the same isoforms were undetectable in the human AD 
prefrontal cortex [16]. A previous study has shown that HDAC4 is undetectable and 
low levels of HDAC3 were measured in human brain [17]. Interestingly reduced 
HDAC4 levels in humans has been linked to mental retardation [18], emphasising 
the need for isoform selectivity if HDACs were to be targeted therapeutically in 
AD. Anderson and colleagues also showed that HDAC1 and HDAC2 were decreased 
and HDAC5 and HDAC6 were significantly increased in AD compared to control 
cases [16]. HDAC6 overexpression in AD has been observed previously [19].

It is also important to note that enzymes that add or remove different chemical 
groups on histone tails do not only act on histone molecules but a range of different 
proteins within the cell. For example, investigations of the acetylome in three differ-
ent human cell lines have revealed 3600 acetylation sites across 1750 different pro-
teins [20], while in human liver samples, another study found 1300 acetylation sites 
spread across 1042 proteins [21]. If all the unique proteins are combined between 
the two studies, then the human acetylome contains at least 2500 proteins that can 
be acetylated [22]. The sheer magnitude of molecules therefore regulated by HATs 
and HDACs raises the need for caution and highlights the need for molecular speci-
ficity of therapeutics targeting histone acetylation.

17.2.2  APP Processing and Histone Modifications

Tip60 is an acetyltransferase that interacts with the APP intracellular domain 
(AICD) [23] and Fe65, an adapter protein, resulting in translocation of this ‘AFT’ 
complex to the nucleus to alter gene expression [24]. The AFT complex has been 
shown to regulate APP itself [25], along with stathmin, a molecule involved in Tau 
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pathology [26]. A recent study [27] demonstrated that RanBP9 modulates the inter-
action of the AFT complex and can regulate whether this complex localises to 
nuclear spots [28] where transcription factories reside or nuclear speckles where 
RanBP9 may relocate AICD away from transcription factories [27]. AICD has been 
shown to compete with HDACs 1 and 3 for binding at the promoters of AB degrad-
ing enzymes neprilysin and transthyretin [29, 30].

Acetyltransferases such as Tip60 are promising therapeutic targets in compari-
son to deacetylases because specific acetyltransferases have less redundant targets 
within the genome and could be used to upregulate specific neuroprotective path-
ways [31]. For example, Tip60 overexpression can rescue AD drosophila from 
APP-induced learning and memory deficits [32, 33] and can also regulate the 
transcription of genes involved in a variety of neuronal processes [34]. A loss of 
Tip60 leads to axonopathy and aberrant histone acetylation-mediated expression 
of axonal transport genes [35]. Other acetyl transferases that have been shown to 
play a significant role in neuroprotection include p300 and CBP [36–38], and a 
critical role in mediating memory consolidation [39]. However, another study has 
suggested that CBP and p300 knockout mice are resistant to amyloid beta-medi-
ated toxicity [40].

17.2.3  Global Histone Modifications Observed in PM Tissue 
to Date

Literature on global histone modifications in post-mortem AD brain is limited and 
varies significantly with regard to the methodology used, brain regions studied and 
sample sizes. Table 17.1 and Fig. 17.1 highlight the relevant studies published to 
date.

Increases in global histone modifications that would result in transcriptional 
activation in AD brain include trimethylation at histone H3 lysine 4 (H3K4Me3); 
acetylation at histones H3K9, H3K14, H3K18, and H3K23 and histone H4 
lysines 5, 8, 12 and 16; as well as phosphorylation at histone H3 serine 10. In 
contrast, an increase in di-methylation on histone H3 lysine 9 is a signature of 
heterochromatin and results in transcriptional repression. Transcriptionally acti-
vating global histone changes in post-mortem AD brain have been observed in 
different regions of the brain, frontal cortex [41, 42], hippocampus [43–45], mid-
dle temporal gyrus [44, 46], inferior temporal gyrus [46] and occipital cortex 
[47], while transcriptionally repressive changes for AD brain have also been 
observed in temporal lobe [48], occipital lobe [47] and hippocampus [43]. It is 
difficult to reach a consensus from this data and begs the development of univer-
sal standards for tissue preparation and fixation, minimum sample size, develop-
ing robust techniques for addressing cellular heterogeneity, standardising 
imaging methods and the equipment/software used for quantification to enable 
more robust comparisons to be made between independent groups. Given the 
range of different methods and sample sizes used to study global histone changes, 
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to be able to draw conclusions from similar studies, we focused below on review-
ing studies that used immunohistochemical techniques and a sample size of ten 
or more cases in each control and AD group.

Mastroeni and colleagues [44] performed immunohistochemical analysis of hip-
pocampal tissue from control (n = 19) and AD (n = 18) cases to analyse global 
changes in histone H3 lysine 4 trimethylation (H3K4Me3). H3K4Me3 is widely 
accepted as an epigenetic signature for actively transcribed or poised (waiting for 
transcriptional activation) genomic regions. They showed a reduction in nuclear 
labelling and an increase in cytoplasmic labelling—significantly colocalising with 
hyperphosphorylated tau tangles, in AD brains compared to non-demented controls. 
When cases were analysed by Braak stage, they showed that cytoplasmic localisa-
tion of H3K4Me3 preceded the earliest observations of tau hyperphosphorylation at 
epitopes known to be early markers of AD (PG5 and MG1 which detect phosphory-
lation at serines 409 and 312–322, respectively) [49], suggesting that intracellular 
localisation of this histone marker may be important in altering transcription in 
AD. They also demonstrated that the cytoplasmic staining increased in a manner 
corresponding to neuropathology (increasing Braak stage).

Narayan et al. [46] used immunolabelling of free-floating AD (n = 14) and con-
trol (n = 17) ITG sections and of tissue microarrays containing paraffin-embedded 
MTG from 28 control and 29 AD cases. Their results showed a significant increase 
in not only histone H3 and H4 acetylation but also corresponding increases in the 
total protein loads of histone H3 and H4. They found that each marker correlated 
significantly with levels of gliosis (HLA for microglia and GFAP for astrocytes) and 
with neuropathological hallmarks (tau and amyloid load) in AD but not control 

H3K9 Ac
Lu et al. [42]

H3K4 Me3
Mastroeni et al. [44]

H3K9 Me2
Hernandez-Ortega et al. [43]

H3K9/K14 Ac
Narayan et al. [46]

H3Ser10 Phos
Ogawa et al., 2013 [45]

H4K5/H8/K12/K16 Ac
Narayan et al. [46]

H3K14 Ac
Lithner et al. [47]

H3K9 Me2
Lithner et al. [47]

H4Ser47 Phos
Chaput et al., 2015

H4K12Ac
Hemandex-Ortega et al. [43]

H3K18/K23 Ac
Zhang et al. [48]

H3

H2B H2A

H4

Fig. 17.1 A schematic overview of studies that have examined global histone modifications in 
PM-AD brain. The modifications that appear in bold delineate modifications that would result in 
transcriptional activation in AD cases
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cases. Significant correlations with ubiquitin load and each of the histone markers 
reinforced their hypothesis that protein degradation is compromised in AD and may 
cause the observed changes in histone markers, bringing into question the therapeu-
tic efficacy of drugs that target the epigenome alone in AD.

Hernández-Ortega and colleagues [43] investigated whether major nucleolar 
proteins (which act as histone binding chaperones) were altered in AD in relation to 
histone markers H3K9Me2 and AcH4K12. Using immunohistochemical techniques 
on hippocampal tissue from 18 control and 49 AD cases (of mixed Braak stages), 
they found that decreases in the nucleolar proteins corresponded to decreases in 
H3K9Me2 and AcH4K12 levels in the hippocampus. They unfortunately did not 
show correlations of this relationship; however, they did show that the loss of nucle-
olar proteins increased with Braak stage.

17.2.4  ChIP Sequencing for Histone Markers in AD

Gjoneska and colleagues [50] studied a CK-p25 mouse model of AD compared to 
CK wild-type littermates to conduct chromatin immunoprecipitation sequencing 
(ChIP-Seq) experiments of seven different histone markers. They included markers 
associated with active promoters (H3K4Me3), those associated with enhancers 
(H3K4Me1 and H3K27Ac), or associated with repression (H3K27Me3 and 
H3K9Me3), markers associated with gene bodies (H3K36Me3 and H4K20Me1). 
Upregulated genes (3667) corresponding to H3K4Me3 peaks (relative to controls) 
were found to be enriched for immune and stimulus response functions, while 
downregulated genes (5056), corresponding to H3K4Me3 decreased-level peaks, 
were enriched for synaptic function and learning. Immune regulators that were 
identified to have an increased level of H3K4Me3 peaks included NFkB and PU.1 
consistent with previous findings where PU.1 has been shown to regulate microglial 
activation and proliferation in AD [51].

This study however is the first of its kind in the context of AD, and this area begs 
more research particularly using neuronal specific ChIP-seq data generated from 
control and AD post-mortem human brain samples.

17.3  Therapeutic Implications

Over the past few years, the results of a number of animal studies have shown that 
in models of AD there is a consistent reduction in histone acetylation. This 
reduced histone acetylation is associated with cognitive changes, and both the his-
tone ‘defect’ and the cognitive changes can be reversed using common inhibitors of 
histone deacetylases. We will review this literature and then compare these animal 
studies to results in human brain to determine whether they can be translated into 
effective therapies for AD.

Using an AD transgenic mouse expressing the Swedish double mutation of APP, 
Ricobaraza et al. [52] found a dramatic reduction in acetylation of histone H4 in 
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lysates of frontal cortex and in the hippocampus using immunohistochemistry. This 
reduced H4 acetylation was almost completely reversed by the HDAC inhibitor 
phenylbutyrate, which also reversed memory deficits in these mice. This reduced 
acetylation was only present in primary neuronal cultures grown from AD trans-
genic mice and reversed in vitro by phenylbutyrate. These authors also found that 
phenylbutyrate reduced tau phosphorylation in AD transgenic mice, but did not 
modify amyloid load. These results support the hypothesis of a hypoacetylation 
mechanism underlying AD, at least in a mouse model. Similar overall results were 
seen in a study by Francis et al. [53] using a different AD transgenic model in mice. 
Using an associative learning model, they found that wild-type mice showed 
increased acetylation of histone H4 24 h after learning, whereas AD mice showed 
reduced learning-associated H4 histone acetylation. Trichostatin A, a HDAC inhibi-
tor, rescued both the histone acetylation defect and the memory performance of the 
AD mice. Using another HDAC inhibitor, sodium butyrate, Govindarajan et al. [54] 
also found that increasing histone acetylation in an AD mouse model alleviated both 
the hypoacetylation and memory function. Graff et al. [55] using the CK-p25 mouse 
model of neurodegeneration showed elevated HDAC2 levels correlated with reduced 
cognition and histone acetylation. They reversed both with a siRNA to HDAC2. Yao 
et al. [56] found that the HDAC inhibitor valproic acid reversed hypoacetylation of 
histones H3 and H4 and improved memory performance in AD transgenic mice. 
Qing et al. [57] also found VPA treatment rescued amyloid pathology and memory 
deficits in APP23 transgenic mice.

Using a high fat diet model of insulin resistance associated cognitive deficits, 
Sharma and Taliyan [58] found that the cognitive deficits in these mice were accom-
panied by histone H3 hypoacetylation (and reduced BDNF levels). The HDAC 
inhibitor SAHA reversed both the hypoacetylation (and elevated BDNF) and 
improved cognition. SAHA (vorinostat) was also used by Benito et al. [59] who 
showed that this drug improved cognition, reversed hypoacetylation of histones and 
had an anti-inflammatory effect on AD transgenic mice.

Cuadrado-Tejedor et al. [60] found that a combination of SAHA and phospho-
diesterase 5 inhibitor tadalafil synergistically increased acetylation of histone H3 
on the lysine 9 residue in APP transgenic mice. They speculated that the tadalafil 
might have augmented histone acetylation by driving the CBP histone acetyl trans-
ferase. This drug combination also enhanced LTP in hippocampal slices and 
improved memory in vivo. Pavlopoulos and colleagues [61] have also demon-
strated a critical role for CBP-driven histone acetylation in maintaining memory in 
AD. They identified a histone binding protein RBAp48 to be significantly depleted 
in the entorhinal cortex and dentate gyrus of post-mortem AD cases. RbAp48 is an 
important regulator of CBP and plays a key role in modifying histone acetylation 
patterns in the brain. They developed a transgenic mouse model that expressed a 
mutant form of RbAp48 (lacking 54 N-terminal amino acids which are critical for 
its interaction with histone H4). The mutant mice displayed impaired memory and 
cognitive performance which correlated with loss of CBP-mediated histone acety-
lation, which was rescued when RbAp48 was reintroduced in the dentate gyrus via 
viral vector [61].
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Thus, there is consistent and compelling data to suggest that in mouse transgenic 
models of AD, as well as in other mouse models of memory impairment, histones 
H3 and/or H4 are hypoacetylated. This leads to reduced expression of plasticity 
associated genes and may be responsible for memory impairment in these models. 
A range of non-specific HDAC inhibitors such as valproate, SAHA, sodium butyr-
ate and phenylbutyrate reverse the hypoacetylation and improve memory 
processes.

However, there is some data showing hyperacetylation of histones in models of 
AD. Walker et al. [62] found that neurons grown from AD transgenic mice showed 
increased H3 and H4 histone acetylation compared to neurons from non-transgenic 
mice. They further showed that amyloid could increase acetylation in neurons 
in vitro from non-transgenic mice indicating that amyloid load may have been 
responsible for these effects. Guo et al. [63] used an indirect in vitro model of cel-
lular stress-induced amyloid production in human neuroblastoma cells to show that 
increased amyloid production correlated with hyperacetylation of histones, perhaps 
mediated by decreased HDACs and increased HATs (CBP). Using another indirect 
in vitro model of hydrogen peroxide-induced amyloid production in human neuro-
blastoma cells, Gu et al. [64] found similar results. Finally, transfection of rodent 
neuroblastoma cells with a mutant APP also generated increases in gene-specific 
(PS1, BACE1) histone acetylation, possibly by enhancing the HAT p300 [65]. This 
in vitro data showing that elevating amyloid levels increases histone acetylation is 
supported by the work of Narayan et al. [46] who found that increased histone H3 
and H4 expression and acetylation was correlated with amyloid load in AD brains.

Thus, there is evidence for both hyper- and hypo-acetylation in cellular and 
in vivo models of AD, although the overwhelming results of in vivo rodent AD 
models is clearly hypoacetylation. Furthermore, HDAC inhibitors in animal models 
of AD reverse the hypoacetylation defect and improve cognition.

Does this work using in vivo rodent models of AD translate to the clinic? A 
search of the clinical literature where HDAC inhibitors such as valproate have been 
used to treat AD is rather disappointing [66–74]. Of the most recent publications in 
this area, dose appears to be a significant factor; higher doses were not tolerated 
well, causing significant adverse side effects in AD patients, particularly in patients 
displaying symptoms of aggression and agitation [75–77].

Why then does it appear that this very convincing rodent work does not translate, 
at least based on current clinical data, to humans with AD? This question has 
plagued neuroscience research in general for many decades now, and this is not the 
place to discuss this in depth. The reader is referred to a number of publications 
discussing these issues [78–82]. However, there is data showing that one widely 
used HDAC inhibitor valproate shows species-specific pharmacological activity. 
Many years ago, we showed that valproate when added to rodent microglia induces 
caspase 3-mediated apoptosis [83] and also in surviving microglia stimulates their 
phagocytic activity against amyloid peptides [84]. However, when human microglia 
are exposed to valproate, there is no evidence of apoptosis, and phagocytosis of 
amyloid peptides is inhibited by valproate [85], at concentrations that greatly 
enhance acetylation of histone H3 and H4. These results suggest that perhaps HDAC 
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inhibitors have species-specific actions. Many more studies are required using dif-
ferent inhibitors to confirm this hypothesis, but this might explain the lack of effects 
of valproate on AD in the clinic.

As discussed above, Narayan et al. [46] found that increased histone H3 and 
H4 expression and acetylation in AD brains was correlated with amyloid load. 
Furthermore, histone increases also strongly correlated with ubiquitin load, sug-
gesting that compromised protein degradation in AD brains might also contribute 
to increases in histones. Indeed, Narayan et al. [46] found that the proteasome 
inhibitor MG132 elevated ubiquitin levels and acetylation of histone H3 in human 
neuroblastoma cells. Interestingly, when valproate was combined with MG132, as 
expected, there was an increase in histone acetylation, but unexpectedly there was 
also an increase in ubiquitination and cell death. This result, if applicable to 
humans in the clinic, would suggest caution when using HDAC inhibitors to 
‘treat’ AD.

17.4  Concluding Remarks

There has been some progress made in literature in moving from reductionist or 
global approaches of studying histone modifications, in the context of AD, towards 
methods that allow visualisation of epigenetic marker peaks scattered throughout 
the genome. However, there is significant scope for improvement. Moving forward, 
it will be essential to utilise international coordinated efforts such as the ENCODE 
project [86, 87], GENCODE [88], the National Institutes of health Roadmap 
Epigenomics Project [89] and the Broad Institute Reference Epigenomic Mapping 
Centre, in understanding and deciphering the epigenomes role in transcriptional 
regulation/dysregulation and AD. A major area of improvement in these databases 
will be not only brain region-specific mapping but shifting to purified cell popula-
tions and subpopulations. Using cell sorting or nuclei sorting methods prior to sam-
ple isolation will be essential. Also, sample sizes are small, and while efforts are 
being made to analyse multicentre cohorts of control and AD brain, there is room 
for improvement in this area.

In addition, utilising tools that will allow the analysis of crosstalk between his-
tone and DNA modifications will be really important, and study designs should 
consider the use of sequential ChIP BS, ox-BS sequencing methods [90, 91]. Also 
incorporating methods that will address the contributions of non-CpG methylation 
[92–94], methylation of RNA (c5) [95], N1-methyladenosine [96] and hydroxy-
methyl RNA [97] in the context of AD will be of great interest.
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18Alzheimer’s Disease and ncRNAs

Rotem Maoz, Benjamin P. Garfinkel, and Hermona Soreq

Abstract
Alzheimer’s disease is a devastating neurodegenerative disorder affecting a 
 significant portion of the world’s rapidly growing aging population. In spite of its 
prevalence, the etiology of the disease is still poorly understood, and effective 
therapy is all but unavailable. Over the past decade, noncoding RNA, including 
microRNA (miRNA), has emerged as a major class of regulatory molecules 
involved in virtually all physiological and disease states. The specificity pro-
vided by miRNA sequence complementarity, together with the ability of these 
molecules to regulate complex networks of genes, has made them exciting novel 
targets for therapeutic agents. In this chapter, we review recent progress on 
understanding the role of noncoding RNA in Alzheimer’s disease (AD). The 
majority of available work has focused on miRNA, and we review the many stud-
ies implicating specific miRNAs in the development of the disease. More 
recently, several studies have tied other RNA classes to the disorder, including 
long noncoding RNA, circular RNA, and Y RNAs, and we review this fascinat-
ing field as well. Finally, we explore the potential promise of these findings for 
future therapeutic applications.
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18.1  Alzheimer’s Disease

AD is an irreversible progressive neurodegenerative disorder affecting the central 
nervous system, which accounts for >80% of dementia cases in people over the age 
of 65 [1]. The major physical hallmarks of the disease are the presence of amyloid 
beta plaques and hyper-phosphorylated paired helical filaments of tau protein-rich 
neurofibrillary tangles (NFTs) [2]. Although the disease etiology is incompletely 
understood, both types of lesions have been linked to AD dementia, and their pres-
ence among those afflicted with AD is typically associated with much steeper tra-
jectories of cognitive deficit accumulation with age [3]. Furthermore, families with 
mutations in three proteins directly involved in the Aβ processing pathway present 
inherited early-onset AD [4], suggesting a key role for Aβ in disease pathogenesis. 
The second hallmark of AD pathology is the accumulation of intracellular NFTs, 
made up primarily of aggregated tau bearing abnormal posttranslational modifica-
tions, including increased phosphorylation and acetylation. The exact role of tau in 
AD progression remains unclear, but recent work has suggested that abnormal mod-
ifications of the protein can lead to enrichment of misfolded tau in dendritic spines 
where it can interfere with neurotransmission [5]. The extracellular Aβ and intracel-
lular NFTs are intricately linked, and Aβ oligomers have been implicated in the 
postsynaptic enrichment of tau [6], as well as in altered tau phosphorylation [7], 
proteasomal degradation [8], and nucleation [9].

While the Aβ and NFT structures are well-accepted hallmarks of the disease, AD 
is a multifactorial disorder, involving numerous cell types and pathways. 
Interestingly, Aβ peptide aggregates have been implicated in many of these path-
ways, including mitochondrial dysfunction [10], oxidative damage [11], excessive 
calcium influx [12], lipid dysregulation [13], synaptic dysfunction [14], apoptosis 
[15], aberrant neurogenesis [16], and neuroinflammation [17]. Furthermore, Aβ has 
been shown to have complex interactions with nonneuronal cell types. For example, 
microglia have been shown to contribute to Aβ clearance at early stages of AD, 
while the same cells release pro-inflammatory cytokines that exacerbate symptoms 
at late stages of the disease [18, 19]. Collectively, these results indicate that AD is a 
complex disease involving multiple interlinked pathways and cell types, hinting at 
the potential role for co-regulatory mechanisms in disease development and in 
future therapeutics.

18.2  The Noncoding RNA Revolution

For many years, RNA was seen as no more than an inert participant in the process 
of protein synthesis, with mRNA providing the template and tRNA the building 
blocks and rRNA acting as a scaffold [20]. It was not until the early 1980s, with the 
discovery of the catalytic activity of small nuclear (sn)RNAs in the excision of 
introns, that noncoding RNA (ncRNA) began to be seen as a more active agent 
within the cell. A major turning point in our understanding of the diverse roles of 
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RNA came in the early 2000s with the discovery of miRNAs and their many rela-
tives, underscoring the importance of posttranscriptional events in gene expression, 
particularly in eukaryotic organisms [21, 22]. Now, with the advent of RNA 
sequencing, the field has seen an explosion in the depth and breadth of discovery, 
with new classes of RNA being described on a regular basis [23]. Thousands of 
novel ncRNAs have been catalogued, and their many roles in regulating gene 
expression and organizing the genome have only begun to be explored.

Of all classes of ncRNA, miRNAs are by far the most studied, and their func-
tional regulatory relevance is clearly evident and well established [24]. In human 
diseases, particularly cancer, it has been shown that epigenetic and genetic 
defects in miRNAs and their processing machinery are a common hallmark of 
disease [25–27]. The informational bias toward miRNA holds true for nervous 
system diseases as well, including AD [28], and most of the work described 
herein relates to this fascinating class of regulatory RNA. However, miRNAs are 
just the tip of the iceberg, and other ncRNAs such as small nucleolar RNAs 
(snoRNAs), PIWI-interacting RNAs (piRNAs), Y RNAs, the large heteroge-
neous group of long noncoding RNAs (lncRNAs), and circular RNAs are all 
emerging as players in the development of many different human disorders [29–
31]. In fact, reports regarding potential involvement of some of these novel 
classes of ncRNA in the pathophysiology of AD are beginning to appear, and 
these will be explored below as well.

18.3  MicroRNA in AD

miRNAs are endogenous 20–24 nucleotide noncoding RNAs that bind to target 
motifs in mRNAs of protein-coding genes to direct posttranscriptional silencing 
either through transcript degradation or by translational repression. So far more 
than 2000 miRNAs have been denoted in the human genome, and the number is 
ever increasing, illustrating the potential of miRNAs as important players in gene 
regulation [32]. Recent studies have indicated that miRNAs play a pivotal role in 
most critical biological events, including development, proliferation, differentia-
tion, cell fate determination, apoptosis, signal transduction, organ development, 
hematopoietic lineage differentiation, host-virus interactions, tumor genesis, and 
more [33]. Specifically, in the brain, miRNAs are highly expressed in neurons 
where they play key roles during neuronal differentiation, synaptogenesis, and 
plasticity. Correspondingly, it is becoming increasingly evident that miRNAs 
have a profound impact on higher cognitive functions and that impairments in 
their functioning are involved in the etiology of several neurological diseases and 
disorders, including AD, Parkinson’s disease, amyotrophic lateral sclerosis 
(ALS), and Huntington’s disease [34, 35]. Over the past decade, accumulating 
evidence in AD research suggests that alterations in the miRNA network could 
actively contribute to the disease process. In the following sections, we will review 
recent progress in the field.
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18.4  miRNA Regulation of Amyloid Beta

Aβ peptides accumulating in the brain of AD patients result from proteolytic cleav-
age of APP by β-secretase (BACE1) and γ-secretase [36, 37]. AD pathology is 
associated with increased APP expression, polymorphisms in the APP promoter, 
abnormal APP processing, and altered Aβ clearance [10]. miRNAs have been shown 
to be involved in Aβ pathology through regulation of APP expression and of other 
enzymes involved in the Aβ processing, mostly BACE1. The following section 
describes the main findings in this field.

18.4.1  Regulation of Aβ by miRNA Control of the APP Transcript

The first studies showing miRNA regulation of APP mRNA came in 2008 from C. 
elegans, where the worm APP homolog, APL-1, was shown to be developmen-
tally regulated by miRNA let-7 [38]. Later that same year, Patel et al. showed that 
APP is regulated by miRNA in humans as well, as overexpression of miR-106a 
and miR- 520c results in translational repression of APP mRNA and significantly 
reduces APP levels [39]. Since then, a large number of other miRNAs have been 
shown to directly regulate APP mRNA in human cells in vitro. These include 
miR-20a, miR- 19, and miR-106a/b, all from the miR-20a family [40, 41] and 
miR-101 [42, 43], among others. In light of these findings, it was speculated that 
SNPs in miRNA binding sites in the 3′-UTR of APP could affect Αβ pathology 
and AD risk, similar to what has been observed for several neurological diseases 
[44]. Indeed, in 2011, Delay et al. investigated miRNAs that have potential bind-
ing sites in or near a polymorphism located on the 3′-untranslated region (3′-
UTR) of human APP. In their study, they used luciferase assays to confirm that 
miR-20a, miR-17, miR-147, miR- 323- 3p, miR-644, and miR-153 can all regulate 
APP in vitro and, furthermore, that miR-147 and miR-20a are affected by 
AD-associated 3′-UTR single nucleotide polymorphism (SNP) variants in the 
APP gene [45].

miRNAs have also been implicated in the regulation of APP’s alternative splic-
ing. Neuronal APP undergoes alternative splicing of exons 7, 8, and 15, and there is 
substantial evidence for increased levels of exon 7 and/or 8 isoforms of APP in AD 
brains [46–50]. Furthermore, abnormal neuronal splicing of APP was found to be 
associated with increased Aβ production [51]. Clear evidence of a role for miRNA 
in APP splicing came from a study by Smith et al. who detected abnormal splicing 
of exons 7 and 8 of APP in the cortex of dicer knockout (KO) mice, with no change 
in the overall APP mRNA levels. In the same study, knockdown of polypyrimidine 
tract-binding protein 1 (PTB1) in neuronal cell lines altered APP’s exon 7 and 8 
splicing, and PTB1 itself was regulated by miR-124. Furthermore, ectopic expres-
sion of this abundant neuronal-specific miRNA in cultured neurons reversed the 
above effects on APP splicing, and miR-124 was found to be downregulated in AD 
brains [52–55].
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18.4.2  miRNA Regulation of BACE1

The activity of BACE1 is a key factor in AD, since the cleavage of APP by BACE1 
is the first and rate-limiting step in the formation of Aβ. Indeed, increased levels of 
BACE1 expression and enzymatic activity were found in sporadic AD brains [56]. 
The best-studied miRNAs in the context of BACE1 belong to the miR-29 family, 
and several studies have linked this family to regulation of BACE1 activity both 
in vitro and in vivo. Members of the miR-29 family, which are processed from dif-
ferent precursors, include three main mature miRNAs, known as hsa-miR-29a, hsa- 
miR- 29b, and hsa-miR-29c. miR-29c was shown to regulate the expression of 
BACE1 directly by targeting its 3′-UTR both in human and mouse cell lines. In 
addition, this miRNA is downregulated in AD brains, and its upregulation in the 
hippocampus of SAMP8 mice, a naturally occurring mouse line that displays accel-
erated aging, improved spatial memory [57–59]. The other two members of the 
miR-29 family, miR-29a and miR-29b, were significantly decreased in AD brains, 
in a manner specific to AD dementia. Their decrease associates with abnormally 
high BACE1 protein, and loss of the suppressing activity of the miR-29a/b-1 cluster 
in human cell cultures led to an increase in Aβ production [60]. Other miRNAs that 
are deregulated in AD brains and can directly target BACE1 in vitro include miR- 
339- 5p, miR-195 [61], and miR-107 [62].

Other miRNAs that were found to be involved in Aβ regulation are miR-9 that 
was shown to attenuate Aβ-induced synaptic toxicity by targeting CAMKK2 (cal-
cium-/calmodulin-dependent protein kinase kinase 2) in human cells [63]. 
Interestingly, miR-9 has also been implicated in regulation of insulin signaling 
[64], potentially providing a link to the increased risk of AD patients for diabetes 
[65]. Finally, miR-144/miR-451 was found to regulate α-secretase ADAM10 (a 
disintegrin and metalloprotease 10), a protein that protects the brain from Aβ pro-
duction [66].

18.5  miRNA Regulation of Tau

Tau is a microtubule-associated protein normally located in neuronal axons, where 
it stabilizes microtubule structures and facilitates axonal transport. In AD, tau is 
abnormally translocated to the somato-dendritic compartment and further under-
goes hyper-phosphorylation and misfolding resulting in the generation of intracel-
lular aggregates (neurofibrillary tangles) that are toxic to neurons [67]. Tau 
pathology can potentially be caused by disruption in any of the processes regulating 
its metabolism, including expression, localization, transcriptional and posttransla-
tional modifications, and clearance. In particular, tau hyper-phosphorylation may 
result from upregulation or aberrant expression of tau kinases, downregulation of 
phosphatases, mutations, covalent modifications of tau, and others [68, 69]. The 
following two sections describe the involvement of miRNAs in the regulation of tau 
metabolism under pathological conditions.
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18.5.1  miRNA Regulation of Tau mRNA Expression 
and Metabolism

Several studies have shown direct regulation of tau expression by miRNAs. One of 
these is miR-34a, which was found to regulate tau expression through specifically 
targeting the longer variant of tau alternative polyadenylation (APA). Both human 
and rodent tau 3′-UTR contain two polyadenylation signals in tandem and can 
undergo APA to produce transcripts of approximately 2 or 6 kb [70]. Dickson et al. 
found that the expression of the two human tau 3′-UTR isoforms is differentially 
regulated, affecting both protein and mRNA levels. In the same study, they showed 
that miR-34a has a binding site in the long tau 3′-UTR isoform and demonstrated 
that miR-34a can inhibit the expression of endogenous tau [71].

The miR-132/miR-212 cluster has also been linked to regulation of tau expres-
sion. Smith et al. showed that miR-132/miR-212 deficiency in mice leads to 
increased tau expression, phosphorylation, and aggregation. They demonstrated 
that deletion of miR-132/miR-212 induced tau aggregation in mice expressing 
endogenous or human mutant tau, an effect associated with autophagy dysfunction. 
And conversely, treatment of AD mice with miR-132 mimics restored in part mem-
ory function and tau [72]. At the same time, deletion of this miRNA in another study 
impaired learning and memory [73]. These results are of particular interest as miR- 
132 levels were shown to be decreased in the brains of advanced stage patients in 
more than one study [28, 74].

More recently, Santa-Maria et al. used experimental evidence from Drosophila, 
postmortem human samples, and mammalian cells to show that the highly con-
served miR-219 directly regulates tau and that this is an ancient mechanism. They 
demonstrated that reduction of miR-219 in a Drosophila model, which produces 
human tau in vivo, exacerbated tau toxicity, while overexpression of the miRNA 
partially abrogated toxic effects. They further found that miR-219 is downregulated 
in brain tissue taken at autopsy from patients with AD and from those with severe 
primary age-related tauopathy. Finally, they showed in mammalian cellular models 
that miR-219 binds directly to the 3′-UTR of the tau mRNA and represses tau syn-
thesis at the posttranscriptional level [75]. Another mechanism impacting the levels 
of tau mRNA involves disruption of the degradation process. Carrettiero et al. 
showed that miR-128a modulates the expression of BAG2, a co-chaperone poten-
tially involved in tau degradation and aggregation in cultured COS-7 cells and in 
primary neurons [76]. Thus, both the birth and destruction of tau appear to be caus-
ally involved in AD progression.

18.5.1.1  miRNA-Mediated Mis-splicing of Tau Is causally Linked 
to Dementia and Neurodegeneration

The tau primary transcript contains 16 exons, of which exons 2, 3, and 10 are alter-
natively spliced and are adult brain specific [77]. Exclusion of exon 10 (E10) results 
in a protein with three microtubule-binding repeats (3R tau), whereas E10 inclusion 
produces a protein with an additional microtubule-binding domain (4R tau). In the 
normal human adult brain, the 3R and 4R tau isoforms are expressed in a one-to-one 
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ratio [78–80]. Clinical and biochemical evidence suggests that deviation from the 
4R:3R ratio due to altered tau exon 10 splicing is causally linked to neurodegenera-
tion and dementia. For example, mutations in or surrounding tau E10 were identi-
fied in patients suffering from rare forms of familial frontotemporal dementia and 
parkinsonism. Additional changes in tau isoforms have also been observed in other 
tauopathies, including PSP and Pick’s disease or myotonic dystrophy [69, 80–82].

Interestingly, Dicer deficiency in the adult brain is associated with changes in tau 
splicing, and Smith et al. [52] showed that Dicer mutant mice display changes in tau 
E10 splicing. In the same study, a number of brain miRNAs were identified, includ-
ing miR-124, miR-9, miR-132, and miR-137, which regulate 4R:3R tau ratios in 
neuronal cells by targeting particular regulatory or splicing factors. Specifically, 
they demonstrated that miR-132 directly targets the neuronal splicing factor polypy-
rimidine tract-binding protein 2 (PTBP2). This result is of particular interest, since 
these authors also found that PTBP2 protein levels were increased in patients with 
PSP, a major 4R–tau tauopathy [52].

18.5.2  Tau Phosphorylation

While the absolute levels of tau protein are important, aberrant posttranslational 
processes play a major role in tau-mediated pathology. In this regard, hyper- 
phosphorylated microtubule-associated tau proteins are the main components of 
NFTs in AD, and molecular analysis has revealed that abnormal phosphorylation 
might be one of the important events in the process leading to their aggregation [77]. 
Tau phosphorylation is regulated by a balanced interplay of kinases and phospha-
tases, and recent studies have found several miRNAs that regulate these processes.

In 2010, Hebert et al. showed that hyper-phosphorylation of endogenous tau at 
pathological sites coincided with an increase in the protein and phosphorylation 
of mitogen-activated protein kinase 3 (MAPK3/ERK1). Furthermore, they showed 
in mouse neuronal cells that ERK1 is regulated by several miR-15 family mem-
bers, including miR-15a, and that miR-15a is decreased in AD brains [83]. 
GSK-3b, another direct tau kinase, has a critical role in Aβ production and NFT 
formation, and it was shown to be regulated by miR-26a in smooth muscle [84, 
85]. This miRNA, together with its family member miR-26b, was shown to down-
regulate brain-derived neurotrophic factor (BDNF) expression, a neurotrophin 
that plays an essential role in neuronal development and plasticity [86]. Recently, 
Absalon et al. found that miR-26b is significantly elevated in the temporal gyrus 
of human postmortem brains, starting from early stages of AD neuropathology 
(Braak III). They also showed that ectopic overexpression of this miRNA in rat 
primary postmitotic neurons led to DNA replication and aberrant cell cycle entry 
and, in parallel, increased tau phosphorylation, which culminated in the apoptotic 
cell death of neurons [87]. In a different study, miR-26a was also found to have 
altered expression in AD [88].

Another miRNA that was found to increase tau phosphorylation is miR-922. 
Zhao et al. [89] showed in human cell lines that miR-922 increases tau 
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phosphorylation by downregulating UCHL1, a member of deubiquitinating enzymes 
(DUBs) that is decreased in the brains of AD patients, and its levels were found to 
be inversely proportional to tangle numbers [90]. Correspondingly, miR-138, that 
was found to be increased in AD models including N2a/APP and HEK293/tau cell 
lines, was shown to promote tau phosphorylation by targeting the RARA/GSK-3β 
pathway in HEK293/tau cells [91]. Additional works found other miRNAs that 
effect tau phosphorylation, including miR-126b [87] and miR-125b [79]. Thus, tau 
regulation by miRNAs emerges as a complex and context-dependent process.

18.6  miRNA Regulation of Lipid Metabolism

A clear link between lipid metabolism and AD was established in 1993 when the ɛ4 
allele of the apolipoprotein E (APOE) gene was identified as a risk factor for AD, 
and it remains to this day the strongest known genetic risk factor for AD [92]. Over 
the course of the following two decades, altered metabolism of various lipids has 
been linked to AD in a large number of studies [93–95]. Cholesterol metabolism in 
particular was identified as a key player, and dysregulation of genes involved in 
cholesterol biosynthesis and cholesterol efflux has been associated with developing 
AD [96]. Studies of miRNA regulation of lipid homeostasis in AD begin to emerge, 
with most current studies investigating miRNA regulation of cholesterol 
metabolism.

Several studies have linked miR-33 to AD through its regulation of lipid metabo-
lism, mostly via inhibition of the ATP-binding cassette transporter A1 (ABCA1). 
ABCA1 is a membrane-bound protein that mediates the efflux cholesterol and phos-
pholipids onto lipid-poor apolipoproteins during HDL biogenesis, and it was shown 
to be relevant to AD by decreasing the levels of Aβ [97–99]. Specifically, miR-33 
was shown to directly regulate ABCA1 in vitro, both in human neuronal cell lines 
and in mouse neurons and primary astrocytes [100–103]. This regulation has func-
tional implications relevant to AD, and Kim et al. have recently shown that down-
regulation of ABCA1 by miR-33 affected Aβ levels. In in vitro conditions, they 
showed that overexpression of miR-33 impaired cellular cholesterol efflux and dra-
matically increased extracellular Aβ levels by promoting Aβ secretion and impair-
ing Aβ clearance. In vivo, they found that the cortex of miR-33−/− mice shows 
increased ABCA1 levels and ApoE-mediated lipid production, accompanied by 
decreased endogenous Aβ levels. Furthermore, they showed that chronic treatment 
with a miR-33 antagonist caused a significant decrease in Aβ levels in the cortex of 
APP/PS1 mice [101]. A very recent review by Jaouen and Gascon summarizes the 
involvement of miR-33 in brain lipid metabolism and the implication for AD [104]. 
It should be mentioned, however, that this miRNA has not been observed to be 
deregulated in brains of AD patients in any study to date.

Another miRNA that regulates ABCA1 is miR-106b, overexpression of which in 
cultured mouse neuronal cells caused a significant increase in secreted Aβ. This 
increase was caused by both increased Aβ production and prevention of Aβ 
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clearance that were both mediated by ABCA1. This finding was supported by over-
expressing an ABCA1 construct that lacked the 3′-UTR sequence in the same miR-
106b-5p overexpressing cells, which resulted in rescue of the impaired Aβ 
production and clearance processes [105]. ABCA1 and cholesterol metabolism 
have also been shown to be regulated by miR-758, and the Fernández-Hernando 
group suggested that this miRNA could have important implications for the regula-
tion of AD development [96, 106]. A number of additional miRNAs have also been 
linked to impaired lipid metabolism in AD. Among these are miR-137, miR-181c, 
miR-9, and miR29a/b that were shown to target serine palmitoyltransferase (SPT), 
a regulator of ceramide levels that is upregulated in AD brains and directly mediates 
amyloid β (Aβ) levels [107, 108]. Another relevant miRNA is miR-188-3p that was 
implicated in 2-arachidonoylglycerol (2-AG)-mediated regulation of BACE1, 
affecting synaptic and cognitive functions in an AD mouse model [109]. Other miR-
NAs that are involved in cholesterol metabolism and neurodegeneration are covered 
by Goedeke and Fernández-Hernando [96].

18.7  miRNA Regulation of Neuroinflammation

AD pathology is intricately connected to immunological mechanisms in the brain. 
Binding of misfolded and aggregated proteins to receptors on glia initiates an innate 
immune response that contributes to disease progression. Furthermore, genes which 
regulate glial clearance of misfolded proteins and inflammatory reactions have been 
associated with increased risk for AD [110]. The transcription of several miRNAs 
known to be involved in neuroinflammation is regulated by NF-кB, an immune and 
stress-induced transcription factor. Under normal conditions, inflammation- 
inducing NF-кB activity is blocked by acetylcholine [111]. However, acetylcholine 
production is severely impaired in AD [112]. Consequently, one of the NF-кB- 
controlled miRNAs, miR-34a, was shown by Zaho et al. to be upregulated in the 
hippocampal CA1 region of AD patients. In their study, they used murine microglia 
to show that miR-34a regulates the microglial receptor TREM2 (triggering receptor 
expressed on myeloid cells-2), a critical component of Aβ42 peptide clearance that 
was shown to be downregulated in the CA1 of AD patients [113–115]. This link is 
lent strong support by the finding that rare heterozygous variants of TREM2 are 
associated with a significant increase in the risk of AD [116].

Another NF-кB-dependent miRNA, miR-146a, targets key members of the 
innate immune system with known relevance to AD. These include the sialic acid 
containing glycoprotein immune repressor complement factor H (CFH), the 
membrane- spanning beta-amyloid precursor protein (βAPP)-associated TSPAN12, 
and the inflammation mediator interleukin receptor-associated kinase IRAK-1 
[117]. miR- 155, which is also a known target of transcriptional regulation by 
NF-кB, was shown by Guedes et al. to be upregulated in the brain of 12-month-old 
3 × Tg-AD animals. Surprisingly, this upregulation was not dependent on NF-кB, 
but rather on the transcription factor c-Jun, and it occurred before the appearance of 
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extracellular Aβ aggregates and was accompanied by hyper-activation of microglia 
and astrocytes [118]. Interestingly, another study also identified miR-155 as an 
immune-related miRNA relevant to AD, this time through regulation of T lympho-
cyte function [119].

Yet another miRNA family involved in neuroinflammatory responses and show-
ing relevance to AD is the miR-181 family [120]. Rodriguez-Ortiz et al. showed that 
12-month-old 3 × Tg-AD mice with plaques and tangles presented a significant 
upregulation of miR-181a in the hippocampus compared to age-matched wild-type 
mice. They further showed that overexpression of this miRNA in SH-SY5Y cells 
significantly decreased its validated target SIRT1 and its predicted target c-Fos, 
hinting at its potential mechanism of action [121, 122]. Interestingly, the other miR-
NAs in miR-181 family were shown to be related to stress response. Remarkably, 
miR-181d is one of the most stress-responsive miRNAs identified in the thymus 
[123], together indicating a link between stress responses and neuroinflammation in 
the AD brain.

18.8  Global Assays

The study of miRNAs in AD is still in the discovery phase, and a growing number 
of groups are attempting to harness the power of unbiased high-throughput assays 
to uncover novel miRNAs implicated in the disease. The majority of these studies 
used qPCR or microarrays, and only with the recent progress in sequencing tech-
nologies have RNA-sequencing studies begun to appear. This is of great impor-
tance, as RNA-seq offers clear advantages over other methods, including the 
detection of absolute values rather than fold changes, high accuracy, and the ability 
to detect novel miRNA and miRNA editing.

Muller et al. [124] and Cogswell et al. [88] both used qPCR on human brain 
samples to assess global changes in miRNA expression. While studies using qPCR 
are considered to be relatively reliable and specific, they are prone to significant 
bias, as only a limited number of known miRNAs can be tested [125]. Before the 
advent of high-throughput RNA sequencing, microarrays allowed researchers to 
overcome the size limitation of qPCR [126, 127]. Two recent studies of relatively 
large cohorts (n = 42 and n = 32) used microarrays accompanied by qPCR valida-
tions [128, 129] to assess miRNA expression in postmortem brains. It is important 
to note that microarrays suffer from several drawbacks: They have lower specificity 
than qPCR or RNA sequencing, are difficult to use for absolute quantification, 
ignore ncRNA contributions, and cannot typically identify novel miRNAs [125].

The most comprehensive discovery study performed so far is from 2013, by Lau 
et al. In this project, an international collaboration between several groups allowed 
for an elaborate joint study combining three different methods. They interrogated 
data from three different brain areas: hippocampus (41 AD, 23 control), prefrontal 
cortex (n = 49 in different Braak stages, 7 control), and temporal gyrus (8 AD, 8 
control), taken from three large cohorts. The nCounter method [130], which resem-
bles microarray analysis, was performed on most of the samples and RNA 
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sequencing on 12 prefrontal cortex samples, and qPCR was used for validation. 
These methods produced lists of differentially expressed miRNAs for each tissue. 
Remarkably, they found deregulation of miR-132-3p in all the three brain regions 
that were tested using all technologies. In contrast, the rest of the differentially 
expressed miRNAs were only identified in one or more tissue sets [28].

Several novel and interesting directions have also been attempted in the field of 
global miRNA assays. Roy et al. searched for miRNAs that might have significant 
involvement in AD through the identification of differential methylation patterns 
between AD and control brains [7]. Another evolving field is the analysis of altered 
miRNA editing based on high-throughput sequencing, and a number of groups have 
observed indications for this phenomenon in AD [8, 9].

18.9  Long Noncoding RNA (lncRNA) in AD

Recent genomic studies have revealed tens of thousands of lncRNAs in mammalian 
genomes [131]. lncRNA genes give rise to long (>200 nt) and often multi-exonic 
transcripts that are supposedly not translated to protein, as assessed by means of in 
silico prediction algorithms. Akin to mRNAs, lncRNAs are transcribed as precursor 
transcripts and are subject to splicing and maturation in the nucleus, as well as to 
cytoplasmic export, editing, transport, and decay. In comparison with their protein- 
coding counterparts, lncRNA genes are poorly conserved [132] and are more 
numerous in biologically complex species [133]. lncRNAs are particularly difficult 
to classify and categorize [134]. One relatively well-accepted categorization is the 
broad division into two classes: natural antisense (AS) RNAs which are transcribed 
from the opposite DNA strand of other RNA transcripts and long intergenic RNAs 
(lincRNAs) which are transcribed from intergenic regions [135]. Through their 
impact on gene expression patterns, lncRNAs are emerging as key regulators of cel-
lular processes (e.g., proliferation, apoptosis, stress response, differentiation, senes-
cence) as well as physiologic and pathologic processes (such as immune adaptation, 
cancer, neurodegeneration, cardiovascular disease, and aging) [31, 136–138]. In 
both the nucleus and the cytoplasm, lncRNAs are believed to control gene expres-
sion by interacting with chromatin regulators, transcriptional activators and repres-
sors, chromosomal DNA, miRNAs, RBPs, and mRNAs [139]. However, the full 
spectrum of functions for the vast class of lncRNAs is poorly understood.

The roles of lncRNAs in AD have only recently begun to be explored, and very 
few examples existed prior to the recent advance in RNA sequencing. Interestingly, 
most of these examples are of AS lncRNAs. Thus, one lncRNA with a relatively 
well-defined involvement in AD is the conserved antisense lncRNA BACE1-AS 
which is transcribed from the complementary strand of beta-secretase-1 [140]. 
Expression of BACE1-AS drives feed-forward regulation of beta-secretase and is 
directly implicated in the increased abundance of Aβ 1–42 in AD. Several other 
antisense lncRNAs with a potential involvement in amyloid pathology have been 
described, including NAT-Rad18 which was found to be upregulated in rat neurons 
in response to Aβ peptide [141] and 51A, which overlaps with SORL1 [142] and 
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was shown to affect Aβ formation and to be upregulated in AD. Finally, 17A is an 
antisense lncRNA complementary to an intronic region of the GABA receptor gene, 
and its expression leads to the production of alternative splicing transcripts of this 
receptor [143]. 17A is also upregulated in AD, and its expression in neuroblastoma 
cells led to increased Aβ secretion. In contrast to the AS lncRNAs, lincRNAs are 
apparently more common in the genome, but far less understood. One example of a 
lincRNA potentially involved in AD is the primate-specific BC200 RNA (BCYRN1), 
which was found to be expressed in dendritic domains of neurons and is downregu-
lated during aging [144].

More recently, two groups have aimed to systematically assess lncRNAs 
involved in AD. Zhou et al. used a novel algorithm to reanalyze microarray data 
from postmortem brains and found ~100 lncRNAs with greater than twofold 
change in AD [145]. Interestingly, most of their identified lncRNAs were inter-
genic and brain specific. Furthermore, the altered expression signatures of lncRNAs 
predicted AD with equal accuracy as altered protein-coding genes, but the number 
of lncRNAs required for optimal prediction was less than that of protein-coding 
genes, suggesting a potential use as a biomarker. Magistri et al. used RNA sequenc-
ing to identify novel lncRNAs in AD [135] and also observed significant altera-
tions in the lncRNA expression profile in AD brains. This study similarly found the 
majority of the altered lncRNAs to be intergenic. They further focused on two AS 
and two intergenic novel lncRNAs that were upregulated in AD and found that all 
four localized to chromatin, suggesting regulatory roles. Interestingly, three of 
these lncRNAs were neuronal activity dependent, and the fourth was upregulated 
in response to Aβ. These studies suggest that we have only begun to scratch the 
surface of the involvement of lncRNA in AD, and future follow-up studies will 
expand this exciting arena.

18.10  Other ncRNAs

Relative to miRNA and lncRNA, even less is known regarding the roles of other 
classes of ncRNA in AD. circRNA is a novel and intriguing form of RNA (reviewed 
in [147]). circRNAs are particularly abundant in mammalian brains [147], and their 
expression in tissues such as skeletal muscle was found to be age dependent [148]. 
Thus, through their predicted interaction with miRNA, circRNAs are very likely to 
play a role in neurodegenerative disease and particularly in AD. Pioneering work in 
this field by Lukiw and colleagues [149] found that the circRNA CIRS-7, a well- 
known sponge for miR-7 [150], is dramatically reduced in brains with AD. This 
could potentially lead to a significant increase in the activity of miR-7 and down-
regulation of its targets, including such relevant genes as alpha-synuclein, mTOR, 
and the IGF receptor.

Another mysterious and underexplored class of ncRNA is Y RNA, a family of 
highly expressed 100 nt long structured noncoding RNAs usually found in complex 
with the protein RO60 [151]. Four canonical Y RNAs, Y1/3/4/5, have been charac-
terized in humans, but numerous slightly divergent copies of these Y RNAs, 
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especially Y1 and Y3, are distributed throughout the human genome [152]. In a 
fascinating recent work, Scheckel et al. [153] describe a massive shift in the RNA-
binding features of ELAV-like proteins, especially with regard to their preference 
from mRNA to Y RNA in brains of AD patients, even though Y RNA levels 
remained largely unchanged. ELAVL proteins have been shown to regulate several 
aspects of RNA metabolism, and they have been implicated in the control over the 
stabilization and/or translation of specific mRNAs, as well as in the regulation of 
splicing and polyadenylation of select transcripts. Thus, Y RNA appears to play an 
important pathological role in the altered mRNA landscape of AD.

An interesting and unique case of ncRNA involvement in AD is the small NRSE 
dsRNA which is a ~20 bp double-stranded RNA corresponding to the NRSE/RE1 
sequence. This motif is usually localized within promoter regions of neuron- specific 
genes and is recognized by the repressor element 1-silencing transcription factor 
(REST) protein to restrict neuron-specific gene expression. NRSE dsRNA was 
shown to interact with and convert the REST complex from repressor to activator 
[154]. This is of particular interest in light of the recent description of the crucial 
role played by REST in protecting neurons from oxidative stress and amyloid 
β-protein toxicity, a function that is lost in the brains of AD patients [155]. Finally, 
there is increasing evidence for the involvement of the U1 snRNP splicing factor in 
AD. Aberrant complex formation of U1 snRNP with the DNA-binding protein 
HMGA1a leads to altered exon skipping in AD [156]. Furthermore, U1 snRNP was 
found to be highly enriched in neurofibrillary tangles in both sporadic [157] and 
early-onset [158] AD. The neurodegeneration characteristic impairments in RNA 
metabolism are hence intimately related with ncRNA alterations.

18.11  Using MicroRNA to Treat AD

At present, Alzheimer’s remains an incurable disease. In fact, no new drugs have 
been approved for treatment of AD since 2003, and the treatment currently available 
is essentially palliative with only modest and short-term effects [159]. A broad 
range of agents targeting different aspects of the disease are currently under devel-
opment and clinical testing, but so far, no drug has proven to be both safe and effec-
tive. To a large extent, this therapeutic deficit stems from our ongoing difficulty in 
understanding the pathogenesis of the disease. Despite continuing debate about the 
Aβ hypothesis, imbalance between production and clearance of Aβ42 and related 
Aβ peptides remains one of the more compelling explanations for disease progres-
sion [160], and many of the developing clinical approaches target the accumulation 
of extracellular Aβ. The potential efficacy of such an approach has just recently 
been demonstrated in a study where immunotherapy against Aβ was safe, and pre-
liminary results indicate simultaneous slowing down of cognitive decline together 
with Aβ clearance [161]. In addition to enhancing its clearance, another potential 
method of reducing Aβ levels is slowing its accumulation by targeting the amyloid 
protein processing enzymes γ-secretase and β-secretase (BACE1). Reducing the 
activity of these enzymes should dramatically impact the buildup of extracellular 
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Aβ, and a number of clinical trials with small molecule inhibitors of these proteins 
are ongoing, although some of these were discontinued due to worrying side effects. 
Instead of targeting their activity, it is also possible to reduce the actual amount of 
the enzymes themselves, and in this regard, several miRNAs have been shown to 
regulate BACE1, suggesting a potential for therapeutic intervention [162].

MicroRNAs present an exciting novel avenue for therapeutic applications in 
general, and as of 2016, the annual number of US and European published patent 
applications and issued patents related to miRNAs is close to 500 [163]. The aber-
rant expression of miRNAs in many human diseases and their involvement in key 
biological pathways has made them attractive drug targets, and miRNA therapeu-
tics are being devised for various diseases which either downregulate or upregulate 
the expression or function of miRNAs. One major advantage of miRNA as a thera-
peutic agent is that these target not only one but multiple genes, allowing potential 
effects on whole disease networks and pathways. This could be of great signifi-
cance for a complex and multifactorial disease like AD. Proof of concept for this 
notion was recently shown for miR-16, which regulated levels of APP, BACE1, 
and tau in culture and also when administered to mice [164]. In the long run, this 
could provide the rationale for the use of a small number of miRNA mimics or 
miRNA blockers to achieve an orchestrated and broad therapeutic effect. It is 
important to note, however, that this same feature also entails considerable risk of 
off-target effects. Thus, the study of miRNA therapy in AD and in general is still 
in early stages. The complex nature of miRNA target recognition means that a 
much deeper knowledge of miRNA targets is necessary before these can effec-
tively be considered for therapy. Another major hurdle for successful miRNA-
based therapy is drug delivery to the brain, which remains a mostly unsolved issue 
(for a recent review, see [166]).

18.12  MicroRNAs as Biomarkers for AD

AD is notoriously difficult to diagnose early, and timely detection of the disease 
could potentially offer the opportunities of early intervention, implementation of 
coordinated care plans, better management of symptoms, patient safety, cost sav-
ings, and postponement of institutionalization [166]. The search for reliable and 
effective biomarkers for early stages of AD is ongoing, and microRNAs have been 
suggested as good candidates due to their presence in biofluids and their high stabil-
ity under storage and handling conditions [167]. Over the past several years, a large 
number of groups have tried to identify circulating miRNAs in serum, plasma, and 
CSF as biomarkers for AD. Many of these studies have been reviewed previously 
[168, 169], and here we focus on studies from 2014 and on. Most of these were 
performed on dozens of subjects and produced a list of miRNAs that are differen-
tially expressed between AD and control groups. The most prevalent profiling 
method in these studies was qPCR, but the use of RNA-seq is on the rise.

The recent studies analyzing blood samples are summarized in Table 18.1, and 
those analyzing CSF in Table 18.2. Unfortunately, the consistency between the 
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studies is very small, and most miRNAs were not identified by more than one group. 
One of the few miRNAs identified in more than one study is miR-181c, which was 
downregulated in the serum and CSF of AD patients [88, 170], and interestingly, a 
parallel downregulation has also been shown in AD brains in the context of lipid 
metabolism, as discussed above [108]. Another notable miRNA is miR-146a which 
is upregulated in AD brains and is involved in the innate immune response and was 
found to be upregulated in the CSF of AD patients [117, 171, 172].

18.13  lncRNA Therapeutics and Future Perspectives

Relative to miRNA, the study of lncRNA as therapeutic targets is at an even earlier 
stage. However, these transcripts could be exciting targets since they promise very 
high specificity at two important levels. First, expression of lncRNAs appears to be 
highly cell and tissue specific [151], which could provide a unique opportunity for 
specific regulation by lncRNA-targeting therapeutics. Second, lncRNA function is 
highly sequence specific, and this can be advantageous in the design of specific 
therapies. Many lncRNAs function through epigenetic regulation of chromatin in 
cis, and targeting these lncRNAs can reverse or activate epigenetic modifications in 
a very specific manner. The potential for this type of gene-specific epigenetic tog-
gling was demonstrated exquisitely in a recent study on Angelman syndrome. This 
devastating neurodevelopmental disorder is caused by maternal deficiency of the 
imprinted gene UBE3A [134, 154] and could potentially be rescued by activating 
the paternal allele. This allele is constitutively silenced by the lncRNA UBE3A- 
ATS [155], and in their work, Meng et al. show that targeting the lncRNA with DNA 
antisense oligonucleotides in mice led to degradation of UBE3A-ATS, partial resto-
ration of UBE3A protein, and amelioration of some cognitive deficits [173]. Another 
recent example is the targeting of the brain-derived neurotrophic factor antisense 
(BDNF-AS) transcript which efficiently inhibited BDNF-AS function and thus 

Table 18.2 Biomarker studies in CSF

Study Cohort Technology Main results

Liu et al. 
[180]

5 AD, 5 
control

qPCR Down: miR-135a, miR-200b

Sørensen and 
Nygaard [177]

10 AD, 10 
control

qPCR Down: miR-29c-3p

Up: let-7i-5p, miR-15a-5p

Denk et al. 
[171]

22 AD, 28 
control

Open array Up: 74 miRNAs

Down: 74 miRNAs

Discrimination analysis using a combination of 
miR-100, miR-103, and miR-375 was able to 
detect AD in CSF with 96.4 and 95.5% 
accuracy, respectively

Muller et al. 
[181]

18 AD, 20 
control

qPCR Up: miR-29a

No change: miR-27a, miR-29b, miR-125b
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increased transcription of the sense BDNF mRNA both in vitro and in vivo [174]. 
As described above, the field of lncRNA function in AD is at a very nascent stage. 
Still, therapies targeting the BACE1-AS transcript and leading to reduced abun-
dance of Aβ 1–42 can already be envisioned [175], and other interesting opportuni-
ties are sure to arise as our knowledge of the roles of lncRNA in AD increases.

Acknowledgments This work was supported by the Legacy Heritage Science Initiative (LHSI) 
of the Israel Science Foundation Grant No. 378/11 and the Nofar-Teva grant of the Israel Innovation 
Authority of the Ministry of Economics and Industry (to H. S.). B. P. G. and R. M. were supported 
by postdoctoral and predoctoral fellowships by the Edmond and Lily Safra Center for Brain 
Sciences.

References

 1. Anand R, Gill KD, Mahdi AA. Therapeutics of Alzheimer’s disease: past, present and future. 
Neuropharmacology. 2014;76(Pt A):27–50.

 2. Huang Y, Mucke L. Alzheimer mechanisms and therapeutic strategies. Cell. 2012;148(6): 
1204–22.

 3. Bennett DA, Wilson RS, Arvanitakis Z, Boyle PA, de Toledo-Morrell L, Schneider JA. Selected 
findings from the religious orders study and rush memory and aging project. J Alzheimers Dis. 
2013;33(Suppl 1):S397–403.

 4. Bertram L, Lill CM, Tanzi RE. The genetics of Alzheimer disease: back to the future. Neuron. 
2010;68(2):270–81.

 5. Hoover BR, Reed MN, Su J, Penrod RD, Kotilinek LA, Grant MK, et al. Tau mislocalization to 
dendritic spines mediates synaptic dysfunction independently of neurodegeneration. Neuron. 
2010;68(6):1067–81.

 6. Zempel H, Thies E, Mandelkow E, Mandelkow EM. Abeta oligomers cause localized Ca(2+) 
elevation, missorting of endogenous Tau into dendrites, Tau phosphorylation, and destruction 
of microtubules and spines. J Neurosci. 2010;30(36):11938–50.

 7. Llorens-Martin M, Jurado J, Hernandez F, Avila J. GSK-3beta, a pivotal kinase in Alzheimer 
disease. Front Mol Neurosci. 2014;7:46.

 8. Oddo S, Caccamo A, Cheng D, LaFerla FM. Genetically altering Abeta distribution from the 
brain to the vasculature ameliorates tau pathology. Brain Pathol. 2009;19(3):421–30.

 9. Manassero G, Guglielmotto M, Zamfir R, Borghi R, Colombo L, Salmona M, et al. Beta- 
amyloid 1-42 monomers, but not oligomers, produce PHF-like conformation of Tau protein. 
Aging Cell. 2016;15(5):914–23.

 10. Abramov AY, Canevari L, Duchen MR. β-amyloid peptides induce mitochondrial dysfunction 
and oxidative stress in astrocytes and death of neurons through activation of NADPH oxidase. 
J Neurosci. 2004;24(2):565–75.

 11. Butterfield DA, Drake J, Pocernich C, Castegna A. Evidence of oxidative damage in Alzheimer’s 
disease brain: central role for amyloid β-peptide. Trends Mol Med. 2001;7(12):548–54.

 12. Mattson MP, Cheng B, Davis D, Bryant K, Lieberburg I, Rydel RE. beta-Amyloid peptides 
destabilize calcium homeostasis and render human cortical neurons vulnerable to excitotoxic-
ity. J Neurosci. 1992;12(2):376–89.

 13. Grimm MO, Grimm HS, Pätzold AJ, Zinser EG, Halonen R, Duering M, et al. Regulation 
of cholesterol and sphingomyelin metabolism by amyloid-β and presenilin. Nat Cell Biol. 
2005;7(11):1118–23.

 14. Shankar GM, Li S, Mehta TH, Garcia-Munoz A, Shepardson NE, Smith I, et al. Amyloid-β 
protein dimers isolated directly from Alzheimer’s brains impair synaptic plasticity and mem-
ory. Nat Med. 2008;14(8):837–42.

18 Alzheimer’s Disease and ncRNAs



354

 15. Keil U, Bonert A, Marques CA, Scherping I, Weyermann J, Strosznajder JB, et al. Amyloid 
β-induced changes in nitric oxide production and mitochondrial activity lead to apoptosis. 
J Biol Chem. 2004;279(48):50310–20.

 16. Feng R, Rampon C, Tang Y-P, Shrom D, Jin J, Kyin M, et al. Deficient neurogenesis in fore-
brain-specific presenilin-1 knockout mice is associated with reduced clearance of hippocampal 
memory traces. Neuron. 2001;32(5):911–26.

 17. Liu S, Liu Y, Hao W, Wolf L, Kiliaan AJ, Penke B, et al. TLR2 is a primary receptor for 
Alzheimer’s amyloid β peptide to trigger neuroinflammatory activation. J Immunol. 
2012;188(3):1098–107.

 18. El Khoury J, Toft M, Hickman SE, Means TK, Terada K, Geula C, et al. Ccr2 deficiency 
impairs microglial accumulation and accelerates progression of Alzheimer-like disease. Nat 
Med. 2007;13:432–8.

 19. Hickman SE, Allison EK, El Khoury J. Microglial dysfunction and defective -amyloid clear-
ance pathways in aging Alzheimer’s disease mice. J Neurosci. 2008;28:8354–60.

 20. Cech TR, Steitz JA. The noncoding RNA revolution—trashing old rules to forge new ones. 
Cell. 2014;157(1):77–94.

 21. Lagos-Quintana M, Rauhut R, Lendeckel W, Tuschl T. Identification of novel genes coding for 
small expressed RNAs. Science. 2001;294(5543):853–8.

 22. Lee RC, Ambros V. An extensive class of small RNAs in Caenorhabditis elegans. Science. 
2001;294(5543):862–4.

 23. Mattick JS, Rinn JL. Discovery and annotation of long noncoding RNAs. Nat Struct Mol Biol. 
2015;22(1):5–7.

 24. He L, Hannon GJ. MicroRNAs: small RNAs with a big role in gene regulation. Nat Rev Genet. 
2004;5(7):522–31.

 25. Lu J, Getz G, Miska EA, Alvarez-Saavedra E, Lamb J, Peck D, et al. MicroRNA expression 
profiles classify human cancers nature. Nature. 2005;435(7043):834–8.

 26. Ventura A, Jacks T. MicroRNAs and cancer: short RNAs go a long way. Cell. 
2009;136(4):586–91.

 27. Iorio MV, Croce CM. MicroRNA dysregulation in cancer: diagnostics, monitoring and thera-
peutics. A comprehensive review. EMBO Mol Med. 2012;4(3):143–59.

 28. Lau P, Bossers K, Janky R, Salta E, Frigerio CS, Barbash S, et al. Alteration of the microRNA 
network during the progression of Alzheimer’s disease. EMBO Mol Med. 2013;5(10):1613–34.

 29. Shi X, Sun M, Liu H, Yao Y, Song Y. Long non-coding RNAs: a new frontier in the study of 
human diseases. Cancer Lett. 2013;339(2):159–66.

 30. Batista PJ, Chang HY. Long noncoding RNAs: cellular address codes in development and 
disease. Cell. 2013;152(6):1298–307.

 31. Esteller M. Non-coding RNAs in human disease. Nat Rev Genet. 2011;12(12):861–74.
 32. Sun AX, Crabtree GR, Yoo AS. MicroRNAs: regulators of neuronal fate. Curr Opin Cell Biol. 

2013;25(2):215–21.
 33. Huang Y, Shen XJ, Zou Q, Wang SP, Tang SM, Zhang GZ. Biological functions of microR-

NAs: a review. J Physiol Biochem. 2011;67(1):129–39.
 34. Fiore R, Khudayberdiev S, Saba R, Schratt G. MicroRNA function in the nervous system. Prog 

Mol Biol Transl Sci. 2011;102:47–100.
 35. Goodall EF, Heath PR, Bandmann O, Kirby J, Shaw PJ. Neuronal dark matter: the emerging 

role of microRNAs in neurodegeneration. Front Cell Neurosci. 2013;7:178.
 36. Hardy JA, Higgins GA. Alzheimer’s disease: the amyloid cascade hypothesis. Science. 

1992;256(5054):184.
 37. Karran E, Mercken M, De Strooper B. The amyloid cascade hypothesis for Alzheimer’s disease: 

an appraisal for the development of therapeutics. Nat Rev Drug Discov. 2011;10(9):698–712.
 38. Niwa R, Zhou F, Li C, Slack FJ. The expression of the Alzheimer’s amyloid precursor protein- 

like gene is regulated by developmental timing microRNAs and their targets in Caenorhabditis 
elegans. Dev Biol. 2008;315:418–25.

 39. Patel N, Hoang D, Miller N, Ansaloni S, Huang Q, Rogers JT, et al. MicroRNAs can regulate 
human APP levels. Mol Neurodegener. 2008;3:10.

R. Maoz et al.



355

 40. Fan X, Liu Y, Jiang J, Ma Z, Wu H, Liu T, et al. miR-20a promotes proliferation and invasion 
by targeting APP in human ovarian cancer cells. Acta Biochim Biophys Sin. 2010;42:318–24.

 41. Hebert SS, Horre K, Nicolai L, Bergmans B, Papadopoulou AS, Delacourte A, et al. 
MicroRNA regulation of Alzheimer’s amyloid precursor protein expression. Neurobiol Dis. 
2009;33(3):422–8.

 42. Vilardo E, Barbato C, Ciotti M, Cogoni C, Ruberti F. MicroRNA-101 regulates amyloid pre-
cursor protein expression in hippocampal neurons. J Biol Chem. 2010;285:18344–51.

 43. Long JM, Ray B, Lahiri DK. MicroRNA-339-5p down-regulates protein expression of beta- 
site amyloid precursor protein-cleaving enzyme 1 (BACE1) in human primary brain cul-
tures and is reduced in brain tissue specimens of Alzheimer disease subjects. J Biol Chem. 
2014;289(8):5184–98.

 44. Glinsky GV. An SNP-guided microRNA map of fifteen common human disorders identifies a 
consensus disease phenocode aiming at principal components of the nuclear import pathway. 
Cell Cycle. 2008;7:2570–83. doi:10.4161/cc.7.16.6524.

 45. Delay C, Calon F, Mathews P, Hébert SS, Strooper BD, Mucke L, et al. Alzheimer-specific vari-
ants in the 3'UTR of Amyloid precursor protein affect microRNA function. Mol Neurodegener. 
2011;6:70.

 46. Golde TE, Estus S, Usiak M, Younkin LH, Younkin SG, Angerer LM, et al. Expression of 
beta amyloid protein precursor mRNAs: recognition of a novel alternatively spliced form and 
quantitation in Alzheimer’s disease using PCR. Neuron. 1990;4:253–67.

 47. Neve RL, Rogers J, Higgins GA, Ball MJ, Benowitz LI, Rodriguez W, et al. The Alzheimer 
amyloid precursor-related transcript lacking the beta/A4 sequence is specifically increased in 
Alzheimer’s disease brain. Neuron. 1990;5:329–38.

 48. Jacobsen JS, Blume AJ, Vitek MP. Quantitative measurement of alternatively spliced amyloid 
precursor protein mRNA expression in Alzheimer’s disease and normal brain by S1 nuclease 
protection analysis. Neurobiol Aging. 1991;12:585–92.

 49. Tanzi RE, Wenniger JJ, Hyman BT. Cellular specificity and regional distribution of amyloid 
beta protein precursor alternative transcripts are unaltered in Alzheimer hippocampal forma-
tion. Brain Res Mol Brain Res. 1993;18:246–52.

 50. Rockenstein EM, McConlogue L, Tan H, Power M, Masliah E, Mucke L. Levels and alterna-
tive splicing of amyloid beta protein precursor (APP) transcripts in brains of APP transgenic 
mice and humans with Alzheimer’s disease. J Biol Chem. 1995;270:28257–67.

 51. Donev R, Newall A, Thome J, Sheer D. A role for SC35 and hnRNPA1 in the determination of 
amyloid precursor protein isoforms. Mol Psychiatry. 2007;12:681–90.

 52. Smith P, Al Hashimi A, Girard J, Delay C, Hébert SS. In vivo regulation of amyloid precursor 
protein neuronal splicing by microRNAs. J Neurochem. 2011;116:240–7.

 53. Lukiw WJ. Micro-RNA speciation in fetal, adult and Alzheimer’s disease hippocampus. 
Neuroreport. 2007;18:297–300.

 54. Kong Y, Wu J, Zhang D, Wan C, Yuan L. The role of miR-124 in Drosophila Alzheimer’s dis-
ease model by targeting delta in notch signaling pathway. Curr Mol Med. 2015;15(10):980–9.

 55. Schonrock N, Matamales M, Ittner LM, Götz J. MicroRNA networks surrounding APP and 
amyloid-β metabolism—implications for Alzheimer’s disease. Exp Neurol. 2012;235:447–54.

 56. Yang L-B, Lindholm K, Yan R, Citron M, Xia W, Yang X-L, et al. Elevated β-secretase expres-
sion and enzymatic activity detected in sporadic Alzheimer disease. Nat Med. 2003;9:3–4.

 57. Yang G, Song Y, Zhou X, Deng Y, Liu T, Weng G, et al. MicroRNA-29c targets beta-site amy-
loid precursor protein-cleaving enzyme 1 and has a neuroprotective role in vitro and in vivo. 
Mol Med Rep. 2015;12(2):3081–8.

 58. Lei X, Lei L, Zhang Z, Zhang Z, Cheng Y. Downregulated miR-29c correlates with increased 
BACE1 expression in sporadic Alzheimer’s disease. Int J Clin Exp Pathol. 2015;8(2):1565–74.

 59. Zong Y, Wang H, Dong W, Quan X, Zhu H, Xu Y, et al. miR-29c regulates BACE1 protein 
expression. Brain Res. 2011;1395:108–15.

 60. Hébert SS, Horré K, Nicolaï L, Papadopoulou AS, Mandemakers W, Silahtaroglu AN, et al. 
Loss of microRNA cluster miR-29a/b-1 in sporadic Alzheimer’s disease correlates with 
increased BACE1/beta-secretase expression. Proc Natl Acad Sci U S A. 2008;105:6415–20.

18 Alzheimer’s Disease and ncRNAs

http://dx.doi.org/10.4161/cc.7.16.6524


356

 61. Zhu HC, Wang LM, Wang M, Song B, Tan S, Teng JF, et al. MicroRNA-195 downregu-
lates Alzheimer’s disease amyloid-beta production by targeting BACE1. Brain Res Bull. 
2012;88(6):596–601.

 62. Wang W-X, Rajeev BW, Stromberg AJ, Ren N, Tang G, Huang Q, et al. The expression of 
MicroRNA miR-107 decreases early in Alzheimer’s disease and may accelerate disease pro-
gression through Regulation of -site amyloid precursor protein-cleaving enzyme 1. J Neurosci. 
2008;28:1213–23.

 63. Chang F, Zhang LH, Xu WP, Jing P, Zhan PY. microRNA-9 attenuates amyloidbeta-induced 
synaptotoxicity by targeting calcium/calmodulin-dependent protein kinase kinase 2. Mol Med 
Rep. 2014;9(5):1917–22.

 64. Yan C, Chen J, Li M, Xuan W, Su D, You H, et al. A decrease in hepatic microRNA-9 
expression impairs gluconeogenesis by targeting FOXO1 in obese mice. Diabetologia. 
2016;59(7):1524–32.

 65. Janson J, Laedtke T, Parisi JE, O'Brien P, Petersen RC, Butler PC. Increased risk of type 2 
diabetes in Alzheimer disease. Diabetes. 2004;53(2):474–81.

 66. Cheng C, Li W, Zhang Z, Yoshimura S, Hao Q, Zhang C, et al. MicroRNA-144 is regulated by 
activator protein-1 (AP-1) and decreases expression of Alzheimer disease-related a disintegrin 
and metalloprotease 10 (ADAM10). J Biol Chem. 2013;288(19):13748–61.

 67. Serrano-Pozo A, Frosch MP, Masliah E, Hyman BT. Neuropathological alterations in 
Alzheimer disease. Cold Spring Harb Perspect Med. 2011;1(1):a006189.

 68. Ballatore C, Lee VM-Y, Trojanowski JQ. Tau-mediated neurodegeneration in Alzheimer’s dis-
ease and related disorders. Nat Rev Neurosci. 2007;8:663–72.

 69. Schonrock N, Gotz J. Decoding the non-coding RNAs in Alzheimer’s disease. Cell Mol Life 
Sci. 2012;69(21):3543–59.

 70. Poorkaj P, Kas A, D'Souza I, Zhou Y, Pham Q, Stone M, et al. A genomic sequence analysis 
of the mouse and human microtubule-associated protein tau. Mamm Genome. 2001;12(9): 
700–12.

 71. Dickson JR, Kruse C, Montagna DR, Finsen B, Wolfe MS. Alternative polyadenylation and 
miR-34 family members regulate tau expression. J Neurochem. 2013;127(6):739–49.

 72. Smith PY, Hernandez-Rapp J, Jolivette F, Lecours C, Bisht K, Goupil C, et al. miR-132/212 
deficiency impairs tau metabolism and promotes pathological aggregation in vivo. Hum Mol 
Genet. 2015;24(23):6721–35.

 73. Hansen KF, Sakamoto K, Aten S, Snider KH, Loeser J, Hesse AM, et al. Targeted deletion 
of miR-132/−212 impairs memory and alters the hippocampal transcriptome. Learn Mem. 
2016;23(2):61–71.

 74. Zhu Q-B, Unmehopa U, Bossers K, Hu Y-T, Verwer R, Balesar R, et al. MicroRNA-132 and 
early growth response-1 in nucleus basalis of Meynert during the course of Alzheimer’s dis-
ease. Brain. 2016;139:908–21.

 75. Santa-Maria I, Alaniz ME, Renwick N, Cela C, Fulga TA, Van Vactor D, et al. Dysregulation 
of microRNA-219 promotes neurodegeneration through post-transcriptional regulation of tau. 
J Clin Invest. 2015;125(2):681–6.

 76. Carrettiero DC, Hernandez I, Neveu P, Papagiannakopoulos T, Kosik KS. The cochaper-
one BAG2 sweeps paired helical filament- insoluble tau from the microtubule. J Neurosci. 
2009;29:2151–61.

 77. Buée L, Bussière T, Buée-Scherrer V, Delacourte A, Hof PR. Tau protein isoforms, phosphory-
lation and role in neurodegenerative disorders. Brain Res Rev. 2000;33:95–130.

 78. Hong M, Zhukareva V, Vogelsberg-Ragaglia V, Wszolek Z, Reed L, Miller BI, et al. Mutation- 
specific functional impairments in distinct tau isoforms of hereditary FTDP-17. Science. 
1998;282:1914–7.

 79. Banzhaf-Strathmann J, Benito E, May S, Arzberger T, Tahirovic S, Kretzschmar H, et al. 
MicroRNA-125b induces tau hyperphosphorylation and cognitive deficits in Alzheimer's dis-
ease. EMBO J. 2014;33(15):1667–80.

 80. D'Souza I, Schellenberg GD. Regulation of tau isoform expression and dementia. Biochim 
Biophys Acta. 2005;1739:104–15.

R. Maoz et al.



357

 81. Sergeant N, Bretteville A, Hamdane M, Caillet-Boudin M-L, Grognet P, Bombois S, et al. 
Biochemistry of Tau in Alzheimer’s disease and related neurological disorders. Expert Rev 
Proteomics. 2008;5:207–24.

 82. Hebert SS, Sergeant N, Buee L. MicroRNAs and the regulation of tau metabolism. Int 
J Alzheimers Dis. 2012;2012:406561.

 83. Hebert SS, Papadopoulou AS, Smith P, Galas MC, Planel E, Silahtaroglu AN, et al. Genetic 
ablation of Dicer in adult forebrain neurons results in abnormal tau hyperphosphorylation and 
neurodegeneration. Hum Mol Genet. 2010;19(20):3959–69.

 84. Cai Z, Zhao Y, Zhao B. Roles of glycogen synthase kinase 3 in Alzheimer’s disease. Curr 
Alzheimer Res. 2012;9:864–79.

 85. Mohamed JS, Lopez MA, Boriek AM. Mechanical stretch up-regulates MicroRNA-26a 
and induces human airway smooth muscle hypertrophy by suppressing glycogen synthase 
kinase-3β. J Biol Chem. 2010;285:29336–47.

 86. Caputo V, Sinibaldi L, Fiorentino A, Parisi C, Catalanotto C, Pasini A, et al. Brain derived 
neurotrophic factor (BDNF) expression is regulated by MicroRNAs miR-26a and miR-26b 
allele-specific binding. PLoS One. 2011;6:e28656.

 87. Absalon S, Kochanek DM, Raghavan V, Krichevsky AM. MiR-26b, upregulated in 
Alzheimer’s disease, activates cell cycle entry, tau-phosphorylation, and apoptosis in postmi-
totic neurons. J Neurosci. 2013;33(37):14645–59.

 88. Cogswell JP, Ward J, Taylor IA, Waters M, Shi Y, Cannon B, et al. Identification of miRNA 
changes in Alzheimer’s disease brain and CSF yields putative biomarkers and insights into 
disease pathways. J Alzheimers Dis. 2008;14(1):27–41.

 89. Zhao ZB, Wu L, Xiong R, Wang LL, Zhang B, Wang C, et al. MicroRNA-922 promotes 
tau phosphorylation by downregulating ubiquitin carboxy-terminal hydrolase L1 (UCHL1) 
expression in the pathogenesis of Alzheimer’s disease. Neuroscience. 2014;275:232–7.

 90. Choi J, Levey AI, Weintraub ST, Rees HD, Gearing M, Chin L-S, et al. Oxidative modifi-
cations and down-regulation of ubiquitin carboxyl-terminal hydrolase L1 associated with 
idiopathic Parkinson's and Alzheimer’s diseases. J Biol Chem. 2004;279:13256–64.

 91. Wang X, Tan L, Lu Y, Peng J, Zhu Y, Zhang Y, et al. MicroRNA-138 promotes tau phos-
phorylation by targeting retinoic acid receptor alpha. FEBS Lett. 2015;589(6):726–9.

 92. Corder EH, Saunders AM, Strittmatter WJ, Schmechel DE, Gaskell PC, Small GW, et al. 
Gene dose of apolipoprotein E type 4 allele and the risk of Alzheimer’s disease in late onset 
families. Science. 1993;261:921–3.

 93. Han X. Multi-dimensional mass spectrometry-based shotgun lipidomics and the altered lip-
ids at the mild cognitive impairment stage of Alzheimer’s disease. Biochim Biophys Acta. 
1801;2010:774–83.

 94. Frisardi V, Panza F, Seripa D, Farooqui T, Farooqui AA. Glycerophospholipids and 
glycerophospholipid- derived lipid mediators: a complex meshwork in Alzheimerâ€™s dis-
ease pathology. Prog Lipid Res. 2011;50:313–30.

 95. Kosicek M, Hecimovic S. Phospholipids and Alzheimer's disease: alterations, mechanisms 
and potential biomarkers. Int J Mol Sci. 2013;14:1310–22.

 96. Goedeke L, Fernandez-Hernando C. MicroRNAs: a connection between cholesterol metabo-
lism and neurodegeneration. Neurobiol Dis. 2014;72(Pt A):48–53.

 97. Koldamova R, Staufenbiel M, Lefterov I. Lack of ABCA1 considerably decreases brain ApoE 
level and increases amyloid deposition in APP23 mice. J Biol Chem. 2005;280:43224–35.

 98. Fitz NF, Cronican AA, Saleem M, Fauq AH, Chapman R, Lefterov I, et al. Abca1 deficiency 
affects Alzheimer’s disease-like phenotype in human ApoE4 but not in ApoE3-targeted 
replacement mice. J Neurosci. 2012;32:13125–36.

 99. Wahrle SE, Jiang H, Parsadanian M, Hartman RE, Bales KR, Paul SM, et al. Deletion of 
Abca1 increases Abeta deposition in the PDAPP transgenic mouse model of Alzheimer dis-
ease. J Biol Chem. 2005;280(52):43236–42.

 100. Horie T, Ono K, Horiguchi M, Nishi H, Nakamura T, Nagao K, et al. MicroRNA-33 encoded 
by an intron of sterol regulatory element-binding protein 2 (Srebp2) regulates HDL in vivo. 
Proc Natl Acad Sci. 2010;107:17321–6.

18 Alzheimer’s Disease and ncRNAs



358

 101. Kim J, Yoon H, Horie T, Burchett JM, Restivo JL, Rotllan N, et al. microRNA-33 regulates 
ApoE lipidation and amyloid-β metabolism in the brain. J Neurosci. 2015;35(44):14717–26.

 102. Jan A, Karasinska JM, Kang MH, de Haan W, Ruddle P, Kaur A, et al. Direct intracerebral 
delivery of a miR-33 antisense oligonucleotide into mouse brain increases brain ABCA1 
expression. [Corrected]. Neurosci Lett. 2015;598:66–72.

 103. Rayner KJ, Suárez Y, Dávalos A, Parathath S, Fitzgerald ML, Tamehiro N, et al. MiR-33 
contributes to the regulation of cholesterol homeostasis. Science. 2010;328:1570–3.

 104. Jaouen F, Gascon E. Understanding the role of miR-33 in brain lipid metabolism: implica-
tions for Alzheimer’s disease. J Neurosci. 2016;36:2558–60.

 105. Kim J, Yoon H, Ramirez CM, Lee SM, Hoe HS, Fernandez-Hernando C, et al. MiR-106b 
impairs cholesterol efflux and increases Abeta levels by repressing ABCA1 expression. Exp 
Neurol. 2012;235(2):476–83.

 106. Ramirez CM, Dávalos A, Goedeke L, Salerno AG, Warrier N, Cirera-Salinas D, et al. 
MicroRNA-758 regulates cholesterol efflux through posttranscriptional repression of ATP- 
binding cassette transporter A1. Arterioscler Thromb Vasc Biol. 2011;31:2707–14.

 107. Geekiyanage H, Upadhye A, Chan C. Inhibition of serine palmitoyltransferase reduces Abeta 
and tau hyperphosphorylation in a murine model: a safe therapeutic strategy for Alzheimer's 
disease. Neurobiol Aging. 2013;34(8):2037–51.

 108. Geekiyanage H, Chan C. MicroRNA-137/181c regulates serine palmitoyltransferase and in 
turn amyloid β, novel targets in sporadic Alzheimer’s disease. J Neurosci. 2011;31:14820–30.

 109. Zhang J, Hu M, Teng Z, Tang Y-P, Chen C. Synaptic and cognitive improvements by inhibi-
tion of 2-AG metabolism are through upregulation of microRNA-188-3p in a mouse model 
of Alzheimer’s disease. J Neurosci. 2014;34(45):14919–33.

 110. Heneka MT, Carson MJ, Khoury JE, Landreth GE, Brosseron F, Feinstein DL, et al. 
Neuroinflammation in Alzheimer’s disease. Lancet Neurol. 2015;14:388–405.

 111. Altavilla D, Guarini S, Bitto A, Mioni C, Giuliani D, Bigiani A, et al. Activation of the cho-
linergic anti-inflammatory pathway reduces NF-kappab activation, blunts TNF-alpha produc-
tion, and protects against splanchic artery occlusion shock. Shock. 2006;25(5):500–6.

 112. Coyle JT, Price DL, DeLong MR. Alzheimer’s disease: a disorder of cortical cholinergic 
innervation. Science. 1983;219(4589):1184–90.

 113. Zhao Y, Bhattacharjee S, Jones BM, Dua P, Alexandrov PN, Hill JM, et al. Regulation of 
TREM2 expression by an NF-small ka, CyrillicB-sensitive miRNA-34a. Neuroreport. 
2013;24(6):318–23.

 114. Bhattacharjee S, Zhao Y, Lukiw WJ. Deficits in the miRNA-34a-regulated endogenous 
TREM2 phagocytosis sensor-receptor in Alzheimer’s disease (AD); an update. Front Aging 
Neurosci. 2014;6:116.

 115. Bhattacharjee S, Zhao Y, Dua P, Rogaev EI, Lukiw WJ. microRNA-34a-mediated down- 
regulation of the microglial-enriched triggering receptor and phagocytosis-sensor TREM2 in 
age-related macular degeneration. PLoS One. 2016;11(3):e0150211.

 116. Guerreiro R, Wojtas A, Bras J, Carrasquillo M, Rogaeva E, Majounie E, et al. TREM2 vari-
ants in Alzheimer’s disease. N Engl J Med. 2013;368:117–27.

 117. Alexandrov PN, Dua P, Lukiw WJ. Up-REGULATION of miRNA-146a in progressive 
age- related inflammatory neurodegenerative disorders of the human CNS. Front Neurol. 
2014;5:181.

 118. Guedes JR, Custodia CM, Silva RJ, de Almeida LP, Pedroso de Lima MC, Cardoso AL. Early 
miR-155 upregulation contributes to neuroinflammation in Alzheimer’s disease triple trans-
genic mouse model. Hum Mol Genet. 2014;23(23):6286–301.

 119. Song J, Lee JE. miR-155 is involved in Alzheimer’s disease by regulating T lymphocyte 
function. Front Aging Neurosci. 2015;7:61.

 120. Hutchison ER, Kawamoto EM, Taub DD, Lal A, Abdelmohsen K, Zhang Y, et al. 
Evidence for miR-181 involvement in neuroinflammatory responses of astrocytes. Glia. 
2013;61(7):1018–28.

 121. Rodriguez-Ortiz CJ, Baglietto-Vargas D, Martinez-Coria H, LaFerla FM, Kitazawa 
M. Upregulation of miR-181 decreases c-Fos and SIRT-1 in the hippocampus of 3xTg-AD 
mice. J Alzheimers Dis. 2014;42(4):1229–38.

R. Maoz et al.



359

 122. Rivetti di Val Cervo P, Lena AM, Nicoloso M, Rossi S, Mancini M, Zhou H, et al. p63- 
microRNA feedback in keratinocyte senescence. Proc Natl Acad Sci. 2012;109:1133–8.

 123. Belkaya S, van Oers NSC, Ageev A, Sidorin V, Rogachev M, Timofeev I, et al. Transgenic 
expression of MicroRNA-181d augments the stress-sensitivity of CD4+CD8+thymocytes. 
PLoS One. 2014;9:e85274.

 124. Muller M, Kuiperij HB, Claassen JA, Kusters B, Verbeek MM. MicroRNAs in Alzheimer’s 
disease: differential expression in hippocampus and cell-free cerebrospinal fluid. Neurobiol 
Aging. 2014;35(1):152–8.

 125. Pritchard CC, Cheng HH, Tewari M. MicroRNA profiling: approaches and considerations. 
Nat Rev Genet. 2012;13(5):358–69.

 126. Wang W-X, Huang Q, Hu Y, Stromberg AJ, Nelson PT. Patterns of microRNA expression in 
normal and early Alzheimer’s disease human temporal cortex: white matter versus gray mat-
ter. Acta Neuropathol. 2011;121:193–205.

 127. Nunez-Iglesias J, Liu CC, Morgan TE, Finch CE, Zhou XJ. Joint genome-wide profiling of 
miRNA and mRNA expression in Alzheimer’s disease cortex reveals altered miRNA regula-
tion. PLoS One. 2010;5(2):e8898.

 128. Bekris LM, Lutz F, Montine TJ, Yu CE, Tsuang D, Peskind ER, et al. MicroRNA in 
Alzheimer’s disease: an exploratory study in brain, cerebrospinal fluid and plasma. 
Biomarkers. 2013;18(5):455–66.

 129. Weinberg RB, Mufson EJ, Counts SE. Evidence for a neuroprotective microRNA pathway in 
amnestic mild cognitive impairment. Front Neurosci. 2015;9:430.

 130. Wyman SK, Knouf EC, Parkin RK, Fritz BR, Lin DW, Dennis LM, et al. Post-transcriptional 
generation of miRNA variants by multiple nucleotidyl transferases contributes to miRNA 
transcriptome complexity. Genome Res. 2011;21(9):1450–61.

 131. Gellert P, Ponomareva Y, Braun T, Uchida S. Noncoder: a web interface for exon array-based 
detection of long non-coding RNAs. Nucleic Acids Res. 2012;41:e20.

 132. Cabili MN, Trapnell C, Goff L, Koziol M, Tazon-Vega B, Regev A, et al. Integrative annota-
tion of human large intergenic noncoding RNAs reveals global properties and specific sub-
classes. Genes Dev. 2011;25(18):1915–27.

 133. Taft RJ, Mattick JS. Increasing biological complexity is positively correlated with the 
relative genome-wide expansion of non-protein-coding DNA sequences. Genome Biol. 
2004;5(1):P1.

 134. Kishino T, Lalande M, Wagstaff J. UBE3A/E6-AP mutations cause Angelman syndrome. 
Nat Genet. 1997;15(1):70–3.

 135. Magistri M, Velmeshev D, Makhmutova M, Faghihi MA. Transcriptomics profiling of 
Alzheimer’s disease reveal Neurovascular defects, altered amyloid-beta homeostasis, and 
deregulated expression of long noncoding RNAs. J Alzheimers Dis. 2015;48(3):647–65.

 136. Qureshi IA, Mattick JS, Mehler MF. Long non-coding RNAs in nervous system function and 
disease. Brain Res. 2010;1338:20–35.

 137. Gutschner T, Diederichs S. The hallmarks of cancer: a long non-coding RNA point of view. 
RNA Biol. 2012;9(6):703–19.

 138. Briggs JA, Wolvetang EJ, Mattick JS, Rinn JL, Barry G. Mechanisms of long non-coding 
RNAs in mammalian nervous system development, Plasticity, disease, and evolution. Neuron. 
2015;88(5):861–77.

 139. Yoon J-H, Abdelmohsen K, Gorospe M. Posttranscriptional gene regulation by long noncod-
ing RNA. J Mol Biol. 2013;425(19):3723–30.

 140. Faghihi MA, Modarresi F, Khalil AM, Wood DE, Sahagan BG, Morgan TE, et al. Expression 
of a noncoding RNA is elevated in Alzheimer’s disease and drives rapid feed-forward regula-
tion of [beta]-secretase. Nat Med. 2008;14(7):723–30.

 141. Parenti R, Paratore S, Torrisi A, Cavallaro S. A natural antisense transcript against Rad18, 
specifically expressed in neurons and upregulated during β-amyloid-induced apoptosis. Eur 
J Neurosci. 2007;26(9):2444–57.

 142. Ciarlo E, Massone S, Penna I, Nizzari M, Gigoni A, Dieci G, et al. An intronic ncRNA- 
dependent regulation of SORL1 expression affecting Abeta formation is upregulated in post- 
mortem Alzheimer’s disease brain samples. Dis Model Mech. 2013;6(2):424–33.

18 Alzheimer’s Disease and ncRNAs



360

 143. Massone S, Vassallo I, Fiorino G, Castelnuovo M, Barbieri F, Borghi R, et al. 17A, a novel 
non-coding RNA, regulates GABA B alternative splicing and signaling in response to inflam-
matory stimuli and in Alzheimer disease. Neurobiol Dis. 2011;41(2):308–17.

 144. Mus E, Hof PR, Tiedge H. Dendritic BC200 RNA in aging and in Alzheimer’s disease. Proc 
Natl Acad Sci U S A. 2007;104(25):10679–84.

 145. Zhou X, Xu J. Identification of Alzheimer’s disease-associated long noncoding RNAs. 
Neurobiol Aging. 2015;36(11):2925–31.

 146. Chen L-L. The biogenesis and emerging roles of circular RNAs. Nat Rev Mol Cell Biol. 
2016;17(4):205–11.

 147. Rybak-Wolf A, Stottmeister C, Glažar P, Jens M, Pino N, Giusti S, et al. Circular RNAs in 
the mammalian brain are highly abundant, conserved, and dynamically expressed. Mol Cell. 
2015;58(5):870–85.

 148. Abdelmohsen K, Panda AC, De S, Grammatikakis I, Kim J, Ding J, et al. Circular RNAs in 
monkey muscle: age-dependent changes. Aging. 2015;7(11):903.

 149. Lukiw WJ. Circular RNA (circRNA) in Alzheimer’s disease (AD). Front Genet. 2013;4:307.
 150. Hansen TB, Jensen TI, Clausen BH, Bramsen JB, Finsen B, Damgaard CK, et al. Natural 

RNA circles function as efficient microRNA sponges. Nature. 2013;495(7441):384–8.
 151. Djebali S, Davis CA, Merkel A, Dobin A, Lassmann T, Mortazavi A, et al. Landscape of 

transcription in human cells. Nature. 2012;489(7414):101–8.
 152. Neuner SM, Garfinkel BP, Wilmott LA, Ignatowska-Jankowska BM, Citri A, Orly J, et al. 

Systems genetics identifies Hp1bp3 as a novel modulator of cognitive aging. Neurobiol 
Aging. 2016;46:58–67.

 153. Champagne F, Diorio J, Sharma S, Meaney MJ. Naturally occurring variations in maternal 
behavior in the rat are associated with differences in estrogen-inducible central oxytocin 
receptors. Proc Natl Acad Sci. 2001;98(22):12736–41.

 154. Albrecht U, Sutcliffe JS, Cattanach BM, Beechey CV, Armstrong D, Eichele G, et al. 
Imprinted expression of the murine Angelman syndrome gene, Ube3a, in hippocampal and 
Purkinje neurons. Nat Genet. 1997;17(1):75–8.

 155. Rougeulle C, Cardoso C, Fontés M, Colleaux L, Lalande M. An imprinted antisense RNA 
overlaps UBE3A and a second maternally expressed transcript. Nat Genet. 1998;19(1):15.

 156. Ohe K, Mayeda A. HMGA1a trapping of U1 snRNP at an authentic 5′ splice site induces 
aberrant exon skipping in sporadic Alzheimer’s disease. Mol Cell Biol. 2010;30(9):2220–8.

 157. Hales CM, Dammer EB, Diner I, Yi H, Seyfried NT, Gearing M, et al. Aggregates of small 
nuclear ribonucleic acids (snRNAs) in Alzheimer’s disease. Brain Pathol. 2014;24(4):344–51.

 158. Hales CM, Seyfried NT, Dammer EB, Duong D, Yi H, Gearing M, et al. U1 small nuclear 
ribonucleoproteins (snRNPs) aggregate in Alzheimer’s disease due to autosomal dominant 
genetic mutations and trisomy 21. Mol Neurodegener. 2014;9:15.

 159. Godyń J, Jończyk J, Panek D, Malawska B. Therapeutic strategies for Alzheimer’s disease in 
clinical trials. Pharmacol Rep. 2016;68(1):127–38.

 160. Selkoe DJ, Hardy J. The amyloid hypothesis of Alzheimer’s disease at 25 years. EMBO Mol 
Med. 2016;8(6):595–608.

 161. Sevigny J, Chiao P, Bussiere T, Weinreb PH, Williams L, Maier M, et al. The antibody adu-
canumab reduces Abeta plaques in Alzheimer’s disease. Nature. 2016;537(7618):50–6.

 162. Pereira PA, Tomas JF, Queiroz JA, Figueiras AR, Sousa F. Recombinant pre-miR-29b for 
Alzheimer’s disease therapeutics. Sci Rep. 2016;6:19946.

 163. Christopher AF, Kaur RP, Kaur G, Kaur A, Gupta V, Bansal P. MicroRNA therapeutics: dis-
covering novel targets and developing specific therapy. Perspect Clin Res. 2016;7(2):68.

 164. Parsi S, Smith PY, Goupil C, Dorval V, Hebert SS. Preclinical evaluation of miR-15/107 fam-
ily members as multifactorial drug targets for Alzheimer’s disease. Mol Therapy Nucl Acids. 
2015;4:e256.

 165. Wang H, Jiang Y, Peng H, Chen Y, Zhu P, Huang Y. Recent progress in microRNA delivery 
for cancer therapy by non-viral synthetic vectors. Adv Drug Deliv Rev. 2015;81:142–60.

 166. Dubois B, Padovani A, Scheltens P, Rossi A, Dell'Agnello G. Timely diagnosis for Alzheimer’s 
disease: a literature review on benefits and challenges. J Alzheimers Dis. 2015;49(3):617–31.

R. Maoz et al.



361

 167. Schwarzenbach H, Nishida N, Calin GA, Pantel K. Clinical relevance of circulating cell-free 
microRNAs in cancer. Nat Rev Clin Oncol. 2014;11:145–56.

 168. Lau P, Sala Frigerio C, De Strooper B. Variance in the identification of microRNAs deregu-
lated in Alzheimer’s disease and possible role of lincRNAs in the pathology: the need of 
larger datasets. Ageing Res Rev. 2014;17:43–53.

 169. Bekris LM, Leverenz JB. The biomarker and therapeutic potential of miRNA in Alzheimer’s 
disease. Neurodegener Dis Manag. 2015;5(1):61–74.

 170. Tan L, Yu JT, Liu QY, Tan MS, Zhang W, Hu N, et al. Circulating miR-125b as a biomarker 
of Alzheimer’s disease. J Neurol Sci. 2014;336(1–2):52–6.

 171. Denk J, Boelmans K, Siegismund C, Lassner D, Arlt S, Jahn H. MicroRNA profiling of CSF 
reveals potential biomarkers to detect Alzheimer’s disease. PLoS One. 2015;10(5):e0126423.

 172. Lukiw WJ, Alexandrov PN, Zhao Y, Hill JM, Bhattacharjee S. Spreading of Alzheimer’s dis-
ease inflammatory signaling through soluble micro-RNA. Neuroreport. 2012;23(10):621–6.

 173. Meng L, Ward AJ, Chun S, Bennett CF, Beaudet AL, Rigo F. Towards a therapy for Angelman 
syndrome by targeting a long non-coding RNA. Nature. 2015;518(7539):409–12.

 174. Modarresi F, Faghihi MA, Lopez-Toledano MA, Fatemi RP, Magistri M, Brothers SP, et al. 
Inhibition of natural antisense transcripts in vivo results in gene-specific transcriptional 
upregulation. Nat Biotechnol. 2012;30(5):453–9.

 175. Modarresi F, Faghihi MA, Patel NS, Sahagan BG, Wahlestedt C, Lopez-Toledano 
MA. Knockdown of BACE1-AS nonprotein-coding transcript modulates beta-amyloid- 
related hippocampal neurogenesis. Int J Alzheimers Dis. 2011;2011:929042.

 176. Keller A, Backes C, Haas J, Leidinger P, Maetzler W, Deuschle C, et al. Validating 
Alzheimer’s disease micro RNAs using next-generation sequencing. Alzheimers Dement. 
2016;12(5):565–76.

 177. Sørensen SS, Nygaard A-B, Christensen T. miRNA expression profiles in cerebrospinal fluid 
and blood of patients with Alzheimer’s disease and other types of dementia—an exploratory 
study. Transl Neurodegener. 2016;5:6.

 178. Bhatnagar S, Chertkow H, Schipper HM, Yuan Z, Shetty V, Jenkins S, et al. Increased 
microRNA-34c abundance in Alzheimer’s disease circulating blood plasma. Front Mol 
Neurosci. 2014;7:2.

 179. Jia LH, Liu YN. Downregulated serum miR-223 servers as biomarker in Alzheimer’s disease. 
Cell Biochem Funct. 2016;34(4):233–7.

 180. Liu CG, Wang JL, Li L, Xue LX, Zhang YQ, Wang PC. MicroRNA-135a and -200b, poten-
tial biomarkers for Alzheimer’s disease, regulate beta secretase and amyloid precursor pro-
tein. Brain Res. 2014;1583:55–64.

 181. Muller M, Jakel L, Bruinsma IB, Claassen JA, Kuiperij HB, Verbeek MM. MicroRNA-
29a is a candidate biomarker for Alzheimer’s disease in cell-free cerebrospinal fluid. Mol 
Neurobiol. 2015;53(5):2894–9.

18 Alzheimer’s Disease and ncRNAs



363© Springer International Publishing AG 2017
R. Delgado-Morales (ed.), Neuroepigenomics in Aging and Disease, Advances  
in Experimental Medicine and Biology, DOI 10.1007/978-3-319-53889-1_19

M.A.S. Pavlou, B.Sc., M.Sc., Ph.D. 
Department of NeuroDegeneration and Restorative Research, Center for Nanoscale 
Microscopy and Molecular Physiology of the Brain, University Medical Center Göttingen, 
Göttingen, Lower Saxony, Germany 

Department of NeuroDegeneration and Restorative Research, University Medical Center 
Göttingen, Waldweg 33, 37073 Göttingen, Lower Saxony, Germany
e-mail: mpavlou@gwdg.de 

T.F. Outeiro, B.Sc., M.Sc., Ph.D. (*) 
Department of NeuroDegeneration and Restorative Research, Center for Nanoscale 
Microscopy and Molecular Physiology of the Brain, University Medical Center Göttingen, 
Göttingen, Lower Saxony, Germany 

Department of NeuroDegeneration and Restorative Research, University Medical Center 
Göttingen, Waldweg 33, 37073 Göttingen, Lower Saxony, Germany 

Max Planck Institute for Experimental Medicine, Goettingen, Germany
e-mail: touteir@gwdg.de

19Epigenetics in Parkinson’s Disease

Maria Angeliki S. Pavlou and Tiago Fleming Outeiro

Abstract
Parkinson’s disease (PD) is a highly complex neurodegenerative disorder with a 
multifactorial origin. Although several cellular mechanisms and genes have been 
implicated in the onset and progression of the disease, the precise molecular 
underpinnings of the disease remain unclear. In this context, epigenetic modula-
tion of gene expression by environmental factors is emerging as an important 
mechanism in PD and in other neurodegenerative disorders. Thus, epigenetic 
mechanisms, such as DNA methylation, histone modifications and altered 
microRNA expression, have been under intense investigation due to their possi-
ble involvement in PD. Epigenetic modulation is responsible for inducing dif-
ferential gene expression, a phenomenon which is essential throughout life in 
order to regulate multiple cellular responses such as development, cellular fate 
commitment and adaptation to the environment. Disturbances of a balanced gene 
expression can, therefore, have detrimental effects. Environmental factors can 
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challenge the establishment and maintenance of epigenetic modifications and 
could thereby fill the gap in our further understanding of origin and/or progres-
sion of neurodegenerative diseases. In this chapter, we focus on the role of epi-
genetics in PD.

Keywords
Parkinson’s disease • Epigenetics • DNA methylation • Histone modifications  
• miRNA • Alpha-synuclein

Abbreviations

3′ UTR 3′ untranslated region
5-hmC 5-hydroxymethylcytosine
5-mC 5-methylcytosine is formed
Ago Argonaute
aSyn Alpha-synuclein protein
DLB dementia with Lewy bodies
DNMT1 DNA methyltransferase 1
DNMT3a DNA methyltransferase 3a
DNMT3b DNA methyltransferase 3b
DNMTs DNA methyltransferases
FGF20 Fibroblast growth factor 20
HAT Histone acetyltransferase
HDACis Histone deacetylase inhibitors
HDACs Histone deacetylases
Hsp70 Heat sock protein 70
LB Lewy bodies
LDID Levodopa-induced dyskinesia
l-DOPA Levodopa
LN Lewy neurites
MBDs methyl-CpG-binding domain proteins
mDNMT Mitochondrial DNMT
miRNAs microRNAs
MPP+ 1-methyl-4-phenylpyridinium
MPTP 1-methyl-4-phenyl-1,2,3,6-tetrahydropyridine
NACP-Rep1 polymorphic microsatellite repeat region
Nurr1 Nuclear receptor-related 1 protein
PBMCs Peripheral blood mononuclear cells
PD Parkinson’s disease
PKC δ Protein kinase C δ
SAH S-adenosylhomocysteine
SAM S-adenosyl methionine
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SN substantia nigra pars compacta
SNCA alpha-synuclein gene
SNPs Single nucleotide polymorphisms
TSA Trichostatin
VPA Valproic acid
VSP35 vacuolar protein sorting 35

19.1  Introduction

The inability of the brain to replenish certain cell types, upon their death, is associ-
ated with the development of specific conditions, known as neurodegenerative dis-
orders. In Parkinson’s disease (PD), one of those conditions that usually manifests 
after 60 years of age, the demise of dopaminergic neurons from the substantia nigra, 
explains the typical motor symptoms of the disease. Due to the increase in life 
expectancy, the number of individuals affected by PD has also drastically increased, 
resulting in extensive socioeconomic challenges. In the USA alone, it has been esti-
mated that the annual costs of PD rise up to $23 billion [1]. Several therapeutic 
options are presently available to treat some of the symptoms associated with 
PD. However, there is currently no cure or preventive strategy. The majority of PD 
cases is sporadic, with no known cause, and is thought to occur due to the interplay 
between susceptibility genes and the environment, in ways that are poorly 
understood.

The term epigenetics refers to alterations in gene expression, usually reversible, 
which can be inherited but are not engraved in the DNA sequence. These modifica-
tions can be implemented via methylation of the DNA, histone modifications or 
microRNAs (miRNAs). Chemical pollutants, nutrition, temperature changes and 
other environmental stresses can influence gene expression via changes in epigen-
etic modifications. Although no solid relationship has been yet identified, epigenetic 
deregulation is thought to play an important and poorly understood role in the aetio-
pathogenesis of various neurodegenerative disorders, including PD.

19.2  Parkinson’s Disease

19.2.1  Pathology and Clinical Features

PD, named after Dr. James Parkinson who first documented it in 1817, constitutes 
the second most prevalent neurodegenerative disorder today. With a prevalence of 
1–2% over the age of 65 [2, 3] and of 4–5% over the age of 85 [4], it is estimated 
that this progressive disorder affects approximately 6.3 million individuals world-
wide, with the number expected to increase to 8.3 million by 2030 [5].

The typical neuropathological hallmarks of PD are the loss of dopaminergic 
neurons from the substantia nigra pars compacta (SN) and the accumulation of 
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intracellular protein inclusions termed Lewy bodies (LBs), mainly composed of 
alpha-synuclein (aSyn) [6, 7]. Dopaminergic neurons extend their fibres from the 
SN towards the striatum, where they release dopamine, the neurotransmitter 
responsible for the learning and execution of motor functions [8, 9]. Due to 
decreased levels of dopamine, PD patients present characteristic motor dysfunc-
tions such as bradykinesia, muscle rigidity, resting tremor and postural instability 
[10, 11]. Nonmotor symptoms, including anxiety, depression, dementia, sleep dis-
turbances, constipation, hyposmia and anosmia, are also apparent and limit the 
quality of life of patients even further [8, 12]. Motor features remain the principal 
criteria for the clinical diagnosis of PD, although some nonmotor impairments are 
now valued as predictive markers for the disorder since they tend to appear prior to 
the onset of motor symptoms [13, 14]. Indeed, according to the Braak staging 
hypothesis, Lewy body pathology is quite dispersed not only throughout the brain 
but also in other tissues, such as the gut. According to this hypothesis, the progres-
sion of PD is classified into six stages. Stages 1–2 are linked with the presymptom-
atic phase where Lewy bodies appear in the enteric and peripheral autonomic 
nervous system and also spread from the olfactory bulb and vagus nerve to the 
lower brainstem. The symptomatic period starts on stage 3, when the midbrain, 
including the SN, starts to be affected. Finally, pathological changes involve the 
mesocortex in stage 4 and the neocortex in stages 5 and 6 [15]. Although this stag-
ing system has been confirmed by other groups and applies for the majority of the 
cases, deviations from this model can be observed, raising questions about the 
overall validity of the hypothesis [16, 17].

19.2.2  Genetic Forms of PD

Familial forms of PD account for only about 10–15% of all the cases [18]. However, 
it is possible that additional cases might be associated with yet unidentified genes, 
as additional genetic studies are conducted [19]. Thus, the list of genes implicated 
in the onset of PD (PARK genes) is expanding. The PARK gene family currently 
comprises 20 genes (Table 19.1) which are responsible for autosomal recessive, 
dominant or X-linked modes of inheritance. Moreover, PD-related genes can pres-
ent point mutations, duplications or triplications and account for both early- or late- 
onset forms PD [20, 21]. Interestingly, over 500 DNA variants have been described 
in only five of the PD-associated genes [22].

A mutation in gene encoding for alpha-synuclein (SNCA) was the first to be 
associated with familial PD. Presently, six point mutations leading to amino acid 
substitutions have been linked with autosomal dominant forms of PD. In addition, 
duplications and triplications of the SNCA locus have also been associated with 
autosomal dominant forms of PD [23–25]. Although SNCA is an extensively stud-
ied gene, the precise function of alpha-synuclein (aSyn) and how it causes disease 
remain elusive. aSyn is typically described as a presynaptic protein participating in 
the regulation of the synaptic vesicle pool and in neurotransmitter release. However, 
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Table 19.1 Genes associated with familial forms of PD

Locus Gene Gene product
Inheritance/
PD onset

Chromosomal 
locus References

PARK1/PARK4 SNCA Alpha- 
synuclein 
(aSyn)

AD/EO 4q21.3-q22 [149]

PARK2 PARKIN Parkin RBR E3 
ubiquitin 
protein ligase

AR/EO 6q25.2-q27 [150, 151]

PARK3 Unknown Unknown AD 2p13 [152]

PARK5 UCHL1 Ubiquitin 
C-terminal 
hydrolase L1

AD 4p13 [153, 154]

PARK6 PINK1 PTEN induced 
putative kinase 
1

AR/EO 1p36.12 [155]

PARK7 DJ-1 DJ-1 AR/EO 1p36.23 [156–158]

PARK8 LRRK2 Leucine-rich 
repeat kinase 2 
(LRRK2)

AD/EO and 
LO cases

12q12 [159–161]

PARK9 ATP13A2 ATPase type 
13A2 
(ATP13A2)

AR/EO 1p36 [162–164]

PARK10 Unknown AAOPD Susceptibility 1p32 [165, 166]

PARK11 Unknown GIGYF2 
(GRB10 
interacting GYF 
protein 2)

AR/EO 2q36-q37 [167–169]

PARK12 Unknown Unknown Susceptibility Xq21-q25 [166, 
168–170]

PARK13 HTRA2 HtrA serine 
peptidase 2

AD 2p13.1 [171, 172]

PARK14 PLA2G6 Phospholipase 
A2 group VI

AR/LO 22q13.1 [173–175]

PARK15 FBXO7 F-box protein 7 
(FBXO7)

AR/EO 22q12.3 [176, 177]

PARK16 Unknown Unknown Susceptibility 1q32 [178, 179]

PARK17 VPS35 VPS35 retromer 
complex 
component

AD/LO 16q12 [32, 180]

PARK18 EIF4G1 Eukaryotic 
translation 
initiation factor 
4 gamma 1

AD/LO 3q27.1 [181–183]

PARK19 DNAJC6 Auxilin AR/EO 1p31.3 [184, 185]

PARK20 SYNJ1 Synaptojanin-1 AR/EO 21q22.11 [186, 187]

AD autosomal dominant, AR autosomal recessive, EO early onset, LO late onset

19 Epigenetics in Parkinson’s Disease



368

other studies reported aSyn binds mitochondria and is present in the interconnection 
of mitochondrial membranes and ER or in the nucleus [26–29].

LRRK2 mutations are the most common cause of autosomal dominant PD [30]. 
Some LRRK2 mutations are more prevalent in certain ethnic groups [22]. The 
majority of patients carrying LRRK2 mutations present the classical pathological 
features of PD, including the presence of LBs, but the age of onset of the symptoms 
can vary appearing either earlier or later than idiopathic forms of the disease [30].

The VPS35 gene codes for the vacuolar protein sorting 35 (VPS35). VPS35 is one 
of the central components of the retromer cargo-recognition complex which is 
involved in the trafficking and recycling of synaptic vesicles and proteins [30]. The 
p.D620N mutation was recognised as a novel cause of autosomal dominant, late- onset 
PD [31, 32], displaying a dominant negative protein sorting phenotype [33, 34].

The lysosomal enzyme β-glucocerebrosidase, encoded by GBA, plays an impor-
tant role in glycolipid metabolism [35]. Mutations in this gene are known to cause 
Gaucher disease, one of a growing list of lysosomal storage disorders. However, 
GBA mutations have been described to increase the risk of developing PD and are 
quite common in PD patients [36–39].

On the other hand, mutations in PARK2, PINK1 and PARK7 can cause autosomal 
recessive forms of early-onset PD. All three genes share identical clinical pheno-
types, but LB pathology appears to be more variable [35]. PARK3, PARK10 and 
PARK12 loci have been implicated in PD, but the genes have not yet been identified. 
Thus, further analyses will be necessary in order to elucidate the role these loci play 
in PD pathogenesis [40].

19.2.3  Sporadic Forms of PD

Most PD cases have no known cause, suggesting environmental and lifestyle factors 
play important and poorly understood roles in the disease. Although these factors are 
indeed valid and important, it is now estimated that genetics may explain up to 60% 
of PD cases, underscoring the complexity of the disorder [12]. Toxins, such as methyl-
phenyl-tetrahydropyridine (MPTP) [41], 6-hydroxydopamine [42], the herbicide 
paraquat [43] and the pesticide rotenone [44], have been shown to cause loss of dopa-
minergic cells in the substantia nigra. In addition, exposure to heavy metals or electro-
magnetic radiation, head trauma and viral infections are also known risk factors in PD 
[12, 45]. On the contrary, caffeine [46], uric acid levels [47], nicotine [48] and antago-
nists of the A2A receptor [49] have been suggested to act as neuroprotectors.

19.3  Epigenetics in PD

PD, as other neurodegenerative diseases, is a complex disorder occurring from the 
interplay between genetic, environmental, nutritional and other factors, together 
with ageing. As epigenetics may be altered in response to, at least, some of these 
factors, it is becoming increasingly accepted; it may also play an important role in 
the aetiology and pathogenesis of PD.
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19.3.1  The Role of DNA Methylation

DNA methylation involves the covalent addition of a methyl group from S-adenosyl 
methionine (SAM) to the 5′ position of cytosines. In this way, 5-methylcytosine is 
formed (5-mC), with the concomitant conversion of SAM to S-adenosylhomocysteine 
(SAH) [50–52]. Methylation is a dynamic process that is apparent in multiple 
genomic sites, although it is mainly described to occur in repeats of CG dinucleo-
tides [53]. In the human genome, these dinucleotides cluster in areas known as CpG 
islands which are associated with promoter regions, at least for about 60% of human 
genes [54]. Functionally, DNA methylation is associated with transcriptional inhibi-
tion. This can be executed either directly, by hindering the association of the DNA 
machinery with chromatin, or indirectly, with the recruitment of methyl-CpG- 
binding domain proteins (MBDs) [55, 56]. MBDs, in turn, attract histone-modify-
ing and chromatin-remodelling complexes to the methylated sites. DNA 
methyltransferases (DNMTs) are the enzymes responsible for mediating DNA 
methylation. In mammals, DNMT1 is able to maintain DNA methylation following 
replication, while DNMT3a and DNMT3b exert de novo methylation [50].

Genome-wide DNA methylation analysis in blood and brain samples of healthy 
individuals and PD patients revealed a significant dysregulation of CpG island 
methylation in the group of patients. Many genes were found to be either hypo- or 
hypermethylated, including PD risk genes [57]. Another study identified 20 genes 
that were differentially methylated in blood samples obtained from PD patients in 
comparison to controls [58].

The observation that the SNCA promoter is hypermethylated in patients with 
alcoholism [59] or anorexia [60] suggested that epigenetics, perhaps through meta-
bolic alterations, may also play a role in PD. Indeed, it was described that SNCA 
expression was upregulated upon methylation-mediated inhibition of SNCA intron 
1 and that the SN, putamen and cortex of PD patients exhibited a significant hypo-
methylation pattern compared to healthy controls (Fig. 19.1) [61]. Another study 
was not able to detect methylation differences in the anterior cingulate or putamen 
of PD patients when examined a CpG region of the promoter of SNCA. However, 
substantial methylation reduction was apparent in the SN of these patients [62]. A 
reduction in the nuclear levels of DNMT1 was reported in postmortem brain tissue 
from dementia with Lewy bodies (DLB) or PD patients, as well as in brains from 
transgenic mice overexpressing SNCA. This alteration in the subcellular localisation 
of DNMT1 resulted in a global hypomethylation, including CpG islands upstream 
of SNCA and other genes, while aSyn was identified as the sequester of DNMT1 
from the nucleus to the cytoplasm (Fig. 19.1) [63]. On the other hand, when the 
promoter and a CpG-rich region of SNCA intron 1 were analysed in patients with 
PD versus healthy individuals, hypermethylation at various positions in different 
brain regions was detected [64].

The methylation status of SNCA intron 1 was further investigated in blood sam-
ples [65], peripheral blood mononuclear cells (PBMCs) [66] or leukocytes of PD 
patients [67]. In agreement with results in brain tissue, these studies reported a sig-
nificant decrease in methylation of the SNCA promoter. Nevertheless, a correlation 
between SNCA mRNA levels and the methylation pattern of its promoter could not 
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be firmly established [65, 66]. Another study in leukocytes from PD patients and 
healthy individuals revealed no alterations in the levels of methylation in any of the 
investigated regions [68].

Additional genes, namely, PARK16, GPNMB and STX1B, have been found to 
present aberrant methylation in postmortem PD brain samples (Fig. 19.1) [69]. The 
methylation status of the TNF promoter was significantly diminished in the SN 
compared to the cortex of both PD patients and healthy individuals, suggesting that 
a possible overexpression of TNF may trigger inflammatory reactions compromis-
ing the vulnerability of the dopaminergic neurons [70]. Postmortem samples 
obtained from the cortex and putamen showed decreased CpG methylation and 

Fig. 19.1 Epigenetic modifications in dopaminergic neurons. Certain toxins enter the neuronal 
cells and cause histone modifications, thereby influencing the expression of several genes. In the 
nucleus, aSyn interacts with H1 forming a tight complex and also with H3 inhibiting its acetyla-
tion. In turn, histones trigger the aggregation of aSyn. Several PD-associated genes, such as 
PARK16, GPNMB and STX1B, show altered expression as a result of aberrant DNA methylation. 
The promoter of SNCA is usually found hypomethylated in PD, leading to increased levels of 
aSyn. aSyn is able to sequester DNMT1 from the cytoplasm in the nucleus resulting in a general 
reduction of the methylation pattern. Ac acetylation, de-Ac deacetylation, ↑ increase, ↓ decrease, 
┤ inhibition
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increased mRNA levels of the CYP2E1 gene in PD patients [71]. Interestingly, a 
single nucleotide polymorphism (SNP) in this gene has been associated with PD 
[72], and its protein product, cytochrome P450 2E1, is implicated in the production 
of toxic metabolites that influence degeneration of dopaminergic neurons [50]. 
Although mutations in PARK2 have been associated with autosomal recessive juve-
nile parkinsonism, abnormal methylation levels of PARK2 promoter have been 
described in acute lymphoblastic and in chronic myeloid leukaemia [73], but not in 
PD cases [74]. In a similar manner, increased methylation of the UCHL1 promoter 
was reported in diverse types of cancer [75, 76], while no significant alterations in 
CpG methylation was observed in the hippocampus and frontal cortex from PD 
brains [77]. Similar results were obtained for ATP13A2 gene. DNA methylation of 
the promoter revealed an association with the progression of Kufor-Rakeb syn-
drome, although no such link has been made for PD so far [78].

DNA methylation in mitochondria might also be a relevant phenomenon in the 
context of PD. Recently, the mammalian mitochondrial DNMT (mtDNMT) was 
discovered [79]. Despite some controversy regarding CpG methylation in the 
genome of human mitochondria [80], some studies claim this can occur [81, 82]. 
Moreover, alterations in mitochondrial DNA methylation have been associated with 
cancer [83] and liver disease [84]. Finally, it was suggested that age-related changes 
in the DNA methylation of mitochondria may influence gene expression, alter mito-
chondrial metabolism and increase ROS production [85]. On the other hand, both 
PARK2 and PINK1 genes are essential for physiological mitochondrial function, 
and, when either of them is mutated, they can lead to mitochondrial impairment 
[12]. Considering the involvement of mitochondria in PD, further investigation will 
unravel possible implication of mitochondrial DNA methylation in PD 
pathogenesis.

19.3.2  Hydroxymethylation

Recently, the enzyme ten-eleven translocation1 (Tet1) was found to catalyse the 
oxidation of 5-mC to 5-hydroxymethylcytosine (5-hmC) [86]. Following studies 
have associated 5-hmC with euchromatin, indicating its relation with promoter 
regions and increased transcriptional levels [87, 88]. This intriguing, novel epigen-
etic modification is essentially unexplored in the context of neurodegeneration.

A detailed study revealed that 5-hmC levels increase in the mouse cerebellum in 
an age-dependent manner. In addition, an intragenic and proximal (to transcription 
start or termination sites regions) enrichment of 5-hmC was identified and associ-
ated with elevated gene expression. Gene ontology pathway analysis of the differ-
entially expressed genes pointed towards pathways which are associated with 
neurodegenerative diseases such as Alzheimer’s disease, Huntington’s disease and 
PD [89], but additional studies are necessary in order to establish whether this type 
of DNA alteration is relevant in neurodegeneration.
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19.3.3  Histone Modifications

The N-terminal tails of the histones are around 25–40 amino acid residues long and 
constitute a suitable region where chromatin-modifying enzymes can execute their 
function [90]. Histone modifications include methylation of lysine or arginine resi-
dues, acetylation, phosphorylation, ubiquitination, SUMOylation, ADP- 
ribosylation, crotonylation, hydroxylation and proline isomerisation [52, 81]. 
Histone modifications have been described to play pivotal roles in the development, 
differentiation and maintenance of dopaminergic neurons [91]. However, little is 
known concerning alterations in the physiological pattern histone modifications and 
their implications in PD pathogenesis.

In a recent study, the use of isolated dopaminergic neurons from brain tissue 
from PD patients revealed increased acetylation levels of histone H2A, H3 and H4 
compared to age-matched control individuals. Furthermore, the levels of various 
histone deacetylases (HDACs) are reduced in 1-methyl-4-phenylpyridinium 
(MPP+)-treated cells and in MPTP-treated mouse brains and also in midbrain sam-
ples from PD patients [92]. These findings highlighted the presence of histone mod-
ifications suggesting that chromatin remodelling may be highly implicated in the 
pathogenesis of PD. Exposure to additional toxins also induces alterations into his-
tones. For instance, when the pesticide dieldrin was administered in mice, elevated 
acetylation of histones H3 and H4 occurred in mesencephalic dopaminergic neu-
rons due to proteasomal dysfunction (Fig. 19.1). Subsequently, the cAMP response 
element-binding protein, a histone acetyltransferase (HAT), was found to accumu-
late in the cells [93]. Another neurotoxic agent, paraquat, induces acetylation of 
histone H3 in dopaminergic cells in vitro (Fig. 19.1) [94].

In murine and primate models of levodopa-induced dyskinesia (LDID), dopa-
mine depletion via MPTP administration was associated with a reduction in histone 
H3 trimethylation at Lys4 (Fig. 19.1). Chronic levodopa (or l-DOPA) therapy of 
these models was accompanied by deacetylation of striatal histone H4 at Lys5, 8, 12 
and 16 (Fig. 19.1). The presence of histone modifications is evident, suggesting they 
may contribute to the development and maintenance of LDID in PD [95]. LDID has 
been associated with abnormal dopamine D1 receptor transmission. Histone H3 
phosphoacetylation is blocked by D1 receptor inactivation, suggesting that inhibi-
tion of histone H3 acetylation and/or phosphorylation may be used for the preven-
tion or reversion of dyskinesia [96]. In a mouse model of PD, it was shown that 
administration of l-DOPA induced phosphorylation of histone H3 on Ser28 in 
regions marked by trimethylation of the adjacent Lys27 (Fig. 19.1). This phenom-
enon was specifically observed in neurons expressing the D1 receptor and corre-
lated with aberrant expression of genes that may be accountable for motor 
complications or dyskinesia [97].

Dopaminergic neurons of paraquat-treated mice displayed accumulation of aSyn 
in the nucleus, where it co-localises with acetylated histone H3. Further investiga-
tion revealed that aSyn binds directly to histone H1 and forms a tight 2:1 complex 
(Fig. 19.1). On the other hand, histone H1, together with the core histones, was able 
to boost the formation of aSyn fibrils (Fig. 19.1) [98]. Another study reported both 
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in vitro and in Drosophila that nuclear aSyn associated with histone H3 reduces its 
acetylation (Fig. 19.1) [99]. Similar results were also described in PC12 cells 
expressing monoamine oxidase B. aSyn co-localised with histone H3 and once 
more was able to decrease its acetylation [27]. Finally, overexpression of dHDAC6 in 
a Drosophila model of PD ectopically expressing SNCA promoted aSyn inclusion 
formation and reduced aSyn oligomerisation. On the other hand, depletion of 
dHDAC6 enhanced the detrimental effects of aSyn overexpression, including the 
loss of dopaminergic neurons and locomotor dysfunction [100].

In C. elegans overexpressing human wt or A53T SNCA, nine histone genes cod-
ing for linker H1 and two core histones, H2B and H4, were downregulated [101].

19.3.4  miRNAs in PD

miRNAs bind to the 3′ untranslated region (UTR) of mRNA targets and modulate 
protein translation [102]. Thus, given their pleiotropic effects in cell biology, miR-
NAs are also emerging as relevant contributors to neurodegeneration in PD. Recently, 
an overall downregulation of miRNAs was found in tissue samples isolated from the 
SN of PD patients when compared to samples from healthy individuals [103].

Transgenic mice lacking Dicer in their dopaminergic neurons display neuronal 
cell death in the SN [104], suggesting overall miRNA processing is detrimental for 
dopaminergic cell function. Interestingly, studies in PD patients revealed that miR- 
133b, which is specifically expressed in midbrain dopaminergic neurons, is defi-
cient in midbrain tissue. miR-133b is involved in a negative feedback circuit that 
contains the paired-like homeodomain transcription factor Pitx3, having a regula-
tory role in the maturation and function of midbrain dopaminergic neurons [104]. 
miR-132 has also been linked to midbrain dopaminergic neuronal differentiation. In 
a rat model of PD, miR-132 was significantly increased, and, in turn, the levels of 
its target protein, nuclear receptor-related 1 protein (Nurr1), were reduced [105, 
106].

In a study using the MPTP-induced mouse model of PD, miR-124 was found to 
be downregulated in the SN of the mice, along with an increase in the levels of cal-
pain/CDK5 proteins [107]. Interestingly, activation of calpains has been associated 
with dopaminergic cell death in the MPTP-induced mouse model and in postmor-
tem nigral tissue from PD brains [108]. Another study reported a functional role of 
elevated miR-126 in SN dopaminergic neurons of PD patients through the inhibi-
tion of IGF-1/PI3K signalling pathway, contributing to neurotoxicity [109].

The levels of miR-1, miR-22* and miR-29 are reduced in blood samples of PD 
patients. Interestingly, the levels of miR-16-2*, miR-26a2* and miR30a enabled the 
distinction between treated from non-treated PD patients [110]. On the other hand, 
miR-1826/miR-450b-3p, miR-505 and miR-626 are upregulated in the plasma of 
PD patients and may be useful as PD biomarkers [111].

LRRK2 was found to influence the miRNA pathway, possibly by associating with 
Argonaute (Ago), in both human and Drosophila samples. Furthermore, in a 
Drosophila model of PD, it was observed that mutant LRRK2 suppresses the function 
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of let-7 and miR-184* which normally regulate the translation of E2F1/DP complex, 
involved in cell cycle and survival control (Fig. 19.2) [112]. Furthermore, frontal cor-
tex samples from PD patients contain high levels of LRRK2 and reduced levels of 
miR-205. It was then found that miR-205 is able to bind to the 3′ UTR of LRRK2 
mRNA and suppress its expression. Further in vitro studies included the introduction 
of miR-205 in neurons carrying the R1441G LRRK2 mutation, which prevented out-
growth defects [113]. These findings suggested the regulatory role of miR-205 on 
LRRK2 expression and, therefore, a possible role in PD pathogenesis (Fig. 19.2).

Fig. 19.2 The impact of miRNAs on TH+ neurons. miR-205 is able to suppress the expression of 
LRRK2 protein by binding to its 3′ UTR mRNA region. On the contrary, mutant LRRK2 inhibits 
let-7 and miR-184* which participate in cell survival. Overexpression of miR-494 reduces the 
levels of PARK7. Furthermore, several miRNAs bind to snca mRNA sequence and prevent its 
translation. On the other hand, the levels and aggregation of aSyn are indirectly increased due to 
increased FGF20 or decreased Hsp70 protein levels. Finally, mutant aSyn is thought to affect the 
production of certain miRNAs. *LRRK2 mutant LRRK2, *aSyn mutant aSyn, ↑ increase, ↓ 
decrease, ┤inhibition
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DJ-1, the product of PARK7, is thought to be an oxidative sensor that protects 
cells from oxidative stress. Decreased levels of DJ-1 have been detected in the SN 
of sporadic PD patients suggesting a connection with PD. miR-494 was found to 
bind to the 3′ UTR of PARK7 mRNA and, when overexpressed, was able to signifi-
cantly reduce DJ-1 protein levels in vitro and in an MPTP mouse model, while 
concomitantly rendering the cells more susceptible to oxidative stress and leading 
to dopaminergic cell death (Fig. 19.2) [114].

A global miRNA expression profiling in C. elegans showed that three members 
of the let-7 family (cel-miR-241, 230 and 48) were deregulated in animals mutated 
for PARK2. Similarly, 12 differentially regulated miRNAs from the miR-64/miR-65 
and let-7 families were identified in animals overexpressing human A53T SNCA 
(Fig. 19.2) [115].

The levels of miR-34b and c were found significantly reduced in the amygdala, 
frontal cortex, cerebellum and SN of PD patients, accompanied by a decrease in the 
expression of PARK2 and PARK7. In addition, depletion of miR34-b and c in in vitro 
differentiated dopaminergic neurons caused an alteration of mitochondrial function 
and oxidative stress [116, 117]. In addition, both miRNAs appear to repress SNCA 
expression. Overexpression of miR-34b and c in SH-SY5Y cells resulted in a sub-
stantial reduction of aSyn protein levels via targeting the 3′ UTR of SNCA mRNA 
(Fig. 19.2), while inhibition, using anti-miRs, increased both the levels and the 
aggregation of the protein. Finally, a polymorphic variation in the 3′ UTR of human 
SNCA mRNA was associated with resistance to miR-34b binding and therefore to 
increased aSyn [118].

Two other abundant brain miRNAs, miR-7 and miR-153, bind to the 3′ UTR of 
SNCA mRNA and inhibit its translation (Fig. 19.2). More precisely, miR-7, a 
neuron- specific miRNA, was found to downregulate the expression of SNCA in 
HEK293T cells, protecting against oxidative stress. On the other hand, a specific 
miR-7 inhibitor caused a significant increase of aSyn protein levels in SH-SY5Y 
cells. Results obtained from MPTP-treated mice were in agreement with those 
obtained in the in vitro models, showing a substantial reduction of miR-7 levels 
and suggesting that elevated SNCA expression may be attributed to this downregu-
lation [119]. Furthermore, treatment of primary cortical neurons with MPP+ fol-
lowed by miR-7 overexpression resulted in neuronal protection from MPP+-induced 
toxicity and restored neuronal viability [120]. This protection from cell death was 
achieved via preservation of active mTOR signalling, possibly promoting aSyn 
clearance [120, 121].

miR-153 is another brain predominant miRNA that binds to the 3′ UTR of 
SNCA mRNA resulting in a significant decrease of its mRNA and protein levels 
[122]. The miR-153 binding site is predicted to be located within nucleotides 
459–465. A variation identified in one male PD patient (464 C > A) was never 
encountered in healthy individuals or in patients with familial PD that were 
involved in the study and was suggested to be a rare cause of PD [123]. 
Interestingly, it seems that miR-7 and miR-153 have a synergistic effect on 
reducing aSyn levels [122].
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In contrast, it was reported that SH-SY5Y cells treated with miR-106a* signifi-
cantly increased their aSyn protein levels [124]. Moreover, other miRNAs such as 
miR-301b, miR-26b, miR-373* and miR-21 which regulate the levels of chaperone- 
mediated autophagy proteins were significantly increased in the SN of human PD 
brain tissues [124].

Administration of MPP+ or MPTP to cell or mouse models, respectively, resulted 
in a decline of miR-214 levels and in an increase in aSyn levels. In particular, a miR- 
214 inhibitor caused a reduction in the amount of TH+ cells when administered 
in vivo. Thus, as a result, miR-214 may contribute to the upregulation of SNCA and, 
therefore, to the toxic effects of aSyn in dopaminergic neurons (Fig. 19.2) [125].

Alterations in synaptosomal proteins were investigated in early symptomatic 
A30P SNCA transgenic mice, indicating that several proteins related to mitochon-
drial function were differentially expressed. Moreover, miRNA expression profiling 
revealed that the levels of miR-10a, 10b, 212, 132 and 495 were altered in brainstem 
samples when compared those from wild-type control animals [126]. In a Drosophila 
A30P SNCA model, high-throughput sequencing of small RNAs revealed that five 
miRNAs were upregulated. Among them, miR-13b, miR-133 and miR-137 are 
enriched in the brain and highly conserved from Drosophila to humans. miR-137 
was shown to target the 3′ UTR mRNA of the dopamine D2 receptor. Therefore, it 
was suggested that mutant aSyn may be responsible for the dysregulation of miR-
NAs which are implicated in neuroactive-ligand receptor pathways (Fig. 19.2) [127].

Heat sock protein 70 (Hsp70) is capable of inhibiting cellular toxicity caused by 
aSyn via reduction of aSyn misfolding and aggregation [128–132]. Chemical block-
ade of Hsp70 in a cellular model (SH-SY5Y cells) overexpressing SNCA promotes 
aSyn aggregation. Interestingly, administration of miR-16-1 mimics those results 
given that miR-16-1 targets HSP70 mRNA and downregulates both its mRNA and 
protein levels (Fig. 19.2) [133]. Therefore, aSyn toxicity and the protective effects 
of Hsp70 are corroborated via this novel mechanism, opening new perspectives for 
intervention in PD.

A polymorphism (rs1989754) in the FGF20 gene was reported to be associated 
with increased risk of developing PD [134]. Another FGF20 polymorphism that 
was identified a few years later (rs12720208) was suggested to obstruct the bind-
ing of miR-433 to the FGF20 mRNA both in vitro and in vivo and, therefore, lead 
to increased FGF20 protein levels. Interestingly, elevated FGF20 protein levels 
have been linked to the subsequent increase of aSyn levels, observed both in 
SH-SY5Y cells and in human brain samples. In this way, elevated FGF20 levels 
may account for susceptibility towards developing PD through the increase of 
aSyn (Fig. 19.2) [135].

19.4  Epigenetic-Based Therapeutic Approaches for PD

HDAC inhibitors (HDACis) are commonly used as anticancer molecules. However, 
they have also emerged in the field of neurodegenerative disorders, in models of PD 
and AD, due to their effects on different members of the histone deacetylase family 
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of proteins [136–139]. Valproic acid (VPA) has been shown to protect against rote-
none [140], aSyn [140] and MPTP toxicity [141]. The responses triggered by VPA 
were mediated by decreasing the levels of pro-inflammatory factors and inducing 
microglia apoptosis [142, 143]. Finally, trichostatin A (TSA) has been described to 
increase the expression of HSP70, thereby having neuroprotective and anti- 
inflammatory properties [144], and to induce microglia apoptosis accompanied by 
increased histone H3 acetylation [143]. Nevertheless, the positive effects of these 
compounds conceal certain drawbacks. For example, in one study, it was shown that 
hyperacetylation of histone H4 via the administration of sodium butyrate, an 
HDACi, induces the expression of the protein kinase C δ (PKCδ) in the striatum and 
SN of mice. This upregulation was responsible for increasing the sensitivity of the 
cells to oxidative stress, rendering the dopaminergic neurons more prone to cell 
death and potentially contributing to PD [145]. TSA was also found to induce neu-
ronal cell death and activate pro-apoptotic genes, likely contributing to PD patho-
genesis [146, 147]. In addition, it was described that TSA potentiated 
pro-inflammatory responses in microglial cells, a process that is associated with 
several degenerative conditions [148]. The balance between HAT and HDAC activi-
ties is vital for normal cellular function, and, although many studies are evaluating 
the therapeutic potential of HDACis in PD, it should also be noted that they may 
cause undesired side effects and responses not only in neurons but also in other cell 
types, due to putative effects in nonhistone protein targets. Thus, despite current 
hopes and potential, additional work is still necessary in order to improve the appli-
cability of these approaches.
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Abstract
The brain is the most complex tissue in terms of cell types that it comprises, to 
the extent that it is still poorly understood. Single cell genome and transcriptome 
profiling allow to disentangle the neuronal heterogeneity, enabling the categori-
zation of individual neurons into groups with similar molecular signatures. 
Herein, we unravel the current state of knowledge in single cell neurogenomics. 
We describe the molecular understanding of the cellular architecture of the mam-
malian nervous system in health and in disease; from the discovery of unrecog-
nized cell types to the validation of known ones, applying these state-of-the-art 
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20.1  Introduction

Single cells are the fundamental units of life. It has not been until recently that 
single- cell analysis has enabled us to interrogate the heterogeneity of complex cel-
lular populations at ultrahigh resolution. The development of powerful single-cell 
genomics techniques and advances in next-generation sequencing technologies 
made the sequencing of thousands of cells feasible and affordable. Single-cell 
studies reveal information that work performed on bulk populations could not 
address. They provide fine-grained resolution to define cell-type heterogeneity of 
complex tissues and define cell states in dynamic processes with high sensitivity. 
The mammalian brain is the most complex organ in our body, which is thought to 
contain thousands of cell types [1]. However, the function of most cell types in the 
nervous system is still unknown. Cells have historically been classified according 
to location, morphology, and electrophysiological characteristics, combined with 
molecular markers. Cell identities and function have been assigned through the 
expression of marker genes [2]. Large-scale projects, such as Allen Brain Atlas 
(ABA) or Gene Expression Nervous System Atlas (GENSAT) provided gene 
expression profiles of different brain regions and cell types [3, 4]. Single-cell tech-
nologies now allow the analysis of single-cell units that form this complex tissue 
and to identify cell types in an unbiased manner without prior knowledge about 
phenotype or function. In this chapter, we review how the single-cell genomics 
approaches are providing novel insights into the neural cell type heterogeneity and 
classification. We conclude by summarizing future applications of single-cell tech-
nologies in neuroscience.

20.2  Single-Cell Capture and Isolation

Isolation of single cells from complex tissues is a critical step in single-cell sequenc-
ing. It is very important to preserve cellular integrity to produce a representative 
image of the transcriptome for phenotype inference. For solid tissues, a proteo-
lytic enzymatic treatment, such as collagenase, papain, and trypsin, is applied to 
obtain single-cell solutions. Caution has to be taken as such treatments can affect 
cell viability, which can later impact on transcriptional profiles or causes under-
representation of certain cell types. The main approaches in isolation of cells from 
tissues or cell cultures are manual or automated micropipetting, laser capture micro-
dissection (LCM), fluorescence-activated cell sorting (FACS), microfluidics, and 
droplet- based separation. In the following we summarize mechanisms, applica-
tions, and their pros and cons for each technique. Manual or automated micropi-
pette and laser capture microdissection are low-throughput methods. Isolation is 
performed under a microscope based on visual inspection of cellular morphology. It 
enables specific cell selection but requires a trained experimentalist and very time-
consuming. Micromanipulation is mostly used on early embryos and LCM on tis-
sue sections [5]. FACS, microfluidics, and droplet techniques are high-throughput 
methods that are based on isolating cells based on cell-specific characteristics of 
fluorescence markers, light scattering, and size. FACS requires a large number of 
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cells in suspension to set up the instrument, being a downfall on samples with low 
quantity. FACS instrument can accurately sort cells into the center of a well of 
microtiter plates, ensuring cells are immersed in the lysis buffer. FACS-based sys-
tems require a minimum reaction volume increasing the costs per cell. In contrary, 
microfluidic systems allow the isolation of single cells in microfluidic chips with 
individual micro-reaction chambers and micro-mechanical valves that allow auto-
mating downstream of biochemical reactions [6]. The most popular and commercial 
microfluidic systems in the market is the Fluidigm C1, which can capture up to 800 
cells per chip, also allowing the visualization of cells under the microscope to iden-
tify potential doublets. Afterward, the reactions in nanoliter volumes are monitored, 
reducing the quantity of reagents required. Microdroplet systems, an emerging new 
technology, such as DROP-seq [7] or commercial 10× Genomics devices, encap-
sulate cells in aqueous droplets in flowing oil that included cell-specific barcoding. 
These techniques enable the processing of thousands of cells in parallel with rela-
tive low-sequencing library preparation cost per cell.

20.3  Single-Cell DNA Sequencing Methods

Only 6 pg of DNA is contained in a human diploid cell, being an insufficient mate-
rial for standard DNA sequencing applications [8]. Therefore, single-cell genome 
sequencing requires whole-genome amplification (WGA) prior to library prepara-
tion. However, there are major challenges while generating high fidelity and unbi-
ased WGA for adequate single-cell applications. Different approaches exist, but all 
have their advantages and limitations. Current WGA methodologies are based on 
multiple displacement amplification (MDA), polymerase chain reaction (PCR), or a 
combination of both methods.

MDA is based on the use of random hexamers binding to denatured DNA, where 
the phi29 polymerase catalyzes a strand displacement synthesis at a constant tem-
perature [9]. The polymerase produces high DNA yield with high amplification 
fidelity [10]. However, compared to PCR-based techniques, it shows a significant 
amplification bias resulting in less evenly amplified genomes. The phi29 presents 
unique molecular properties, due to the ability of proofreading activity and high 
replication fidelity (3′ → 5′ exonuclease activity) [11]. It generates DNA amplicons 
of up to 10 kb in length.

PCR-based WGA methods rely on primer extension pre-amplification PCR 
(PEP-PCR), degenerated oligonucleotide-primed PCR (DOP-PCR), or linker- 
adaptor PCR (LA-PCR). During PEP-PCR, DNA is amplified with oligonucleotides 
of degenerate sequences using permissive thermocycling with increasing annealing 
temperatures [12]. In DOP-PCR, DNA is amplified with hybrid oligonucleotides 
containing the degenerate and unique sequences, starting with thermocycling at low 
annealing temperature (semi-random priming), followed by PCR at high annealing 
temperature (nonrandom priming) [13]. In contrary to the random priming-based 
methods, LA-PCR utilizes sheared or digested DNA and adaptors with universal 
sequences ligated to the DNA ends. The unique sequences are then used for subse-
quent PCR amplification [14].
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A methodology that combines both MDA and PCR-based method is known 
as multiple annealing and looping-based amplification cycles (MALBAC). Its 
unique feature is the quasi-linear amplification to reduce the bias associated with 
nonlinear amplification methods [15]. The primers that anneal randomly to the 
genome contain specific sequences that allow the amplicons to form looped pre-
amplification products. This looping protects previously copied segments to be 
further pre- amplified, therefore avoiding sequence-dependent biases by exponen-
tial amplification.

Several studies have been performed to compare WGA amplification techniques 
[16, 17]. They conclude that WGA from single cells presents a suitable tool for 
profiling copy number and structural variants or the detection of small-scale altera-
tion, such as point mutations. Nevertheless, whole-genome DNA sequencing 
remains challenging due to the loss of material that causes dropout events or the 
introduction of sequencing errors that complicate variant calling.

20.4  Single-Cell RNA Sequencing Methods

The vast majority of single-cell RNA sequencing methodologies follow a similar 
strategy as DNA-based methods, since the typical mammalian cell contains 10 pg 
of RNA, but only 0.1 pg of messenger RNA. Thus profound amplification is 
required before sequencing libraries can be prepared. In initial steps, single cells 
are captured and lysed, and reverse transcription converts polyA-tailed RNA into 
cDNA. Then, the minute amounts of cDNA are amplified by PCR or by in vitro 
transcription before sequencing library preparation. The first single-cell whole-
transcriptome method for mammalian cells was described by Tang [18]. Since 
then, many new methods have been developed that tackle different challenges and 
range from full- length approaches (SMART-seq [19] and SMART-seq2 [20]) to 
5′-end- (STRT and STRT-C1 [21]) or 3′-end-focused (CEL-seq [22], CEL-seq2 
[23], MARS-seq [24], Quartz-seq [25], and DROP-seq [7]) methods. Techniques 
that focus on the full- length approach rely on the Moloney murine leukemia virus 
(MMLV) reverse transcriptase. This enzyme presents unique properties that enable 
both template-switching and terminal transferase activity, resulting in the addition 
of a non-templated cytosine residue to the 5′ end of the cDNA. By adding a poly(G) 
template primer with an adapter sequence to the reaction, the enzyme can switch 
templates and transcribe the other strand. The resulting full-length cDNA can be 
amplified by PCR [19]. It is of note that all single-cell RNA sequencing methods 
depend on the amplification of the minute amount of starting material which can 
introduce technical variability and amplification bias. To correct such errors, meth-
odologies focused on 5′- or 3′-end amplification include unique molecular indexes 
(UMIs) in the reverse transcription primer to label the original pool of RNA mol-
ecules [26]. Another approach to controlling this technical variability is the addi-
tion of external spike-in RNAs of known concentrations, such as the External RNA 
Controls Consortium (ERCC) mix [27].
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20.5  Single-Cell Epigenomic Sequencing Methods

DNA methylome can be profiled at a single-cell level; however, technical peculiari-
ties, such as the DNA degradation caused by the bisulfite conversion, challenge the 
preparation procedures. The first single-cell method to measure genome-wide 
5-methylcytosine (5mC) levels utilized reduced single-cell representation bisulfite 
sequencing (scRBS). This technique digests the genomic DNA with restriction 
enzyme, prior to treatment with bisulfite. Resulting sequencing libraries are enriched 
in CpG methylation and, however, present limited genome coverage and a bias 
toward CpG-dense regions [28]. On the other hand, genome-wide DNA methylation 
profiling techniques provide a reasonable representation of each cell’s DNA methy-
lome [29, 30] but increasing sequencing cost per single cell. Subsequent compara-
tive analysis enables the modeling of epigenetic dynamics and variability in 
contexts, such as development or differentiation.

Histones are subjected to a wide variety of posttranslational modifications. 
Technically, the profiling of the histone marks at a given genomic location is per-
formed by chromatin immunoprecipitation followed by sequencing (ChIP-seq). On 
single-cell level, this technique is extremely challenging due to the background 
noise caused by nonspecific antibody binding. To overcome this problem, immuno-
precipitation was performed on a pool of single-cell chromatin that underwent prior 
barcoding in droplet-based systems [31]. Another layer of epigenetic regulation is 
chromatin structure that can also be evaluated at a single-cell level. Two indepen-
dent approaches have been developed to evaluate open chromatin regions that indi-
cate regulatory activity. Buenrostro et al. used on a microfluidic device that 
implements an assay for transposase-accessible chromatin sequencing (ATAC-seq) 
[32]. Here, hyperactive prokaryotic Tn5 transposase inserts into accessible chroma-
tin and tags the sites with sequencing adaptors. Cusanovich et al. used a combinato-
rial indexing strategy, where two-level tagmentation is carried out which introduces 
a unique barcode to each pool [33]. This strategy allows reactions with multiple 
cells to increase tagmentation efficiencies, while barcode combination allows the 
subsequent deconvolution to single-cell level. Chromosome conformation, a higher 
order of epigenome regulation, can be assessed by 3C-based method that can profile 
genome-wide chromosome interactions (e.g., HiC methods). At a single-cell level, 
HiC analysis revealed cell-to-cell variability in chromosome structure and compart-
mentalization [34, 35].

20.6  Linking Different Single-Cell Genomics Strategies

The combination of different single-cell genomics methods is an actively pursued 
issue in the field. Certain combinations of techniques measuring two modalities 
from a single cell are now possible. Macaulay et al. developed “genome and tran-
scriptome” sequencing (scG&T) enabling the assessment of gene expression level 
and genetic variant from the same single cell [36]. Specifically, G&T-seq allows 
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whole-genome and whole-transcriptome amplification following the physical sepa-
ration of nucleic acids (DNA and mRNA) from a single cell. G&T-seq further modi-
fied the technique to allow the simultaneous assessment of DNA methylation and 
gene transcription (scM&T-seq) [37]. Both methodologies will link phenotypes 
(defined by gene expression or epigenetic states) to their genotypes. Combined 
single- cell methods enable the clear assessment of cellular relationships to better 
understand tissue heterogeneity in normal diseased states.

20.6.1  Studying Neurobiology Systems Using Single-Cell 
Sequencing Approaches

To date single-cell studies have been used to characterize cells from complex tis-
sues, such as lung epithelium [38], spleen [24], or the pancreas [39]. In neuronal 
systems, single-cell genomics identified different neural types in various regions of 
the mouse and human nervous system. Here sample preparation and computational 
analysis face specific challenges due to the complex cell morphology and strongly 
interconnected expression profiles. Nevertheless, single-cell analysis allowed the 
identification of novel cell types with unique biological properties, the inference of 
neural connectivity, and the association to neurological diseases.

20.6.2  Transcriptome of the Mouse Cortex and Hippocampus 
at Single-Cell Resolution

The mammalian cerebral cortex is involved in cognitive functions such as senso-
rimotor integration, memory, and social behaviors. To elucidate the transcriptome 
of the primary somatosensory cortex (S1) and hippocampal (CA1) region, single- 
cell RNA-seq was performed on 3005 single cells, applying the 5′-end-focused 
STRT technology [40]. The resulting fine-grained characterization of cell type com-
position was confirmed by single-molecule RNA fluorescence in situ hybridization 
(RNA-FISH). The study identified nine molecularly distinct classes of cells by com-
putational clustering, which were confirmed by the presence of specific markers, 
which play a functional role in the cell types. The nine clusters represented cortical 
and hippocampal pyramidal neurons, interneurons, oligodendrocytes, astrocytes, 
microglia, vascular endothelial cells, mural cells (pericytes and vascular smooth 
muscle cells), and ependymal cells. Exemplarily, S1 pyramidal cells were identified 
by the expression of Tbr1 (T-Box Brain 1), a transcription factor implicated in neu-
ronal migration and axonal projection; and oligodendrocytes were marked by Mbp 
(Myelin basic protein), a major constituent of the myelin sheath. Subsequently, 
biclustering analysis was performed on the nine major classes, identifying a total of 
47 molecularly distinct subclasses of cell types. The authors observed that the RNA 
content was different among cells, with neurons containing more molecules than 
glia and vascular cells, correlating with a higher number of detected genes. Within 
the cortical pyramidal neurons, the work identified seven subclasses with layer 
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specificity. Two subtypes of hippocampal pyramidal CA1 neurons were identified, 
associated to high mitochondrial function, plus cells derived from the adjacent CA2 
and subiculum. Sixteen subclasses of interneurons were described, with regions 
both in the cortex and hippocampus containing these closely related subclasses. As 
for non-neural diversity, two major subtypes were identified for astrocytes and 
immune cells. In oligodendrocytes, six populations were found, representing differ-
ent stages of maturation [40]. Ependymal cells expressed a largest set of subclass- 
specific genes. Altogether, the single-cell transcriptome study of primary 
somatosensory cortex and hippocampus indicates an extensive functional special-
ization between cellular subclasses reflected by specific gene expression patterns.

Another study profiling the cortex by single-cell RNA-seq utilized full-length 
transcriptome sequencing (SMART-seq technology). The work focused on a single 
cortical region, the primary visual mouse cortex [41], and used a transgenic mouse 
line with specifically labeled cortical cells [42]. By analyzing more than 1600 single 
cells, the authors identified 49 transcriptomic cortical cell types assigned by cell 
location and marker gene expression. These included 23 GABAergic, 19 glutama-
tergic, and 7 nonneuronal subtypes, with the majority of marker genes also detected 
in the RNA-ISH data from the Allen Brain Atlas [3]. Together, both studies provide 
a comprehensive overview of the transcriptomic landscape in the cortex and hip-
pocampus areas of the mouse. Importantly, the unbiased analysis of single-cell tran-
scriptomes allowed the identification of novel cell subtypes with likely highly 
specialized functions in these areas.

20.7  Transcriptome on the Human Cortex at Single-Cell 
Resolution

The human brain is a highly complex tissue, and study designs are hindered by the 
accessibility of material mostly being postmortem. Consequently, seminal studies 
on neuronal tissues have been performed on nonhuman model organisms, which 
may not recapitulate the full molecular complexity of the human brain. To tackle 
this problem, the use of human cerebral organoids has proven to reflect gene expres-
sion programs of the fetal neocortex development at a single-cell level [43].

To interrogate the heterogeneity of the human cortex, Darmanis et al. evaluated 
single-cell transcriptomes of normal primary fetal and adult brain tissue subjected 
to surgery using the SMART-seq technology. Their findings demonstrate that the 
transcriptomic profile obtained from single cells can successfully identify all major 
neuronal, glial, and vascular cell types in the human cerebral cortex. Moreover, the 
work supplemented traditional neuronal classifications based on marker genes with 
the underlying transcriptome. Also, subclustering neurons revealed two distinct 
groups, excitatory and inhibitory neurons. These cells represent a neuronal com-
munity with unique expression signatures and a specific role in the network niche. 
Gene expression analysis between pre- and postnatal neurons determined consider-
ably distinct expression patterns. For example, adult neurons displayed high expres-
sion of SNAP25 and GAD1; fetal neuronal progenitors expressed MKI67 and PAX6; 
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and quiescent neurons revealed specific activation of DCX and TUBB3. Moreover, 
the work interrogated HLA expression in fetal and adult neurons, since the central 
nervous system (CNS) is believed to be immunologically inert. Although MCHI 
proteins are expressed in adult mouse brain [44], the expression of these genes in 
the human brain has been subject of controversial discussion, since their identifica-
tion in a subpopulation of adult neurons.

A second study analyzed the transcriptome of a postmortem brain using neuronal 
nuclear antigen (NeuN) to isolate single neuronal nuclei and applying the SMART-
seq technology for single-cell transcriptome generation. The study focused on six 
classically defined Brodmann areas (BAs) with well-documented anatomical and 
electrophysiological properties. Single-cell transcriptome profiles identified two 
major classifications within the cerebral cortex, inhibitory neurons that encompass 
interneurons, and excitatory including pyramidal or projection neurons. Each class 
and their associated subtypes revealed significant cell heterogeneity among the 
BAs, indicating that neural composition varies profoundly among regions in the 
brain. Another study on the developmental cerebral cortex identified different cell 
types of dividing neural progenitor, radial glia, and newborn neurons to maturing 
neurons [45].

Taking together single-cell transcriptome studies laid the groundwork for the 
construction of a cellular atlas of the human cortex, being a stepping stone toward 
elucidating the full cellular complexity of the human brain [46].

20.8  Midbrain in Mouse and Human at Single-Cell Resolution

The midbrain is a portion of the central nervous system associated with vision, 
hearing, motor control, alertness, and temperature regulation. An initial single-
cell study was performed on the midbrain dopaminergic (DA) system, to assess 
neuron diversity. The classical anatomical classification of the midbrain DA neu-
rons are substantia nigra pars compacta (SNc), the ventral tegmental area (VTA), 
and the retrorubral area (RR). This area has its clinical importance due to its impli-
cation in Parkinson’s disease (PD), schizophrenia, attention deficit hyperactivity 
disorders (ADHD), obsessive-compulsive disorder, addiction, and depression. To 
identify molecular distinct DA neurons, early postnatal brain from mice was ana-
lyzed. Specifically, FACS separation combined with the expression analysis of 
96 genes (using Fluidigm Biomark system) discovered six different types of cells 
(DA1A, DA1B, DA2A, DA2B, DA3A, and DA3B), which could be validated by RNA-
ISH [47]. A more recent study focused on the development of the midbrain in 
human and mouse [48]. Although it is thought that the development of the organ 
in humans follows similar sequence of events as in rodent, the degree of conser-
vation is unclear. Single-cell RNA-seq was performed on the developmental ven-
tral midbrain and 1907 mouse cells from 271 embryos and in 1977 human cells 
from 10 human embryos. The analysis at different time points uncovered dopa-
minergic progenitor specification, neurogenesis, and differentiation. Moreover, 
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it identified that gene expression profiles were conserved across species, which, 
however, showed differences in proliferation, timing, and dopaminergic neuron 
development.

20.9  Somatosensory Nervous System in Mice at Single-Cell 
Resolution

The somatosensory nervous system responds to mechanical, thermal, and nocicep-
tive stimuli. The ability to perceive and discriminate these sensations is due to the 
existence of specialized dorsal root ganglion (DRG). The system comprises diverse 
neuronal subsets with distinct conduction properties and peripheral and central 
innervations patterns. They include small-diameter unmyelinated C-fibers, thinly 
myelinated Aδ-fibers, and large-diameter thickly myelinated Aα-/β-fibers [49]. 
DRGs were dissected from the mouse lumbar to classify the neuronal types and to 
reveal the complexity of this primary sensory system. Analyzing the transcriptome 
of 799 single cells, four clusters could be distinguished and identified as known 
marker genes: first, the NF cluster expressing the neurofilament heavy chain (Nefh) 
and parvalbumin (Pvalb); second, the PEP cluster with active substance P (Tac1), 
TRKA (Ntrk1), and calcitonin gene-related peptide (Calca), associated with pepti-
dergic nociceptors; the third subtype, the NP cluster, expressing Mrgprd and P2rx3, 
associated with nonpeptidergic nociceptors; and, lastly, the TH clusters showing 
expression of tyrosine hydroxylase (Th), associated with unmyelinated neurons. 
Within the main populations, a total of 11 neuronal classes were identified, NF1 to 
NF5, NP1 to NP3, PEP1, PEP2, and TH. This dissection illustrates the diversity of 
sensory neuron types and their cellular complexity [50].

20.9.1  Olfactory and Retina Neurogenesis in Mice at Single-Cell 
Resolution

Odor perception is the detection of odorants by olfactory receptors (ORs), located 
on olfactory sensory neurons (OSNs) in the epithelium of the nose. These receptors 
are seven-transmembrane domain G protein-coupled receptor, encoded by a large 
multi-gene family. In mice, odor detection is mediated by 1000 odorant receptors 
genes (Olfrs) and 350 pseudogenes [51]. Hanchate et al. evaluated how developing 
OSNs select Olfr for expression using single cell RNA-seq. Eighty-five single-cell 
transcriptomes were analyzed using an unsupervised algorithm that determines cel-
lular state of differentiation in “pseudotime” which models the dynamics in gene 
expression during development [52]. The predicted trajectory reflected develop-
mental progression from progenitors, precursors, and immature OSNs to mature 
OSNs. The results were confirmed using stage-specific markers (progenitor, Ascl; 
precursor, Neurog1; immature OSN, Gap43; mature OSN, Omp). Subsequently, 
four olfactory sensory transduction molecules downstream of odorant receptors, 
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Gna1, Adcy3, Cnga2, and Cnga4, supported the conclusions. Expression of Olfr 
appeared at a late precursor to early immature OSN stage, presenting low levels of 
multiple Olfrs. During subsequent development, the expression of single highly 
expressed Olfr overtakes the expression of the other family members. Further, coex-
pressed Olfrs overlap in zones of the nasal epithelium, suggesting regional biases. 
Hence, mature neurons express single Olfrs at elevated levels leading to two hypoth-
eses to explain the phenomenon: First is the “winner-takes-all,” when an Olfr 
becomes dominant and overtakes the other expressed Olfrs. A second model based 
on the selection of one single Olfr independently of Olfrs initially expressed [53].

The retina represents another excellent system to study neuronal diversity. The 
retina contains five neuronal classes defined by morphological, physiological, and 
molecular features that include retinal ganglion, bipolar, horizontal, photoreceptor, 
and amacrine. Droplet-based single-cell transcriptome sequencing was applied on 
44,808 cells from the retina of a 14-day-old mouse to create a molecular atlas of 
retinal cells. Thirty-nine transcriptional distinct retinal cell populations were identi-
fied by unsupervised computational analysis. These matched known types and iden-
tified additional subpopulations corresponding to astrocytes (associated with the 
retinal ganglion cell axons exiting the retina), resident microglia, endothelial cells 
(intra-retinal vasculature), pericytes, and fibroblast. A further focus lied on the 
21-amacrine subtypes as it represents the most morphologically diverse neuronal 
class since most lack a clear molecular marker profile. Single-cell analysis classified 
subpopulations in inhibitory (using GABA or glycine as neurotransmitter), excit-
atory (release of glutamate), and undefined cell types that do not express GABAergic, 
glycinergic, nor glutamatergic markers [7].

20.9.2  Oligodendrocyte Heterogeneity in the Mouse Central 
Nervous System at Single-Cell Resolution

Oligodendrocytes have been considered as a functionally homogenous population 
in the central nervous system (CNS). Using single-cell RNA sequencing on ten 
regions of the anterior-posterior and dorsal-ventral axis of the mouse juvenile and 
adult CNS, 13 distinct cell populations were identified. Here, clustering, differential 
expression, and pseudotime analysis led to the identification of the transcriptional 
continuum between oligodendrocyte populations. These were oligodendrocyte pre-
cursor cells (OPCs), differentiation-committed oligodendrocytes (COPs), newly 
formed oligodendrocytes (NFOL1 and NFOL2), myelin-forming oligodendrocytes 
(MFOL1 and MFOL2), mature oligodendrocytes (MOL1 to MOL6), and vascular 
and leptomeningeal cells (VLMCs). OPCs coexpressed Pdgfra and Cspg4, while 
COPs lacked the expression of the genes, but expressed Neu4, Sox6, Bmp4, and 
Gpr17. NFOL1 and NFOL2 expressed genes involved in early stages of differentia-
tion. MFOL1 and MFOL2 showed activity of genes involved in the myelin forma-
tion. MOL1 to MOL6 expressed late oligodendrocytes differentiation genes (Klk6 
and Apod) and genes present in myelinating cells (Trf and Pmp22). VLMCs were 
identified as a second of Pdgfra population with low levels of Cspg4 and high levels 
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of laminins and collagens, concluding a transcriptional continuum between differ-
ent oligodendrocyte populations across multiple regions of the CNS. From a trans-
lational perspective, the identification of these cell types could provide a new vision 
into the etiology of myelin disorders [54].

20.10  Neurodegenerative Diseases at Single-Cell Resolution

Neurodegenerative disease is the progressive loss of function and structure of neu-
rons, including their cell death. Diseases such as Parkinson’s, Alzheimer’s, 
Huntington’s, and amyotrophic lateral sclerosis result from neurodegenerative pro-
cesses. At a single-cell level, Poulin et al. determined subclasses of DA, focusing on 
abnormalities in Parkinson’s disease. Specifically, DA1A neurons, located in the ven-
tral tier of the substantia nigra, are most vulnerable to this disease. To determine the 
molecular peculiarities, the study evaluated the susceptibility of DA1A neurons to 
the neurotoxin 1-methyl-4-phenyl-1,2,3,6-tetrahydropyridine (MPTP), commonly 
used to mimic pathological features of parkinsonism in mice [47]. The analysis of 
single cells revealed a decrease in Aldh1a1+ expression, previously reported to be 
downregulated in the disease [55], providing insights into disease-related cellular 
degeneration [48]. Cell replacement therapy is a promising avenue toward treatment 
of Parkinson’s disease [56], and the use of transplantation of human fetal midbrain 
tissue, containing dopaminergic neurons, could be used as a therapeutic approach. 
In this regard, human pluripotent stem cell (hPSC)-derived dopaminergic neurons 
have been proven to recover behavior in animal models with Parkinson’s disease 
[57]. La Manno et al. performed single-cell RNA-seq on human embryonic stem 
cell (hESCs) and human-induced pluripotent stem cells (hiPSCs) to evaluate their 
molecular composition. This approach could be used to assess the quality of stem 
cells for cell replacement therapy [48]. In Alzheimer’s disease (AD), one of the 
most common forms of dementia, aneuploidy (aberrant chromosome copy num-
bers) has thought to be involved in the pathogenesis of this disease. To address this, 
single-cell whole-genome sequencing was performed on frontal cortex neurons 
from healthy individuals and from AD patients, concluding that aneuploidy does 
not play a role in the pathogenesis of this disease [58].

20.11  Neuro-oncology at Single-Cell Resolution

Cancer is a heterogeneous disease with molecular characteristics that depend on 
the tissue of origin. Tumors evolve from a single cell, due to the accumulation of 
genetic and epigenetic alterations. During the progression of a tumor, additional 
variations appear giving rise to different cell subpopulations and the related tumor 
subclonal structure. Tumor heterogeneity has many implications for clinical man-
agement since different tumor clones play different roles in disease initiation, pro-
gression, metastasis, and drug resistance [59]. Current strategies analyzing bulk 
tumor samples to determine tumor composition lack resolution and are insufficient 
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to recapitulate the clonal structures of the tumors. Single-cell genomics strategies 
present a suitable solution to define subclonal tumor structures to unprecedented 
resolution. Single-cell DNA-seq was performed on glioblastoma, a common pri-
mary brain tumor with a high degree of cellular heterogeneity [60], to depict clonal 
diversity. The study revealed convergent evolution of EGFR mutations in different 
subclones from the same primary tumors [61], further supporting the complex 
structure tumors and related difficulties in therapeutic intervention. Single-cell 
RNA-seq on glioblastoma showed that cancer cells display a large range of inter-
mediate phenotypes that do not fall into distinct classes of epithelial and/or mesen-
chymal cell types [62]. To characterize the cellular diversity within IDH-mutant 
tumors, single-cell RNA-seq was performed on oligodendroglioma and astrocy-
toma [63]. Both entities shared a developmental hierarchy, with most cells differ-
entiating along two glia lineages. Tumor cells derived from a set of proliferating 
cancer stem cells, supporting the cancer stem model, an important finding for the 
management of the disease.

20.12  Conclusions and Future Directions

The cell type complexity of the brain is widely unknown and intensively debated 
[64]. To understand the cellular heterogeneity, cell types have to be profoundly 
characterized and phenotyped for functional interpretation. Single-cell techniques 
present a key technology to illuminate the biological complexity in a normal context 
and during diseases, and fundamental questions about cell identities are now being 
answered for the first time. The international community has gathered together to 
create the Human Cell Atlas project, creating a comprehensive reference map of 
human cells as a basis for understanding human biology and its perturbation leading 
to diseases.
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Abstract
Epigenome editing aims for an introduction or removal of chromatin marks at a 
defined genomic region using artificial EpiEffectors resulting in a modulation of 
the activity of the targeted functional DNA elements. Rationally designed 
EpiEffectors consist of a targeting DNA-binding module (such as a zinc finger 
protein, TAL effector, or CRISPR/Cas complex) and usually, but not exclusively, a 
catalytic domain of a chromatin-modifying enzyme. Epigenome editing opens a 
completely new strategy for basic research of the central nervous system and causal 
treatment of psychiatric and neurological diseases, because rewriting of epigenetic 
information can lead to the direct and durable control of the expression of disease-
associated genes. Here, we review current advances in the design of locus- and 
allele-specific DNA-binding modules, approaches for spatial, and temporal control 
of EpiEffectors and discuss some examples of existing and propose new potential 
therapeutic strategies based on epigenome editing for treatment of neurodegenera-
tive and psychiatric diseases. These include the targeted silencing of disease-asso-
ciated genes or activation of neuroprotective genes which may be applied in 
Alzheimer’s and Parkinson’s diseases or the control of addiction and depression. 
Moreover, we discuss allele-specific epigenome editing as novel therapeutic 
approach for imprinting disorders, Huntington’s disease and Rett syndrome.
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21.1  The Concept of Epigenome Editing

Epigenetic signals, such as DNA methylation and hydroxymethylation, posttransla-
tional modifications of histones, and noncoding RNAs, control cell type-specific 
genome usage which results in the formation of the more than hundred distinct cell 
phenotypes with unique gene expression profiles found in the human body [1–3]. 
However, epigenetic mechanisms not only control the development of cells and 
stable preservation of differentiated phenotypes over cell divisions but also reshape 
the transcriptome of cells in response to external signals originating in the human 
body or from the environment. The most exciting example of such genome- 
environment interaction is found in the epigenetic mechanisms controlling the cen-
tral nervous system (CNS). Intensive research over the past decade revealed that 
fundamental processes such as synaptic plasticity, memory formation, acquired 
behavior, and others are regulated by epigenetic signals [4, 5]. More to that, many 
psychiatric and neurological diseases are caused by an impairment of epigenetic 
mechanisms in neurons, for example, drug addiction, schizophrenia, epilepsy, 
Alzheimer’s and Parkinson’s diseases, and depression [6, 7].

The conventional definition of epigenetic signals is based on their heritable but 
reversible nature as they do not include DNA mutations [8]. Since mature neurons do 
not undergo cell divisions, the concept of heritability of epigenetic signals is not 
applicable per se. However, research over the last decade has shown that the same 
molecular processes, which are involved in epigenetic chromatin regulation in divid-
ing cells and developing organisms, have central functions in cells of the CNS as 
well, where they are involved in stable but still reversible gene regulation. This 
insight has led to the generation of a new term called neuroepigenetics, which 
expands the classical field of epigenetics and focuses on the chromatin regulation 
processes in neurons and their roles in many neuron-specific functions [9].

Intensive research on the epigenetic machinery over the past two decades has led 
to the discovery of several dozens of chromatin modifications and (partial) elucida-
tion of their functions, which are introduced and removed by a multitude of 
chromatin- modifying enzymes [1]. Chromatin marks have characteristic spatial 
genomic distributions, and the localization at specific genomic loci dictates their 
regulatory effects [10]. Decoding of three key players—a chromatin mark with its 
function, a writing/erasing enzyme, and the locus-specific localization of a chroma-
tin mark—gave a birth to the emerging field of epigenome editing [11–13]. The key 
component of this technique is the so-called EpiEffector, a designed fusion protein 
assembled from two functional domains, a catalytic domain of a chromatin- modifying 
enzyme and a designed DNA recognition domain [13] (Fig. 21.1a). The catalytic 
domain introduces or erases a chromatin mark according to its intrinsic substrate 
specificity, whereas the DNA recognition domain controls the locus- specific delivery 
of the catalytic domain due to its rationally designed recognition of a unique DNA 
target sequence. The existing portfolio of DNA-binding systems and chromatin mod-
ifiers together with the proceeding research in this field constantly expands the tool-
kit of EpiEffectors for basic research and potential clinical applications.
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Fig. 21.1 (a) The concept of targeted epigenome editing. Epigenome editing is based on fusion 
proteins comprising a designed DNA recognition domain which targets an attached enzymatic 
domain to a defined genomic target sites. (b) Schematic drawing of the alternative DNA targeting 
domains currently in use. In zinc finger arrays, each zinc finger module (green circle) recognizes 
mainly three base pairs. In TAL effectors, each repeat (green rectangle) recognizes one base pair. 
In CRISPR/dCas9 (green shade), one strand of the target sites is recognized by Watson/Crick base 
pairing with a bound sgRNA (orange). Redrawn with modifications from [13]. Used with permis-
sion from Elsevier
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21.2  DNA-Targeting Modules

The development of designed DNA-targeting modules (Fig. 21.1b) was initiated by 
the structural analysis of the zinc finger proteins (ZFPs) bound to specific DNA 
sequences in 1991, which led to an understanding of the principal rules governing 
the recognition of DNA sequences by ZFPs [14]. The most well-studied type of 
ZFPs is the Cys2-His2 zinc finger domain [15] consisting of 30 amino acids which 
bind three base pairs of DNA (and one in the adjacent triplet). The great features of 
the ZFPs, which led to their rapid adoption as tools in biotechnology, are the pos-
sibility to design finger modules with predetermined DNA- binding specificity [16, 
17] and their modular structure giving an option to arrange fingers in arrays able to 
recognize 6, 9, 12, and more DNA base pairs. By this, individual finger motifs with 
known and validated sequence specificity can be combined for targeting of desired 
genomic loci [18]. Initially, engineered zinc finger arrays were fused to DNA cleav-
age domains generating zinc finger nucleases, which allow targeting a DNA double-
strand break to a desired genomic locus afterward triggering gene deactivation 
through DNA repair [19]. An increased specificity in genome targeting was imple-
mented in zinc finger nucleases made of modified FokI catalytic domains, which 
work only as a heterodimers and require the binding of two zinc finger nuclease 
fusion proteins in a close proximity, leading to a significantly reduction in off-target 
cleavage [20]. However, ZFPs were also fused to epigenetic enzymes generating 
EpiEffectors used for epigenetic reprogramming, for example, to introduce DNA or 
histone methylation [11, 13].

The next type of DNA-binding modules discovered were transcription activator- 
like effector (TALE) proteins. Like ZFPs, TALEs have a modular structure, where 
each module is built of 33–35 amino acids which recognize one base pair; they are 
organized in arrays of repeats recognizing a continuous stretch of base pairs [21, 22]. 
Binding to a single base pair makes TALEs more customizable than ZFPs and led to 
the generation of TALE libraries covering the entire human genome [23]. However, 
both ZFPs and TALEs are based on specific protein-DNA interaction for target site 
recognition. Hence changing the target site requires elaborate protein engineering 
and verification of the obtained proteins, where results turned out not always to be 
predictable.

The real revolution in the development of customizable DNA-targeting modules 
happened with the discovery of RNA-guided clustered regularly interspaced short 
palindromic repeats (CRISPR)/CRISPR-associated (Cas) system [24]. They origi-
nate from an adaptive immune system in bacteria and archaea which recognizes 
foreign DNA and cuts it via an intrinsic nuclease activity. Modification and adapta-
tion of the CRISPR/Cas system for biotechnological applications resulted in two 
component systems containing a Cas9 nuclease and a single guide RNA (sgRNA), 
working as a complex which recognizes a 20 base pair DNA sequence complemen-
tary to the first 20 nucleotides of the sgRNA. An additional requirement for DNA 
binding is the presence of a short motif called the protospacer adjacent motif (PAM) 
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next to the 20 base pairs in the DNA [25] which is bound by the Cas protein itself 
[26]. Redesigning of this system to a new target locus is very straightforward, since 
the sequence- specific interaction of the DNA-Cas9 complex outside of the PAM 
sequence is mediated by simple Watson-Crick base pairing between one strand of 
the targeted DNA and the sgRNA. Thus, it requires only the introduction of a new 
sgRNA into the complex to change the target specificity [27, 28].

Further rational design gave a birth to a catalytically inactive “dead” Cas9 
variant, dCas9, which does not cleave DNA and can be used as DNA-targeting 
module. The fusion of dCas9 with epigenetic modifiers led to a vast field of 
applications in the control of gene expression and epigenome editing [29, 30]. 
Intensive search of Cas proteins discovered new orthologues of different size and 
different PAM sites, which significantly broadens the repertoire of targeted 
sequences [31–33]. Optimization of Cas9 protein by mutagenesis gave rise to 
variants with strongly reduced or without off-target binding [33, 34]. All these 
advances resulted in the recent application of dCas9-based systems in several 
epigenetics studies [35–38].

21.3  Chromatin-Modifying Modules

In order to use the different DNA-targeting devices in epigenome editing, they are 
genetically fused to chromatin-modifying modules including DNA and histone 
methyltransferases and demethylases, histone acetylases, and deacetylases to form 
fully functional EpiEffectors [13]. As described above, the main role of the epigen-
etic system is to orchestrate the genome-wide gene expression in accordance with 
the cell type-specific developmental program or in response to environmental sig-
nals, and this is often achieved by means of posttranslational modifications of his-
tone proteins and DNA. Thus, the goal of epigenome editing is to modulate gene 
expression by changing chromatin marks at the targeted genomic loci using 
EpiEffectors [11, 13] (Fig. 21.2). Also, in a broader sense, other proteins which 
recruit chromatin-modifying enzymes working in complexes can be used instead of 
directly chromatin-modifying modules. Two directions of gene expression changes, 
activation of gene expression and gene silencing, can be achieved by the deposition 
or removal of activating or inactivating chromatin signals (Fig. 21.2), and both 
approaches have been successfully demonstrated in multiple studies [11, 13]. For 
example, DNA methylation located in promoters is a silencing chromatin mark, and 
targeted methylation or demethylation with EpiEffectors containing de novo DNA 
methyltransferase 3a [39–41] or Tet dioxygenase enzymes initiating DNA demeth-
ylation [42, 43] demonstrated predictable inactivation and activation of the genes 
correspondingly. Similarly, targeted deposition of H3K27 acetylation at promoters 
and enhancers by the p300 histone acetyltransferase fused to dCas9, ZFPs, or 
TALEs led to an activation of the corresponding genes [36], and methylation of 
H3K9 resulted in repression of gene expression [44, 45].
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21.4  Epigenome Editing as Therapeutic Approach 
for Diseases of the CNS

Theoretically, many disorders of the CNS are connected to dysregulation of epigen-
etic mechanisms such that they may be considered as potential targets for an epig-
enome editing therapy. Here, we discuss some examples, which represent different 
types of diseases, and describe various mechanistic approaches for their potential 
treatment based on epigenome editing.

21.4.1  Alzheimer’s Disease

Alzheimer’s disease (AD) is characterized by a progressive dementia accompanied 
by extracellular accumulation of senile plaques made of amyloid β protein and 
hyperphosphorylation of tau proteins forming neurofibrillary tangles [46]. The 

a

b

c

Fig. 21.2 Principles of targeted epigenome editing. (a) Silencing of gene expression by targeted 
DNA methylation. The DNA-binding domain is shown in green, the DNA methyltransferase 
domain in dark blue. The target sequence is indicated by a green line. Unmethylated CpG sites are 
indicated by open lollipops, methylated CpG sites by filled lollipops. (b) Activation of gene 
expression by targeted DNA demethylation. Elements are colored as described in panel a, except 
that the DNA demethyltransferase domain is light blue. (c) Allele-specific gene repression by 
allele- specific targeting of DNA methylation. Both alleles of the target gene are shown, one of 
them contains a target sequence (indicated by a green line), in the second allele the target sequence 
is disrupted by a SNP (indicated by a red line)
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downstream effect is a decrease of histone acetylation in hippocampal neurons, and 
it is known that histone acetylation is required for memory consolidation. Animal 
models for AD demonstrated that histone deacetylase (HDAC) inhibitors can 
increase the levels of histone 4 acetylation and rescue the associated memory for-
mation [47, 48]. Since systemic administration of HDAC inhibitors has pleiotropic 
effects and can cause undesired outcomes, it cannot be a method of choice, but the 
positive results in animal models give a promise for the development of EpiEffectors 
for more specific deposition of histone acetylation. In addition, 2–5% of all patients 
have familial AD caused by mutations in the amyloid protein. In these cases, silenc-
ing of the mutant gene by targeted DNA methylation and/or H3K9 methylation is an 
epigenetic approach for a potential causative therapy.

21.4.2  Parkinson’s Disease

The main pathophysiological pathway leading to the development of Parkinson’s 
disease (PD) is a death of dopaminergic neurons. It has been demonstrated that an 
activation of the expression of glial cell line-derived neurotrophic factor (GDNF) by 
ZFP fused transcription factors provided a neuroprotective effect in a rat model of 
PD [86]. Similarly, expression of neurturin (NRTR), another member of the GDNF 
family, led to an increase in activity of dopaminergic neurons in monkeys, and 
NRTR gene transfer to putamen and substantia nigra is in the clinical trials for 
patients with PD [49]. Alternatively, activation of the abovementioned endogenous 
genes to exploit their neuroprotective or neuroregenerative potentials can be poten-
tially achieved by designed EpiEffectors via an introduction of activating and/or 
removal of silencing chromatin marks at their promoters and enhancers.

21.4.3  Addiction and Depression

The nucleus accumbens (NAc) functions as a reward region in the brain and is 
involved in formation of drug addiction and depression [50, 51]. Data obtained in 
animal models and from patients showed that pathophysiological pathways leading 
to these disorders include changes in the activity of transcription factors and histone- 
modifying enzymes [52]. For example, the transcription factor deltaFosB, a key reg-
ulator of drug addiction and stress responses, is overexpressed in the NAc in cocaine 
addiction and downregulated by chronic stress and depression. Administration of 
EpiEffectors containing designed ZFPs or TALEs fused with p65 domain of the 
transcription factor NFkB initiated deposition of histones acetylation and led to 
an expression of the deltaFosB gene and potentiation of the effects of cocaine. 
In contrast, downregulation of deltaFosB expression by EpiEffectors depositing 
H3K9me2 using the catalytic domain of the G9a histone lysine methyltransferase 
inhibited cocaine-induced expression of deltaFosB and caused a predepressive state 
[53]. Thus, fine-tuning of the deltaFosB expression via epigenome editing in NAc is 
a very promising therapeutic approach for depression and addiction.
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21.5  Allele-Specific Epigenome Editing as Therapeutic 
Approach for Diseases of the CNS

Next, we discuss a distinct group of disorders with different underlying pathologi-
cal mechanisms, which all potentially could be treated with a specialized epigenetic 
therapy utilizing an approach called allele-specific epigenome editing which aims to 
edit epigenetic marks in only one allele of a target locus (Fig. 21.2c). This method 
requires the development of specially designed DNA-binding modules which utilize 
the presence of a single nucleotide polymorphism (SNP) in the targeted genomic locus 
for allelic discrimination [54]. EpiEffectors with DNA-binding modules generated to 
bind only one allele with a certain SNP will deposit epigenetic marks only to this 
targeted allele. The great flexibility of the dCas9-gRNA-based DNA-binding modules 
makes this nontrivial task feasible as already demonstrated in genome editing studies 
[55, 56]. Hence, allele-specific epigenome editing is a potential approach for treatment 
of neurodevelopmental disorders by specifically silencing or activating only one allele.

21.5.1  Imprinting Disorders

More than 100 genes in mammals are imprinted meaning that they are expressed 
based on a parent-of-origin principle, either only from the paternal or only from the 
maternal allele. Imprinting is regulated by the presence of an allele-specific DNA 
methylation at so-called imprinting centers (ICs) [57, 58]. In the absence of differ-
ential methylation of ICs, both alleles are either methylated or unmethylated leading 
to an aberrant expression of the genes controlled by the IC. Some genes will be 
overexpressed due to activity of both alleles; others will show complete loss of 
expression, because both alleles are inactivated. It is worth mentioning here that in 
some cases these imprinting disorders are only caused by this type of epimutations 
with no underlying genetic abnormalities. For example, in 3–5% of all patients with 
Angelman syndrome (AS) an epimutation was found, the loss of methylation in an 
IC on maternal chromosome 15, which results in silencing of both alleles of the 
ube3a gene leading to AS phenotype [59]. This pure epigenetic disorder is a tempt-
ing target for rationally designed EpiEffectors, which could deliver DNA methyla-
tion specifically to the maternal IC to restore the normal imprinting pattern. Also 
other imprinting disorders, like Beckwith-Wiedemann syndrome and Prader-Willi 
syndrome, [59] are potential targets for allele-specific epigenome editing.

21.5.2  Huntington’s Disease

The neurodegenerative disorder Huntington’s disease is caused by a mutation in 
the huntingtin gene, more precisely by the amplification of a CAG trinucleotide. 
Expression of the mutant misfolded protein leads to formation of cellular aggregates 
which affect numerous cellular processes such as vesicle trafficking and regulation of 
gene expression by transcription factors and chromatin remodelers [60]. Silencing of 
the mutant allele by targeted DNA methylation or H3K9 methylation is a very promis-
ing approach, and its effectiveness has already been demonstrated in a mouse model, 
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where allele-specific silencing by RNA interference was applied [61]. However, the 
clinical perspectives of such epigenome editing therapy are yet to be elucidated. Other 
triplet expansion neurological diseases such as Friedreich’s ataxia, fragile X syndrome, 
and myotonic dystrophy [62] are also potential targets for a similar approach.

21.5.3  Rett Syndrome

Another example of a neurodevelopmental disease is the Rett syndrome. It is an 
X-linked disease caused by mutations in a transcription regulator MECP2 [63, 64]. 
Studies in mouse models showed that many symptoms of the disease can be rescued 
by an expression of normal MECP2 in neurons [65, 66]. Since one of the MECP2 
alleles in patients is normal, targeted silencing of the mutant allele together with 
activation of the normal allele using allele-specific EpiEffectors could be a potential 
therapeutic approach.

21.6  Spatial and Temporal Control of EpiEffectors

The large toolbox of DNA-binding and chromatin-modifying modules allows to 
assemble a remarkable variety of EpiEffectors. However, in order to use them for 
therapeutic or scientific purposes, they have to be delivered to the target cells for 
epigenome editing. Efficient gene transfer of EpiEffectors into neurons requires 
several technological advancements including targeted delivery to certain brain 
regions, to particular cell types or for systemic brain modification. Moreover, the 
durability of the introduced changes and the ability to trigger the modifications are 
of relevance. These aspects will be discussed in the next sections.

21.6.1  Targeted Delivery

Among the different vectors, viral-based systems (Lentivirus, adenovirus, and adeno-
associated virus (AAV)) have been shown to be most efficient for gene transfer into 
neurons [67, 68]. However, treatment of CNS diseases is very challenging from a phar-
macological point of view, since an intravenous administration of drugs, be it epigenome 
editing vectors or conventional chemicals, is hindered by the blood- brain barrier. Thus, 
more invasive but at the same time more efficient intracranial injections are in use 
(Fig. 21.3a). This approach is suitable for disorders like AD where local modifications 
of brain regions are required, since only cells in a close proximity to the injection site are 
targeted. In order to expand the targeted region, attempts with neurotropic virus-based 
delivery, such as modified herpes simplex virus 1, have been made to use the natural 
ability of the virus to spread in the nervous system [69]. Intensive research and signifi-
cant achievements with recombinant AAVs over the last years made them the most used 
vectors for CNS targeting and animal model studies using AAV vectors demonstrated 
gene delivery to the CNS without direct manipulations in the brain or spinal cord [70] 
(Fig. 21.3b). For example, intramuscular-injected AAVs were transported to motor neu-
rons in the spinal cord which are damaged in amyotrophic lateral sclerosis and represent 
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the main target for treatment [71]. Even more importantly, several AAV serotypes (e.g., 
AAV9 and AAVrh10) can transduce brain neurons after intravenous administration, 
since they can cross the blood-brain barrier [72, 73]. However, one problem of this 
approach is the limited transport capacity of AAV which is not sufficient for EpiEffectors 
based on current CRISPR/dCas9 technology.

21.6.2  Cell Line-Specific Expression of EpiEffectors

Brain tissues consist of multiple cell types, but in many applications, only cer-
tain cell types require epigenome editing. Then, a cell type-specific expression 
of EpiEffectors is needed, which can be achieved by using cell type-specific viral 
transductions (Fig. 21.3c) or cell type-specific promoters for expression of the 
EpiEffectors (Fig. 21.3d). For example, intracerebroventricular injection of an 
AAV9 vector carrying the eGFP gene under the control of a human synapsin 1 gene 
promoter in mice resulted in an expression of the transgene in neurons of the sub-
stantia nigra pars reticulata, motor cortex, hippocampus, cerebellum, cervical spinal 
cord, and ventromedial striatum [74]. Similarly, usage of promoters of the platelet- 
derived growth factor B-chain (PDGF-beta), calcium/calmodulin-dependent protein 
kinase II, tubulin alpha I, or neuron-specific enolase genes resulted in an expression 
of transgenes in neurons [75, 76]. Additionally, one may achieve a cell type-specific 
gene transfer by developing recombinant viruses targeting only certain types of neu-
rons, for example, recombinant herpes simplex 1 viruses containing chimeric gly-
coprotein C surface proteins fused either with glial cell line-derived neurotrophic 
factor or brain-derived neurotrophic factor specifically transduce nigrostriatal neu-
rons, which contain receptors for these proteins. Such systems can be applied for 
EpiEffectors delivery in PD [77].

21.6.3  Maintenance of Introduced Epigenetic Signals

Numerous studies have demonstrated the possibility to introduce or remove epi-
genetic signals in human chromatin. In the majority of these studies, the presence 

a b c d e

Fig. 21.3 Concepts of delivery of EpiEffectors. (a) Local injection in brain regions. (b) Systemic 
intravenous application. (c) Application of virus with cell type-specific transduction. (d) 
Application of virus with cell type-specific expression of EpiEffectors. (e) Local activation of 
light-regulated EpiEffectors with a laser
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of the desired modifications at the targeted loci was verified several days after 
delivery of the EpiEffectors. Since the goal of epigenome editing (at least for dis-
orders which are discussed above) is a permanent change of the local chromatin 
modifications, it needs a stable introduction of epigenetic marks. However, long-
term persistence of newly deposited modifications has not been well studied so far. 
The durability of repressive DNA methylation marks was analyzed in three stud-
ies, which published contradicting results. DNA methylation was delivered by 
Dnmt3a methyltransferase fused to ZFP and disappeared several days after adeno-
viral gene transfer [44], but remained stable in a study using retroviral vectors 
under conditions of very low expression of the EpiEffector [40]. Stable introduc-
tion of chromatin marks was also observed in another study using stably integrated 
EpiEffectors with regulated promoter even after repression of the EpiEffector [78]. 
One has to mention that different delivery systems and target loci were used in 
these experiments, which may explain the differences in the results. Similar stud-
ies were done for the maintenance of H3K9 methylation and showed that the newly 
introduced modifications are lost within several cell divisions [44, 79, 80]. 
Interestingly, the work of Bintu and colleagues showed that the fraction of cells 
obtaining a new stable phenotype after epigenetic editing correlated with the dura-
tion of treatment, and it varied with the modifications [81]. However, all these 
experiments were conducted using non- neuronal cells such that the dynamics and 
durability of introduced chromatin marks in neurons still need to be studied. One 
potential advantage of epigenome editing in neurons is that neuronal cells do not 
divide such that the delivered chromatin marks cannot be passively lost through 
cell divisions. Hence there is no demand for a maintenance machinery, but active 
removal of the introduced modification at the target locus due to competing stimuli 
can be a critical issue.

21.6.4  Control of EpiEffectors by Optogenetics and Other Stimuli

Besides a rough spatial control of editing systems, for example, by injections of 
vectors in brain regions, some neuroepigenetic studies might need a more precise 
spatial targeting at microscopic levels or a temporal control of the editing activity 
(Fig. 21.3e). This could be achieved by using an inducible editing system based on 
the activation of EpiEffector proteins by external physical or chemical stimuli. One 
of the most promising tools are LITEs, light-inducible transcriptional effectors, 
which are modified TALE systems enhanced with a two-hybrid light-sensitive sys-
tem from Arabidopsis thaliana. Cryptochrome 2 protein (fused to a TALE) interac-
tion with CIBI (fused to an effector domain) protein requires an activation by light 
[82, 83]. Illumination of tissues with blue light leads to an assembly of functional 
EpiEffectors, which can be used to trigger epigenome editing as well as to restrict 
its effect to certain brain regions. In addition, there are two other two-hybrid sys-
tems, activation of which can be started by an endogenous stimulus [84] or by exter-
nal chemical ligand [85]. Probably these systems can also be used to fine-tune the 
intensity of epigenome editing, if this is required.
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21.7  Concluding Remarks

The discovery of numerous epigenetic chromatin modifications and chromatin- 
modifying enzymes has opened a new dimension in genome regulatory networks. The 
understanding of epigenetic chromatin regulation in the brain, neuroepigenetics, is still 
in its infancy facing great discoveries but also many challenges. However, it is already 
clear that epigenetic mechanisms are involved in the development of a diversity of 
neurological diseases. Hence, epigenome editing, the targeted rewriting of epigenetic 
information, offers an option to treat such diseases. Of course, it will not become a 
panacea and a lot challenges are to be solved, but it offers an unreplaceable toolkit for 
study and potential treatment of neurological and psychiatric disorders, which provides 
several advantages in comparison to the current pharmacological treatments. First of 
all, site-specific editing potentially allows an unprecedented specificity of the applied 
therapy. Secondly, the potential durability of introduced chromatin changes gives a 
chance to develop stable therapeutic effects without the need of a constant medication. 
Thirdly, in some cases epigenetic treatment may allow a causative therapy by activating 
pathologically repressed genes or silencing a dominant mutant gene. Fourthly, the new 
approach of allele-specific epigenome editing provides an even more specific tool for 
genome regulation that is of particular interest for neurological disorders. However, 
there are several scientific and technological challenges still on the way to a routine 
clinical application of epigenome editing in CNS disorders, which will require a sys-
tematic and interdisciplinary research effort to overcome them. Molecular neurosci-
ence has to identify the genes, brain regions, and cell types, which are the best targets 
for up- and downregulation in different diseases. Neuroepigenetics has to understand 
the natural regulation of these genes and find the best approaches for stable and durable 
alteration of their expression in neurons. Synthetic biology has to improve the design, 
specificity, regulation, and activity of EpiEffectors, and biotechnology has to develop 
improved systems for the targeted delivery of EpiEffectors to defined brain regions and 
cell types. Finally, basic research results have to be translated into animal models and 
clinical applications. Hence, a lot of important and challenging pioneering basic and 
translational research work will be needed, until the fascinating perspectives of epig-
enome editing in the brain can come true.
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22Techniques for Single-Molecule mRNA 
Imaging in Living Cells

Kevin Czaplinski

Abstract
Typical measurement of macromolecules in a biological sample typically aver-
ages the result over all the cells or molecules within the sample, and while these 
types of measurements provide very useful information, they completely miss 
heterogeneity among the components within the sample that could be a very 
important aspect of the sample’s function. These techniques are also limited in 
their ability to examine intracellular spatial orientation of molecular activity, 
which is often a critical component to the regulation of biological processes, 
particularly in cells with unique spatial relationships, such as neurons. This 
makes a strong case for single-cell and single-molecule analysis that allows simi-
lar novel insight into complex molecular machinery that would not be possible 
when pooling heterogeneous molecular states. mRNA has proven to be quite 
tractable to molecular analysis in single cells. Almost two decades of single- 
molecule studies of mRNA processing both in situ and in live cells have been 
facilitated by microscopy of mRNA. This has been made possible by multiplex-
ing fluorophores in situ hybridization probes or fluorescent RNA-tag-binding 
protein probes. The purpose of this chapter is to describe the approaches that 
have made single-molecule mRNA imaging accessible, as well as to give an 
overview of the state of the art for techniques that are available to track mRNA 
in real time in living cells, highlighting the application to neuroscience.
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22.1  mRNA Trafficking to Axons and Dendrites Facilitates 
Localized Translation

The interest in studies of mRNA trafficking within neurons developed from dem-
onstrations that mRNA translation localized to axons and dendrites is necessary for 
axon guidance and synaptic plasticity. There are a number of informative reviews 
that cover these connections [1–9]. mRNA trafficking within the cytoplasm has 
long been recognized as a key component of localized translation, since only the 
mRNAs that are trafficked to axons or dendrites can be locally translated [10–12]. 
Studies to identify mRNAs that are found in axons and dendrites have shown that 
these represent only a subset of all of the mRNAs available in the cell [13–18]. 
This fact implies that what reaches these compartments has been actively trans-
ported there, but the transport mechanisms remain obscure. Since active transport 
isn’t a general property of all mRNA, then it should be due to some special features 
of those that are transported. The ability to traffic an mRNA can be facilitated by 
cis-acting sequence elements specific to each mRNA, called localization elements 
(LEs) or zipcodes (Fig. 22.1) [19–29]. By and large these elements are poorly 
understood and very diverse in their sequence and may also be similarly diverse in 
their mechanism of action [21, 30–33]. In support of this view, a combination of 
RNA base sequence recognizing RNA-binding proteins and RNA structural ele-
ment-recognizing proteins (collectively called RNA-binding proteins, RBPs) has 
been associated with LE activity [10]. Yet, even for an mRNA with axonal and 
dendritic trafficking capacity, significant amounts of the mRNA remain in the cell 
soma so trafficking to axons and dendrites is not exclusive for these domains, and 
mechanisms of trafficking may not universally engage all substrate mRNAs at all 
times. As a result of this, technology that allows the isolation of that trafficking 
subpopulation of mRNA within a sample is critical to understand the mechanisms 
acting upon that subset [34, 35].

The technology that has had perhaps the most impact on our understanding 
of how mRNAs traffics is real-time microscopy of individual mRNAs in cells 
[35–37]. Through these studies, it is clear that the trafficking of axonal and den-
dritic mRNAs is bidirectional, anterograde, and retrograde and is almost cer-
tainly microtubule associated through molecular motors [10, 38]. The fact that 
LEs account for the trafficking suggests that the factors recognizing LEs link an 
mRNA to the motors (Fig. 22.1). Despite the strong reasoning behind this, the 
identity of the motors involved as well as the cargo adapters between the mRNA 
and the motors all remain largely unidentified. The maturation of single-mole-
cule in vivo mRNA imaging technology enables the development assays that 
should be able to address these significant gaps in our knowledge in the future, 
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and the focus of this article is to illustrate the techniques that have proven suc-
cessful for this purpose [19, 35]. While my emphasis is on cytoplasmic mRNA 
localization, it is worth to note that these approaches have been very successful 
at labeling nascent mRNA during transcription, allowing researchers to watch 
the production of mRNA as it is occurring [39].

molecular motor

non-localized mRNA

localized RNA

dendritic spine/synapseAxoncytoskeleton

Adapter-
mediated

Direct

RBP

Adapter

Fig. 22.1 mRNA trafficking in neurons. In this cartoon of a typical pyramidal neuron, nonlocal-
ized mRNAs (in red) fail to escape from the cell soma, while subsets of mRNA are actively traf-
ficked due to specific sequences or structures within them called localization elements (in green). 
In the inset panel, mRNAs that are actively trafficked are transported cargo of cytoskeleton- 
associated motor proteins. Although the nature of these complexes is not clear, RNA-binding pro-
teins may directly interact with cargo domains of the motor protein or indirectly interact through 
putative adapter proteins

22 Techniques for Single-Molecule mRNA Imaging in Living Cells



428

22.2  From Single-Cell to Single-Molecule Studies of mRNA

Measuring mRNA abundance is a routine laboratory technique, performed on RNA 
chemically extracted from a collection of cells within a tissue or culture dish. But 
these types of samples are non-homogenous, even within a culture of a cell line, and 
the resulting ensemble measurement averages out all cells in the sample, ignoring 
diversity within the sample [34, 40–42]. Studying single cells has revealed surpris-
ing variability among what would be considered an otherwise homogenous collec-
tion of cells [41, 43, 44]. Single-cell studies provide critical understanding of how 
the variability in cell state contributes to a biological pathway. Just as single-cell 
studies are at the forefront of being able to describe cell states within a population, 
single-molecule studies hold similar promise of being able to describe multistep 
cellular processes with unprecedented detail [35, 39].

Single-molecule studies allow direct observations of molecular activity to be 
made in the absence of potential interference inherent in ensemble measurement 
[45]. Single-molecule studies have enhanced our understanding of many of the pro-
cesses underlying gene expression [35, 39]. There are common strategies in the 
experiments that have allowed isolation of individual processes of gene expression, 
and these are necessary to overcome the challenges inherent in single-molecule 
observation within cells. These types of experiments have made a very strong 
impact on studies of regulating gene expression at the posttranscriptional level.

RNA, as the intermediate between DNA and protein, has long been exploited as 
a readout of gene expression, but not as often identified as the regulator of gene 
expression itself. Many steps of gene expression occur posttranscriptionally; mRNA 
splicing, polyadenylation, nuclear export, translation, mRNA trafficking, and turn-
over are all of these have been shown to regulate gene expression of different 
mRNAs. And if these processes don’t give you enough to think about, processes that 
control the chemical nature of RNA itself are becoming increasingly recognized to 
strongly effect these steps of gene expression, exemplified in the study of RNA 
chemical modification, editing, and structure formation [46–50]. Our understanding 
of mRNA regulation at the posttranscriptional level is far from complete and chang-
ing rapidly.

22.3  Detecting Single Molecules of mRNA: From In Situ 
Hybridization to Live Cell Microscopy

Detecting specific RNA molecules within a sample is rather straightforward and can 
be performed by hybridizing antisense probes, with a Northern blot or in situ hybrid-
ization (ISH) being well known examples of this methodology. However this meth-
odology is robust enough to work in situ down to the single-molecule level to 
determine the spatial distribution of mRNA within a cell, as well as to quantify 
mRNA levels within individual cells by counting the number of molecules observed 
(Fig. 22.2) [52, 55–58]. Using probes directed against introns very precisely local-
izes nascent mRNA at the transcription site with quite low background, enabling 
direct visualization of sites of active transcription. These studies have led to some of 
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mRNA1 probe (fluor A)

mRNA1
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Fig. 22.2 Single-molecule RNA fluorescence in situ hybridization (smRNA-FISH). (a) 
Fluorescent oligodeoxyribonucleotide (ODN) probes can be hybridized to fixed cells on a slide or 
coverslip to quantify their spatial orientation within a cell. An artist rendering of an smRNA-FISH 
image from a pyramidal neuron is depicted here. (b) Single-molecule sensitivity within fixed cells 
is greatly enhanced through binding many fluorophores to the mRNA. Three arrangements of 
smRNA-FISH ODN probes are diagrammed here. A 50 nt ODN containing multiple fluorophores 
is sensitive enough with careful imaging, but three to five of these against the same target mRNA 
are used in practice [51]. Multiple singly labeled 20 nt ODN against the target mRNA (up to 20 is 
typical) has proven to be a very successful approach [52, 53]. Fluorescence in situ hybridization 
with sequential tethered and intertwined ODN complexes (FISH-STICs) uses successive rounds of 
hybridization with three ODN, to bind many fluorophores to a 50 nt mRNA sequence [54]. 
Widefield fluorescence microscopy can then be applied to quantify mRNA abundance and spatial 
localization of mRNAs within the sample. Multiple mRNAs can be analyzed at the same time 
using nonoverlapping fluorophores, and the specificity of nucleic acid hybridization allows multi-
ple transcripts to be co-hybridized together
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the most significant insight into the basic aspects of gene expression. However, what 
the elegant specificity of hybridization hasn’t been able to achieve effectively is 
labeling of mRNA within live cells. For this purpose, inventive genetically encoded 
mRNA-tagging systems that exploit fluorescent proteins have found great success.

The most widely used RNA-tagging system derives from the bacteriophage 
MS2. The MS2 coat protein (MCP) nucleates capsid formation on the MCP-binding 
site (MBS) of the bacteriophage genome (Fig. 22.3a) [35, 59–61]. This binding site 
is a specific RNA stem-loop structure and can also referred to as the MS2 stem loop 
(MSL, Fig. 22.3a). When the MBS is placed into an mRNA that is expressed ectopi-
cally in cells, it provides a platform for the MCP to bind. MCP can be genetically 
fused to a fluorescent protein, such as green fluorescent protein (GFP), and the 
resulting MCP-GFP is able to label the MBS-tagged mRNA to be captured by fluo-
rescence microscopy (Fig. 22.3b). In practice single mRNA-bound GFP molecules 
cannot be readily detected in live cells over a background of unbound molecules, so 
the label on the mRNA is amplified by insertion of multiple tandem MBS sequences, 
as many as 24 (Fig. 22.3b). These makes the mRNA much brighter than the free 
background of MCP-GFP so that mRNA can be seen as diffraction limited spots. 
Adding a nuclear localization signal (NLS) to the MCP further decreases the cyto-
plasmic background when cytoplasmic imaging of mRNA is needed. These parti-
cles have sufficient brightness to be tracked in real time in living cells (Fig. 22.3c). 
This system has been successfully applied to all of the most widely used model 
organisms for molecular biology.

The basic premise and components of the MS2 system have been in place since 
it was first described; however, there have been improvements made to the various 
components of this tagging system that have helped to overcome some of the practi-
cal limitations of using earlier version [62]. The MCP binds to RNA as a dimer, and 
fortunately the carboxy terminus of one monomer is juxtaposed to the amino termi-
nus of the other monomer when bound to RNA, making it possible to express the 
MCP as a tandem dimer in a single polypeptide (Fig. 22.3b). This had the result of 
increasing the affinity of the MCP for the MBS making the labeling of tagged 
mRNAs much more robust [63]. The repetitive nature of adding 24 MBS sites 
makes their application more challenging; large numbers of short nucleotide repeats 
tend to be lost upon plasmid amplification in E. coli or when placed into retroviral 
vectors owing to the fact that reverse transcription is error-prone and causes deletion 
of nucleic acid repeats. Modifications to reduce the repetitive nature of the nucleic 
acid sequence elements encoding the system have made the current state of the art 
for this labeling strategy more user-friendly than ever lowering the obstacles for 
their routine use in any lab [62].

The MCP-MBS system is the most widespread example for real-time imaging of 
mRNA, but it isn’t the only one since other means have been developed. A second 
bacteriophage coat protein related to MS2, that of PP7, has been applied in the same 
way as MCP. In this arrangement, a tandem dimer of PP7 coat protein (PCP) fused 
to a fluorescent protein (GFP) can bind a distinct stem loop in the PP7 genome, 
called the PCP-binding site (PBS or PSL) [60, 61]. The application of PCP-PBS is 
identical to that of MCP-MBS; however, the stem loops are distinct and the MCP 
and PCP do not cross-recognize stem loops. This is therefore very useful for 
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dual- color labeling RNA by placing both MBS and PBS sites and co-expressing 
MCP and PCP fused to different colored fluorescent proteins [64, 65].

A third bacteriophage RNA-binding protein, protein N (pN) of λ phage, has also 
successfully been adapted for imaging mRNA in live cells [66, 67]. pN binds to the 
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x24
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Fig. 22.3 The MS2 mRNA imaging reporter system. (a) The MCP protein binds to the MBS stem 
loop as a dimer, and fusing the MBS to a reporter mRNA allows co-expressed MCP to specifically 
bind these mRNAs in living cells. (b) Single polypeptide MCP dimers (tandem dimer MCP, 
tdMCP) fused to GFP are the state of the art for imaging reporter mRNAs engineered to encode 24 
copies of the MBS stem loop. Multiple copies of GFP can be employed to compensate for the 
decrease in GFP signal that is lost through creating the tdMCP (two are shown here). (c) These 
three panels are an artist’s rendering of time-lapse mRNA imaging. When the MS2 reporter system 
is expressed in cells, the individual mRNAs can be seen as diffraction limited spots within cells 
(green stars). The mRNAs are bright enough to allow rapid time-lapse imaging that can capture the 
real-time movements of mRNA throughout the cell cytoplasm. In the pyramidal neurons depicted 
here, only a subpopulation of the mRNA is trafficking through a motor-dependent mechanism (see 
Fig. 22.1); these mRNAs are depicted with arrows indicating the direction of motion, both antero-
grade and retrograde. The origin position of the moving mRNAs is indicated in the second and 
third frames by an open star
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small BOXB stem-loop RNA from the N utilization (Nut) site of the λ phage 
genome, using an arginine-rich motif peptide, the BOXB-binding peptide (BBP). 
This BBP–BOXB binding pair has been exploited in the same way as MCP and 
PCP. The BBP’s RNA-binding properties differ from MCP and PCP so the peptide 
doesn’t need to be dimerized before fusing it to a fluorescent protein, but multiple 
BOXB sites are nonetheless required for efficient labeling of mRNA. The smaller 
size of the BBP and smaller stem-loop give this system some advantage over the 
MCP system in the size of the components added for tagging; however, it doesn’t 
have the proven track record that the MCP system has. This could also be employed 
in a multicolor system for labeling multiple mRNAs that have either the MBS or 
PBS sites in combination with multiple BOXB RNA sites.

There are other examples of RNA tagging that have also been employed, and 
they are designed mostly in the same way that the MS2 system works, although 
none have the track record of success that the MS2 system has [35]. To use these 
systems, you have to introduce the separate elements of the tagging system into live 
cells. This is typically with transfection or viral vectors in mammalian cells or 
genetic insertion in tractable model organisms. With all these systems, the ability to 
visualize an mRNA trafficking in the cytoplasm is now clearly established; how-
ever, the fact that a tagged reporter mRNA must be used will always leave open 
questions as to the applicability of the results to the bona fide mRNA substrates they 
represent. There aren’t ways to address these concerns, since there is no way to 
image endogenous mRNA behavior at the moment, but all the available evidence 
suggests that there aren’t serious adverse effects of adding the MS2 tag other than a 
decrease in diffusion rate that should accompany the corresponding increase in size.

Fig. 22.4 Recent advances in live cell mRNA imaging. Imaging endogenous mRNAs in real time 
is very desirable to avoid characterizing atypical trafficking that might be associated with using a 
reporter. Four approaches for imaging endogenous mRNA are diagrammed in panels (a–d). (a) 
Molecular beacons are auto-quenched fluorescent ODN hairpin probes. Hybridization of the bea-
con to the target mRNA is stronger than the quenching stem loop, so recognition of the target 
unmasks the fluorophore. (b) Multiply labeled tetravalent RNA imaging probes (MTRIPs) are 
fluorescent ODN (similar to Fig. 22.2b) that are oligomerized through binding to streptavidin. 
These complexes can be introduced directly into permeabilized cells where they can bind a target 
mRNA. (c) PUF-FBF RNA-binding domains can be engineered to recognize specific sequences of 
an mRNA, and several of these could be co-introduced in the cell to label this mRNA endoge-
nously (three such proteins are depicted). (d) Adaptation of CRISPR/Cas9 for imaging endoge-
nous cellular mRNA has been achieved by adding sequences complementary to a cellular mRNA 
(antisense, AS) to a co-expressed CRISPR gRNA (Cas9-AS-gRNA) and a co-introduced AS-ODN 
that contains sequence necessary for binding to the Cas9 DNA-binding domain (Cas9-AS-ODN). 
The Cas9 in nuclease inactive (nuc-) to maintain the stable Cas9-mRNA complex is fused to a GFP 
protein to facilitate fluorescence. (e) Imaging mRNAs are no longer the only means to assess the 
possibility of localized translation. The SunTag system consists of 24 copies of a GCN4 peptide 
(scFv-antigen) at the amino terminus of an open reading frame (ORF) combined with a co- 
expressed scFv-GFP fusion against it (only eight are shown). The presence of the pre-folded fluo-
rophore brightly labels nascent polypeptides and more brightly labels polysomes owing to the 
multiple nascent chains that are present. Recent studies have added RNA-tagging systems in cis to 
mRNAs encoding SunTagged mRNAs in order to study the spatial and temporal relationship of 
mRNAs to their translation state
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22.4  From Tagged Reporters Toward Imaging 
Endogenous RNAs

There is great interest in approaches that attempt to label unmodified endoge-
nous mRNA, and there have been several systems developed with that goal in 
mind. Molecular beacon technology has the potential to hybridize a quenched 
fluorophore- containing probe to a cellular RNA that will fluoresce only upon 
RNA binding (Fig. 22.4a) [68, 69]. Similar in concept to molecular beacons, a 
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small molecule- binding RNA aptamer that can activate fluorescence of the small 
molecule only when hybridized to a gene specific target has been developed 
[70]. Multiply labeled tetravalent RNA imaging probes (MTRIP) are streptavi-
din tetramers that are bound to four fluorescently labeled oligodeoxyribonucleo-
tide (ODN) probes that can be directly introduced into cells permeabilized with 
streptolysin O. MTRIPS can then bind target cellular mRNAs, with multiple 
MTRIP probes against a single target boosting signal to noise ratios in cells 
(Fig. 22.4b) [71, 72]. Pumilio and FBF family RNA-binding domains (PUF) can 
be engineered to recognize specific sequences, and combinations of these co-
expressed in cells can be used to label mRNAs as well (Fig. 22.4c) [73–75]. 
Most of these other approaches don’t offer the brightness of signal that the MS2 
system does at the moment, and this makes microscopy of these probes very 
challenging. But these are all very sound conceptual approaches and there is 
data to support their function. I believe that eventually there will be a simple- to- 
use endogenous mRNA-labeling approach that will emerge that is effective in 
live cells.

The application of the CRISPR/Cas9 genome editing system has recently been 
shown to be capable of acting as a platform to localize endogenous nucleic acid 
sequences. The Cas9 protein from Streptococcus pyogenes is an RNA-programmed 
DNAse that cleaves DNA at specific target locations defined by complementarity 
to a Cas9-bound RNA molecule (a CRISPR RNA) [76, 77]. By manipulating the 
sequences in the CRISPR RNA that targets Cas9, called the guide RNA (gRNA), 
the Cas9/gRNA complex can be targeted to endogenous genomic sequences of 
any organism they are both introduced into. gRNA base pairing to target genomic 
DNA causes Cas9 to cut genomic DNA at these target sites, and this ability is 
being exploited to empower site-specific genome editing in many model organ-
isms [76, 77].

The ability of Cas9 to very specifically target nucleic acid sequences is being 
exploited for the purpose of specifically visualizing them in live cells. By using 
multiple gRNAs that target clustered sites on genomic DNA, a nuclease-deficient 
Cas9-GFP can be used to visualize where these DNA sites are located in live 
cells [78]. A modification of this approach has been applied to target Cas9-GFP 
to mRNAs. A combination of a gRNA and targeting DNA oligonucleotide that 
are both complementary to adjacent regions of an endogenous target RNA have 
been used in conjunction with a nuclease-deficient Cas9-GFP fusion to success-
fully localize endogenous RNAs in cells (Fig. 22.4d) [79]. The sensitivity of the 
system was limited because of the presence a single GFP on the Cas9 protein, but 
this was sufficient to observe sequence-specific targeting to multi-mRNA con-
taining structures such as p-bodies or stress granules. Other recent work has 
shown that Cas9 gRNA can be modified to include large RNA sequences, so 
whether multiple MBS or PBS containing gRNAs can be applied to this mRNA 
imaging application of Cas9 to improve single-molecule resolution remains to be 
demonstrated [80].
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22.5  Beyond Imaging mRNA Lies Imaging Translation Sites

These advances in mRNA reporter imaging have recently taken a significant step 
further. The trafficking of mRNA within the cytoplasm serves to provide a template 
for localized synthesis of the encoded RNA; therefore, the presence of the mRNA is 
typically considered a surrogate for the site of synthesis of the encoded protein [12]. 
By applying the same principle of adding multiple tandem tags to visualize single 
molecules in living cells, a method to label nascent polypeptides while translation 
was occurring has been presented [81].

Using fluorescent proteins for imaging of molecular behavior has been extremely 
powerful. In principle using these tags to visualize the process of translating the 
GFP fusion protein itself was desirable; however, in living cells this cannot occur 
since it takes several minutes for an actively fluorescent GFP protein structure to 
develop. This is longer than the time it takes to synthesize the protein, so at the time 
fluorescence appears, the protein is no longer ribosome associated. Fast folding ver-
sions of fluorescent proteins have been applied to help achieve this goal, but these 
experiments are technically challenging and not widely applicable [82]. To avoid 
the problem of delays due to folding of the protein being synthesized, delivery of a 
pre-folded fluorophore to a nascent chain proved necessary to visualize translation.

Chemical dye-binding peptide tags fused to the amino terminus of a reporter 
mRNA have been used to target fluorophores to nascent polypeptides during trans-
lation, but lack sensitivity for single-molecule analysis [83]. Single-chain fragment 
variable (scFv) antibodies are single polypeptide proteins that can be expressed in 
the cytoplasm and retain their capacity to interact specifically with their antigen, 
even when fused to a protein tag, such as GFP [84]. When the affinity of interaction 
is high enough, the scFv-GFP fusion protein can bind and localize the antigen- 
containing protein in cells. Tanenbaum et al. showed a scFv-GFP fusion protein that 
recognizes a peptide from the GCN4 protein that was effective at localizing proteins 
tagged with this peptide sequence [81]. Tanenbaum et al. applied 24 copies of a 
peptide from GCN4 (called a SunTag) to the amino terminus of several different 
proteins (Fig. 22.4e). These fusions were co-expressed in cells with an anti-GCN4 
scFv fused to GFP, and the sites of translation of these reporter mRNAs were clearly 
visible through the recognition of the multiplexed epitope on the nascent polypep-
tide. The fact that multiple rounds of translation can initiate on a single mRNA to 
create polysomes led to further signal amplification, making the visualization even 
more striking. The clarity of the translation sites labeled by this technology is high 
enough to directly measure the properties of translation of several different indi-
vidual mRNAs that have never been previously possible to visualize. The brightness 
of the SunTag was also sufficient to visualize specific sites within the genome of 
live cells by adding it to catalytically inactive Cas9 and co-expressing site-specific 
gRNAs as described above.

Very recently, several different groups have exploited the capacity to visualize 
nascent translation with the SunTag approach, adding the MBS or PBS tags to 
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mRNAs encoding different SunTagged polypeptides, one of these studies even 
extended the tag from 24 copies to 56 (Fig. 22.4e) [85–88]. In doing so these studies 
could co-label mRNA together with nascent protein and follow the spatial distribu-
tion of the mRNA at the same time as the sites of translation. In a variation on the 
SunTag, one study demonstrated that a repeated Flag epitope tag could replace the 
GCN4 peptide and be labeled in cells using exogenously introduced Fab that was 
covalently labeled with a fluorophore [85]. This provides alternative to co- expression 
of the GCN4 scFv-GFP and opens the possibility for multi-translation site imaging 
in the same cells.

In two of these studies, the relationship between translation and mRNA traf-
ficking was analyzed directly in neurons, and it was shown that the two pro-
cesses were not coordinates; translation and trafficking could occur both 
simultaneously and independent of each other [87, 89]. Translation sites were 
either static or moving in a directed manner, showing the same types of move-
ment that mRNAs do. Two- color labeling of the translation site and mRNA 
showed that translation sites moved together with its mRNA at speeds consis-
tent with those reported for mRNA. Translation was not constant, and the trans-
lation seemed to occur in pulses. Adding the 3′ UTR of the Arc mRNA, a 
normally dendrite-targeted mRNA had a significant effect on the number of 
translation sites found much farther from the cell soma, indicating that the 
3’UTR indeed accounted for the trafficking of the mRNA to this compartment 
and that this trafficking facilitated translation in this cellular compartment [89]. 
In the context of neuron function, the translating nascent proteins would be free 
to interact with any cellular structures they encountered, such as dendritic 
spines, and future work will undoubtedly be able to take advantage of the sin-
gle-molecule SunTag approach to study the fate of single proteins after being 
synthesized within the dendrites or axons.

 Conclusion

The ability to visualize an mRNA in real time is now a reality, and with that has 
come an opportunity to define the spatial regulation of a cellular process that is 
typically refractory to direct observation due to technical limitations. These 
advances come largely from the general approach of oligomerization of fluores-
cent probes on target molecules to facilitate live cell single-molecule imaging 
over long periods of time. The application of these multivalent artificial intracel-
lular reporters correspondingly necessitates appropriate caution about the inter-
pretations of the resulting data; however, the lack of available techniques to 
visualize untagged molecules makes this trade-off acceptable in my view, in light 
of what can be learned from these studies. There will hopefully also be advances 
in imaging of endogenous mRNAs so that the reliance on artificial reporters will 
decrease in the not-too- distant future.
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Abstract
Despite the enormous efforts of the scientific community over the years, effec-
tive therapeutics for many (epi)genetic brain disorders remain unidentified. The 
common and persistent failures to translate preclinical findings into clinical suc-
cess are partially attributed to the limited efficiency of current disease models. 
Although animal and cellular models have substantially improved our knowl-
edge of the pathological processes involved in these disorders, human brain 
research has generally been hampered by a lack of satisfactory humanized model 
systems. This, together with our incomplete knowledge of the multifactorial 
causes in the majority of these disorders, as well as a thorough understanding of 
associated (epi)genetic alterations, has been impeding progress in gaining more 
mechanistic insights from translational studies. Over the last years, however, 
stem cell technology has been offering an alternative approach to study and treat 
human brain disorders. Owing to this technology, we are now able to obtain a 
theoretically inexhaustible source of human neural cells and precursors in vitro 
that offer a platform for disease modeling and the establishment of therapeutic 
interventions. In addition to the potential to increase our general understanding 
of how (epi)genetic alterations contribute to the pathology of brain disorders, 
stem cells and derivatives allow for high-throughput drugs and toxicity testing, 
and provide a cell source for transplant therapies in regenerative medicine. In the 
current chapter, we will demonstrate the validity of human stem cell-based mod-
els and address the utility of other stem cell-based applications for several human 
brain disorders with multifactorial and (epi)genetic bases, including Parkinson’s 
disease (PD), Alzheimer’s disease (AD), fragile X syndrome (FXS), Angelman 
syndrome (AS), Prader-Willi syndrome (PWS), and Rett syndrome (RTT).

Keywords
Brain disorders • Stem cells • Disease modeling • Regenerative medicine  
• Drug screening • Epigenetics • iPSCs

23.1  Introduction

For decades, the scientific community has been intensively trying to translate their 
preclinical findings to discover and develop potent therapeutical interventions for 
pandemic diseases. Although (epi)genetic brain disorders, such as Alzheimer’s dis-
ease (AD), rank among the most devastating diseases and account for immeasurable 
socioeconomic burdens, therapeutical approaches that can prevent, stop, or even 
reverse them remain unidentified. This lack of effective therapeutics can be attrib-
uted to multiple factors, including the inaccessibility of human brain tissue samples, 
the scarcity of proper human longitudinal studies, the limitations of animal and cel-
lular models, as well as the direct contribution of absence in understanding all brain 
functions together with the complex cellular heterogeneity of the brain [1, 2]. 
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Although we have acquired an enormous body of knowledge over the years, there is 
an urgent and unmet demand to develop alternative model systems in order to better 
understand the underlying biological nature of the brain, as well as to develop new 
effective therapeutics to be able to reduce the suffering and costs that come along 
with the occurrence of these disorders.

A major challenge in modeling and treating brain disorders has been the inacces-
sible nature of specific human neural cell types affected by the disease. Stem cell 
technology has contributed to overcome these challenges, and with the recent dis-
coveries of induced pluripotency, the field has been growing at a rapid pace [3, 4]. 
In fact, stem cell technology has since then been offering a promising avenue to fill 
the gap between animal and human research. The field combines the efforts of cell 
biologists, (epi)genetic researchers, and clinicians to understand human biological 
systems and to develop effective treatment strategies for human disease. With the 
use of embryonic stem cells (ESCs), neural stem cells (NSCs), and induced pluripo-
tent stem cells (iPSCs), the field of stem cell technology is dedicated to develop 
adequate disease model systems, preclinical platforms for (high-throughput) drugs 
and toxicity screenings, and strategies for transplant therapies (Fig. 23.1) [5–7]. 
Theoretically, ESCs and iPSCs allow to obtain nearly every cell type of the human 
body in vitro and provide an inexhaustible cell source due to their pluripotent dif-
ferentiation potential and capacity of self-renewal [7]. As a consequence, these stem 
cells can be cultured and differentiated into NSCs and functional neural cells by 
using directed differentiation techniques [8, 9].

Although there is still a lot to improve in terms of their efficiency and safety, 
stem cell-based models harbor high translational potential and are currently very 
appealing to study [10]. In fact, these model systems have proved instrumental to 
model in vitro molecular alterations associated with genetic mutations in disease- 
causing genes and allow mechanistic cellular studies of multifactorial (epi)genetic 
brain disorders [5, 11]. While it is well established that (epi)genetic alterations con-
tribute to the pathophysiology of human disease, detailed epigenomic characteriza-
tion of stem cell-based models and the role of epigenetic changes in the 
pathophysiology of these diseases remain underexplored and are currently just start-
ing to become increasingly considered [2, 12]. The complex and interconnected 
network of epigenetic alterations, including DNA (hydroxy)methylation, histone 
modifications, and noncoding RNAs, has previously only been studied in animal 
models and in human postmortem brain samples. Nevertheless, with the rise and 
recent advances in stem cell technology, it should be accordingly expectable that 
stem cell-based neural models may represent valid tools to explore epigenetic 
changes involved in many brain disorders. The use of these models will undoubt-
edly contribute to a better understanding of human brain epigenetics and general 
physiology in the future.

In the current chapter, we will introduce the use of stem cell technology for 
human brain disorders with multifactorial and (epi)genetic bases, including 
Parkinson’s disease (PD), AD, fragile X syndrome (FXS), Angelman syndrome 
(AS), Prader-Willi syndrome (PWS), and Rett syndrome (RTT). We will address the 
recent advances of stem cell technology either with regard to disease modeling, 
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drugs, and toxicity testing or direct clinical applications, with the aim to provide the 
notion of their utility in fundamental research, as well as in the field of 
biomedicine.

23.2  Parkinson’s Disease

PD is a neurodegenerative disorder affecting over ten million people worldwide 
[13]. It is estimated that the majority of PD cases (80–90%) are idiopathic with a 
multifactorial origin, while the minority of the cases (10–20%) are familial and 
linked to monogenic mutations in PD-related genes, including PARK2, PARK7, 
PINK1, ATP13A2, SCNA, LRRK2, TAU, NURR1, and GBA [6, 14]. Furthermore, 
there is a growing body of evidence supporting the role of epigenetics in the devel-
opment and progression of PD [15, 16]. Differences in disease onset are observed, 
but PD pathology is common and characterized by progressive loss of dopaminergic 
neurons in the substantia nigra pars compacta of the mesencephalon [13, 17]. The 
most crucial pathological hallmarks seen in these neurons are abnormal aggregates 
of SNCA protein that form Lewy bodies and Lewy neurites [18, 19]. The exact 
molecular mechanisms underlying the initiation and progression of neurodegenera-
tion remain elusive, but loss of dopaminergic neurons causes deficits in dopaminer-
gic neurotransmission. These neurons are essential in the regulation of the motor 
functions, and their loss results in typical motor symptoms such as rest tremor, 
rigidity, bradykinesia, and gait abnormalities [18].

Previous therapeutic strategies have heavily relied on dopamine-enhancing drugs 
such as levodopa, dopamine receptor agonists, and monoamine oxidase inhibitors to 
compensate for the loss of dopaminergic neurotransmission [20, 21]. Alternatively, 
deep brain stimulation of the subthalamic nucleus represents an effective therapy in 
PD [22]. Even though these therapeutics are able to alleviate the symptoms, they are 
not able to compensate the cellular loss typical for PD. The availability of stem cell 
technology, however, has offered an alternative approach to treat PD and overcome 
this issue. Numerous studies have addressed the therapeutic potential of compensat-
ing the dopaminergic cell loss by replacing them by external cell sources, including 
NSCs and NSC-derived dopaminergic neurons. NSCs can be isolated from fetal 
brain tissue or specific regions in the adult brain, they can be obtained from differ-
entiated ESCs and iPSCs after neural induction in vitro, or they can be derived from 
direct reprogramming of somatic cells [6, 23].

Although NSCs, ESCs, and iPSCs have all been studied for their therapeutic 
potential in PD, mesenchymal stem cells and olfactory ensheathing cells have also 
been considered [6]. Furthermore, the use of NSCs, ESCs, and iPSCs for disease 
modeling or drugs and toxicity testing in PD is another rapid-moving field of 
research [19]. While this area of research is also very interesting, here we will 
mainly focus on the direct clinical application and major problems that have been 
encountered when using these stem cells for the treatment of PD.

Studies using rodent and nonhuman primate models of PD have demonstrated 
that NSCs transplanted into animal brains differentiate into dopaminergic neurons 
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[24, 25]. Endogenous NSCs retain their regional specificity, and therefore, fetal 
grafts derived from a dopaminergic- enriched region, such as the mesencephalon, 
are appropriate cell sources for direct transplantation [21]. When grafts of fetal 
brain tissue are transplanted to the midbrain of induced parkinsonism rats or non-
human primates, they can improve many of the typical motor deficits seen in these 
animal models [24, 26–28]. Additionally, differentiation of NSCs into dopaminer-
gic neurons can also be enhanced in vitro prior to transplantation [29, 30]. Studies 
that differentiated fetal grafts into enriched populations of dopaminergic neurons 
have also found significant cellular and motor behavior recovery in PD animal 
models [31, 32]. Graft-induced amelioration of motor deficits is dependent on the 
ability of the grafted NSCs and neurons to restore dopaminergic neurotransmission 
in the affected area surrounding the transplant. The mechanisms that are thought to 
underlie these effects can be classified into two categories: direct repair by dopa-
minergic neuron replacement and indirect repair trough stem cell-derived neuro-
tropic factors [21].

Clinical trials using fetal brain mesencephalic tissue grafts were initiated in the 
1990s [33–36]. Improvements have been documented in PD patients in terms of 
behavior, histology, and survival of the transplanted cells, and in several cases, they 
were even able to eliminate their dopamine-enhancing medication [37]. Interestingly, 
studies have demonstrated that transplanted grafts survived and remain functional 
up to 14 years posttransplantation, although evidence that PD pathology may propa-
gate from host to grafts is emerging [38, 39]. On the other hand, several mild to 
severe side effects were also observed. One of the most troubling side effects was 
the occurrence of graft-induced dyskinesia [40, 41]. Furthermore, since the mid-
brain tissue used to treat PD patients is derived from a genetically distinct individ-
ual, i.e., allogeneic, the transplanted grafts cause immunogenic responses that need 
to be repressed continuously to prevent graft rejection [42]. In addition to these side 
effects, the use of fetal tissue grafts for PD treatment is also challenging on a large 
scale, given the limited accessibility and ethical concerns behind the use of primary 
brain tissue from aborted fetuses [43].

ESCs derived from blastocyst embryos, on the other hand, have an intrinsic capa-
bility for infinite self-renewal and are able to differentiate into nearly any cell of the 
human body, including NSCs or dopaminergic neurons [44]. This theoretical inex-
haustible source of cells indicated ESCs as having great promise for cell transplan-
tation therapy in PD. Likewise to fetal grafts, the functional characteristics of 
transplanted ESC-derived NSCs and dopaminergic neurons have been addressed 
in vivo by engrafting these cells into animal models of PD [45–49]. These experi-
ments demonstrated that ESC-derived NSCs or dopaminergic neurons were able to 
integrate into the host brains and to restore dopaminergic neurotransmission, as well 
as to improve locomotive deficits seen in these PD models. This provided preclini-
cal evidence of the potential of ESC-derived NSCs and dopaminergic neurons for 
the treatment of PD [50]. Although ESCs seemed to be a very promising cell source, 
the efficiency of neural cell conversion from ESCs is still limited and often results 
in incompletely differentiated heterogeneous cellular populations containing differ-
ent neural cells [51–53]. Therefore, a critical issue that must be resolved and that 
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might even increase the functional outcome after transplantation is the improvement 
of directed differentiation protocols, as well as cell sorting techniques.

The potential clinical relevance of ESCs found in animal models has opened the 
possibility for transplantation therapy in human PD patients, but clinical trials 
using ESCs have not been initiated for treating PD until very recently. Main issues 
that prevented these cells to move from bench-to-bedside were related to their pos-
sible phenotypic instability due to incomplete directed differentiation processes. 
Moreover, there is a chance of transplanting residual undifferentiated ESCs that 
can lead to tumor formation in vivo [54]. Furthermore, and also similar to human 
fetal tissue grafts, ESCs are allogeneic and harbor the problem of immune rejection 
[55]. Despite the methodological and potential ethical caveats, the Australian 
Therapeutic Goods Administration has approved a Phase I clinical trial for PD 
using parthenogenetic ESCs (pESCs) [56, 57]. Parthenogenetic embryos are 
formed by chemically activating the unfertilized human ovum, which allows induc-
tion of pESC cultures that are unable to produce a viable offspring [57]. Based on 
two preclinical safety studies with rats and nonhuman primates [58], the idea of the 
International Stem Cell Corporation is to derive NSCs from these pESCs to treat 
PD patients [59].

With the elegant discovery of somatic cell reprogramming and induced pluripo-
tency by Takahashi and Yamanaka in 2006 [4], another opportunity for the treatment 
of PD became available. iPSCs are similar if not virtually identical to ESCs in terms 
of their self-renewal, differentiation potential (pluripotency), morphology, surface 
marker expression, and in vivo teratoma formation capacity [4, 7]. In relation to 
transplant therapies for PD, the major advantage of iPSCs above all the aforemen-
tioned stem cell types is that iPSCs can be generated from somatic cells of the PD 
patient to be treated, which allows autologous transplantation [60]. As a conse-
quence, these cells contain the genetic background of the donor, which is speculated 
to minimize the risk of immune rejection [61]. Moreover, the ethical issues with 
regard to destruction of fetuses and embryos are circumvented with the use of 
iPSCs. These unique characteristics support the therapeutic potential of human 
iPSCs for personalized cell replacement therapy of PD.

To date, several studies have differentiated iPSCs to NSCs or dopaminergic neu-
rons and examined their clinical potential in PD animal models. Grafted iPSC- 
derived NSCs survived, differentiated in vivo into dopaminergic neurons, matured, 
and integrated into the recipients’ brains [62]. In addition, transplanted human and 
non-primate iPSC-derived NSCs or dopaminergic neurons were found to have sig-
nificant therapeutic effects in rat and non-primate PD models by alleviating PD 
phenotypes [62–66]. Interestingly, in one of these studies, the differentiated neural 
populations derived from the iPSCs were characterized and sorted based on cellular 
markers prior to transplantation [63]. Sorting the iPSC-derived neural populations 
eliminated the undifferentiated tumorigenic cells and significantly increased the 
number of dopaminergic neurons in the cell grafts compared to unsorted cell popu-
lations [63]. These findings demonstrate that sorted and enriched dopaminergic 
neuronal populations are viable, safe, and functional in vivo, as well as improve the 
functional impairments posttransplantation [46, 63].
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Based on the animal studies, much efforts have been made to bring these poten-
tial therapeutic cells to GMP (Good Manufacturing Practice) standards so they can 
be translated to the clinic for treatment of PD. However, clinical trials using human 
iPSCs have not been reported yet. In spite of the initial positive results of iPSC- 
derived NSCs and dopaminergic neurons in animal models of PD, there are several 
hurdles that have to be elucidated to realize their full potential in regenerative medi-
cine, including the discrepancies around the iPSCs’ epigenetic memory [67], dif-
ferentiation bias [68], mitochondrial dynamics [69, 70], and the appropriate choice 
of reprogramming technology. In fact, current somatic cell reprogramming tech-
niques have heavily relied on genomic integrating techniques containing factors 
such as c-MYC and KLF4 [3]. These techniques can affect the genome in a yet 
unspecified way and might alter the neurobiology of the derived cells, including 
their differentiation potential, as well as their survival and integration into the recip-
ients’ brains.

Another concern related to use of patient-derived iPSCs is that these cells poten-
tially harbor susceptibility traits to PD phenotypes because of mutations or epigen-
etic markers that could be present in these patients’ cells. For instance, establishing 
iPSC lines derived from patients that harbor PD-related genetic risk loci might 
make these cells more susceptible to develop PD phenotypic characteristics post-
transplantation. To overcome this issue, iPSCs have been generated where the 
underlying mutations in the disease-causing genes were modified using genomic 
editing techniques [71–73]. Finally, whereas it has been generally assumed that 
autologous iPSCs should be immune-tolerated for the patient from whom 
the somatic cells are derived, several studies have reported immune rejection 
responses [61, 74].

Stem cell studies and in particular the use of iPSCs also allow for PD disease 
modeling in vitro. These stem cell-based studies offer a unique opportunity to 
unravel the (epi)genetic and environmental contributions of the disorder in patient- 
specific dopaminergic neurons [19]. Dopaminergic neurons from genetic PD cases 
have already been used to recapitulate disease phenotypes, such as impaired dopa-
mine metabolism, SCNA accumulation, mitochondrial dysfunction, and oxidative 
stress vulnerability [75–82]. In addition, the study of epigenetic mechanisms using 
patient iPSC-derived PD models is expected to have a huge impact in understanding 
the pathophysiology of PD and to assist the development of therapeutic interven-
tions [2]. Moreover, patient iPSC-derived dopaminergic cells could represent useful 
models to potentially recapitulate the environmental exposome through the patients’ 
epigenome [2]. Accordingly, iPSC-based models are expected to be helpful for 
investigating epigenetic changes of disorders where the environment is supposed to 
play a more prominent role, such as idiopathic form of PD [2]. Although the com-
plexity of these multifactorial disorders is expected to be high, especially when 
taking into account possible interactions between (epi)genetic factors that could 
modify pathological phenotypes, iPSC-derived models provide new opportunities 
to investigate epigenomic alterations associated with the disorder. A pioneer study 
by Fernández-Santiago et al. [83] recently provided first evidence that epigenetic 
deregulation is associated with monogenic and idiopathic PD in an iPSC-based 
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model system. Interestingly, their findings suggest the presence of molecular defi-
cits in PD somatic cells that manifest only upon differentiation into dopaminergic 
neurons [83]. Future comparable studies will have important implications for dis-
ease modeling, as well as transplant therapies using patient-derived iPSCs.

23.3  Alzheimer’s Disease

AD is the most common neurodegenerative disorder and leading cause of age- 
related dementia [84]. In 2010 approximately 36 million people were diagnosed 
with AD worldwide, and the incidence is expected to double every 20 years to an 
estimated 115 million cases in 2050 [85]. The early onset autosomal-dominant form 
of AD, termed familial AD (FAD), generally occurs between 30 and 60 years of age 
and is estimated to represent less than 5% of all AD cases [86]. The average age of 
occurrence for the more common multifactorial late onset form, sporadic AD 
(SAD), is 65 years with an increasing likelihood of developing the disorder each 
subsequent year [86]. Both forms are characterized by progressive memory disori-
entation and cognitive disturbances, but remain clinically and neuropathologically 
heterogeneous [87]. Main hallmarks that are seen in AD brains include aggregation 
of amyloid-β (Aβ) peptides into extracellular senile plaques and accumulation of 
intracellular hyperphosphorylated tau protein into neurofibrillary tangles (NFTs) 
[88]. Furthermore, neuroinflammation, oxidative stress, and endoplasmatic reticu-
lum (ER) stress have also been implicated in the disease [89]. Although many 
hypotheses have been proposed to explain the pathogenesis of AD, the interrelation-
ships and causality of these hallmarks remain to be elucidated.

To date, AD studies have mainly relied on the use of transgenic mice models, the 
use of non-neural human cell cultures, and human postmortem tissue analyses [85, 
90]. Although the significant impact of transgenic mice models on progress in 
understanding various aspect of the disorder is undeniable, they only reproduce 
specific AD hallmarks and do not reflect clinical phenotypes completely. Moreover, 
the use of non-neural cell lines omits unique neural features and therefore may fail 
to capture essential biological processes. The limited accessibility to postmortem 
tissues and an inadequate amount of cell subtype-specific samples add up to this and 
together hinder the study of its biological basis. Even in the case that samples are 
available, the use of postmortem tissue does simply not allow to differentiate 
between molecular hallmarks that are involved in the causes or consequences of the 
disease. For these reasons, there has been an ongoing demand for innovative and 
predictive model systems that closely resemble unique human neural features and 
which allow to study cause-effect relationships in a controlled setting.

The recent advances in stem cell technology make the availability of iPSCs for 
AD studies very relevant in this context. iPSCs derived from either FAD or SAD 
patients´ somatic cells contain a patient-specific pathogenic background, which 
offers a promising avenue for AD modeling [89]. In fact, the use of disease-relevant 
neural cells, by differentiating iPSCs along the neural lineage, offers an alternative 
approach to study the underlying neuropathological mechanisms in vitro in a 
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humanized, personalized, and cell subtype-specific manner. iPSC-derived neuronal 
populations generated from AD patients with known pathogenic backgrounds can 
be studied, (epi)genetically probed, and treated with drug libraries to investigate 
their effects on molecular and cellular responses. For these reasons, there has been 
a growing body of research over the past years to adopt rapidly improving iPSC- 
derived model systems of AD for fundamental research applications, as well as for 
the assessment of drugs prior to the initiation of clinical trials [91, 92]. Due to this 
increasing interest in patient-derived iPSCs for AD research, we will here only 
focus on the recent progresses of iPSC studies and demonstrate their utility for dis-
ease modeling and drug discovery.

Modeling AD using patient-derived iPSCs was initiated from FAD cases with 
known mutations in disease-causing genes, including amyloid precursor protein 
(APP), presenilin 1 (PSEN1), and presenilin 2 (PSEN2) [93]. The main goal of these 
preliminary studies using FAD patient-derived iPSCs has been the validation of 
their potential for AD modeling, in which they have been seeking to find 
AD-associated cellular phenotypes. It has previously been shown that mutations in 
APP, PSEN1, or PSEN2 may cause abnormal cleavage of APP, which results in 
increased levels of total Aβ or increased ratios of neurotoxic Aβ42 to Aβ40 
(Aβ42/40) peptides [94].

Several studies have focused on increased copy numbers of the APP gene. The 
first described was a trisomy 21 Down syndrome model using both patient ESCs 
and iPSC-derived neurons [95]. Down syndrome individuals have an increased risk 
of developing AD, which has been attributed at least in part to having three copies 
of APP [96]. In the iPSC-derived cortical neurons, increased Aβ production and 
Aβ42/40 ratios were observed [95]. Furthermore, phosphorylated tau and total tau 
levels were seen to be upregulated and mislocalized to the neuronal dendrites [95]. 
In a separate study, iPSC neurons from FAD patients with a duplication of APP 
were analyzed [97]. Compared to non-demented control individuals, these FAD 
neurons exhibited significantly higher levels of Aβ40, phosphorylated tau, and gly-
cogen synthase kinase-3β (GSK-3β) activity – a physiological kinase of tau [97]. 
Moreover, the neurons also accumulated large RAB5-positive endosomes, which 
has been seen in autopsies from SAD and some forms of FAD [97, 98].

Missense mutations in APP that are known to cause AD have also been studied 
in patient-derived iPSC models. A study by Kondo et al. [99] included three iPSC 
lines from FAD patients harboring the APP-E693Δ (Osaka) mutation. The iPSC- 
derived cortical neurons exhibited accumulated intracellular Aβ oligomers, leading 
to endoplasmic reticulum and oxidative stress [99]. Interestingly, two APP-V717 L 
mutant lines in the same study were tested and produced large quantities of extracel-
lular Aβ42 that lacked intracellular accumulation, as well as the accompanying 
stress response hallmarks [99]. In iPSC-derived forebrain glutamatergic neurons 
from AD patients harboring the APP-V717I (London) mutation, significant higher 
levels of Aβ42 were also found [100]. The fold increase in Aβ42/40 ratio reported 
was highly similar to that observed in plasma from human subjects with the same 
mutation [100, 101]. Taken together, the pathological phenotypes found in these 
AD-iPSC studies mimic those that have been previously defined in mice and/or 
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cellular models carrying the same mutations [99, 100], demonstrating the validity of 
iPSC-based model system.

In addition to APP mutations, studies have also focused on patient-derived iPSCs 
that contain mutations in PSEN1 or PSEN2. Yagi et al. [84] demonstrated that iPSC- 
derived neurons harboring the PSEN1-A246E and PSEN2-N141I mutations have 
increased levels of Aβ42. Both mutations have also been reported to induce elevated 
levels of Aβ42 in human plasma, as well as in animal and other cellular models [84, 
101–103]. Sproul et al. [104] analyzed iPSC lines with the PSEN1-A246E and 
PSEN1-M146L mutations, also demonstrating that mutant neural precursor cells 
(NPCs) presented increased Aβ42/40 ratios. Molecular profiling in this latter study 
identified 14 genes differently regulated in mutant PSEN1 NPCs, of which five tar-
gets were previously shown to be differentially expressed in late and intermediate 
AD patients [104]. While the gene expression changes identified in this study are 
intriguing, they also emphasize the power of AD-iPSC studies to replicate addi-
tional phenotypic features. However, future mechanistic studies in both human cells 
and animal models are required to determine whether they indeed play a role in AD.

APP mutants, but not PSEN1 and PSEN2 mutants’ iPSC lines, demonstrated 
elevated total levels of tau and tau phosphorylation in a recent study by Moore et al. 
[105]. They compared different iPSC-derived cortical neurons from AD patients 
harboring APP mutations (APP-V717I and duplication of APP) or PSEN1 muta-
tions (PSEN1-Intron/Δ4, PSEN1-Y115C, PSEN1-M146I). While these differences 
might be related to unknown effects of culture conditions or timing, another testable 
possibility is that APP and PSEN1 or PSEN2 mutations differ in their pathological 
phenotypes.

Another interesting approach for studying genetic-based disorders like FAD is 
with the use of isogenic lines created by genome editing of ESCs or iPSCs [73, 92]. 
Isogenic cell lines can be generated by inducing or correcting AD mutations in the 
wild-type (WT) cell line or patient-derived iPSCs, respectively [106]. The use of 
isogenic lines with the same genetic background reduces the intrinsic variability 
that comes from comparing cells from different individuals and allows to determine 
how a single targeted mutation affects molecular and cellular mechanisms [106]. 
The first study to do this for FAD mutations was conducted by Woodruff et al. [107]. 
They were able to generate an allelic series of heterozygous and homozygous 
PSEN1-ΔE9 knock in iPSC lines, as well as heterozygous null mutants with WT 
and PSEN1-ΔE9 alleles. The authors demonstrated that PSEN1-ΔE9 mutant neu-
rons increased the Aβ42/40 ratio in a gene dosage-dependent manner by signifi-
cantly decreasing the amount of Aβ40, while moderately increasing the amount of 
Aβ42 [107]. The results found in this study emphasize the use of isogenic cell lines 
as potential promising tool for modeling AD.

iPSC-derived neurons from SAD patients have also been used to study AD, by 
comparing the phenotypic characteristics of these cells with iPSC-derived FAD 
neurons. In some of the previously mentioned reports, i.e., Israel et al. [97] and 
Kondo et al. [99], iPSC lines from two random SAD patients were analyzed in par-
allel. Interestingly, in each case only one of the two iPSC-derived neuronal popula-
tions demonstrated phenotypes consistent with the FAD lines. This heterogeneity 
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corresponds with the complex origin of SAD and its influence on disease causation 
and progression. SAD is thought to be multifactorial, defined by a lack of autoso-
mal-dominant inheritance and arises due to a complex interplay of (epi)genetic and 
environmental risk factors [108–110]. It is estimated that at least 60–80% of SAD 
may have a genetic underpinning [109, 111, 112]. Recent developments in genomic 
technologies, on the other hand, have allowed for high- throughput interrogation of 
the epigenome, and epigenome-wide association studies (EWAS) have identified 
unique epigenetic signatures that play a role in AD [15, 16, 113].

To date, only two studies have been published that directly focused on patient- 
derived iPSC lines that harbor known SAD genetic risk factors [114, 115]. For many 
years, APOE3/E4 was the only known robust genetic risk factor, but as a result of 
several genome-wide association studies (GWAS) collaborations, increasing sam-
ple sizes and meta-analysis, at least 20 other risk, as well as protective, loci have 
been reported [108, 112, 116, 117]. Duan et al. [114] analyzed iPSC lines derived 
from three APOE3/E4 SAD patients next to two PSEN1 FAD mutant lines (PSEN1- 
A246E and PSEN1-M146 L). The basal forebrain cholinergic neurons derived from 
AD-APOE3/E4 patients’ iPSCs showed typical AD hallmarks, including increased 
Aβ42/40 ratios [114]. A second study by Young et al. [115] focused on SORL1, 
which encodes an endocytic trafficking factor whose levels modulate the processing 
of APP to Aβ and other proteolytic products implicated in SAD [118]. Loss of 
SORL1 expression has been documented in SAD cases [119], and the SORL1 locus 
has been associated with SAD in both candidate gene and GWAS analyses [112]. 
By studying patient iPSC-derived neural cells, this latter study confirmed the impor-
tance of the SORL1/APP pathway in SAD, and their findings corroborate most 
previous studies in cell and animal models [115].

In another study by Hossini at el. [120], SAD iPSC-derived neurons were ana-
lyzed to assess the reflection of disease phenotype in gene expression and to exam-
ine the expression of typical AD proteins. The differentiated neuronal cells seemed 
to reflect the SAD phenotype by the expression of phosphorylated tau proteins and 
the upregulation of GSK-3β [120]. Further analysis of the neuronal cells also 
revealed significant changes in the expression of other genes associated with AD, 
including subunits of the proteasome complex [120]. Moreover, a disease-specific 
protein association network that models AD pathology on the transcriptome level 
could be generated from the AD-iPSCs [120]. Taken together, these studies have 
demonstrated that SAD patients’ iPSC-derived neuronal cells are able to recapitu-
late neuropathological processes of the disease.

Unfortunately, the contribution of epigenetic signatures, as well as environmen-
tal factors, has not been addressed yet in iPSC neurons derived from SAD, as well 
as FAD patients. Nonetheless, iPSC-derived neurons offer a platform to examine the 
casual relationships between environmental insults and the generation of molecular, 
cellular, and epigenomic responses in AD-relevant neuronal populations. In theory, 
one could test how the derived neuronal populations aggravate AD characteristic 
phenotypes when exposed to environmental risk factors or pathological hallmarks, 
such as stress hormones [121]. Furthermore, the use of iPSCs also provides the 
opportunity to examine the contribution of AD-associated epigenetic signatures. 
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Based on recent advances in the field of epigenetic editing [122, 123], these 
AD-associated epigenetic signatures can be modified at any given locus in order to 
normalize the cellular phenotypes in patient iPSC-derived neurons, as well as to 
induce AD characteristics in control iPSC lines.

In addition to evaluating the potential of iPSC-derived neurons to model typical 
AD phenotypes, substantial work has been done in order to assess the possible med-
ical relevance of AD iPSC models in terms of drug discovery and selection of 
appropriate therapeutics. Many of the aforementioned studies have tried to normal-
ize the AD-associated phenotypes by previous studied therapeutics for AD. In the 
iPSC model of Down syndrome, for example, Shi et al. [95] speculated whether 
Aβ40 and Aβ42 peptide generation could be reduced by pharmacological inhibition 
of the γ-secretase complex. Compounds that inhibit γ-secretase, as well as 
β-secretase, are potential therapeutics for AD, and inhibition of these protease com-
plexes has been shown to reduce Aβ level in mice models [124, 125]. When a 
γ-secretase inhibitor was administered for 4 consecutive days to the Down syn-
drome iPSC-derived neurons, Aβ40 and Aβ42 peptide production was reduced by 
almost half, whereas longer-term treatment (21 days) reduced secretion of both Aβ 
peptides below detectable levels [95]. Also Yagi et al. [84] found a dose-dependent 
reduction in Aβ42 and Aβ40 in iPSC-derived neurons form AD patients treated with 
γ-secretase inhibitors and modulators. A γ-secretase inhibitor was also sufficient to 
block Aβ production in both control and PSEN1 mutant NPCs [104], as well as in 
PSEN1 mutant neuronal cells [107]. Surprisingly, γ-secretase inhibitor treatment 
paradoxically increased Aβ40 secretion in the APOE3/E4 SAD lines [114]. The 
reason for this latter finding is not clear yet and will need to be addressed properly 
in future studies.

In other studies, FAD and SAD patient iPSC-derived neurons were treated with 
γ-secretase inhibitors or β-secretase inhibitors, and Aβ, GSK-3β, phosphorylated 
tau, and total tau levels were assessed. It was shown that β-secretase inhibitors, but 
not γ-secretase inhibitors, could significantly reduce the levels of phosphorylated 
tau and GSK-3β, while γ-secretase inhibitors only reduced the level of Aβ40 [97].
These findings suggested that APP proteolytic processing had a direct relationship 
with GSK-3β activation and tau phosphorylation in these neuronal models [97]. In 
line with these findings, manipulation of APP metabolism by β-secretase and 
γ-secretase inhibition/modulation also affected tau protein levels in the study by 
Moore et al. [105]. Furthermore, inhibition of γ-secretase significantly reduced the 
production of extracellular Aβ38, Aβ40, and Aβ42 in neurons of all genotypes 
[105]. In a separate study, also significant reductions of phosphorylated tau and tau 
expression were found in neuronal cells differentiated from a SAD patient after 
treatment with a γ-secretase inhibitor [120] .

Kondo et al. [99] evaluated β-secretase inhibitors and three additional drugs that 
have been reported to improve ER stress or to inhibit reactive oxygen species (ROS) 
generation, including docosahexaenoic acid (DHA). Intracellular accumulation of 
Aβ oligomers disappeared and ROS formation decreased after treatment with 
β-secretase inhibitors in both FAD and SAD iPSC-derived neurons [99]. DHA treat-
ment, on the other hand, decreased the generation of ROS in AD neural cells 
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harboring the APP-E693Δ mutation, whereas the amount of Aβ oligomers in cell 
lysates was not altered [99]. The clinical effectiveness of DHA treatment is still 
controversial and, interestingly, only one of two sporadic AD neurons accumulated 
intracellular Aβ oligomers and showed cellular phenotypes that could respond to 
DHA, while the other did not [99]. This result may explain why DHA treatment is 
only effective for some subpopulations of SAD patients, although disease stage and 
timing of treatment could be other critical factors to explain this phenomenon. 
These patient-specific iPSCs might, therefore, provide a chance to reevaluate the 
effect of a drug that failed in AD clinical trials, depending on the subpopulation of 
patients. Finally, immunotherapy is one of the alternative strategies being studied 
for the treatment of AD [126]. In the study of Muratore et al. [100], Aβ-specific 
antibodies were able to reverse the phenotype of increased total tau in AD iPSC-
derived neurons harboring the APP-V717I mutation.

To conclude, current studies represent critical first steps in assessing the potential 
of using iPSCs in AD research. Patient-specific iPSCs-derived neural cells have 
demonstrated validity on modeling AD pathological molecular alterations, such as 
increased Aβ42/40 ratios and tau hyperphosphorylation. Moreover, these studies 
have addressed the benefits of these iPSC systems for testing therapeutic interven-
tion strategies and drug libraries. Furthermore, iPSC technology might also be a 
valuable tool in exploring the complex heterogeneous nature in the etiology of SAD 
through interrogation of functional effects of (epi)genetic variants linked to risk and 
protective factors. With the availability of epigenetic editing systems, we might be 
able to decipher how epigenetic alterations participate in AD, which may also offer 
opportunities for future epigenetic-based pharmacological interventions. 
Nevertheless, there is enormous promise in the utility of iPSC technology to predict 
how individual epigenetic and cellular phenotypic variation contributes to the etiol-
ogy and pathophysiology of AD, as well as to pharmacological responses at clini-
cally relevant levels.

23.4  Fragile X Syndrome

FXS is considered an autism spectrum disorder and the most frequent form of inher-
ited intellectual disability with a penetrance of 1 in 2500 males and 1 in 4000 
females [127]. Patients suffer from multifactorial symptoms such as learning defi-
cits, low IQ, autism-like behavior, obesity, hypotonia in childhood, and seizures in 
adult life [128]. The disease is caused by the loss of fragile X mental retardation 
protein (FMRP), which is a cytoplasmic RNA-binding protein involved in transport 
and translocation of mRNA and proteins from the nucleus to neuronal dendrites 
[129, 130]. FMRP plays an important role in regulating synaptic development, plas-
ticity [131], and vesicular dynamics [132]. FMRP absence is usually caused by an 
aberrant epigenetic silencing of fragile X mental retardation 1 (FMR1) gene due to 
promoter inhibition, as a consequence of CGG repeat expansion in proximity to the 
5-UTR region [133, 134]. The increase in length of CGG repeats marks the region 
for hypermethylation. Non-affected individuals typically have 6–50 CGG repeats in 
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the CpG island close to FMR1 locus. For reasons still unknown, some subjects are 
susceptible to an expansion of those repeats. Between 50 and 200 CGG repeats are 
found in this region in a pre-mutation state, whereas most FXS patients carry >200 
repeats and characterize the full mutation state, likely leading to CpG methylation, 
chromatin condensation, and FMR1 transcriptional silencing [135].

Mice models mimicking the disease phenotype were developed using FMR1 
gene knockout (KO), mirroring several pathological features of FMRP impairment 
as FMR1 mRNA targets and FMRP functions [136–138]. Although very interesting, 
mice lack the epigenetic silencing of FMR1 in large CGG repeats, therefore, limit-
ing the use of mice models for fully understanding the molecular mechanism of the 
disease. Furthermore, the mechanism of epigenetic alterations on FMR1 locus and 
the consequent loss of FMRP during development are still uncertain [139]. The use 
of human stem cells has collaborated to a better comprehension of the disease 
mechanisms [140], and for the purpose of this section, we will, therefore, explore 
the recent discoveries using iPSC-based models for FXS.

ESCs with >200 CGG repeats present unmethylated CpGs and normal levels of 
FMR1 gene in early stages of development and progressively become methylated 
during differentiation [141]. Patient-derived iPSCs, on the other hand, maintain 
their methylation status during the reprogramming process, which demonstrates 
that in iPSCs the methylation status is not reversible [140, 142]. The epigenetic 
silencing of FMR1 is believed to occur in a differentiation-dependent manner, 
although the maintenance of methylation during reprogramming of iPSC-derived 
neurons from FXS patients supports their use for modeling the disorder [143]. 
Nonetheless, iPSCs generated from patients’ fibroblasts usually show that the repeat 
expansion is not equally present in all the cells, thus modeling the mosaicism 
observed in patients [144]. This mosaicism contributes greatly to disease pathogen-
esis and individual phenotypic variability [127, 135, 144]. Moreover, by using 
iPSCs, scientists were able to illustrate the phenomenon of CGG repeat expansion. 
After reprogramming, fibroblasts from mutated individuals (>200 repeats) gener-
ated cells with full-length expansions and fully methylated status. However, fibro-
blasts with a pre-mutation genotype (between 50 and 200 repeats) generated cells 
with either a normal genotype (<50 repeats) or full-mutated clones [141, 145]. 
These data show that pre-mutation expansion length is genetically instable and that 
the pre-mutated state is critical for disease pathogenesis [146].

Apart from that, a growing body of evidence suggested that the epigenetic state 
of FMR1 locus, rather than the extension of the CGG repeats, is critical for tran-
scriptional silencing [135, 144, 147]. In agreement, de Esch et al. [148] studied 
iPSC derived from unmethylated full-mutated individuals (presenting >200 repeats 
but no methylation on FMR1 locus). Interestingly, after fibroblast reprogramming, 
the obtained iPSC-derived neurons presented a full methylation status on FMR1 
region. This data demonstrated that methylation is a standard mechanism in CGG 
repeats expansions and that individuals harboring repeats without methylation had 
a normal phenotype, likely attributed to the unmethylated status of FMR1.

Likewise, Park et al. [149] also illustrated the importance of (CGG)n repeats in 
methylation and silencing of FMR1. In their study, genetic editing with CRISPR/
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Cas9 technology was used to eliminate CGG repeats upstream of the promoter in 
FXS iPSC-derived neurons. CRISPR/Cas9 technology works as a sequence-specific 
nuclease inducing a double cleavage in the DNA in targeting regions [150]. After 
deleting a large portion of CGG repeats, the authors described that the chromatin 
opened and demethylation occurred, leading to transcriptional activation of FMR1. 
These findings do not only suggest that transcriptional silencing of FMR1 can be 
reverted, but also that methylation status in this region is constantly monitored.

Finally, FXS patient-derived iPSCs are also starting to be used for high- 
throughput drug testing and harbor high potential for drug discovery research. For 
instance, iPSCs have been treated with drugs that could increase FMR1 levels [151], 
but unfortunately no clinical relevant results were obtained yet. The possibility of 
reverting FXS phenotype after reestablishment of FMR1 levels is also still uncertain 
and might partly explain these findings. To conclude, although all the pathophysio-
logical alterations in FXS remain to be elucidated, stem cell technology is unravel-
ing the role of epigenetic alterations in the disorder, such as the methylation 
dynamics of the FMR1 locus. Research along this line will greatly facilitate the 
development of therapeutic interventions and will allow future studies using epigen-
etic editing techniques.

23.5  Angelman Syndrome and Prader-Willi Syndrome

AS was first described in 1965 by the pediatrician Harry Angelman who noticed 
autistic-like features in three different individuals [152]. AS patients present neuro-
logical problems, abnormally motor condition, severe mental retardation, epileptic 
seizures, and episodes of inappropriate laughter [153]. The prevalence is estimated 
between 1/10,000 and 1/20,000 [154]. PWS is characterized by hypotonia, hypogo-
nadism, intellectual disability, a tendency to develop compulsive and obsessive 
behavior, and hyperphagia-causing obesity [155]. The incidence, on the other hand, 
is estimated between 1/15,000 and 1/30,000 [155]. Both disorders are caused by 
imprinting alterations on chromosome 15q11–13 region [156] although AS is 
caused by maternal inherited alterations, while PWS is caused by paternal ones.

During development, specific genes on a variety of chromosomes are subjected 
to silencing by a process known as genomic imprinting, which is dependent on the 
location of the gene on the chromosome, as well as its parent origin [157, 158]. The 
reason for silencing one of the parental genes is not fully understood, and estima-
tions point to only 1% of human genes to have inherited repression markers [159]. 
Silencing is mediated by a set of epigenetic alterations such as methylation of pro-
moters and histone modifications [160, 161]. An important region of chromosome 
15 (15q11–13) that is critical for many cellular processes is also subjected to 
genomic imprinting. This region compromises a variety of genes that are exclu-
sively expressed in a parental fashion: MKRN3, MAGEL2, NDN, C15orf2 and 
PWRN1 SNURF-snrpn for paternal origin, and UBE3A and ATP10A for maternal 
origin [162, 163]. Because many of these genes in this region are imprinted, the loss 
of function of one copy leads to vigorous alterations [164].
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AS is caused by the reduction or loss of the maternal allele coding for UBE3A 
gene, while PWS results from partial deletion of the 15q11.2-q13 region of the 
paternal allele and affects seven genes [160]. However, not all AS or PWS diag-
nosed patients present the same classical alterations on 15q11.2-q13 region [153]. 
Both disorders and other related pathologies are also known to be caused by other 
genetic alterations [160], including large and small deletions and duplications of 
15q11.2-q13, mutations in imprinting centers, and uniparental disomy, among oth-
ers [165]. As for many epigenetic disorders, the variety of genomic alterations 
affects the clinical severity of the disease and the possibility of modeling it for 
studying.

Mice models targeting chromosome 15 have been used to study AS dynamics. 
The most commonly used model is the deletion of exon 2 from Ubea3, since it is the 
only model that induces inherited maternal loss of Ubea3 [166, 167]. Using Ubea3- 
null mice, researchers were able to dissect the protein function. In the brain, UBEA3 
contributes to synapses formation and neuronal circuitry [168, 169] probably by 
downregulating the expression of other proteins [167]. As a consequence of UBEA3 
loss, synapses development is impaired [169]. PWS has also been mimicked using 
mice models since human pattern alleles found in 15q11.2-q13 also occur in a well- 
conserved region in chromosome 7 in mice. Although very similar, there are differ-
ences regarding centromere distance and the absence of C15ORF2 gene and two 
noncoding snoRNAs in mice [170]. PWS mice targeting pattern genes in this 
homologous region conveniently recapitulate some PWS symptoms but still remain 
an incomplete model. The complexity of the human chromosomal region with genes 
being paternally or maternally expressed, together with the variety of genotypes/
phenotypes that emerge from all the possible alterations occurring in this chromo-
some range, makes it difficult to model, study, and develop therapeutic approaches 
for both disorders [171].

To date, only a few groups have explored the potential of iPSCs in modeling 
pathological mechanisms in AS or PWS and addressed their potential to find thera-
peutic interventions for both disorders. Similar to FXS, differentiated iPSCs from 
AS and PWS recapitulate imprinting and methylation patterns unlike ESC, making 
it very suitable to study disease progression and pathological mechanisms [172]. 
Recently, the development of AS- and PWS iPSC-derived neurons showed that 
imprinting process occurs during neuronal differentiation and that this model can 
successfully recapitulate some of the disorder’s mechanism [173]. Although this 
latter study did not find neuronal differences between normal individuals and AS 
and PWS iPSC-derived neurons, large analyses of human iPSCs carrying chromo-
some 15 alterations have shown common pathological pathways for AS (deletion of 
15q11–13) and other disorders harboring duplications of 15q11–13 [174].

Interestingly, most human tissues express both paternal and maternal alleles of 
UBE3A, whereas in neurons the paternal UBE3A is usually epigenetically silenced 
by the long noncoding RNA (ncRNA) UBEA3-ATS [175, 176]. Studies using iPSCs 
from PWS patients with microdeletion in a region critical for paternal imprinting 
showed that the activation of this ncRNA alone can alter imprinting patterns in 
UBE3A paternal allele, suggesting that in neurons UBEA3-ATS is sufficient for 
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UBE3A paternal silencing [177, 178]. A similar model was used in an attempt to 
clarify the underlying mechanisms that trigger UBEA3-ATS expression in neurons 
[179], but the exact molecular mechanisms remain unclear. In parallel, therapeutic 
interventions for targeting UBEA3-ATS have been assessed in mice, with the aim of 
reestablishing normal levels of the protein by activating the paternal allele [180].
Furthermore, the administration of selected drugs have also been used to increase 
paternal Ubea3 expression in a mice model of AS [181]. Both strategies success-
fully reduced UBEA3-ATS levels and consequently recovered Ubea3 pattern allele 
expression, leading to amelioration of the cognitive deficits observed in mice [180]. 
Although not addressed yet for AS or PWS, human stem cells could offer a valuable 
platform to study similar therapeutic strategies for a variety of candidate genes that 
are inherently repressed in the same region. Especially the use of patient-derived 
iPSCs for these studies could potentially help to better understand the mechanisms 
behind specific gene silencing, both in imprinting, as well as in disease situations, 
and will likely contribute to develop therapeutic interventions in AS, PWS and other 
related disorders.

23.6  Rett Syndrome

RTT is a neurodevelopment disorder affecting mostly girls, with a prevalence of 1 in 
10,000 [182]. Patients first have an apparent normal intrauterus development, and 
symptoms only start to appear between the sixth and eightieth months of postnatal 
development. Typical symptoms include motor and language impairment, as well as 
cognitive regression. Although the symptomatology stabilizes approximately by 
5 years of age, the life span of girls is severely reduced [183]. In 1999, the syndrome 
was correlated to de novo mutations in the methyl-CpG-binding gene (MECP2) 
[184], which is an important regulator of the epigenetic state highly expressed in 
developing neurons [185, 186]. MECP2 is involved in regulating chromatin struc-
ture and acts as a transcriptional repressor, as well as activator [187]. Although RTT 
is mainly associated to MECP2, several other mutations in different genes have 
been described in RTT-like phenotypes, such as CDKL5, TC4, JMJD1C, and FGX1, 
among others [188, 189].

MECP2 levels are precisely controlled during development, and studies have 
shown that both overexpression [190, 191] and downregulation [192] affect brain 
normal development. The affinity of MECP2 to target regions in the DNA is highly 
dependent on its sequence [193]. As a consequence, even small alterations in the 
protein sequence can affect the interaction of MECP2 domains with the chromatin 
[194–196], thereby altering the epigenetic state of the genome. To date, over 800 
mutations have been mapped for the MECP2 locus in RTT patients [197, 198]. 
Several alterations, including missense and nonsense mutations, deletions, and 
duplications, can dramatically affect MECP2 function and contribute to a large 
range of clinical variability [203]. Furthermore, female embryos undergo X chro-
mosome inactivation during development to compensate for the presence of two 
parental copies. Since MECP2 is located on the X chromosome (Xq28), RTT 

R.J.M. Riemens et al.



461

patients, therefore, can show mosaicism, which also contributes to the clinical 
observation of different phenotypes within the disorder [199, 200].

Mice models of RTT are widely used for modeling the disorder [201–204] and 
recapitulate several pathological hallmarks of the disease, such as abnormalities in 
dendritic morphology and neuronal connectivity [205, 206]. Interestingly, mice 
models have also shown that distinct neuronal populations are differently altered 
due to MECP2 loss [207–209]. Furthermore, those models have demonstrated that 
RTT phenotypes can be rescued by different treatment strategies [210–212]. One of 
the disadvantages of these RTT mice models, however, is that they are usually gen-
erated by MECP2 knockouts, while RTT patients likely present missense mutations 
in MECP2. Another caveat in these models is that the defects only appear very late 
during development in contrast to the early onset seen in humans [213]. Moreover, 
there are many biological differences in neurodevelopment and brain functions 
among mice and humans, which makes the use of humanized models more appeal-
ing for understanding RTT [11, 214].

The use of stem cells and specifically iPSC has shed a new light in the compre-
hension of RTT mechanisms [215]. The first in vitro neuronal model derived from 
RTT iPSCs with MECP2 mutations demonstrated most of the cellular abnormalities 
found in human and mice brains, such as lack of complex synapses (e.g., defects in 
synaptic outgrowth) and reduced number of dendrites [216]. Also, this study showed 
abnormalities in glutamatergic synapses and impaired electrophysiological proper-
ties [216]. Neurons obtained from iPSC from RTT patients also demonstrated defects 
in synaptic transmission [217] and connectivity [218], a phenomenon that is likely 
related to a reduced number of dendrites and which could be ameliorated through the 
administration of choline [217]. It has also been shown that iPSCs from RTT patients 
have maturation defects [219] and harbor a possible early deviation into the astro-
cytic lineage during differentiation [220], compromising neuronal commitment and 
proliferation. Furthermore, it is important to point out that cells derived from patients 
likely recapitulate the random X chromosome inactivation during development and 
differentiation [218, 221], providing construct validity to the model.

The possible contribution of glial cells in RTT pathology has also been addressed 
by studying iPSC-derived astrocytes [222, 223]. Mutated astrocytes presented 
impairment in vesicular transport [223] and interacted with normal neurons affect-
ing neuronal morphology and maturation [222]. By using a 3D culture model of 
iPSCs from RTT patients, Zhang et al. [224] assessed the consequences of MECP2 
impairment in neuronal migration and in the interaction of neurons and astrocytes 
[224]. In this 3D RTT model, normal neurons and astrocytes were combined with 
mutated cells in a set of experiments for cellular migration. In the control group, 
normal astrocytes and neurons migrated toward each other, establishing cohesion. 
Interestingly, when normal astrocytes and RTT-derived neurons were combined, the 
migration impairment was similar to the impairment noticed in RTT-derived astro-
cytes and normal neurons. This shows that MECP2 can be important to cellular 
migration during developing of the brain and that the involvement of glia cells in the 
process shouldn’t be overlooked. One interesting conclusion from the abovemen-
tioned studies, however, is that the implication of MECP2 in migration process 
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contradicts the general assumption that the lack of complex connections on MECP2- 
impaired brain occurs due to poor synapses development, rather than migration 
problems.

Besides MECP2 mutations as a cause of RTT, several other mutations have been 
identified in RTT-like phenotypes [186, 188, 189]. For example, CDKL5-mutated 
iPSC were recently studied [225, 226], not only in the context of RTT but also for 
modeling other CDKL5-related disorders, such as epileptic encephalopathy or West 
syndrome. Cellular abnormalities caused by disruption of CDKL5 are similar to 
MECP2 mutations, but underlying mechanisms are different and CDLK5 protein 
appears to have a direct role in synaptic control [225, 226].

Most studies modeling MECP2 loss are not only interested in the basic patho-
logical pathways of RTT but also in the function of MECP2 itself as a key compo-
nent of epigenetic regulatory mechanisms in the brain [227], affecting gene 
expression [228, 229] and chromatin structure [230]. The analysis of in vitro pheno-
types of RTT-derived iPSCs will collaborate to understanding the function of each 
MECP2 protein domains in RTT and potentially enable the development of muta-
tion specific therapy [182]. By using iPSC-based approaches or allogenic stem cell 
[231] populations in combination with CRISPR/Cas9-induced mutations, we can 
nowadays assess specific consequences of selected mutations in neuronal function. 
In this perspective, iPSC-derived neurons from RTT patients will greatly contribute 
to unveil molecular targets and cellular process within neuronal development.

23.7  Discussion and Future Perspectives

In the current chapter, we have addressed the growing body of scientific interest in 
stem cells and their utility in terms of their potential to increase our general knowl-
edge of several (epi)genetic brain disorders. A universal challenge in the field of 
translational neuroscience has been the development of animal and cellular models 
that effectively recapitulate the biology of the human brain. Stem cells, including 
ESCs, NSCs, and iPSCs, have entered the field as a potential breakthrough to over-
come this hurdle and presented an alternative model for human brain studies. The 
field has been developing at a rapid pace, and methods to obtain, maintain, and dif-
ferentiate these cells are in continuous adaptation and optimization. Stem cell tech-
nology and directed neural differentiation techniques allow to examine the broad 
repertoire of neural cells found in the human brain, with the goal to elucidate devel-
opmental, cellular, and molecular features that were previously inaccessible in ani-
mal models or clinical studies. Aside from contributing to the understanding of 
underlying neurobiology and consequences of personal molecular variations on 
healthy brain functioning and disease, stem cell-based studies have the potential to 
enhance the development of new and effective therapeutic interventions. The use of 
stem cells and derivatives for high-throughput screening of compound libraries and 
toxicological analysis before the initiation of clinical trials becomes increasingly 
favored for the aim of drug discovery. Moreover, fully functional neural cells or 
neural precursors that are differentiated from human stem cells have direct 
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therapeutic potential in the field of regenerative medicine and might be employed as 
a cell replacement therapy for multiple neurodegenerative disorders such as 
Parkinson’s disease. In summary, stem cell technology has been offering unprece-
dented possibilities to investigate unique human biological features in a cell subtype- 
specific, as well as personalized matter, and is expected to greatly contribute to the 
development of therapeutic interventions [232].

Especially relevant in the light of current chapter, these stem cell-based studies 
offer a unique opportunity to further reveal the (epi)genetic and environmental con-
tributions of brain disorders. In fact, stem cell-based studies of (epi)genetic influ-
ences in combination with the environmental exposome are expected to have a huge 
impact in enhancing our understanding of brain disorders and will also assist the 
development of (epi)genetic-based therapeutic intervention. Moreover, with the 
current advances in genetic [233] and epigenetic [234] editing techniques, human 
stem cells and derivatives can be (epi)genetically altered in a controlled setting to 
induce, aggravate, or recover cellular disease phenotypes in vitro. This directly 
allows to study the role of individual (epi)genetic signatures on disease causation 
and progression. In fact, a unique opportunity of human stem cell-based systems is 
the ability to probe how (epi)genomic architectures predispose individuals and how 
they influence the behavior of various, participating cell types. A consequent trans-
lational contribution, therefore, is the possibility of early detection of brain disor-
ders that will improve timeliness and efficacy of diagnostic and therapeutic 
interventions. Furthermore, there is enormous promise in the utility of human neu-
ral culture systems to predict how individual (epi)genetic and cellular phenotypic 
variations contribute to the response of pharmacological interventions at clinically 
relevant levels. Finally, the (epi)genetic technologies available may also allow the 
deciphering of how (epi)genomic architectures found in individual humans act 
together to generate susceptibility and variation in response to the environmental 
insults that may also contribute to, or pharmacologically modify, disease pheno-
types in patients. Taken together, these study strategies provide an elegant and 
dynamic tool for modeling, following, and understanding various essential patho-
logical mechanisms of multiple brain disorders.

Although considerable progress has been made in validating these stem cell- 
based applications, further research is necessary to realize their full potential [235]. 
To date, there remains widespread lab-to-lab variability in culture methods and a 
lack in differentiation techniques to obtain homogeneous neural populations, as 
well as a lack of data regarding the desired cell types for modeling or treating cer-
tain brain disorders. Cellular heterogeneity, in combination with unidentified effects 
of reprogramming processes, can act as a potential confounder in epigenetic research 
and may lead to an under- or overestimation of the observed epigenetic differences. 
Furthermore, the simplicity of an in vitro model system is both an advantage and a 
significant disadvantage when culture purity in this case becomes a liability. Such 
models lack the complex mixture of neural cells found in the human brain, the com-
plex extracellular matrices, and their integrated 3D organizations, which might also 
cause confounding effects on experimental outcomes. Although the latter might be 
circumvented by combined cultures, 3D culture systems, or the use of organoids 
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[236], the future development of stem cell-based approaches will require extensive 
analysis and standardization, and any translation from bench to bedside must be 
undertaken gradually, with great caution and based on profound experimental data 
[1]. Altogether, stem cell technology is hypothesized to revolutionize the field of 
neuroscience the next 10 years, contributing substantially to improve our knowl-
edge of brain functions and epigenetic dysregulation in disease and to identify new 
druggable targets.
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Epigenomic DNA Patterns
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Abstract
DNA methylation, consisting on the covalent addition of a methyl group in cyto-
sines, plays a vital role for the development and correct functioning of cells. It 
constitutes a mechanism by which cell genome is regulated, allowing from a 
common genome of an individual to obtain all the different cell types that consti-
tute the individual. Nowadays, we understand how the epigenetic machinery 
works; however, this critical mechanism might promote the appearance of cer-
tain diseases if dysregulated, thus the importance of studying the epigenetic pat-
terns on both normal and disease tissues. During the last decades, huge advances 
on techniques to measure the level of DNA methylation have occurred; we have 
passed from measuring it with more rudimentary and expensive techniques to 
nowadays the ability to measure DNA methylation at a single-base resolution in 
an affordable manner. In this chapter we will cover all the main technologies 
available, with a special emphasis on the microarray technology, as it supposes a 
perfect choice taking into account its price as well as the amount of cytosines 
interrogated, the compatibility with formalin-fixed paraffin-embedded samples, 
and its standardized procedure.
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24.1  Introduction

All those phenomena which have a direct impact on the final outcome of a given locus 
without modifying the underlying DNA sequence are known as epigenetics. Therefore, 
the epigenome acts as a bridge between the genotype and the phenotype [1]. Having 
this definition in mind, then the epigenome, or epigenetic information, is the one 
responsible for differing from cell type to cell type, regulating in each cell type the 
expression in a different number of ways (modulating the organization of the nuclear 
genomic material, blocking/allowing the access of gene transcription factors to the 
DNA, etc.). Consequently, the epigenome represents a second-level regulation layer 
on top of the genomic sequence information, and it is a key mechanism by which in 
early embryogenesis, as cells differentiate, the epigenome of the different cell types 
differentiates too, maintaining cell-type-specific gene expression patterns and enabling 
the creation of various cell types from the same genomic information [2].

Different epigenetic phenomena have been described (histone modification, 
microRNAs, DNA methylation, etc.); however, the most studied epigenetic mecha-
nism is the DNA methylation. DNA methylation consists of the covalent addition of 
a methyl group (−CH3) to the fifth carbon of the pyrimidine ring of cytosine nucleo-
tides. Although DNA methylation can occur in all cytosines of the genome, in mam-
mals, this modification mainly takes place when a cytosine is contiguous to a 
guanine nucleotide, in what is called a CpG dinucleotide (~28 million CpGs on the 
human genome). Interestingly, CpG distribution is not random over the genome, but 
rather, CpGs are enriched in gene promoter regions known as CpG islands, defined 
as a region of at least 200 bp with a GC content greater than 50% and with an 
observed-to-expected CpG ratio that exceeds 60% [3]. It is well known that genes 
being actively transcribed normally lack DNA methylation in their CpG-rich pro-
moter regions (CpG islands). Counter-wise, gene bodies of actively transcribed 
genes usually show dense DNA methylation, which might promote the transcription 
elongation rather than repress transcription initiation, as DNA methylation does in 
promoter regions [4–7]. Then, it is not unusual that DNA methylation is involved in 
many cellular processes such as silencing of repetitive and centromeric sequences, 
X-chromosome inactivation in female mammals, mammalian imprinting, chromo-
some stability, and transcriptional repression, among others [1].

The physical incorporation of the methyl group into the cytosines is performed 
by proteins of the methyltransferase family. Multiple proteins comprise this family, 
being DNMT3A and DNMT3B the ones in charge of the de novo DNA methyla-
tion [8, 9], while DNA methylation maintenance during replication is performed 
by DNMT1 [4]. Different studies have shown that methyltransferases are essential 
for normal mammalian development. For example, deletion of DNMT1 or 
DNMT3B genes leads to embryonic lethality, while homozygous knockout of the 
DNMT3a gene in the mouse results in mice surviving only up to the fourth week 
after birth [9, 10]. Moreover, defects on a member of the DNA methylation machin-
ery, DNMT3B, cause immunodeficiency–centromeric instability–facial anomalies 
(ICF) syndrome [9, 11]. Besides, aberrant methylation profiles may lead to multi-
ple diseases: the Prader–Willi/Angelman syndrome (PWS/AS) [12] or the 
Beckwith–Wiedemann syndrome [2], where aberrant methylation of imprinted 
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genes occurs; cancer, where multiple aberrations in DNA methylation profiles have 
been observed [13–17]; neurodegenerative diseases [18]; and cerebrovascular 
events [19, 20], among others. However, DNA methylation aberrancies not only 
may lead to a disease, but it may also be present in as many aspects as those cel-
lular processes where DNA methylation is involved, such as drug response [21], 
aging [22, 23], and much more. These examples clearly demonstrate that precisely 
regulation of the DNA methylation and its machinery is crucial for the proper func-
tioning of the cells.

Although methylcytosine (5mC), considered as the fifth DNA base, is the more 
abundant nucleotide modification, other nucleotide modifications are being discov-
ered. For example, 5-hydroxymethylcytosine (5hmC), which is the hydroxylated 
form of 5mC, has been reported to be present in bacteriophage DNA as a defense 
mechanism for restriction enzymes of the infected hosts [24, 25]. In humans, 
hydroxylation of the 5mC is performed by the TET1 protein [26] to create the 
5-hydroxymethylcytosine, and it has been reported to play a major role in neural 
development, where 5hmC is highly enriched [27]. Besides cytosine modifications, 
another nucleotide modification which is being actively investigated is the 
N6-methyladenine, a modification deeply studied in prokaryotes where it has a 
defensive role, but without a clearly known function in eukaryotes [28, 29].

24.2  DNA Methylation Techniques

The huge improvements made in understanding how the epigenetic machinery 
works, interacts, and acts, the implications it has for the proper functioning of cells, 
and how epigenetic dysregulation may lead to developmental diseases, cancer, or 
other malignancies could have not been possible without the incredible advances 
made in the field of strategies to detect DNA methylation levels. Numerous methods 
have been developed to interrogate DNA methylation, making impossible to cover 
them all, not just because of the number, but because it is not the purpose of this 
chapter. However, and for broadly understanding them, we could organize them 
mostly if they are sodium bisulfite based, restriction enzyme based, affinity based, 
or based on physical properties. Each method has its own advantages and disadvan-
tages, and the election of the method to use would come from different variables 
such as cost, time, if we require a quantitative or qualitative method, the amount of 
DNA available, global- or locus-specific targets, genome wide or locus specific, etc.

Among the methods based on physical properties, high-performance liquid chro-
matography (HPLC) and matrix-assisted laser desorption–ionization time of flight 
(MALDI–TOF) mass spectrometry have been successfully used. These methods are 
highly quantitative and reproducible techniques. However, on the counterpart, they 
require large amounts of high-quality DNA and are technically challenging, thus 
not making them suitable for high-throughput approaches. Other methods to inter-
rogate DNA methylation exploit the use of high-affinity specific antibodies. These 
methods, although not providing a single-base resolution, can identify regions 
where DNA methylation is enriched, for example, methylated DNA immunopre-
cipitation (MeDIP) where an antibody against 5-methylcytosine precipitates highly 
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methylated DNA fragments to latter sequence and identifies those regions or the use 
of enzyme-linked immunosorbent assay (ELISA).

The third approach to the examination of DNA methylation is the one using 
restriction enzymes to achieve this purpose. Within this category, and just as an 
example, restriction landmark genomic scanning (RLGS) is one of those techniques 
that uses different restriction enzymes, some of them having a recognition sequence 
affected by methylation status of the cytosines, in conjunction with 2D electropho-
resis; it is capable of rapid and simultaneous interrogation of thousands of restric-
tion enzyme sites for its methylation status. But there are also many methods that 
could be classified as restriction based while at the same time also are classifiable as 
sodium bisulfite based, which is the fourth approach to the interrogation of DNA 
methylation. Among these methods which benefit from both approaches, reduced 
representation bisulfite sequencing (RRBS) is probably the most common and 
known one. With this approach, methyl-sensitive restriction enzymes are used to 
create DNA fragments highly enriched in DNA methylation, and then those frag-
ments are subject to sodium bisulfite conversion and to latter sequence and obtain 
single-base methylation resolution of the fragments.

Finally, and probably the group including the methods nowadays more used, are 
the strategies based on a chemical reaction, the sodium bisulfite modification [30]. 
This reaction serves as the foundation for the more recent methylation techniques. 
In the presence of sodium bisulfite, cytosines are subject to a reversible sulfonation 
reaction. This reaction is shifted toward the formation of cytosine sulfonate under 
acidic environment (ph 5.0). Moreover, cytosine sulfonate in the presence of a 
water molecule quickly suffers a hydrolytic deamination, obtaining as a conse-
quence a uracil sulfonate intermediate. As this last deamination reaction is irre-
versible, and by maintaining the pH of the reaction under acidic conditions, we can 
guarantee that all cytosines will be transformed into uracil sulfonate (Fig. 24.1a). 
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Finally, after eliminating all the residual bisulfite reactive from the solution and 
modifying the conditions of the reaction toward alkaline conditions, the uracil sul-
fonate is transformed into uracil, in a desulfonation reaction. Conversely, the meth-
ylated group of methylcytosines prevents the methylcytosine to be subject to the 
sulfonation reaction (Fig. 24.1b) and hence not allowing the conversion from 
methylcytosine into uracil by the aforementioned reaction. Summarizing this reac-
tion, unmethylated cytosines will be transformed into uracil, while methylated 
cytosines will remain unchanged. With such reaction, what initially was just a 
methylation status (methylated cytosine/unmethylated cytosine) has now been 
transformed into a single nucleotide variation (C/U), which after an amplification 
reaction will become a C/T variation. Now that we have obtained this nucleotide 
modification, we just have to interrogate which base is present in an original 
 cytosine position after being subject to bisulfite conversion reaction, to know its 
methylation status.

Multiple techniques exploit this bisulfite conversion reaction. Methylation- 
specific PCR (MSP) [31] is a rapid and highly sensitive method for interrogating 
DNA methylation. It uses two sets of primers to amplify either the methylated or 
unmethylated allele after bisulfite treatment of the DNA. The advantage of this 
method is the low input (both in quantity and quality) of the DNA, as well as its high 
sensitivity. However, in counterpart is a nonquantitative method. Another com-
monly used method, which was the gold standard in pre-next-generation sequencing 
(pre-NGS) era, but is still being used nowadays as confirmatory technique, is the 
allele-specific bisulfite sequencing [32], by which after bisulfite conversion, the 
DNA is amplified by PCR to latter transfect the fragments of DNA with the use of 
a plasmid infection into competent cells. Then, transformed cells are cultured in 
agar plates with antibiotic selection. Plasmids of individual growing colonies (rep-
resenting a single DNA molecule of the PCR product) are then isolated and 
sequenced. Although this technique per se is not quantitative, sequencing multiple 
clones, we can obtain in a semiquantitative manner the methylation level of a locus. 
The disadvantages of this method are that it is not a real quantitative method and 
becomes very labor and cost intensive for medium or large set of samples. 
Pyrosequencing has also been used to analyze bisulfite-treated DNA (bs-DNA). 
After PCR amplification over bs-DNA, the resulting fragments of DNA are 
sequenced by the synthesis of the complementary strand performed by a poly-
merase, which has been coupled with a sulfurylase, luciferase, and apyrase enzymes. 
As a result, when adding a dideoxynucleotide to the reaction, if the polymerase 
incorporates it to the elongating chain, as a subproduct, a pyrophosphate group is 
released. This pyrophosphate group acts as a substrate for the sulfurylase, to trans-
form it into ATP, which will be used by the luciferase to emit light. Finally, the 
apyrase degrades all dideoxynucleotides which have not been incorporated. In this 
way, and selecting the order of dispensation of the different dideoxynucleotides, we 
can reconstitute the sequence by observing in which dideoxynucleotide additions a 
light signal is created.

Today’s gold standard method for bisulfite-converted DNA is the whole-genome 
bisulfite sequencing (WGBS). After bisulfite conversion of the DNA, the bs-DNA is 
subject to library preparation, and the entire genome is sequenced, obtaining a 
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single- base resolution measurement of all CpG sites in the human genome (~28 
million CpGs). The advantages of this method are evident since we obtain all the 
DNA methylation status of the genome. However, due to the cost of the method, as 
well as the computational requirements needed in order to analyze the obtained 
data, this approach, although every day being more adopted, has not extensively 
been used in large cohorts.

24.3  DNA Methylation Microarrays

Large cohorts of samples have been widely studied DNA methylation microarrays. 
Although different manufacturers of methylation microarrays exist, Illumina’s 
Infinium microarrays have become the dominant solution in the scientific arena. 
The chemistry behind Infinium methylation microarrays is the same one Illumina 
has extensively been using for single nucleotide polymorphism (SNP) microarrays, 
with the only addition of previously treating the DNA with sodium bisulfite. After 
bisulfite conversion of the DNA, the bs-DNA is amplified in a whole-genome 
amplification approach using a proprietary chemistry that uses random hexamer 
primers and a Φ29 DNA polymerase at a constant temperature. Compared to con-
ventional PCR amplification, this approach renders largest-sized products with a 
lower error frequency and less bias. Amplified material is then subject to a propri-
etary enzymatic fragmentation process which avoids over fragmentation of the 
DNA. As a result, DNA fragments range between 300 and 500 bp. After exchang-
ing the solvent in which the fragments of DNA are suspended, DNA fragments are 
denatured and hybridized to the microarray, which contains millions of 3-micron 
silica beads self- assembled in microwells of the microarray slide. Each silica bead 
is coated with an oligonucleotide 50 bases long, which has been specifically 
designed to have complementarity to the region adjacent to a certain CpG site. 
Once we have allowed the hybridization of the single-stranded DNA molecules 
with its corresponding 50 bases oligonucleotide, unhybridized molecules, are 
washed away and the two-step process by which C/T alleles are interrogated 
begins. The first step involves the use of a DNA polymerase and the four DNA 
nucleotides (A, C, T, G). These nucleotides carry a blocking agent that only allows 
the elongation of a single base into the 50 bases long oligonucleotides, using the 
bs-DNA as a template, in what is called the single nucleotide extension reaction. 
Interestingly, the blocking agent preventing the incorporation of a second base is 
different between the four nucleotides, being a biotin-blocking molecule for cyto-
sine and guanine nucleotides, while adenines and thymines carry a 2,4-dinitrophe-
nol blocking molecule. The second step toward CpG interrogation entails the use 
of specific antibodies fluorescently labeled against biotin (green) and 2,4-dinitro-
phenol (red) molecules. The fluorescent signal of these antibodies is then amplified 
by using rounds of secondary/primary antibodies stains, allowing the multiplica-
tion of the fluorescent signal, in order to make it detectable by the scanner’s cam-
eras. Green and red fluorescent intensities ratios per bead are then computed as a 
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direct measurement of the methylation level of that CpG site being interrogated by 
each one of the million beads present on the microarray. The advantages of this 
platform are the single nucleotide resolution of the platform, its cost, which is one 
or two orders of magnitude cheaper than NGS, while at the same time being able 
to interrogate thousands of CpG sites simultaneously (27 k: ≈27,000 CpG sites 
[33]; 450 K: 485,577 CpG sites [34, 35]; and EPIC (850 K): 853,307 CpG sites 
[36]), for an adaptable cohort size (from tens to hundreds of samples). However, its 
disadvantage over NGS approach is that arrays do not cover all the 28 million CpG 
sites of the human genome.

Moreover, another crucial advantage of the methylation microarrays is that 
they are compatible with samples preserved as formalin fixed paraffin embedded 
(FFPE). DNA obtained from FFPE samples, because of the fixation process, tends 
to be highly fragmented, hindering downstream applications. Standard Infinium 
microarray’s procedure on FFPE samples will fail to obtain accurate methylation 
measurements, as a consequence of the inefficacy of the whole-genome amplifica-
tion reaction of the procedure [37]. This restricts the potentially analyzable sam-
ples to those whose DNA has been extracted from fresh-frozen (FF) tissues, blood 
samples, or in vitro cultured cells. Conversely, samples with previous associated 
clinical and follow-up data are routinely formalin fixed and paraffin embedded 
(FFPE) for histopathological diagnosis, which is known to affect DNA integrity 
and to prevent these valuable samples being subjected to methods, such as Infinium, 
that are sensitive to DNA fragmentation. This restricts the potentially analyzable 
samples to those whose DNA has been extracted from fresh-frozen (FF) tissues, 
blood samples, or in vitro cultured cells. To overcome these limitations, a combina-
tion of DNA repair and ligation reactions (FFPE restoration procedure) can be per-
formed to the bisulfite-converted DNA. The use of such procedure in the Infinium 
HumanMethylation27 DNA methylation microarray [37, 38], as well as in the 
Infinium HumanMethylation450 [39–42] and the newer Infinium MethylationEpic 
DNA methylation microarrays, has been reported [36]. Essentially, most of these 
studies have compared the methylation profiles obtained from fresh-frozen samples, 
with the ones obtained from their match FFPE samples of the same donor, obtaining 
highly correlated measurements. Thus, FFPE samples render data of the same qual-
ity as the one obtained from fresh-frozen samples, bypassing the handicap caused 
by the formalin/paraffin fixation and preservation.

Interestingly, DNA methylation microarrays have been adapted to interrogate 
besides 5- methylcytosine (5mC), the levels of 5-hydroxymethylcitosine (5hmC) in 
the genome, with the same single-base resolution provided by the Infinium plat-
form. To achieve such purpose, a modification of the protocol is required. After 
performing the bisulfite conversion of the DNA and prior to processing it through-
out the Infinium procedure, bs-DNA is subjected to an oxidation reaction. As a 
result, hydroxymethylated cytosines will lose their protection against its conversion 
when sodium bisulfite is present, resulting in both unmethylated cytosines and 
hydroxymethylated ones being converted into uracils when bisulfite conversion is 
carried out over oxidized genomic DNA. On the contrary, methylated cytosines still 
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are protected against conversion during bisulfite reaction and will remain unchanged. 
Then, for a given CpG, if we subtract the methylation value obtained in the oxida-
tive procedure (oxidative bisulfite conversion) to the one obtained with the regu-
lar procedure (regular bisulfite conversion), the result is the level of 
5- hydroxymethylcitosine [43–45]. Interestingly, it has been observed an enrichment 
of 5-hydroxymethylcitosine in certain brain structures [46], demonstrating its role 
in neural development.

DNA methylation patterns have been widely explored in neurological disorders, 
and DNA methylation microarrays have been chosen in many of those multiple 
approaches. Numerous studies have centered their aim in finding the presence of 
epigenetic alteration in Alzheimer’s disease [47–53], schizophrenia [54–57], autism 
[58], childhood psychiatric disorders [59], or depression [60]; nevertheless, previ-
ous chapters of this book have extensively and deeply covered those aspects.

24.4  Summary

DNA methylation plays a critical role in cell development and homeostasis. Its 
interrogation in many clinical settings has allowed the identification of multiple 
causal alterations of different diseases, for example, cancer and neurodegenerative 
or aging diseases. Nonetheless, it has also allowed the discovery of biomarkers for 
predicting disease progression and response to treatments and for disease diagnosis. 
Such advances have been only possible by the incredible advance contribution of 
the analytical methods for measuring DNA methylation. Nowadays, whole-genome 
bisulfite sequencing is considered as the gold standard method for measuring the 
levels of 5-methylcytosine in the genome; however, its cost and its computational 
requirements, both in terms of equipment and know-how, are the main limitations 
toward massive adoption on larger cohort studies. DNA methylation microarrays 
are a suitable option for such studies, with whom an elevated amount of CpG sites 
(Infinium MethylationEPIC (850 K): 853,307 CpG sites) are interrogated at a cost 
which is two orders of magnitude cheaper than NGS. Moreover, its standardized 
procedure and its compatibility with samples preserved as FFPE have allowed dur-
ing the last years the exponential growth in their use, not only on the cancer research 
but also in the neurological research.
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Epigenetics play a central role in the regulation of many important cellular pro-
cesses, and dysregulations at the epigenetic level could be the source of serious 
pathologies, such as neurological disorders affecting brain development, neuro-
degeneration, and intellectual disability. Despite significant technological 
advances for epigenetic profiling, there is still a need for a systematic under-
standing of how epigenetics shapes cellular circuitry, and disease pathogenesis. 
The development of accurate computational approaches for analyzing complex 
epigenetic profiles is essential for disentangling the mechanisms underlying cel-
lular development, and the intricate interaction networks determining and sens-
ing chromatin modifications and DNA methylation to control gene expression. In 
this chapter, we review the recent advances in the field of “computational epi-
genetics,” including computational methods for processing different types of epi-
genetic data, prediction of chromatin states, and study of protein dynamics. We 
also discuss how “computational epigenetics” has complemented the fast growth 
in the generation of epigenetic data for uncovering the main differences and sim-
ilarities at the epigenetic level between individuals and the mechanisms underly-
ing disease onset and progression.
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25.1  Chromatin Structure, Combinatorial Complexity 
of Histone Modifications, and Mechanisms of Epigenetic 
Regulation

Epigenetic phenomena constitute a very important regulatory checkpoint in many key 
cellular processes such as DNA maintenance and repair [1, 2], epigenetic inheritance 
[3, 4], and gene expression [5, 6]. While the genome underlying structure – i.e., DNA 
sequence – is highly stable, epigenetic signatures are dynamic [7–9], with different 
epigenetic phenomena having different degrees of stability and variability, causing 
most of the phenotypic differences across cells in multicellular organisms. Fluctuations 
in DNA condensation, and the establishment of heterochromatic or euchromatic 
regions, are determined by covalent modifications of chromatin, including DNA 
methylation of CpG islands [10–12], and a wide range of histone modifications [9, 13, 
14], which form complex combinatorial networks of histone marks, that constitute the 
“histone code” [15]. Moreover, DNA methylation and histone modification pathways 
are significantly interconnected [16–18], and the cross talk between DNA and histone 
epigenetic modifications significantly increases the combinatorial complexity of the 
mechanisms of epigenetic regulation. Although not yet fully understood, there are two 
characterized mechanisms by which epigenetic modifications exert their function [9]: 
the first is the disruption of contacts between nucleosomes in order to “unravel” chro-
matin, and the second is the recruitment of nonhistone proteins [9]. A wide family of 
epigenetic signaling proteins – i.e., readers, writers, and erasers – [19–22] recognize 
the complex code of epigenetic modifications, controlling the condensation levels of 
genomic regions, and the susceptibility of these regions to be transcribed [5, 6], to be 
subject of DNA repair [1, 2] or be involved in other cellular processes. The central role 
of epigenetics in the regulation of a broad range of key cellular processes explains 
their implication in multiple common and serious human pathologies [23–25], such as 
developmental diseases [26–28], cancer [29–32], and neurological disorders [33–37]. 
Despite technological advances for the study of mechanisms of epigenetic regulation, 
we still lack a systematic understanding of how the epigenomic landscape contributes 
to cellular circuitry, lineage specification, and the onset and progression of human 
disease [38]. Due to the significant complexity of the mechanisms of epigenetic regu-
lation, computational and bioinformatics approaches have been essential for disentan-
gling these mechanisms at the genome-wide level and for answering important 
questions such as how the epigenetic level senses environmental cues during lineage 
specification and development and which are the interactions among different chro-
matin modifications to control transcription.

In this chapter, we review the state of the art of computational approaches and 
bioinformatics tools for genome-wide epigenetic research. We cover the field of 
“computational epigenetics” and discuss recent advances in computational methods 
for processing and quality control of different types of epigenetic data, the prediction 
of chromatin states and the study of the dynamics of chromatin, and the analysis of 3D 
structure of chromatin. We also address the status of different collaborative projects 
and databases comprising a wealth of genome-wide epigenetic data. We discuss how 
the fast growth in the generation of epigenetic data, boosted by the development of 
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high-throughput sequencing (HTS) experimental technologies and inter-institutional 
public/private collaborative projects, has been complemented and prompted by the 
development of computational methods for analyzing and rationalizing huge quanti-
ties of epigenetic data. The steady decrease in the cost of technologies for generating 
epigenetic data has also opened the possibility of performing epigenetic surveys in 
human populations. In this regard, we also examine the recent development in the 
computational approaches used to perform these studies for uncovering the main dif-
ferences and similarities at the epigenetic level between individuals and their implica-
tion in cellular differentiation, gene regulation, and disease.

25.2  Whole Genome Annotation of Histone Modifications: 
Computational Tools for Data Quality Control 
and Mapping of Epigenetic Data

The characteristics and specificities of the wide range of computational methods 
commonly used for the analysis of epigenetic data depend significantly on the par-
ticularities of the experimental techniques used to perform epigenomic profiling. 
The techniques available for profiling histone modifications (and the other epigen-
etic phenomena described in the next sections of this chapter) are described in detail 
in a previous chapter of this book, but it would be important to summarize their 
commonalities and differences to discuss the different computational approaches 
used to analyze the epigenetic data generated in each case. The most commonly 
used experimental approaches to profile histone posttranslational modifications are 
ChIP-on-chip [39–41], ChIP-seq [42–44], and mass spectrometry [45–48]. In ChIP- 
on- chip, histone modification-specific antibodies, bound to chromatin regions bear-
ing the corresponding modification, are cross-linked to DNA by treatment with 
formaldehyde. Next, chromatin is collected and fragmented by sonication or using 
nucleases, and the fragments bearing the histone modification are enriched by using 
an antibody matrix specific to the histone modification-specific antibody – i.e., 
immunoprecipitation. The DNA in the enriched fragments is released reverting 
cross-linking by increasing temperature, and purified DNA fragments are amplified 
and labeled with fluorescent dyes for further quantitation. Finally, purified DNA is 
hybridized to a tilling microarray, which allows the identification of regions over-
represented in the immunoprecipitated DNA relative to control DNA – i.e., regarded 
as epigenetically modified. ChIP-seq shares the initial steps of the ChIP-on-chip 
technique, but unlike the former, it relies on HTS DNA sequencing rather than on 
microarrays for identifying the sequences enriched in histone marks. Unlike immu-
noprecipitation techniques, proteomic profiling using mass spectrometry (MS) 
allows the detailed characterization of histone tail posttranslational modifications. 
This technique relies on the chromatographic separation of histones from cell 
lysates, followed by enzymatic digestion of individual histones for the accurate 
assignment and quantification of the amino acids bearing different kinds of post-
translational modifications [9, 13, 14], following top-down, bottom-up, or middle- 
down approaches [47, 49].
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Immunoprecipitation techniques are by far the most commonly used, thanks to 
their high-throughput capabilities and the developments in the production of highly 
specific histone modification-specific antibodies. The main bioinformatics problem 
for the analysis of ChIP-on-chip data is establishing a ranking of genomic regions 
overrepresented on the arrays from raw probe intensities. In this regard, many differ-
ent approaches have been specifically developed for performing peak calling from 
ChIP-on-chip experiments. In general, these methods have a set of common steps, 
encompassing the normalization of the intensities of hybridized fragments, assess-
ment of the statistical significance of the intensities of each peak with respect to the 
whole array, and finally merging overlapping overrepresented regions [39–41, 50]. 
The list of peak-calling packages for processing ChIP-on-chip data is fairly ample 
and diverse, including Tilescope [51], an automated data processing toolkit for ana-
lyzing high-density tiling microarray data that integrates data normalization, combi-
nation of replicate experiments, tile scoring, and feature identification in an 
easy-to-use online suite. Tilemap [52] is a stand-alone package that provides a flex-
ible way to study tiling array hybridizations under multiple experimental conditions 
in Affymetrix ChIP-on-chips. Ringo [53] is an R package devised for NimbleGen 
microarrays, which facilitates the construction of automated programmed workflows 
and enables the scalability and reproducibility of the analyses in comparison to other 
ChIP-on-chip peak callers. The abovementioned list of bioinformatics tools for pro-
cessing ChIP-on-chip microarray data is by no means exhaustive, and there is a wide 
spectrum of other approaches, including ACME [54], HGMM [55], ChIPOTle [56], 
HMMTiling [57], and MAT [58], among others. Notwithstanding the diversity of 
tools for processing ChIP-on-chip data, the bioinformatics analysis of tiling microar-
rays shares the same drawbacks of the algorithms for analyzing DNA arrays, as they 
fail to accurately estimate histone modifications spanning extended genomic regions 
and underestimate weak binding events [50].

The key bioinformatics challenge in the analysis of ChIP-seq data is the fast and 
accurate mapping of thousands to millions of short reads, corresponding to the 
regions bearing a specific histone modification, to the reference genome. Many 
sequence aligners for solving the problems of mapping short sequence reads have 
been developed, such as Bowtie [59], BWA [60], SOAP [61], and BLAT [62], among 
a wide list of others (for a detailed review on short-read alignment methods see [63]). 
Other methods with alignment strategies optimized for reads obtained with specific 
sequencing platforms have been developed, including commercial suites such as 
ELAND that form part of the SOLEXA pipeline (http://www.solexa.com/), and the 
Broad Institute sequencing platform [64] (http://genomics.broadinstitute.org/). 
While mapping short reads to a reference genome, special care should be taken to the 
quality control of sequencing data. For instance, random fragmentation of ChIP-seq 
samples treated with sonication renders an array of overlapping reads corresponding 
to the same genomic regions, and these duplicated reads should be removed, using 
for example SAMtools [65]. This requirement for quality control is not necessary, 
however, while analyzing ChIP-seq data generated from samples treated with nucle-
ases, because the likelihood of the generation of overlapping reads is rather low. The 
assessment of “uniquely mapped” and “unique reads” is also a very important step in 
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the quality control of ChIP-seq data. The former correspond to reads that aligned to 
specific regions, excluding repetitive genomic loci and non-repetitive regions with 
highly similar sequences, while the latter correspond to de-duplication PCR reads. In 
this regard, depending on the specificities of the ChIP-seq dataset, removal of dupli-
cated reads to reduce amplification artifacts could result in an underestimation of real 
binding events. On the other hand, not removing duplicate reads could cause the 
inclusion of a significant amount of false positives, which could have strong implica-
tions in the downstream analysis of ChIP-seq data. Therefore, alignment of short 
sequence reads to the reference genome, and quality control of sequencing data, still 
remains a bioinformatics challenge. The analysis of the signal-to-noise ratio of 
sequencing signals also constitutes an important step on ChIP-seq quality control. 
The estimation of the “fraction of reads in peaks” (FRiP) – i.e., number of reads per 
region – and cross- correlation profiles (CCPs), i.e., read clustering prior to peak call-
ing [66], are very useful for assessing the signal-to-noise ratio. Based on these met-
rics, different approaches for estimating the signal-to-noise ratio of ChIP-seq 
sequencing data have been developed [67].

The procedures for performing peak calling from ChIP-seq samples are different 
from those commonly used for ChIP-on-chip experiments. There exists a myriad of 
different peak callers based on different statistical criteria, which cannot be covered 
here in detail (for a detailed review, please see [68]). The general procedure fol-
lowed by all of these algorithms includes the identification of enriched sequence 
read density for different chromosome loci, relative to a background sequence read 
distribution. The first step common to all ChIP-seq peak callers is the generation of 
a signal profile by integrating reads mapped to specific genomic regions. Different 
tools rely on sliding-window approaches for smoothing the discrete distribution of 
read counts into a continuous signal profile distribution. Tools such as CisGenome 
[69] follow this rationale, estimating the number of reads above a predefined peak 
cutoff, and others like SISSRs [70], Peakzilla [71], and SPP [72] also take into 
account the correspondence of read counts in positive and negative strands to 
improve peak resolution. Other tools use more sophisticated approaches for inte-
grating the signals in sequence windows. For example, MACS [73] uses the local 
Poisson model to identify local biases in genomic positions, F-Seq [74] and QuEST 
[75] rely on kernel density estimations, and PICS [76] uses a Bayesian hierarchical 
t-mixture model for smoothing count reads in the genomic signal profile. The 
HOMER program suite [77] has been also widely used for peak calling and is spe-
cially useful for analyzing broad peak corresponding to histone modifications – e.g., 
H3K9me3 – spanning large chromosome regions. Other tools such as JAMM [78] 
and PePr [79] integrate information from biological replicates to determine enrich-
ment site widths in neighboring narrow peaks, whereas GLITR [80] and PeakSeq 
[81] use tag extension –i.e., extension of ChIP-seq tags along their strand direc-
tion – to identify genomic regions enriched in sequence reads. The selection of the 
background distribution used in the comparison with the sample analyzed is also an 
essential step in peak calling. Although there is no consensus on which is the best 
background distribution, different datasets have been used as control sample, such 
as ChIP-seq data for histone H3, or from experiments using a control antibody for 
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nonbinding proteins, such as immunoglobulins [66, 82]. The following steps during 
peak calling include the selection of the statistical criteria for identifying enriched 
peaks, which usually correspond to a specific cutoff for the enrichment of peaks 
relative to the background, or estimating metrics with more statistical support, such 
as the false discovery rate (FDR). Once enriched peaks are identified for a selected 
number of genes, or genome wide, most peak calling algorithms allow ranking and 
selection of the more significant peaks by estimating their corresponding p-values 
and q-values. Despite the great variety of peak calling toolkits for analyzing ChIP- 
seq data, the comparison of the performance of different approaches shows that 
different programs produce very different peaks in terms of peak size, number, and 
position relative to genes [83, 84] when presented to the same input dataset. Thus, 
as different tools usually generate significantly different epigenomic profiles, peak 
calling of ChIP-seq data remains a difficult task, and the selection of the best per-
forming methods usually depends on the species, sample conditions, and target pro-
teins [43].

The bioinformatics analysis of histone posttranslational modification profiles 
obtained with MS is significantly dependent on the specific MS approach used – 
e.g., top-down, bottom-up, or middle-down approaches [47, 49]. The preprocessing 
of MS data for removing false fragment ion assignments can be performed with 
different programs, such as Thrash [85], MS-Deconv [86], or YADA [87]. These 
approaches can also be used to deconvolute ion signals with multiple charges into 
mono-charged ion mass values from bottom-up MS profiles, but are unable to pro-
duce good results for other approaches generating longer peptides [88]. Unlike 
immunoprecipitation techniques, in which PTM-specific antibodies are used to pro-
file one histone modification per experiment, the analysis of cell lysates with MS 
has the added difficulty of having to deal with the genome-wide profile of all the 
histone modifications. Due to the huge combinatorial complexity of this problem, 
current approaches concentrate on the most common histone PTM [47], which 
might overlook unknown, but functionally relevant modifications. Top-down and 
middle-down proteomics strategies require specialized search algorithms and anno-
tation tools, due to the great complexity of the MS spectra generated for intact or 
large polypeptides [89]. Methods such as ProSight PTM [90], MX-Align+ [91], 
ROCCIT [92], and MLIP [93] are tools specifically suited for performing database 
sequence searches from neutral mass lists of precursor and fragment ions obtained 
with top-down approaches. Different implementations of the THRASH [85] algo-
rithm have been adapted for top-down histone modification profiling [94, 95], as 
well as MS-Deconv tool [86], developed specifically to analyze MS spectra from 
complete proteins. These methods offer a number of different functionalities for 
guiding the search for specific modifications that allows a significant reduction of 
the search space, which can increase the significance of assigned peaks. Other tools 
allow tackling the complex problem of identifying different histone PTM fragments 
with fairly similar ion masses [93, 96]. The software VEMS is included in this cat-
egory [97], which can discriminate acetyl and trimethyl lysine histone modifica-
tions. In summary, mass spectrometry constitutes a very powerful approach for the 
genome-wide profiling of histone modifications, but there is still a need for the 
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development of more accurate bioinformatics approaches to allow a more compre-
hensive and thorough study of MS histone modification spectra.

25.3  Bioinformatics Approaches for Analyzing Genome- 
Wide Methylation Profiling

DNA methylation, which is the only epigenetic phenomena involving the direct 
modification of genome underlying structure, can be profiled experimentally with 
bisulfite sequencing [98, 99], bisulfite microarrays [100, 101], and enrichment 
methods, such as MeDIP-seq and MethylCap-seq [102–104]. Different computa-
tional approaches have been developed for processing genome-wide profiling data 
obtained with each of the abovementioned techniques. In the case of bisulfite 
sequencing data, methylated cytosines are protected from chemical modification – 
i.e., sulfonation – induced by treatment with bisulfite, while unmethylated cytosines 
are sulfonated and appear as thymines after sequencing. Following, the reads 
obtained at the sequencing stage are mapped back to the reference genome, and the 
ratios of Cs and Ts are measured, representing the methylation levels of genomic 
regions. In principle, aligners such as those currently used for mapping ChIP-seq 
reads (please see in the previous section in this chapter) can be used for processing 
bisulfite sequencing reads, but in this case it is necessary to account for the under-
representation of unmethylated Cs. Moreover, different approaches specifically 
suited for analyzing this data have been developed, comprising RRBSMAP [105], 
RMAP [106], GSNAP [107], and Segemehl [108], among others, which have been 
coined as wildcard aligners. These tools offer multiple functionalities for wildcard-
ing Cs in the sequencing reads during the alignment and also adjusting the matrices 
used for scoring tag alignment for accommodating base mismatches. Furthermore, 
wildcard aligners allow the efficient and fast alignment to large genomic regions, 
although they tend to overestimate highly methylated regions. A second group of 
tools (MethylCoder [109], BRAT [110], and Bismark [111]) follow a more straight-
forward strategy, leveraging from well-established short-read alignment tools, and 
use a three-letter alphabet – i.e., considering T, G, and A – in the alignment. Three- 
letter alignment approaches are not very efficient for scanning large genomic 
regions, as a significant proportion of regions are filtered out of the alignment due 
to lack of sequence complementarity, caused by an increased alignment ambiguity. 
Once bisulfite sequence reads are aligned to the reference genome, the methylation 
levels of specific genomic regions can be estimated by using variant caller algo-
rithms, which allow the quantitation of the frequency of Cs and Ts. For instance, 
Bis-SNP [112] relies on a Bayesian inference approach to evaluate strand-specific 
base calls and base call quality scores, and experiment-specific bisulfite conversion 
efficiency to derive fairly accurate DNA methylation estimates. Faster variant call-
ers have been developed, including MethylExtract [113] that implements a modified 
version of the VarScan algorithm [114], and BS-SNPer [115] based on a “dynamic 
matrix algorithm” and Bayesian modeling, which are able to process large quanti-
ties of genomic sequences.
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The most widely used bisulfite microarrays are Illumina® Infinium Methylation 
Assay [100], which allows single-CpG-site resolution quantitative measurement of 
genome-wide methylation profiles. In this assay, cytosine methylation at CpG 
islands is detected by multiplexed genotyping of bisulfite-converted genomic DNA, 
upon treatment with bisulfite (this technique also relies on bisulfite selective DNA 
modification of unmethylated regions, as described above). The assay uses two site- 
specific probes, one for methylated and another for the unmethylated loci. The 
Infinium MethylationEPIC BeadChip Kit enables quantitative genome-wide profil-
ing of almost 900,000 methylation sites at the single-nucleotide resolution, encom-
passing expert-selected coverage of up to 99% of RefSeq genes, 95% of CpG 
islands, and ENCODE enhancer regions. In addition to the great potential of this 
technology, it has been the focus of intense research for the development of propri-
etaries and open-source bioinformatics tools for processing Illumina Methylation 
Arrays. The GenomeStudio software developed by the chip supplier enables dif-
ferential methylation analysis for small-scale studies, also including advanced tools 
for visualization of large amounts of data, plotting, and statistical analysis. The R/
Bioconductor BeadArray toolkit [116] is also available for performing large-scale 
stand-alone analysis requiring more intense calculations or parallel computing 
infrastructures. Infinium® arrays include multiple probes for performing sample- 
dependent and sample-independent data quality control, which is the input of pack-
ages like IMA [117] and LumiWCluster [118]. These tools use different approaches 
for removing noisy probes from the chip data, which are straightforwardly filtered 
out based on the median detection p-value cutoff in the case of IMA, while 
LumiWCluster relies on a more sophisticated weighted likelihood model based on 
clustering methylation data. Background correction should also be performed for 
removing nonspecific signals and differences between replicates. This step can be 
performed with the GenomeStudio Infinium integrated package, but also with many 
other toolkits, such as lumi [119], limma [120], and BeadArray [116]. After the 
initial quality control, microarray data need to be normalized to remove random 
noise, technical artifacts, and measurement variation inherent to microarrays. 
Normalization should be performed between different replicate array measure-
ments, i.e., between array, and internally for each array, i.e., within array. This can 
be accomplished with HumMethQCReport [121] and lumi [119], which use spline 
and weighted scatter smoothing for normalizing methylation data, but there are also 
many other alternative approaches based on different statistical approaches [122]. 
Special interest should also be put on scaling the signal obtained for the two differ-
ent probes used in this technique – i.e., probes for methylated and unmethylated 
loci – that produce rather different signal distributions, due to the bias towards CpG 
islands in the genome [100]. Peak rescaling is usually performed with methods such 
as SWAN [123] that implements a sub-quantile within-array normalization (SQN) 
procedure, similar to the rationale followed in another study implementing a pipe-
line for processing Illumina® Infinium Methylation BeadChip [124]. Other 
approaches use variations of this procedure, such as the mixture quantile normaliza-
tion method to rescale the distributions of the methylation and unmethylation probes 
into distributions that can be compared statistically [125, 126]. Batch effects, which 
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are also common on DNA methylation arrays, can be corrected with toolkits like 
CpGassoc [127], MethLAB [128], and ISVA [129] R/Bioconductor packages.

Enrichment techniques, such as MeDIP-seq and MethylCap-seq [102–104], are 
based on the use of proteins that specifically bind to methylated DNA regions – e.g., 
5-methylcytosine-specific antibodies [104, 130] (methylated DNA immunoprecipi-
tation (MeDIP)) or methyl-binding domain proteins [131, 132] (MethylCap) – to 
enrich hypermethylated fragments that are subject to HTP or microarray sequenc-
ing. The bioinformatics processing of methylation data generated with these 
approaches can be performed with the same methods describe above for processing 
sequencing or microarray platforms. Moreover, there are some methods exclusively 
tailored for enrichment data, like MEDIPS [133], an R/Bioconductor suite that 
enables processing multiple replicates and performing a great variety of statistical 
analyses. Another toolkit, coined as Batman [102], which stands for “Bayesian tool 
for methylation analysis” relies on the knowledge that almost all DNA methylation 
in mammals occurs at CpG dinucleotides and uses a standard Bayesian inference 
approach to estimate the posterior distribution of the methylation state parameters 
from data to generate quantitative methylation profiles. A very interesting study 
built on a thorough comparison of more than 20 different software tools has resulted 
in the development of RnBeads [134], an integrative suite that supports all genome- 
scale and genome-wide DNA methylation assays, implemented to facilitate stand- 
alone running of complex pipelines in high-performance computing infrastructures. 
With this toolkit, it is possible to perform all the steps of DNA methylation data 
analysis, ranging from data visualization, quality control, handling batch effects, 
correction for tissue heterogeneity, and differential DNA methylation analysis.

25.4  Computational Analysis of Chromatin Accessibility Data

The chromatin accessibility of genomic regions can be profiled with methodologies 
such as DNase-seq [135], FAIRE-seq [136], and ATAC-seq [137], which rely on 
different experimental principles and produce rather different data outputs. DNase- 
seq and ATAC-seq are based on the use of endonucleases – i.e., DNase I and engi-
neered Tn5 transposase, respectively – to fragment DNA, while FAIRE-seq is a 
physical fragmentation method, in which DNA is treated with formaldehyde to 
cross-link chromatin. The differences between DNA fragmentation procedures used 
in each technique – i.e., DNase I and engineered Tn5 transposase have a tendency 
to cleave some DNA sequences more efficiently than others, and sonication could 
produce under and over sonicated chromatin depending on the sonication parame-
ters used – cause that each technique generates rather different accessibility profiles 
[138]. In accordance, these differences should be taken into consideration while 
performing the downstream bioinformatics processing of sequencing data. 
Chromatin accessibility peaks are generally different from peak signals generated 
with histone modification ChIP-seq experiments, which are in general broad 
sequence read peaks. Hence, peak callers designed for ChIP-seq need some fine- 
tuning for processing chromatin accessibility data [138, 139]. Furthermore, 
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ChIP- seq data usually shows a higher signal-to-noise ratio compared to DNase-seq, 
making ChIP-seq peaks easier to detect [140]. Different peak callers have been 
developed to process accessibility data, including F-Seq [74] toolkit, which can be 
used for ChIP-seq and FAIRE-seq data [141], and ZINBA [142], which relies on a 
mixture regression approach for probabilistically identifying real and artifact peaks 
and can also handle ChIP-seq and FAIRE-seq data. Moreover, the Hotspot program 
[143] has been developed as part of the ENCODE project specifically for analyzing 
DNase-seq data, and follows a similar rationale to ChIP-seq sliding-window peak 
callers described above, using a probabilistic model to classify peaks by assessing 
the differences between the sample and a background distribution. MACS [73], 
which is commonly used for ChIP-seq data, and ChIPOTle [56], suited for process-
ing ChIP-on-chip data as described above, have also been used for DNase-seq [144] 
and FAIRE-seq [136], respectively. In general, most of these tools have also been 
applied for ATAC-seq data analysis, but there are some other tools specifically 
implemented for this novel technique, such as I-ATAC (https://www.jax.org/
research-and-faculty/tools/i-atac). This tool integrates multiple methods for quality 
check, preprocessing, and running sequential, multiple-parallel, and customized 
data analysis pipelines into a cross platform and open-source desktop application. 
Interestingly, the selection of the peak caller of use could play a key role in peak 
assignment output, as a comparison of the most common tools for processing acces-
sibility data has shown that there is little overlap among called peaks obtained for 
the same chromatin accessibility dataset [140].

25.5  Epigenomic Databases and Epigenome Mapping 
Initiatives

The great developments of high-throughput sequencing technologies have allowed 
the steady generation of great quantities of epigenomic data in different cell types/
lines and multiple organisms. This has been boosted by many large-scale epigenome 
mapping projects, such as the ENCODE project [145], the NIH Roadmap 
Epigenomics [146], the International Human Epigenome Consortium (http://ihec- 
epigenomes.org/), and the HEROIC European project (http://cordis.europa.eu/proj-
ect/rcn/78439_en.html), among others. Other resources, such as the MethBase 
database (http://smithlabresearch.org/software/methbase/) [147], encompassing 
hundreds of methylomes from different organisms allow comparing the methylation 
profiles of genomics regions in different animal and plant genomes. There exist 
other more specialized epigenomic projects and databases encompassing informa-
tion of the brain. These neuroepigenomic resources include MethylomeDB data-
base (http://www.neuroepigenomics.org/methylomedb) [148] that includes 
genome-wide DNA methylation profiles of human and mouse brain and is inte-
grated with a genome browser which allows surfing through the genome and ana-
lyzes the methylation of specific loci, searches for specific methylation profiles, and 
compares methylation patterns between individual samples. The Brain Cloud 
(http://braincloud.jhmi.edu/) [149] compiles methylation data from human 
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postmortem dorsolateral prefrontal cortices from normal subjects across the life 
span, also integrating single-nucleotide polymorphism data. The great amount of 
data generated in these projects has prompted the development of a great variety of 
computational tools for the analysis of epigenetic data, some of which have been 
described in detail in previous sections of this chapter. Moreover, the wealth of data 
in these databases has enabled groundbreaking studies, such as one recent report 
[38] encompassing a thorough integrative study of different epigenetic phenom-
ena – e.g., chromatin accessibility, DNA methylation, chromatin marks, gene 
expression – in different reference epigenomes. In this study, the authors profile 
cells from different tissues and organs in more than 100 adult and fetal epigenomes 
and were able to identify epigenetic differences arising during lineage specification 
and cellular differentiation, which are the modules of regulatory regions with coor-
dinated activity across cell types, and the role of regulatory regions in human dis-
ease associated with common traits and disorders [38]. This study shows that 
genomic regions vary greatly in their association with active marks, with approxi-
mately 5% of each epigenome marked by enhancer or promoter signatures, showing 
increased association with expressed genes and increased evolutionary conserva-
tion, while two-thirds of each reference epigenome are quiescent and enriched in 
gene-poor stably repressed regions [38]. Furthermore, the authors find that genetic 
variants associated with complex traits are highly enriched in epigenomic annota-
tions of trait-relevant tissues, and genome-wide association enrichments are signifi-
cantly strongest for enhancer-associated marks, consistent with their high 
tissue-specific nature [38]. However, promoter-associated and transcription- 
associated marks were also enriched, implicating several gene-regulatory levels as 
underlying genetic variants associated with complex traits [38].

25.6  Epigenetic Differential Analysis and Integration 
of Epigenomic and Gene Expression Data

Despite the great wealth of epigenomic data, we still lack a systematic understand-
ing of how the epigenomic landscape regulates gene expression and which are the 
epigenetic signatures that control the most important regulatory circuitry in the tran-
scriptional level. Differential analysis of ChIP-seq genome-wide profiles obtained 
for different cellular phenotypes is a rather challenging problem, due to the signifi-
cant heterogeneity in peak calling between different measurements and the lack of 
overlap between peak assignments obtained with different peak callers [140]. The 
diffReps program [150] has been designed to detect differential sites from ChIP-seq 
data, with or without biological replicates, and implements a sliding-window 
approach to estimate the statistical significance of differential peaks based on a 
binomial distribution model across samples. The differential histone modification 
profiles generated with diffReps can be used to try to superimpose the epigenetic 
differential profile with gene expression data. The GeneOverlap R/Bioconductor 
tool implements different statistical models for estimating the significance of the 
overlap of histone modification and gene expression profiles. However, the great 
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complexity of the histone code, and the cross talk established between different 
histone marks to cooperatively regulate gene expression, makes it difficult to cap-
ture the regulatory epigenetic mechanisms just by superimposing histone modifica-
tion and gene expression data. More complex computational models for predicting 
gene expression from complex histone modification profiles have been proposed 
[151, 152]. In order to reproduce the quantitative relationship between gene expres-
sion levels and histone modifications, these approaches combine information from 
many different data tracks of repressive and activating chromatin modifications, 
which are processed with machine learning approaches and were able to explain a 
fairly high proportion of the gene expression profiles in different organisms [151, 
152]. In more complex expression datasets, such as brain tissues, similar approaches 
for combining histone modification data [153] have not been able to obtain a good 
correlation with the observed gene expression profiles, which could be related to the 
great complexity of gene regulation in these heterogeneous tissues, and the regula-
tory role of other histone marks not included in the study.

The prediction of epigenetic states has also been the focus of intense research. 
Several computational approaches have been devised for predicting promoter 
regions (extensively reviewed in [154]), prediction of CpG islands [155, 156], DNA 
methylation [157, 158], and nucleosome positioning [159, 160]. However, with the 
advent of next-generation sequencing (NGS), which is used in combination with 
techniques for profiling chromatin accessibility, histone modifications, and DNA 
methylation that have allowed the generation of huge quantities of genome-wide 
epigenetic data, the prediction of epigenetic states has lost relevance. Nevertheless, 
a different group of approaches has been developed for leveraging from genome 
annotation data at the epigenetic level for predicting the chromatin states – e.g., 
poised or strong enhancers, active promoters, and heterochromatin, among others – 
from histone modification data [161, 162]. ChromHMM [161] relies on a multivari-
ate hidden Markov model that represents the observed combination of chromatin 
marks as the product of independent Bernoulli random variables for segmenting the 
genome into regions with different chromatin states. Segway [162] can also input 
histone modification data, but also DNA methylation and chromatin accessibility 
data, and implements a Dynamic Bayesian Network model for hierarchical genome 
segmentation. Interestingly, ChromHMM and Segway can be used to process fairly 
complex datasets of experimental data and perform chromatin state assignments, 
which have provided key insights in transversal epigenomic studies in different cell 
types, tissues, or human populations [38, 163, 164].

25.7  Systems Biology Approaches and Reconstruction 
of Multilevel Regulatory Networks

The availability of highly detailed annotation of human and mouse genomes [38, 
145, 146] has paved the way for performing studies for integrating multilevel bio-
logical data, encompassing epigenetics, DNA sequence variation, gene expression, 
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and clinical data. The regulatory events triggering phenotypic transitions such as 
cellular differentiation, and the dysfunctions associated to disease onset and pro-
gression are usually mediated by multiple genes, which establish complex interac-
tion networks. Thus, in order to gain understanding of the regulatory mechanisms 
at the epigenetic and transcriptional levels involved in the regulation of these cel-
lular phenotypes, it is necessary to derive more comprehensive systems-level com-
putational models. For such large-scale molecular datasets, several network 
approaches have been developed to identify and dissect the underlying “interac-
tomes” for discovering key mechanisms and causal regulators in normal or patho-
logical biological systems [165]. Gene regulatory Boolean network models have 
been very useful for conducting systems-level modeling of complex high-through-
put biological data enabling the construction of complex interaction networks for 
studying disease mechanisms [166]. Disease network models have been essential 
for predicting disease- related genes based on the analysis of different topological 
characteristics, such as node connectivity [167, 168], gene-gene interaction ten-
dency in specific tissues [169], or network neighbors of disease-related genes [170, 
171]. A different group of approaches tries to model cellular phenotypes as attrac-
tors in the gene expression landscape, and phenotypic transitions are modeled by 
identifying nodes destabilizing these attractors [172–174], and disease perturba-
tions, such as chemical compounds or mutations, can cause a switch from a healthy 
to a disease attractor state [175–177]. Co-expression-based network inference 
approaches [178, 179] have also been used to build regulatory network models 
from HTS data. Weighted gene co-expression models (WGCNA) [180] – i.e., there 
exists a widely used and very efficient R/Bioconductor package to build WGCNA 
network models [181] – which allow embodying important information of the 
underlying relationships and interactions among genes have been widely used to 
identify disease-causing genes in multigene human pathologies, such as autism 
[182–184] and Alzheimer’s disease [185, 186]. These WGCNA formalisms allow 
the generation of fairly complex network representations – e.g., eigengene net-
works [187, 188], in which the nodes are composite network modules. WGCNA 
models have enabled the identification of an age-related co-methylation module 
present in multiple human tissues, including the blood and brain from the analysis 
of up to 2442 Illumina DNA methylation arrays [189]. Similarly, these approaches 
have been used to identify common methylation patterns correlated with age in 
identical twins [190], the identification of the upstream epigenetic control and the 
downstream cellular physiology associated with alcohol dependence and neuroad-
aptive changes in alcoholic brain [191] and the prediction of the co-methylation 
modules associated with the Huntington’s disease pathogenesis [192]. The devel-
opments of the abovementioned integrative and other multiscale network modeling 
approaches for trying to integrate complex and multidimensional biological data to 
infer regulatory relationships linking different regulatory levels – e.g., DNA 
sequence variations, epigenetic, transcriptional, and metabolic – will be key for 
gaining a deeper understanding of disease onset and progression, or other impor-
tant biological processes, such as development.
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25.8  The Advent of the Single-Cell Era in Neuroepigenetics: 
Challenges for Analyzing Single-Cell Epigenomic Data

The great technological advances in the methodologies for generating high-quality 
genome-wide epigenomic data have caused a revolution in the study of the epigen-
etic mechanisms regulating gene expression, stem cell differentiation, disease onset 
and progression, and other key biological phenomena. These developments have 
also contributed to the emergence of the field of “neuroepigenetics,” aimed at study-
ing the epigenetic regulatory mechanisms in cells from the central nervous system. 
It has been shown that in neurons, which live throughout most of the life span of an 
animal, epigenetic mechanisms play a key role in the regulation of the complex 
metabolic and gene expression these cells must go through upon synaptic input or 
interactions with other nervous system cells [193, 194]. One of the main problems 
for studying cells from the mammalian nervous systems is trying to disentangle the 
great cellular heterogeneity of bran tissues [195–197]. In this regard, most of the 
neuroepigenomic studies conducted so far have been performed with the traditional 
techniques for profiling chromatin accessibility, histone modifications, and DNA 
methylation described in this and other chapters of this book. These approaches 
require as input samples containing hundreds of thousands or millions of cells, 
encompassing highly heterogeneous cell populations. In recent years, different 
experimental techniques have been developed for studying heterogeneous cell pop-
ulations. Gene expression single-cell transcriptional profiling techniques first devel-
oped 20 years ago [198] have become a very popular technique conventionally used 
in most laboratories, thanks to great technological developments in cell capture and 
next-generation sequencing approaches. The application of single-cell gene tran-
scriptomics techniques has been central in the study of gene expression and func-
tional diversity in somatosensory neurons from the dorsal root ganglia [199, 200], 
in different cortical regions [197, 201, 202], and developing retina [203].

Different single-cell epigenomic approaches have been recently developed for 
high-throughput genome-wide mapping of DNA methylation, histone modifica-
tions, and chromatin accessibility. The single-cell reduced-representation bisulfite 
sequencing (scRRBS) technique [204] is highly sensitive and can detect the meth-
ylation status of up to 1.5 million CpG sites within the genome of an individual cell. 
This technique is very efficient for profiling promoter regions, though it has poor 
coverage in enhancer regions. Bisulfite single-cell sequencing approaches enable 
genome-wide profiling of single cells or very small cell populations, although with 
a rather low sequencing coverage [205, 206]. Histone modification single-cell pro-
filing can be measured with different barcoding approaches, taking advantage of 
techniques for indexing regions bearing the posttranslational modification in indi-
vidual cells with specific sequence tags, and then performing ChIP-seq measure-
ment after pooling cells from different wells – i.e., the heterogeneous 
population – which reduces the problem associated to input sample requirement of 
ChIP-seq [207, 208]. A different technique has been developed (the nano-ChIP-seq 
protocol) [209], which combines a high-sensitivity small-scale ChIP assay tailored 
for HTS libraries from scarce amounts of ChIP DNA. Recently, the single-tube 
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DNA amplification method (LinDA) has been conceived, enabling ChIP-seq mea-
surements of picogram DNA amounts obtained from a few thousand cells [210]. 
Chromatin accessibility single-cell profiling can be performed with a modification 
of the ATAC-seq approach, based on combinatorial indexing for barcoding popula-
tions of nuclei in different wells, and then performing chromatin accessibility after 
pooling [211]. There exists another methodology available for single-cell chromatin 
accessibility profiling, based on a programmable microfluidics platform for captur-
ing and analyzing cells in specific microfluidic chambers [212]. These methodolo-
gies are still under development for improving single-cell isolation [203, 213] and 
single-molecule sequencing techniques [214, 215], to try to increase the reliability 
of the measurements and sequencing coverage. The application of these approaches 
to study central nervous system samples will be essential for obtaining a clearer 
picture of the epigenetic regulatory mechanisms in neurons from different brain 
regions and how the heterogeneity at the epigenetic level defines different circuitries 
at the transcriptional regulatory level in central nervous system cells. However, the 
computational analysis of single-cell epigenomic data poses many computational 
challenges that will be the focus of intense research in the next years to match the 
great developments of experimental techniques. Currently, the computational tools 
and approaches used for processing single-cell epigenomic data are essentially 
those developed for bulk measurements, which have been thoroughly discussed in 
this chapter. Nevertheless, it is crucial to develop computational methods that are 
tailored specifically for processing single-cell data for tackling the problems associ-
ated with normalization and cell-type identification and for dissecting variability 
levels across cells [216]. It is expected that such methods will be developed in the 
next few years, leading to new discoveries in areas ranging from the physiology of 
tissues to systems biology [216].
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