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Preface

This volume contains the papers presented at SG 2015: the 13th International Sym-
posium on Smart Graphics held during August 26–28, 2015, in Chengdu, China.

This year, the committee decided to accept 16 full papers organized in four technical
sessions, together with four posters and live demonstrations. Each submission was
reviewed by at least three, and on average 3.1, Program Committee members. The
program also included two invited talks from leading researchers – Xiang Cao, CEO of
Xiaoxiaoniu Creative Technologies, China, and Shigeo Takahashi from the University
of Aizu, Japan, whom we would like to thank again for their participation.

Originally, Smartgraphics started as a satellite event of the American Association for
Artificial Intelligence AAAI Spring Symposium back in 2000, and then continued as its
own conference series with Springer LNCS publications, in cooperation with SIGCHI,
SIGGRAPH, Eurographics and AAAI. By building its foundations on a strong
pluridisciplinary approach mixing computer graphics, artificial intelligence, human–
computer interaction, and cognitive sciences, Smartgraphics has always been a unique
venue and a unique experience in collectively trying to define the essence of what
makes graphical applications smart. How to better understand the user, to analyze the
tasks, to display the relevant information, to let the computer take decisions without
taking power? And the advent of new interaction modalities in everyday applications
such as tactile surfaces or 3D interfaces makes the interest in smart graphics even
stronger. Fifteen years after the first AAAI event, the conference has kept the same
spirit: a lively place where it is nice to meet, expose, and exchange new ideas.

While the event has been mostly held in European countries and in the USA, it is
interesting to witness how its center of gravity has recently shifted toward eastern
countries, Kyoto in 2007, Taipei, in 2014, and this year Chengdu. The strong interest in
graphics and interaction from Chinese research and industrial communities makes
China and the Southwestern University for Nationalities an ideal place to host such an
event.

August 2015 Yaxi Chen
Marc Christie
Wenrong Tan
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Designing Mini Block Artwork from Colored
Mesh

Man Zhang1(&), Yuki Igarashi2, Yoshihiro Kanamori1,
and Jun Mitani1

1 University of Tsukuba, Tsukuba, Japan
{eelzhang,kanamori,mitani}@npal.cs.tsukuba.ac.jp

2 Meiji University, Tokyo, Japan
yukim@acm.org

Abstract. Mini block artwork is a kind of well abstracted low-resolution block
construction with aesthetically pleasing block layout. Similar with previous
LEGO constructions, mini block artwork requires strong interconnection among
blocks, i.e., a stable layout. However, what make mini block artwork different
are the new requirements on highly abstracted shapes and colors and the reg-
ularity in block layout considering symmetry in the model itself. We focus on
these requirements by first integrating quantization of colors into abstraction.
We further explore layout generation method satisfying both stability and
symmetry to support our prototype design system. Mini block artwork generated
using different methods are evaluated on both stability and symmetry of the
block layout. To facilitate a justified and discriminating layout comparison using
stability, though we consider factors similar to classical heuristics, we experi-
mentally optimize the weight of each factor for mini block artwork.

Keywords: LEGO® � Mini block artwork � Layout stability

1 Introduction

A block is a convenient tool for fabricating physical objects. A well abstracted
low-resolution design can save many block resources and much time for real block
artwork. In this paper, we only focus on brick pieces considering the regular shape of a
block. A Japanese product called Nanoblock [4], whose block length is almost half of
the LEGO® block, has become popular in recent years. Examples of low-resolution
block artwork can be found in the “Nanoblock mini collection [4]”. Each design is
assembled with approximately 200 blocks. The average voxel resolution we have
observed is around 20 along the longest axis and around 4 along the depth axis. In these
Nanoblock products, regularity in layout is emphasized to make the design aestheti-
cally pleasing as well as facilitating an easy building of real block artwork. A basic
regularity is that blocks are placed symmetrically for symmetrical parts.

We face challenges with three aspects when designing mini block artwork. Firstly,
block design aided by computers generally requires voxelizing an input mesh model.
However, voxelization for generating a high-quality low-resolution color model is
challenging. Moreover, state-of-the-art methods search for a constructible layout with

© Springer International Publishing AG 2017
Y. Chen et al. (Eds.): SG 2015, LNCS 9317, pp. 3–15, 2017.
DOI: 10.1007/978-3-319-53838-9_1



higher stability, while new restrictions due to low-resolution, color, and symmetry
require more than that, i.e., an ingenious balance between stability and regularity in the
block layout. Finally, current LEGO design systems are not yet sufficiently convenient
enough for the exploration of highly abstracted designs. Based on the challenges above,
we briefly review the related work on these aspects below.

Low-Resolution Sampling from Colored Mesh. Most voxelization applications [9, 13,
14] are not optimized for low-resolution in terms of either shape or color. A recent
approach called Binvox [6] improves the final low-resolution shape. However, color
information is not used. Moreover, basically block colors are limited. Quantization [1,
5] has proved to be effective in reducing the number of colors. For our research, we use
Binvox [6] to generate a relatively “qualified” low-resolution voxel model. We further
color voxels by optimizing the nearest-neighbor sampling process, and apply a color
quantization to satisfy the color restriction in the block set.

Layout Generation for LEGO Models. Previous research [3, 10, 11, 14, 15, 17], have
mainly focused on automatic optimization of block placement. Heuristic-driven
merging which originated in a group of mathematicians [3], is a classical layout
optimization method. A more stable block layout encourages classical factors [3, 11],
such as larger blocks, more connections, less collocated block edges, and more per-
pendicularly placed blocks in successive layers (long axes of two overlapped blocks
toward differently). Moreover, graph theory is applied in recent studies [8, 10, 14], and
promotes another layout optimization method based on the detection and the repairing
of flaws in layout. State-of-the-art studies [8, 14], optimize layout considering both
heuristics and graph theory. They use a random greedy merging algorithm to increase
connections and larger blocks in the initialized layout. For constructability and more
solidity, they further use an iterative local random re-layout to cope with disconnected
block groups and weak articulation points, which are detected in a connectivity graph
representing the initialized layout.

However, since classical factors for stable layout are not independent, it is difficult
to maximize all these factors in a layout at the same time. In some cases, random
greedy merging algorithm fails in generating layout encouraging perpendicularity (an
indicator [3] describing how well each block covers the previous layer perpendicu-
larly). To handle this, we explore another layout merging algorithm to increase per-
pendicularity, as well as encouraging larger blocks especially near the surface. For
specific model, both of these two merging algorithms are tested in our system for an
optimal choice. On the other hand, current re-layout based on random merging is too
unpredictable to control the optimized layout. Considering the symmetry in mini block
artwork, we introduce a layout symmetrization method and a mild reconnection method
for disconnected block groups. Combining these layout processing algorithms, we
discuss a layout generation method satisfying both stability and symmetry.

Design System for LEGO Models. Previous designer systems for LEGO blocks can be
roughly categorized into three types: mouse based (e.g., LEGO Digital Designer,
BlockCAD, Mike’s LEGO CAD, Leo CAD, LSketchIt [12], Build with Chrome,
Blocklizer [16], and faBrickator [8]), multi-touch based [7], and immersive [2].

4 M. Zhang et al.



We propose a designing flow for mini block artwork and develop a prototype
system as well. Our system automatically generates a colored low-resolution voxel
model from an input mesh model, as shown in Fig. 1. The user can also recolor the
model by mapping sampled colors to block colors supported in a block set. After that,
repeated manual-editing and optimization are allowed to generate a constructible block
model considering both stability and symmetry. We define an illegal voxel as a badly
placed or colored voxel resulting in a non-constructible layout theoretically. Editing on
the surface of a voxel model can be done to erase illegal voxels like those at the joint of
the cat’s left hind leg in Fig. 1(b). Such manual editing is also used for surface dec-
oration. After new decoration, layout is re-optimized. We also provide block layout
editing, during which disconnected block groups are automatically detected and the
user is notified by contrasting colors rendered for the model. Finally, it takes us 19 min
to build a cat in Fig. 1(e) using real blocks.

2 Voxelization and Coloring

To better preserve shape features in the original mesh model, we choose the vox-
elization [6] revised for low-resolution shapes. Because a voxelized low-resolution
model is largely transformed from its original shape, as observed in the head, legs and
tail in Fig. 2, finding an appropriate color for each surface voxel is a challenging task.
We found that point sampling of a certain triangle color based on Euclidean distance
causes many unexpected colors, depending on the quality of the mesh. To inhibit this
dependence, we employ color sampling based on Manhattan distance. We first find
triangles intersecting rays emitted from the center of a target voxel to the centers of 26
neighboring voxels. We calculate colors of not only voxels visible from outside but

Fig. 1. Overview of our mini block artwork designing system (Color figure online)

Fig. 2. Automatic color processing flow for the cat in Fig. 1. The numbers of valid colors and
colored voxels in each voxel model are noted. (Color figure online)

Designing Mini Block Artwork from Colored Mesh 5



also their neighbors lying one voxel inwards; we experimentally found that regarding
surface voxels as two-voxel thick works well in the subsequent process. For each
surface voxel, we select the most common color among the triangles as a voxel color. If
two or more colors have the same counts, we randomly choose one. Due to the
variation in shape, some surface voxels can get one or more correlated triangles, but
some may not get any. We refer to the former as an occupied voxel and the latter as an
empty voxel. A step of color propagation finally assigns each empty voxel a color
chosen from neighboring occupied voxels (inside a 3 � 3 � 3 cube centered at this
empty voxel). To calculate the color of empty voxel, each neighboring voxel is initially
assigned a weight w = 4 – d, where d is the Manhattan distance from the voxel’s center
to the cube’s center. Such a weight is then accumulated for each color. The color
weighted most is chosen. If two colors have the same weight, we randomly choose one.

To reduce the number of colors in voxelized model, we use a color quantization.
We implement color sampling earlier than color quantization in order to sample more
original colors. Our color quantization clusters sampled colors into an N-color set,
where N is the maximal number of colors allowed in the current design. The N-color set
is calculated according to whether the voxel color is sampled from texture or surface
color. For a textured model, N colors are extracted from the texture using the method
by Gerstner et al. [1]. For a mesh model with surface color, we simply select N sampled
colors processed by most voxels. Note that we select N colors as our clustering centers,
but not necessarily use all these N colors for the block artwork. After clustering, these
N colors can be remapped to any color in the block set. With our prototype system, N is
set to six by default because the standard color set for Nanoblock contains six colors.

In summary, as shown in Fig. 2, our color-assigning for voxelized result is com-
posed by: (1) coloring occupied voxels using color sampling; (2) reducing the number
of colors among occupied voxels using color quantization (implemented in LAB color
space); (3) coloring empty voxels using color propagation.

3 Block Layout Generation

In Sect. 3.1, we introduce newly explored layout processing algorithms. By combining
them with state-of-the-art method [14], our proposed design system finally generates an
optimized layout for mini block artwork.

3.1 Layout Processing Algorithms

We introduce three layout processing algorithms: perpendicularly ordered merging,
subpart connection, and layout symmetrization.

Perpendicularly Ordered Merging. A merging is legal if it ensures the original voxel
colors visible outside and generates a block in the block set. In a low-resolution model,
the first seed voxel chosen to be merged (white rectangle in Fig. 3) will greatly affect
the merging trend in the entire layer. Therefore, seed voxels need to be ordered. We
introduce two ordering principles both used in this algorithm, “surface-voxel preced-
ing” and “layout alternating”. The former merges surface voxels into larger blocks prior

6 M. Zhang et al.



to invisible voxels. The latter encourages perpendicularity in successive layers. For
each layer, we merge voxels into blocks as follows.

1. Store voxels in the model in an unmerged voxel list L.
2. Sort L using both principles, and choose, erase a seed voxel from top of L.
3. Find the legal set of neighbors with which the seed voxel can be merged.
4. Calculate the cost value developed by Testuz et al. [14], merge, and erase neighbors

from L.
5. Goto Step 3 unless no neighbor can be legally merged with the seed voxel.
6. Goto Step 2 unless L is empty.

In Step 2, according to our two ordering principles, the unmerged voxel list L is
sorted by considering two scores. One score is the number of neighbors able to be
merged with this voxel. Since surface voxels have fewer neighbors, the first principle
can be applied. The other score for the second principle involves a voxel’s coordinate
in a 3-dimensional array representing the voxel model. The score for voxel (x, y, z)
equals x for layer y = m and equals z for layer y = m + 1. An example of choosing a
seed voxel using these two scores is illustrated in Fig. 3. Based on the two scores used
for the sorting, the voxel with fewer neighbors will be assigned a higher priority. For
two voxels with the same number of neighbors, we preferentially choose that with
smaller x or z. A naively ordered merging considering only the first principle is
compared with our perpendicularly ordered merging in Fig. 3.

Subpart Reconnection. We rename disconnected block group as subpart for short. Our
reconnection for subparts is achieved by manipulating the separating section in the
layout. A separating section separating two blocks into disconnected subparts is a
small section equivalent to the side face shared by both blocks. Unlike the
state-of-the-art method involving locally-repeating random remerging [14], we first
detect all the separating sections in the current block layout then create a new link
across each separating section to connect the neighboring subparts. To change a
separating section (orange line) into a link (orange arrow), as shown in the local
layouts in Fig. 4, the following three steps are required.

Fig. 3. A comparison of layouts in successive layers generated by naively ordered merging (two
layers on the left) and perpendicularly ordered merging (two layers on the right). The first
merging seed voxel is marked by a white square. (Color figure online)

Designing Mini Block Artwork from Colored Mesh 7



1. Between the two separated blocks, divide the larger block along edges of the
smaller block. Note that new edges (red lines) are created during this step.

2. Legally merge separated blocks to erase the separating Section.
3. Erase new edges created in Step 1 by legally merging separated blocks.

Figure 4 shows that our subpart reconnection algorithm has an advantage in
changing little of the original layout. This elegant manipulation is suitable for subpart
handling in a symmetric layout because fewer layout changes are preferred when
maintaining symmetry in the layout.

Layout Symmetrization. With this algorithm, symmetry in shape is automatically
detected considering an assumed axis of symmetry. Assumed axis of symmetry is
simply calculated as the medial axis of a bounding box for voxels in the current layer.
Our layout symmetrization algorithm for mirror symmetry can be summarized as
follows.

1. Detect the axis of symmetry.
2. Scan and record block edges parallel to the x-axis (x-edge) or z-axis (z-edge).
3. If the axis of symmetry is parallel to the z-axis (or x-axis), for each recorded z-edge

(or x-edge), add a symmetrical z-edge (or x-edge) to split blocks.
4. If the erasing of an edge and its symmetrical edge both cause legal merging, do it.

Our layout symmetrization algorithm can be used for beautifying layouts visible
outside and those invisible inside, as shown in Fig. 5. It focuses mainly on mirror
symmetry; however, it may not ensure rotational symmetry. In this case, the user must
modify it manually to improve the layout.

Fig. 4. Combining subparts using random remerging algorithm [14] and our subpart reconnec-
tion algorithm. To reconnect orange block, by using three steps, our method results in less change
in layout (black rectangles with dotted border). (Color figure online)

Fig. 5. An asymmetric layout (left) is modified to a symmetric layout (right)

8 M. Zhang et al.



3.2 Layout Generation Method

In this section, we introduce our layout generation method satisfying both stability and
symmetry for mini block artwork. The first step is to optimize for a more stable layout.
What we need is a reliable stability measure sensitive to layout change to help make the
optimal choice.

Stability. To facilitate an intuitive layout evaluation, we introduce a layout stability
measure calculated as the average stability of all the blocks in the layout. The following
stability for each block is normalized to the range of 0 to 1.

Stability ¼ 1� Cs=NsþCo=ð1þNoÞþCeReþCuRuþCp=RpþCnRn
CsþCoþCeþCuþCpþCn

ð1Þ

Our stability measure for each block is modified from that defined by Petrovic [11].
Petrovic defined a stability measure calculated for the block model, assuming the shape
of the model remains unchanged; therefore he minimized an index of total number of
blocks to encourage larger blocks in layout. However, since we prefer larger blocks, we
favor an index more sensitive to the change in block size. Compared with Petrovic’s
definition, indices used in Eq. (1) for each block remain almost unchanged except for
that of the total number of blocks. We define an index of block size Ns instead,
calculated as the volume of a block in voxel units. The notations Cs, Co, Ce, Cu, Cp, and
Cn are the weight parameters for the six indices of Ns, connection with other blocks No,
block edge Re, uncovered block surface Ru, perpendicularity Rp, and alignment of
neighboring blocks Rn, respectively.

Let Ci be index i’s weight parameter ði2 s; o; e; u; p; nf gÞ. Here we determine
each Ci so that stability values become as discriminating as possible among different
layouts. The Eq. (1) shows that stability value is decided by the index i’s importance
which is proportional to Ci. Therefore, we define index i’s importance as the multiple of
Ci and a corresponding coefficient Ri. Because preference on each index is not known,
for fairness among indices, we simply assume that each index’s importance is identical,
i.e., Ci Ri = 1 for 8i. We further define index i’s discrimination as Di, and then have Ci

Ri = Di, i.e., Ci = Di / Ri. From a statistical point of view, Ri and Di are better to be
averaged among different layouts. During our experiment, we tested layouts generated
for 11 low-resolution color models, considering different merging methods (random
greedy merging [14], naively ordered merging and perpendicularly ordered merging in
Sect. 3.1). To separate the effect of each index, we calculated the stability as Eq. (1)
assuming one weight parameter as 1 and the other five as 0. For index i, Ri and Di are
selected separately as the average and standard deviation of stabilities calculated for all
the layouts. The values calculated for Cs, Co, Ce, Cu, Cp, Cn are 0.866, 0.266, 0.850,
0.163, 1.778, 0.275 respectively. For our tested layouts, the range of stability is
widened from [0.569, 0.728] (using naive weight parameter equaling 1) to [0.396,
0.714] (using above weight parameters).
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Layout Generation Method. We use the following steps to optimize the layout based
on our modified stability measure. In the first step for layout initialization, we test for
both random greedy merging [14] and perpendicularly ordered merging and choose the
layout with larger stability. In the next step for layout constructability, we prefer a
layout with fewer subparts. However, considering the illegal voxels in the model, it is
not guaranteed that during this step all the subparts can be connected. After manually
erasing the illegality, random remerging [14] can well achieve a constructible layout.
However, due to the randomness, sometimes a great effort is needed for random
remerging (e.g., 67 loops tested for our flower model) but not for subpart reconnection.
Therefore, our optimization first iteratively performs subpart reconnection L1 times
(L1 � 5). If it fails in constructability, the smaller block beside each separating section
is split smaller for extra L1 times of subpart reconnection. To further explore a con-
structible layout with larger stability, we segment and remerge around weak articula-
tion points, the same as done by Testuz et al. [14].

Especially for a symmetric layout, we aim at a final symmetrization resulting in less
reduction of stability and fewer subparts. Subparts created in this step are further
connected using the subpart reconnection. To maintain symmetry as well, layout
change due to subpart reconnection is also handled symmetrically.

4 Results

We developed a prototype interactive system to facilitate the design of a mini block
artwork. The prototype system was implemented using C++ and tested on a laptop with
a 2.40-GHz, Intel Core (TM) i5-2430M processor, 8 GB RAM, and NVIDIA NVS
4200M GPU. We evaluated our system in different steps of the processing flow. Test
mesh models, including those with texture (e.g., cat, flower and camera) and surface
color (e.g., Legoman, headphone, and sunglass), were taken from free sources available
online. Binvox [6] was used for low-resolution voxelization. For coloring, we com-
pared our algorithm with naive alternatives. For layout generation, we compared our
method with the state-of-the-art method [14].

Coloring. To evaluate our system based on quantization and sampling, we tested
meshes with texture and surface color. Table 1 shows that our quantization can effi-
ciently decrease the number of colors in a model; therefore, contributing to a more
stable layout. When implementing the nearest-neighbor sampling, color results can
vary when considering different searching areas and different distance measures. Fig-
ure 6 shows the comparison of three strategies: (a) Manhattan distance/6 neighbors,

Table 1. Layouts initialized for voxel models with (w/) or without (w/o) color quantization

w/quantization Color Stability Subpart w/o quantization Color Stability Subpart

Cat 6 0.583 5 Cat 222 0.564 21
Flower 5 0.643 1 Flower 37 0.576 18
Camera 6 0.621 2 Camera 15 0.588 3
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(b) Manhattan distance/26 neighbors, (c) Euclidean distance/26 neighbors. We can find
that, results of (c) contain many artifacts, which might be caused by the mesh quality in
the input model, such as the mesh difference between the left and right eyeglasses.
However, this artifact can be removed using Manhattan distance instead, as shown in
the results of (a) and (b). Compared with (a), by searching more neighbors, (b) avoids
obviously wrong samplings. Therefore, (b) is finally adopted for our system.

Layout Merging. We used nine colored mesh models as our test models. To show the
influence of color and low-resolution, we processed test models in two ways separately
for “Color/Low” (Model ID “1–11” in Fig. 7 for the 9 test models, voxelized in a
resolution of no larger than 16 and well corrected, with 2 test models corrected both
symmetrically and asymmetrically for comparison) and “Black/High” (Model ID “12–
26” in Fig. 7 for 5 test models, colored in black and voxelized in resolutions of 16, 24,
and 32). With these processed models, we then applied the following three merging
algorithms: the state-of-the-art algorithm of random greedy merging [14], and two of
our layout merging algorithms (naively ordered and perpendicularly ordered introduced
in Sect. 3.1). Figure 7 shows the stability and number of subparts for each voxel
model. We can find that naively ordered merging greatly reduces the subparts and
layout alternating further increases stability, especially for “Black/High”. For
“Black/High”, our perpendicularly ordered merging performs better than the random
greedy merging method. However, for “Color/Low”, it is difficult to judge which
algorithm performs better. Therefore, in our optimization for mini block artwork, both
of these merging algorithms are tested for choosing a more stable layout.

Theoretically, the coloring of voxels should only matter for those that are visible on
the exterior. By keeping the interior color variable, there should be the greatest number
of possible block layouts. However, our experimental results (Table 2) show that

Fig. 6. Automatically abstracted voxel models without manual editing, considering three naive
alternatives for color sampling strategy. (Color figure online)
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among layouts created for different thicknesses, layouts generated considering the
surface color (thickness 1) are not always the most stable ones. This means that if we
can find a heuristic coloring of inner voxels, there will be still room for improvement
on stability of the initialized layout.
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Fig. 7. Statistics of stability and number of subparts for layouts of different models created using
different merging methods. Each model ID is shown along the horizontal axis. (Color figure
online)

Table 2. Statistics (stability, number of subparts) for layouts merged considering different color
restrictions (thickness of colored surface). Layout with highest stability for each model is marked
in red. Note that blank cells indicating large thicknesses can not be set for thin models.
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Layout Optimization. In regards to a comprehensive optimization for constructability
and symmetry, we compared our layout generation method discussed in Sect. 3.2 with
the state-of-the-art method [14]. In our experiment for the models in Table 3, we found
that re-layout of 50 times did not ensure the removal of all the weak articulation points.
However, the final constructability was guaranteed by ensuring one subpart in a model.
Besides stability, we calculated another index involving all the edges in a layout, called
layout symmetry, to show the percentage of edges having a paired edge in layout
symmetrical to the assumed axis of symmetry parallel to the z-axis or x-axis. We can
find that symmetry of the original input model is better maintained in the layout
optimized with our method than that with the state-of-the-art method [14]. Though
symmetrization is normally at the cost of stability, we can also find that almost half of
our optimization results (rows in Table 3 from “dolphin_asym” to “dolphin_sym”)
exhibite larger stability than those of the state-of-the-art method [14]. Some intuitive
layout comparison can be viewed in Fig. 8.

Table 3. Comparison of stability and symmetry between two layout optimization methods.
A 2-tuple for layout symmetry is shown considering that different models may have different
degrees of symmetry along z-axis and x-axis.

Model Stability Symmetry (z-axis, x-axis)
Our method Testuz et al. Avg. Input Our method Testuz et al.

dolphin_asym 0.684 0.619 0.652 0.911, 0.862 0.739, 0.333 0.582, 0.448
nightstand 0.580 0.529 0.555 1.000, 1.000 1.000, 0.481 0.726, 0.653
cat 0.624 0.593 0.609 1.000, 0.904 1.000, 0.542 0.952, 0.649
sunglass 0.454 0.433 0.444 1.000, 0.636 1.000, 0.357 0.581, 0.387
dolphin_sym 0.700 0.683 0.692 1.000, 0.910 1.000, 0.568 0.876, 0.528
camera 0.555 0.555 0.555 0.845, 0.668 0.471, 0.466 0.471, 0.466
flower 0.643 0.647 0.645 0.855, 0.773 0.643, 0.690 0.595, 0.690
headphone 0.536 0.544 0.540 1.000, 1.000 1.000, 1.000 0.632, 1.000
Legoman_asym 0.549 0.560 0.555 1.000, 0.889 0.997, 0.676 0.668, 0.732
soccer ball 0.571 0.590 0.581 1.000, 0.990 1.000, 0.782 0.746, 0.642
Legoman_sym 0.550 0.583 0.567 1.000, 0.891 1.000, 0.647 0.714, 0.684

Fig. 8. Layouts layer by layer optimized using our method and state-of-the-art method [14]
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5 Conclusions and Future Work

We have proposed and developed a block design system considering various features
such as stability, symmetry, and color separation, to assist in the generation of mini
block artwork based on an input of 3D mesh. To facilitate our layout optimization and
the additional manual decoration, we have quantitatively calculated an intuitive sta-
bility measure, as well as having experimentally tuned its weight parameters to make
this measure more justified and discriminating. Some of the experimental conclusions
about layout merging are thought provoking in exploring more effective layout gen-
eration method. Finally, we have discussed the feasibility and effectiveness of our
method by comparing it with naive alternatives and state-of-the-art method.

In the future, to automatically create a better abstracted sampling, shape and color
can perhaps be sampled in a way that adds to certain measures based on perception.
The manual editing can be improved by a skilled surface decoration (e.g., character
sculpture), an intelligent fixing for illegal voxels, and a heuristic coloring of inner
voxels for a more stable layout. Moreover, perpendicularity in a layout can be further
strengthened. Layout generation might also benefit from a proper classification con-
sidering features in model. To improve color selection, colors should probably be
limited to real Nanoblock colors that are available to the builder. Constraints on the
number and/or types of blocks can be incorporated into our system as well.
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Abstract. The traditional Chinese garden contains many types of tings, corri-
dors, walls, etc. For artists, it is tedious work to model these kinds of featured
Chinese architecture due to the strict and complex construction rules. We pro-
pose an interactive and procedural tool to modeling featured Chinese architec-
tures that appear in the Chinese garden. Based on the previous research about
modeling basic structures of Chinese architecture, we extend to model more
featured Chinese architectures, such as double-eave ting, combined ting, corri-
dor, and wall effectively and efficiently, and combine them into a complete
Chinese garden. By adjusting the overlapped components, we can combine two
single tings into a combined ting. By modifying ting’s structure, we can con-
struct a variant of corridors or garden walls upon few input parameters. In
addition, the result 3D model can be exported in different LODs, making the use
of the model more practicable and flexible. As experimental results shown,
complex 3D models of a Chinese garden with several different featured Chinese
architectures can be created in minutes.

Keywords: Ting � Corridor � Garden wall � Chinese pavilion � Procedural
modeling � Interactive modeling � Chinese architecture � Chinese garden

1 Introduction

Featured Chinese architectures, such as ting, palace, and pagoda, have been becoming
increasingly significant in the fields of cultural heritage preservation, restoration of
ancient civilization, and digital entertainment with their complex structure and deco-
ration. However, the strict rules of proportions in traditional construction of featured
Chinese architectures [1–3] make it too complex to construct using a number of simple
grammars (grammar-based approach) and sketches (sketch-based approach). Huang
and Tai [4] proposed a method to modeling ting by exploring the parameter relation-
ships and summarizing them in association with two principal parameters.

In this paper, we extend the method Huang and Tai [4] to modeling more types of
featured Chinese architectures structure: (1) extended roof structures, such as
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gable-and-hip roof, double-eave structure, and pagoda, and (2) extended ting structure,
such as combined ting, corridor, and garden wall, with the level-of-detail technique to
reduce the number of polygon used of the resultant 3D model. It is more practicable
and flexible to use in various applications of virtual Chinese architectures, such as
digital content industries, including computer/video games, animations, and movies.

The rest of this paper is organized as below. In Sect. 2, we briefly review the related
work on procedural modeling approaches. Section 3 gives an overview of the featured
Chinese architecture’s structures. Section 4 specifies the extended approach of the
featured Chinese architectures. The simplification & Level-of-Detail will be described
in Sect. 5. In Sect. 6, the experimental results are shown. Finally, we conclude with a
discussion about future work in Sect. 7.

2 Related Work

Procedural modeling approaches [4, 6] allow users to produce a high degree of com-
plexity with, relatively speaking, a few simple inputs. For increasing the variations of
the results, more control parameters need to be added to the procedure. However, it
would be complex and less intuitive for users to predict the effects by adjusting par-
ticular parameters and the combinations of the parameters as the number of input
parameters grows.

Some recent work in architecture modeling is based on grammars. The approaches
based on L-systems [7–10] have achieved impressive results on branching objects such
as plants and streets. Even so, there are numerous types of buildings that are con-
structed with quite different structures from branching objects.

Shape grammar is a powerful modeling tool. Wonka et al. [11] proposed split
grammars that allow automatic derivations are useful for various building styles.
Müller et al. [12] introduced CGA shape, which extends the split grammars. Müller
et al. [13] proposed a specialized generation rule for reconstructing Puuc-style archi-
tecture at Xkipché in Mexico based on CGA Shape. Bokeloh et al. [14] proposed an
inverse procedural modeling approach that analyzes the input 3D model to build a
shape grammar and synthesizes a similar one with the assistance of the user’s inter-
actions. Nevertheless, still, there are revelations of insufficient reasons for the method
to support curved surface due to the restrictions of CGA shape.

Another method to modeling architectures is the sketch-based approach. Chen et al.
[15] proposed a system of freehand sketch-based modeling of architectures. The system
periodically interprets its 2.5D-geometry as the sketch has been drawn by users.
However, drawing the sketches of architecture for novice users is difficult. As a result,
it is even harder to produce a correct projection concept. We take advantage of the
previous approach [4], which created an initial frame of feature Chinese architecture for
users to adjust the shapes in the directions they wish rather than starting from nothing,
and extend it for more types of featured Chinese architecture.
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3 Featured Chinese Architectures in a Chinese Garden

Referring to the construction guides of ancient featured Chinese architecture [1–3], a
Chinese garden is composed by several featured Chinese architectures. These archi-
tectures come in several types, such as ting, palace, and pagoda, are majorly classified
by the roof types. These basic roof types are: round, pyramidal, hollow, hip, gable,
overhanging-gable, gable-and-hip, round-ridge, and helmet types as shown in Fig. 1.
The hip, gable, overhanging-gable, gable-and-hip, and round ridge types only appear
on the rectangular platform.

Figure 2 shows exemplar structures of the gable-and-hip roof, double-eave, com-
bined ting, pagoda, and garden wall. Figure 2(a) shows a half gable-and-hip roof in
front-view. Double-eave structure means there is an extra eave as a veranda around the
main structure, below the main roof of the building [3], as shown in the Fig. 2(b).
A combined ting structure is shown in Fig. 2(c); it is combined by two single tings. The
structure of Pagoda is shown in Fig. 2(d), and usually stacks three or more layers [1].
The overall size of each layer decreases from bottom to top. Figure 2(e) shows the
structure of a garden wall. A garden wall is assembled by a gable roof and a solid wall.
The structure of a corridor is the same as a single ting.

Fig. 1. The nine roof types

Fig. 2. Exemplar structures of (a) A left-half gable-and-hip roof in front-view, (b) A double-
eave, (c) A combined ting, (d) A pagoda, and (e) A garden wall.
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4 Chinese Garden Architectures Modeling

The previous work [4] is improved to model gable-and-hip roof, double-eave ting, and
pagoda, and extended ting structures: combined ting, corridor, and garden wall. In this
Section, we specify the methods for modeling these structures. Figure 3 shows the
structural frame and control points we use.

4.1 Extended Roof Structures

Gable-and-hip Structure. Gable-and-hip roof can be considered as a combination of
the pyramidal and overhanging roof. Figure 4 shows an illustration of the concept of
this combination. Therefore, we construct the frame of gable-and-hip roof by editing
the pyramidal roof on a rectangular ting as shown in Fig. 5.

Given a segmented single ridge curve in the frame of a pyramidal structure (orange
curve on the left of Fig. 3), we first decide the position of the joint point pVD between

Fig. 5. An illustration in front view of creating the frame of a gable-and-hip roof. The purple
lines indicate the plane planeVDi obtain by a reference point prefi of the corresponded columns’
position pClTi . The red, brown, orange, and green lines represent the main-ridge, vertical ridges,
diagonal ridges, and eave line, respectively. (Color figure online)

Fig. 3. An illustration for control points
on a structure frame. The blue dots show
the position control points PCPs, and the
bending control points BCPs are shown in
colored squares. Additionally, the blue line
shows the straight part of the eave while
the green curve shows the curved part of
the eave. (Color figure online)

Fig. 4. An illustration of the combination of
gable-and-hip roof. The red part of the
gable-and-hip roof is from the pyramidal roof,
while the green part is from the overhanging roof.
(Color figure online)
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the vertical ridge (legend h in Fig. 2) and the diagonal ridge (legend d in Fig. 2) on the
original ridge as shown on the middle of Fig. 5. To help us deciding the position of the
joint point pVD, we need a reference point prefi , as shown on the left of Fig. 5, whose
initial position is set to be prefi ¼ pClTi � ðD; 0; 0Þ [1]. Thus, the ith joint point pVDi can
be decided as the intersection point of the ith ridge and a plane planeVDi as default
position, where the plane planeVDi shown by the purple line on the middle of Fig. 5 is

defined by the reference point prefi and x-axis. Then, the segment points from pVDi to
pMRg
i on the original ridge are projected to planeVDi to create the vertical ridge (brown

lines at the right of Fig. 5). Afterward, the frame of the main ridge is created by

pMRg
i pMRg

iþ 1. The rest of the frames, PCPs and BCPs of the body and the platform are the
same as the pyramidal ting.

User can adjust the position of pVDi by moving the PCP pMRg
i along pMRg

i pMRg
iþ 1

horizontally to obtain the different length ratio between the vertical and diagonal ridges
on the original ridge.

Double-eave Structure. The double-eave structure is modeled by assembling a shorter
hollow roof structure to a taller structure. The length of the hollow roof’s main ridge
corresponds to the width or depth of the taller structure.

For a given basic structure as the lower part of the double-eave structure, we first
change the roof type to hollow roof for adding the upper structure. The main ridge
length in width and depth direction are set to be width� 2x and depth� 2x, respec-
tively, where x is raising step [4], to fit the upper structure [3]. We then take the ratio of
original to the adjusted width/depth to decrease the scale the upper structure.

Double-rounding. Figure 6 shows two kinds of column layout in the double-eave
structure: single-rounding and double-rounding [3]. As the double-rounding column
structure shown in Fig. 6(a), the columns of the upper structure (orange dots) extend to
the lower platform, which become hypostyle columns.

Single-rounding. In the opposite, if the columns of the upper structure do not extend to
the platform, it is called the single-rounding column structure as shown in Fig. 6(b).
Therefore, as to the double-rounding structure, we set the column’s height to
1.8 � (original column height); as to the single-rounding structure, we set the

Fig. 6. The top-view of the two column
layouts: (a) double-rounding column struc-
ture, and (b) single-rounding column struc-
ture. (Color figure online)

Fig. 7. The structures and layouts of an
edge-aligned and a ridge-align combined ting.
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column’s height to 0.4 � (original column height) with the upper structure be lifted
1.4 � (original column height).

The diameter of the hypostyle column is D + 1, where D is the diameter of the eave
column [2]. Finally, for each eave column, two more extra eave columns are added
along the width and depth direction with an offset distance x inward as shown in
Fig. 6(b).

Pagoda Structure. We stack multiple layers in y direction and scale down the size (in
our implementation, 0.75) of each layer from bottom to top to model the pagoda. Same
as double-eave structure, the roof type of the lower layers except the top layer is set to
be the hollow roof, which the length of the hollow roof’s main ridge is equal to the
corresponding width or depth of the upper layer structure.

4.2 Extended Ting Structures

The following subsections introduce the extended ting structures, including combined
ting and corridor and garden wall.

Combined Ting Structure. The width, depth, platform shape, and roof type of the two
single tings should be the same when combining these two single tings to a combined
ting [18, 19]. As described in [3, 16], there are two kinds of alignment structure when
combining two single tings: edge-aligned structure, as shown in the left of Fig. 7, and
ridge-aligned structure, as shown in the right of Fig. 7. Also, for symmetry, combining
different roof types should be limited to the following rules:

(1) Pyramidal and Hollow - can be combined by edge-aligned or ridge-aligned
structures.

(2) Gable and Hip - can be combined only by edge-aligned structure.

Accordingly, we can obtain a combined ting by the following steps: (1) align two
tings with the edge/ridge, (2) decide the distance between the centers of the two tings,
(3) calculate the intersected plane, and (4) process the intersected region. The first two
steps are straight forward, so the following describes the details of the last two steps.

Intersected Plane Calculation. Two aligned tings tingA and tingB can be regarded as
been mirrored from one to another by a mirror plane. This plane can be considered as

the intersection plane planeM which lies in the middle of pBDA pBDB with its normal

parallels to pBDA pBDB as shown in the left of Fig. 8. Thus, the distance dplaneM from pBD to

planeM will be less than pBDpEvC
�
�

�
� (edge-aligned) or pBDpRg

�
�

�
� (ridge-aligned).

Intersection Processing. After obtaining the intersected plane planeM, we can place the

two same ting tingA and tingB along pBDA pBDB at the distance of 2dplaneM to obtain the
combined ting. However, there are several components and tiles will be intersected to
each other when combining these two single tings. Therefore, we have to deal with
these intersected components and tiles to obtain a complete single combined ting.
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Body Structure. According to the description in [4], the rest of PCPs can be calculated
as soon as the column bottom control point pClB has been decided. Thus, we have to
adjust the pClB first for processing the intersection. The pClBi that underneath the interior
area of the other roof should be move to the intersected plane planeM along the edge
towards pClBiþ 1 (rectangle ting) or p

ClB
i�1 (otherwise, if p

ClB
iþ 1 is still at the same side of pClBi )

as shown in the left of Fig. 8. The rest of the components of the body structure are
adjusted accordingly as stated in [4].

Roof Structure. For the ridges, since the 3D model of ridges is generated by
sweeping [4], we adjust the last slice of the model of one ting onto the intersected
plane to be connected to the other ting as shown in the middle of Fig. 8. For the tiles,
we calculated the anchor points at the different side of the intersected plane related to
pBD respectively. These anchor points are removed to avoid intersected into the other
ting’s roof since they will be at the structure of the other ting to be combined as
shown in the right of Fig. 8. The tiles then can be placed at the remaining anchor
points by the method described in [4]. After the processing of the ridge and tiles, we
can obtain a combined ting.

Corridor & Garden Wall. In Chinese garden architectures, corridors are used to
connect the main building, while garden walls surround the whole area. The structure
of corridor and garden wall both have platform and roof in gable type, but there are
columns and/or wall in corridor and no columns in garden wall. We focus on building
the basic single layer and straight corridor/garden wall.

By the width and length from user input parameters, we can obtain a corridor by
extending the width of a gable ting [4] and introduce extra columns. Liang and Heh [2]
describe that the columns should be placed in the distance of a room width along the
width. We restrict the user input width in the integer multiple of the room width, so the
placement of each column can be easily decided. A garden wall is obtaining by the
method of gable roof ting without the columns, but with a wall beneath the roof and
along the main ridge, as shown in Fig. 2(e).

Fig. 8. An illustration of intersected plan calculation and intersection processing. Left: the top
view of a ridge-align combined ting. Calculate the intersected plane planeM by the blue reference

line defined by pBDA pBDB , and then move the column bottom control point lies at the opposite side
of planeM (related to pBD) back onto the planeM. Middle: adjust the ridge contours onto the
intersected plane planeM. Right: remove the anchor points that lie at the opposite side of planeM

(related to pBD). (Color figure online)
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Intersected Region Detection. There are three types of intersected region in corridor
and garden wall: L-type, T-type, and cross-type [3] as shown in Fig. 9(a), (b), and (c),
respectively. We take each corridor or wall as a rectangle projected onto the floor to
illustrate the concept.

As the L-type, the two corridors/garden walls will be extended towards the inter-
sected area to cover the hole as shown in the rectangle area on the top-left of Fig. 9(d).
In our implementation, we restrict the direction of the corridor and wall along x- or
z-axis only to apply an intersection-test method to get the intersection area between
every two AABB rectangles as the rectangles shown in the middle row of Fig. 9.

Intersection Processing. In the intersected region, we process the intersection in body
and roof structures respectively.

Body Structure. For the corridor, the body structure is almost the same with the gable
roof ting. The difference is that we have to add extra columns along the width direction
with the room width as shown in Fig. x. For the garden wall, we construct a 3D mesh
beneath the roof and along the main ridge by the thickness of the wall wall:thickness ¼
wall:height

3 þ wall:height�9
3 [1, 16, 17], as shown in Fig. x.

Roof Structure. As mentioned above, the L-type corridors/garden walls will be
extended towards the intersected area to cover the hole as shown in Fig. 9(d). The
ridges that lie in the intersected area of the L-type intersection are ignored. Then, the
roof components that lie in the area of the corner triangle (different color to the original
rectangle) are removed as shown in the bottom row of Fig. 9. As the T-type and the
cross-type, the process on roof components (anchor points and ridge) who lies in the
area of the triangle is the same as those of combined ting. Finally, the corridor/garden
wall is obtained.

5 Simplification and Level-of-Detail

The total amount of the polygons in the resultant model is too large to be used in the
real-time applications. In this section, we propose simplification and level-of-detail
methods to reduce the amount of the polygons while keeping the overall level-of-detail
shape of the output 3D architecture models.

Fig. 9. An illustration of intersection types and processes of corridor and garden wall. (a)*(c):
three intersected types: L-, T-, and cross-type. (d)*(f): intersected region detection (with
extended region of L-type). (g)*(i): region that roof component (anchor points) to be removed
for each type, respectively
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5.1 Roof Surface Simplification

For preserving the overall shape of architecture while simplifying its 3D model, we
have to take the following information into account.

According to the previous method [4], the PCPs play an important role for deciding
the overall shape of a featured architecture, while the components of the roof are placed
according to the anchor points. We take advantage of these points by triangulating them
to obtain the 3D mesh of whole roof, excluding the ridges. The points we try to
triangulate are ordered due to the construction process of the roof frame [4]. Therefore,
we can use the order to make the triangulation more efficient.

The order of points we obtain after the roof frame construction process is from pRg

towards pEvC along the eave curve (green line), and from eave curve towards the ridge
(orange line) along roof surface curves (cyan lines) shown in the right of Fig. 8. Hence,
the points can be triangulated according this order.

5.2 Other Components Simplification

Ridge and ridge tail models are generated by sweeping a complex contour in previous
method [4]. The curvature of these components are crucial of a roof’s shape, so we
have to retain the curvature while perform the simplification simultaneously. To this
end, we keep the number of the segment points of them while only replacing the
complex contour with a simple rectangle instead when sweeping.

Other components, such as column, purlin, beam and tiebeam, are replaced using
low-polygon template models (cylinder or box) to replace the corresponded compo-
nents. Moreover, we use a rectangular plane to replace balustrade, frieze, and sparrow
brace, letting artists to enrich the content using texture.

5.3 Level-of-Detail

The number of polygons is decreased significantly after the simplification process, but
we would like to further control the number of triangles to a certain extent. We take
advantage of the level-of-detail method. Level-of-detail techniques scale the detail of
the 3D objects according to their visual importance within the scene [20].

The level-of-detail method we used is to evenly sample the anchor points before
triangulating them with the critical points for maintaining the overall shape of the roof.
Therefore, we keep these critical points (Fig. 3) and perform a uniform sampling on the
rest anchor points with a sampling rate

s ¼ d
t
� i=2 ð1Þ

where d is the distance between the camera and the model center, or an adjustable
parameter given by user, t is the maximum value of d, and i is the number of segment
of the eave curve. That is, we can control the number of polygon by adjusting the
parameter d.
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6 Results

We have implemented the proposed methods and developed an integrated modeling
tool on a PC with a 3.20 GHz Intel Core i5-3470 CPU, 8 GB RAM and an NVIDIA
GeForce GTX 550 Ti graphics card using C# and DirectX API.

The left of Fig. 11(a) shows a resultant 3D model of a ting with gable-and-hip roof.
The two different column layouts, single-rounding column and double-rounding col-
umn, of double-eave structure are shown in the top-left and bottom-left of Fig. 11(c),
respectively. The left of Fig. 11(b) shows a three-layer pagoda. It takes less than thirty
seconds for a user to create with only three clicks of the keyboard and slightly adjust
the control points by mouse.

The resultant 3D models of combined tings in edge- and ridge-aligned with
hexagonal and rectangular platform are shown in Fig. 12(a) and (b), respectively, with
comparison of the real ones. Figure 12(c) and (d) show the resultant 3D models of the
corridors and garden walls, respectively. Note that the bottom-right of the Fig. 12(c) is
the top view of the model to show the type clearly. modeling time of the above 3D
models can be seen in Table 1.

The proposed simplification and LOD method can extraordinarily decrease the
number of polygon while keeping the overall shape of a structure. Figure 10 shows the
comparison of polygon count for the original and simplified models using our proposed
LOD method. Note that the polygon count of the original model, shown in Fig. 10(a),

Fig. 10. The comparison between (a) the original detailed 3D model, (b) simplified model,
(c) 50% LOD model, and (d) minimal LOD (critical points only).

Fig. 11. The resultant models of extended roof types with their simplified 3D models. (a) A ting
with gable-and-hip roof (maximum LOD). (b) A three-layer pagoda (minimum LOD). (c) Top: a
ting with single-rounding double-layer roof; bottom: a ting with double-rounding double-layer
roof (50% LOD).
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is 197,284, while that of the minimal LOD model (critical points only), shown in
Fig. 10(d), is down to 1,408, which means 99.3% of the polygons are reduced. Fig-
ure 10(b) and (c) are the simplified models of Fig. 10(a) with maximal and 50% LOD,
respectively. The small models beside Fig. 10(a) to (d) show that the salience features
are almost retained when zoom-out (80% smaller than the original size). The corre-
sponding simplified models of Fig. 11 are shown in the right of the original models of
Fig. 11 with maximum, minimum, and 50% LOD, respectively. The polygon count and
the LOD parameters of the models we used in this paper are shown in Table 2, with
i = 20 and t = 1000. Note that the simplified 3D models in Fig. 11 are rendered using
3D Exploration™ with smoothing parameter set to be 40, while those in Fig. 10 are not
smooth rendered.

7 Conclusion

In this paper, we have extended the previous work [4] to modeling more kinds of
featured Chinese architectures such as gable-and-hip roof, double-eave structure,
pagoda structure, combined ting, corridor, and garden wall of the Chinese garden. We

Fig. 12. The comparison of the real extended tings and the 3D models we obtained. (a) An
edge-aligned hexagonal combined ting. (b) A ridge-aligned rectangular combined ting. (c) A
T-type corridor. (d) Two garden (palace) wall.

Table 1. The polygon count and the mod-
eling time of the resultant 3D models of
extended ting structures

Model Polygons Modeling
time

Figure 12(a) 405,776 4m30s
Figure 12(b) 327,548 2m27s
Figure 12(c) 608,436 2m25s
Figure 12(d) 518,243 5m08s

Table 2. The comparison of the polygon count
and the parameters used

Model Polygons d s

Figure 11(a) left 188,192 N/A N/A

Figure 11(a) right 3,296 1000 1
Figure 11(b) left 355,620 N/A N/A
Figure 11(b) right 3,432 119 10

Figure 11(c)
top-/bottom-left

296,456 N/A N/A

Figure 11(c)
top/bottom-right

2,944 514/547 5

Figure 10(a) 197,284 N/A N/A
Figure 10(b) 3,248 100 1

Figure 10(c) 1,536 500 5
Figure 10(d) 1,408 1000 10
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combine pyramidal roof structure with gable roof to model the gable-and-hip structure,
combine pyramidal and hollow roof to model the double eave structure, and stack
several layers of a single ting to model the pagoda structure. Also, we combine the
multiple tings in both vertical and horizontal directions to model double-layer, pagoda,
and combined ting structure, and dealing with the intersection area to model the cor-
ridor and the garden wall. The experimental results show that our approach can
effectively obtain similar 3D models to the real architectures in minutes.

The limitations lie on the complex structure of combined ting, such as
round-ceiling-square-floor ting and the curved structured corridor. We plan to improve
our approach to cover the above types of architecture to enrich our capability of
modeling various featured Chinese architectures. Furthermore, we would like to
improve the approach for better manipulation, capable of importing customized com-
ponent models, and taking aid from image(s) for the reconstruction of the existing
eastern feature architecture more precisely, intuitively, and semi-automatically.
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Abstract. Screen space ambient occlusion is a very efficient means to
capture the shadows caused by adjacent objects. However it is incapable
of expressing transparency of objects. We introduce an approach which
behaves like the combination of ambient occlusion and translucency. This
method is an extension of the traditional screen space ambient occlusion
algorithm with extra density field input. It can be applied on render-
ing mesh objects, and moreover it is very suitable for rendering complex
hair models. We use the new algorithm to approximate light attenuation
though semi-transparent hairs at real-time. Our method is implemented
on common GPU, and independent from pre-computation. When it is
used in environment lighting, the hair shading is visually similar to how-
ever one order of magnitude faster than existing algorithm.

Keywords: Hair shadowing · Real-time rendering · Deferred shading ·
Computer animation

1 Introduction

According to [1], the appearance of hair is extremely important to the repre-
sentation of virtual characters. Human head is usually covered by over 100,000
hair strands, and the styles of hair are always very variant, which makes illu-
mination of hair very challenging. The term describes how incoming light hits a
fiber and then scatters to viewer is called Bidirectional Curves Scattering Dis-
tribution Function (BCSDF). Two classic BCSDF scattering models for hair
fibers are proposed by Kajiya-Kay [2] and Marschner et al. [3]: the former cap-
tures the basic feature of scattering from a fiber, and the latter achieves a more
physically accurate expression by considering the reflection and refraction distri-
bution when light bounces off or penetrates the hair fibers. Besides BCSDF, for
hair rendering, we also have some topics as self-shadow, transparency (subsurface
scattering) and global illumination to solve. To solve these problems, variant data
structures and algorithms are invented, by improving the shadow map technique,
or taking the idea of volume rendering. For instance, deep shadow maps [4],
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Fig. 1. Rendering hair model wCurly under environment lighting. Left image is ren-
dered by ray casting runs at 3.88 fps, right is by our screen space method runs at 18.7
fps (voxelization based).

visibility function with density clustering [5], 3D light-oriented map on CPU [6],
deep-opacity-maps (DOM) [7], and occupancy maps [8] are contributed to the
self-shadow problem. Dual scatter [9] concludes a way to calculate internal scat-
tering of hair volume. But these algorithms are under the assumption of a single
light source. On the other hand, accessible shading [10] introduces the basic idea
of ambient occlusion, effecting low frequency shadow. Screen-Space Ambient
Occlusion (SSAO) [11] defers the ambient occlusion calculation to post process-
ing, providing sizable performance improvement and plausible result. Whereas
a hair model usually consists of thousands of strands, it is not easy to apply
SSAO to such primitives because the depth map is discontinuous (shown in
Fig. 4). Moreover, rendering hair under environment lighting is extremely expen-
sive. The environment lighting should be appropriately compressed for real-time
rendering circumstance, one practical means is by a set of Spherical Radial Basis
Functions (SRBF) [12]. Based on SRBF, Ren et al. [13] achieved an interactive
hair rendering model for environment lighting. Their work integrates many tech-
niques including DOM and dual-scattering. Our paper will introduce a method
that renders hair or other objects under environment lighting. It can be seen as
a fast self-shadow method, filling in the gap between translucency and SSAO.
By reducing calculation from object space to screen space, our method achieves
much acceleration.

2 Related Works

In this paper we present a method to rapidly approximate self-shadow on hairs.
It is mainly related to two topics: ambient occlusion and hair rendering under
environment lighting.
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Ambient Occlusion

The availability and efficiency of SSAO make it become a popular technique in
recent video games. Hybrid AO (HAO) [15] combines SSAO and voxelization,
allowing potential occluders located outside the field of view or behind a front
object to be considered. However, their method only works for opaque object
rendering. A unique AO method is introduced by Bunnell [16], in which mesh
surfaces are approximated as disks. Hoberock et al. [17] improve this method by
hierarchical approximation, but they put subsurface scattering in their future
work. Mendez-Feliu and Sbert presented ambient occlusion with translucency,
however in the context of path-tracing [18].

Hair Rendering Under Environment Lighting

Ren et al. [13] proposed an experimental hair rendering model for environment
lighting. But their method includes heavy pre-computation, moreover, in order
to accumulate light absorption along light direction, it renders the hair geome-
try as many time as the amount of SRBFs (the number of SRBFs is between 30
and 60), making a considerable computation cost. Another environment lighting
technique is spherical harmonics (SH), used by Xing et al. in [14] for hair ren-
dering. In their paper, the self-shadow is efficiently computed by ray casting on
voxel data. We will show that our self-shadow method is more efficient than the
ray casting.

3 Translucent Hybrid Ambient Occlusion

Our main goal is screen space hair self shadowing under environmental light or
pure sky light. Efficiently implementing this subject requires some innovatory
work. Similar to Hybrid AO, our approach combines object space and screen
space computation. However, as we aim at rendering translucent objects, we call
our method as THAO. Compare to other methods, our method owns advan-
tage at:

– Provide both ambient occlusion and translucency effect
– Can be used to render either hair or mesh object
– Support dynamic scene and environment lighting without precomputation
– Efficient because of mainly being a screen space method

The idea of ambient occlusion is that the amount of indirect light accesses
a point p on a surface is proportional to how visible it is to incoming light over
the hemisphere about p. SSAO postpones the ambient occlusion calculation for
better performance, after the view-space normal vectors and depth values are
rendered to a full screen render target (also called Geometry buffer or G-buffer),
the ambient occlusion will be estimated at each pixel using the G-buffer as input.
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Algorithm Overview

The main difference between our THAO and SSAO (or HAO) is the sample pat-
tern. As shown in Fig. 2, we not only take samples on the hemi-sphere above the
mesh surface, but also take samples beneath the surface. This sample method
is helpful on estimating how much light rays are occluded from all direction.
Because the mesh object itself is translucent, it will be meaningful to take
account of the light transportation inside the object. When a surface point is
less surrounded by other parts, there are more probability that it is a part of a
prominence, thus less light is attenuated there. For example, the ear of a bunny
is so thin that it looks more translucent than other parts. And we also show the
feature in our result of experiment as Fig. 3. As shown in the figures, our method
behaves an effect like the combination of ambient occlusion and translucency.

For mesh objects, we have to voxelize the objects to volume representation,
and then render objects to G-Buffer. In the later stage we render a full screen
quad, and for each pixel occupied by mesh, we get the original position and
generate random sample points surrounding it. By sampling on the volume rep-
resentation, the translucency and ambient occlusion is estimated. This results a
value of how much light arrive the mesh surface point corresponding to the pixel.
Thus we get a Translucent-AO map. Before mapping the Translucent-AO map
to the scene at final shading stage, we may have to filter the map (by bilateral
filter) to remove noises.

Voxelization

We previously mentioned that the voxelization is necessary for the THAO,
because G-buffer only contain surface information, by which it is insufficient
to know whether an arbitrary point is inside or outside an object. In the THAO
algorithm, we assume that the translucency (outcome light) form a surface point
is related to the density distribution of the object surround it. Voxelization pro-
vides acceleration for fast testing the presence of solid object which is originally

Fig. 2. Sample patterns of SSAO (left) and THAO (right). Using SSAO, we sample
the positions distributed on the hemisphere directed by the surface normal. While in
THAO, we sample on the whole sphere. So the two points Pa and Pb are both entirely
illuminated in SSAO, while is THAO, the point Pa is more lightened than Pb because
it is less occluded.
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Fig. 3. Rendering translucent object using our THAO method. The Translucent-AO
term is shown by left images, while right images are also include color and specular
terms. Some close up images of thin parts of the dragon are shown at left-up. (Color
figure online)

represented as triangle mesh. A voxelization method proposed by Eisemann and
Decoret [19] can be used to voxelize the meshes on the fly.

4 Screen Space Hair Self Shadowing

The invention of SSAO makes it possible that the ambient occlusion calcula-
tion to be calculated in screen space. Different from SSAO for meshes, because
complex hair models are usually represented as line segments, and the shading
is calculated by tangent vectors rather than normal vectors, SSAO tends to be
inappropriate for hair self-shadow. As case study, Fig. 4 shows the unideal result
produced by default SSAO.

Hair is not totally opaque, according to the analysis by Marschner et al. [3],
light penetrates hair and causes strong forward scattering that makes hair very
bright at back-lit. SSAO is unable to handle this kind of transparency, however,
our THAO can be used to handle this property. We sample the points around p
on the whole sphere instead of hemisphere (see Figs. 2 and 5), and we also take
the hair density around point p into account, which allows a light ray partially
reach p even it is occluded by some hair fibers.
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Fig. 4. We apply ordinary SSAO to the blonde hair model. Firstly we derive the normal
map ((a) 2nd image) from the depth map ((a) 1st image), and then produce the AO
map ((a) 3rd image). The AO map is too noisy, so we use Gaussian-Blur to filter it,
but we still get an unideal spotty AO map ((a) 4th image). The (b) image shows the
rendering of hair without/with SSAO. If you watch our appended video, you will notice
that the AO map also frequently flickers caused by the unstable normal map when the
view angle changes.

Fig. 5. The surface of hair volume will be rendered to G-Buffer. The point p corre-
sponds to the current pixel we are processing. We take random points surrounding p
both inside and outside the hair volume. We illustrate two sample methods here, the
left is sampling on DOM, the right is on voxels.

To apply THAO to the hair rendering, we need to render hair surface position,
depth, tangent and color to render targets. And during this step, the Z test is
enabled and alpha blending is turned off to make sure that the hair line segments
nearest to camera are finally rasterized into render targets. Then we can do the
occlusion calculation in the defer shading stage. When we have generated some
random points around a surface point, we also want to get the hair densities of
these random points, then we calculate our self shadow term at p as:

Ap =
1
2π

∫
Ω

ρ(p,w)dw (1)

where the ρ is the hair density of certain surrounding point at direction w. Some
result Translucent-AO maps are shown in Fig. 6. Next we will talk about two
method to produce hair density map that we can use in the occlusion calculation.
One is based on deep-opacity-maps and the other is by voxelization.
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Fig. 6. Translucent-AO maps of different hair models produced by using our method.
Images at up row are produced as DOM used for the density field, bottom ones are
with voxelization.

Sampling on Deep-Opacity-Maps (DOM)

One DOM [7] consists of a depth map and several opacity maps. For our screen
space self shadowing, we only need one DOM of hair rendered from view point,
in which depth map is to store the depth value of nearest fragments from view
point. Starting from this depth value, the hair volume is divided into K layers,
densities of hair inside each layer are stored in corresponding opacity map. In
our experiment, we construct the DOM with 7 layers. Because we have already
recorded hair depth at first G-buffer pass. Only one additional pass is needed
for generating the opacity maps. To correctly sample on the opacity map, we
obtain the texcoord of the DOM from the view space position of the random
occlusion-test sample, and then find the layer index by the z value of the sample
point. Finally we get the density information from the destination pixel of an
opacity map.

Sampling on Voxelized Hair Density Field

Sampling on voxelized hair volume data is more straight forward. We use a real-
time voxelization method proposed by [20]. This method is a single pass GPU
voxelization method using geometry shader and voxelizes hair line segments into
density texture. Different from the voxelization of mesh, in which the voxel only
contains a binary value, the voxelization method for hair provides full precision
of storing hair density inside each voxel. So every time we get the position of
a surrounding point. We lookup on the hair volume texture, fetch the density
which will be used in the occlusion amount estimation.
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5 Environment Lighting

5.1 SRBF and Shadow Path

Environment lighting is similar to ambient lighting that light comes from all
directions, but usually environment lighting is more complex on light color
and intensity, commonly presented by a skybox. Following [13], to get a low-
dimensional representation of environment lighting, we approximate the envi-
ronment lighting by a set of spherical radial basis functions (SRBFs) [12]. To get
the L(ωi) which gives the intensity of an incident light at direction ωi. We have

L(ωi) ≈
∑

j

LjG(ωi, ωj , λj) (2)

where Lj is the intensity of samples of environment lighting, j is the index of
each pixel on the environment map. G(ωi, ωj , λi) = exp(− [cos−1(ωi·ωj)]

2

2λ2
i

) is the
Gaussian SRBF kernel centered at ωi with coverage λi.

Furthermore, with forward scattering [9], light suffers from attenuation while
penetrating the hair fibers. Hair fibers with darker self-shadow receive less light,
it can be approximated by transmittance estimation [21]. T (x, ωi) represents
the transmittance of a point x in the incident direction generated by the hair
volume, given by

T (x, ωi) ≈
n∏

k=1

exp(−κτ(xk, ωi)) (3)

where κ is an user-control absorb factor, τ(xk, ωi) are the hair densities located
on the light path to x. xk are the samples taken from the volume along the path.
These paths are also called shadow paths. To estimate the transmittance, Ren
et al. [13] build Deep Opacity Depth Maps (DODM) for each light, and the
DODM is nearly the same as DOM except the additional associated depth infor-
mation.

We get the radiance of hair segments x along the viewing direction ωo by

I(ωo) ≈
∑

i

T (x, ωi)S(t, ωi, ωo)L(ωi) (4)

where t is the tangent direction and S is the scattering function from Kajiya-kay
or Marschner model.

5.2 Ray Casting Algorithm

We tried using multiple DOM as mentioned in [13] to estimate self shadow.
However we found, voxelization based self shadow is more fast. Once we have
voxelized the hair, we will fetch density data on shadow paths. A straightforward
implementation is using ray casting. Amanatides and Woo [22] proposed a fast
voxel traversal algorithm for ray tracing. We use this algorithm for the voxel
traversal on the shadow paths. Concretely, for the calculation of Eq. (3), we start
from a certain voxel and trace against a light direction. By traversing through
all the cells (voxels) intersected with the light ray, we can accumulate the light
absorption to get the amount of transmittance on the initial voxel.
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5.3 Environment Lighting Coupled with Screen Space Self Shadow

We are going to use our THAO method to approximate the shadow path effect
under environment lighting. Instead of full ray casting described in Sect. 5.2,
THAO only samples the points nearly surround the hair surface. And the samples
are now not randomly taken but on every shadow paths. Accordingly we change
Eq. (4) to:

I(ωo) ≈
∑

i

ρ(x, ωi)S(t, ωi, ωo)L(ωi) (5)

where ρ is the hair density. This treatment is based on an assumption that light
attenuates rapidly along a shadow path. Thus we apply our method by sampling
only one density value on each shadow path ωi which is located near the surface
point x. And basing on the density on that point, we estimate the proportion
of light accesses the surface point. From Fig. 1, we find that even sampling only
one point each direction produces similar result as sampling all the voxels on the
shadow path.

6 Implementation and Results

We implement our algorithm by GLSL on an AMD Radeon HD 7770. Table 1
shows how many frames can be rendered per second (fps). The shading (self-
shadow and BCSDF) in THAO is performed in screen space, while the shadings
in both multi-DOM and ray casting are done in object space.

If certain method is based on voxelization, we list the test result as either vox-
elization is executed every frame or not in brackets. The resolutions of voxeliza-
tion for hair are all of 643, and for mesh is of 1443. We use 36 SRBFs to approxi-
mate the environment lighting, which is calculated during pre-computation. Also,
the multi-DOM are rendered from 36 SRBF directions (same as [13] mentioned,
the DOMs are rendered with simplified geometry). And similarly, ray casting,
THAO-DOM and THAO-voxelized also perform self-shadowing calculation on

Fig. 7. Rendering hair model natural under environment lighting using our screen
space method (voxelization based). Absorb parameter increases from left to right.
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Table 1. Frames per second hair rendered under environment lighting using different
techniques. If voxelization is required, we list the result in brackets that rendering
hair with voxelization executed every frame, and those without brackets are by only
performing voxelization at initialization and no longer repeated every frame.

Hair model/line segments Multi-DOM Ray casting THAO-DOM THAO-voxelized

Blonde/67741 2.95 9.03 (9.71) 78.9 61.2 (137.8)

Natural/151105 1.71 6.6 (7.54) 70.0 38.8 (118.3)

wCurly/339933 0.54 3.88 (4.65) 21.7 18.7 (81.85)

the 36 SRBF directions. Taking more samples makes self shadow smoother. In
Fig. 6 and left image of Fig. 8, we take 14 samples, in Figs. 1, 7 and right image
of Fig. 8, we take 36 samples on the SRBF directions.

Fig. 8. Screen shots of animated hair rendered by our method under pure white sky
light (left) and environment lighting (right).

Both DOM and voxel are uncomplicated GPU data structure, but the voxel
is spatially more uniform. So the result by voxelization based screen space self
shadowing is smoother and less twinkled than DOM based one. But they are
both better than SSAO (comparing Figs. 6 to 4). Figure 8 is an example for
shading animating hairs. It is obvious that the performance of our algorithm is
independent from the complexity of hair geometry. You can get more information
in our video.

7 Conclusion

Benefited by the simplification of the calculation domain, our method achieves
a global illumination approximation that satisfies the requirements of dynamic
lights, low memory consumption, high performance and even on multiplatform.
Thus it can be used in high quality rendering for complex hair geometry at low
cost.

Our method makes good approximation on self shadow considering translu-
cency of hair. To approximate light attenuation though semi-transparent hairs,
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our self shadowing method samples the local density field in deferred lighting
stage, and the necessary density field of hair is also produced in real-time and
can be done either by deep-opacity-maps or voxelization. Use the same method,
we can achieve translucent object rendering on screen space (Fig. 3).

We made an assumption that light attenuates quickly inside the object, so
the algorithm results only local translucency, meanwhile it can not handle highly
transparent object. Another limitation is that it is actually a kind of deferred
shading, some semi-transparent rendering techniques like Per-Pixel Linked Lists
can not be combined with our method.

For future work, we would like to try adaptive sampling, and include treat-
ment of light refraction in our algorithm.

Acknowledgments. We are grateful to Cem Yuksel for on his website the hair model
files provided. We also thank for the Stanford 3D scanning repository for the bunny
and dragon models.
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Abstract. Photography is an art based on light. Modern cameras have auto
exposure and auto focus functions, so that we can easily take photos with right
exposure and focus setting. However, a nice photo depends not only on light
used, its composition is also an important factor. We therefore exploit the
state-of-the-art retargeting technique to automatically adjust photos for con-
forming the aesthetic composition. Our approach can use suitable retargeting
techniques, and coordinate the composition of original photos to make photos
conform the aesthetic rules. The photo types in our system particularly apply to
group photo. To the best of our knowledge, this part has not been explored in
existing literature. We analyze the common rules of composition, and propose
the rules applied to suit group photos. Besides, the photos are adjusted based on
the human face. We believe that using the development of our research,
everyone can take an ideal photo.

Keywords: Computational aesthetics � Photography � Composition � Photo
editing � Photo retargeting

1 Introduction

To take an ideal photo, we need to accumulate experience. The basic requirement is to
learn the use of light. With the development of camera, using the built-in mechanisms
can automatically calculate many parameters’ values in the general environment, for
example, we can get the correct exposure and clearly focused photos that do not need to
set the parameters ourselves. However, to take an ideal photo, we must also consider
the aesthetic composition of the photo that represents the sense of harmoniousness in a
photo. As long as scene on the photo is harmonious then it is an ideal composition.
Fortunately, there are some common rules, such as rule of third, can be used for photo
composition. But cameras cannot automatically determine the aesthetics of composi-
tion rules, the general public would be intuitive to place object of interest in the middle.
Sometimes, however, this approach is not an ideal composition.

Retargeting technique is used to change the resolution of images or video so that it
can be presented in different screen size, and the position of the object is also changed
in the process. Some studies use this behavior to adjust the position of subject in the
photo, so that the composition changes. The difference is that traditional retargeting
considers not the position of the subject but the resolution of image; however,
aesthetic-based retargeting aims to perform some processing in order to change the
position of the subject. Therefore, under the premise of retaining the character of the
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photo, how to change the composition of a photo is a challenge. Most present studies
do not focus on consumer photos consisting of many people, they usually consider the
photos of nature or a single person. Nevertheless, for the consumer photos, there is
usually more than one person in the photo. Moreover, some studies would change the
size of photo in retargeting; sometimes it is not ideal. Therefore, how we adjust the
composition of photo is a challenge when increasing the number of characters and
retaining the size of original photo. We must analyze the picture framing, character
location and other information in the photo to identify the most appropriate set of
compound method for aesthetic-based retargeting, making the system more flexible for
beautifying photos. For that purpose our research explicitly defines the use of set of
rules for composition. Then, using our system, general users can easily get a perfect
photo, even if they may not have a good composition concept.

2 Related Work

We introduce common image retargeting approaches that change the size of image, and
the state-of-the-art aesthetic-based approaches that change the composition of photo.
Subsequently we review related works and discuss advantages and disadvantages of
those methods.

2.1 Image Retargeting

Image retargeting operators usually include cropping, scaling, seam carving, and
warping. Seam carving [1] is a content-aware image resizing method. In it, image
shrinking width by one pixel is achieved by removing one vertical seam, while shrinking
height by one pixel is achieved by removing one horizontal seam. Avidan and Shamir
proposed a gradient energy function to calculate the energy of each pixel, and defined the
vertical and horizontal seams in the image. The optimal seam can be found using
dynamic programming that calculates the minimum value of the sum of the previous
phase energy. Then it goes onwards to get the status of minimum energy, and obtains the
best seam. Rubinstein et al. [2] combined seam carving with cropping and scaling, which
controls automatically the three operators and finds the best results. They calculated the
difference between the source image and the retargeted image in similar pixels, and
determined the best result of the sample. Then, using the current best results to perform
different operators, they found the best path that can get the distribution between the
three operators. Wolf et al. [3] proposed a retargeting approach by warping. They
computed saliency score using gradient magnitude, face detection and motion detection.
The approach usually has to deal with video streaming, so that they used motion
detection. In recent years, the related research applies toward the development of videos.

2.2 Aesthetic-Based Retargeting

Santella et al. [4] used segmentation and eye tracking to choose a better cropping from
the collection. Yan et al. [5] proposed a method of change-based cropping. They used
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manually-cropped photos by three expert photographers to ascertain how to remove
distracting content and enhance the composition. Cropping often can get an ideal photo
quickly, but we have to remove a lot of data that are not ensured to be unimportant.
Nowadays more and more studies are using compound operator to enhance photos. Liu
et al. [6] proposed a crop-and-retarget approach to optimize photo composition. Jin
et al. [7] proposed a crop-and-warp based approach to change image composition. Note
that warping needs triangular meshes that indicate important regions. If the regions
were not well defined, the result would be distorted. Guo et al. [8] proposed an
approach to optimize photo composition with minimal distortions. They used seam
carving approach that carves out less noticeable seams and inserted the same number of
seams, thereby maintaining the image size and aspect ratio, however, using only seam
carving would be limited by the space in the photo background during the adjustment
process. Zhang et al. [9] proposed an approach to optimize photo composition aes-
thetics by rearranging subject’s location. The subject is relocated to optimal positions
on the complete background. It can break space constraints; nevertheless, the back-
ground line cannot be moved.

The state-of-the-art approaches often use certain combination of compound oper-
ator for retargeting, because using a single operator to adjust the photo the result would
be limited in some cases. Cropping method sometimes cuts off objects that might be
important. Warping needs more precise position of the subject than seam carving does.
On the other hand, seam carving can retain more important regions than cropping does,
and image completion can break space constraints. Consequently we choose seam
carving as the main operator, along with image completion to serve as our compound
operator.

3 Overview

To adjust a photo composition there are issues need to be addressed: How to get the
subjects? How to modify the photo? How to evaluate the composition aesthetics? In
this section we describe the proposed algorithm (see Fig. 1). First, we need to get the
photo’s intrinsic information. One of the most important information is the position of
the faces, which always catches our eyes more than other elements do. Saliency map
and segmented image help us to find the importance regions. Face line is used to
represent the relationship of the crowd; we can also use this information to derive a
significant line as baseline of the photo. Using rule-based composition and the afore-
mentioned information we can derive the optimal positions and optimal operators for
retargeting photo to improve its composition. Among the many candidate results in
retargeting, we can obtain a good one by computing their aesthetic scores. Whenever
an aesthetic score is greater than the threshold (T) in the process, we get a feasible
result. If there is not anyone with a score greater than T, the one with highest score is
the optimal one. The rule for composition is the rule of use before retargeting. After a
series of judgments (see Fig. 2), we know how to perform the retargeting. In Sect. 4,
we describe composition guidelines, pre-processing, and aesthetic computation. In
Sect. 5, we discuss aesthetics-based photo editing, and show rule-based compositions
in Sect. 6.
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4 Aesthetic Measurement

Our approach is based on compound operator, using different retargeting operation
with different contexts of composition rules, and chooses the best aesthetic composi-
tion, allowing the system to get maximal flexibility.

4.1 Aesthetic Composition Guidelines

Before conducting this study, photo composition knowledge is indispensable. We
reviewed the photography books [10] on composition. Composition usually can bal-
ance the screen, causing the viewer feel harmony. Even if there is no particularly
compelling subject on the frame, a photographer taking a photo using different com-
position could yield considerably different results. The basic composition rules can be
divided into point rules, line rules, and shape rules. We describe the representative of

Fig. 1. Flowchart.

Fig. 2. Rule-based compositions.
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composition rule such as Rule-of-thirds and Diagonal dominance. Rule-of-thirds is
commonly used in photo. It simply affects highlight of subject of shooting. As long as
there is a sense of weight on the bottom of the screen, it makes photos stabile and
balanced. This rule belongs to a point and line rule. Diagonal dominance, on the other
hand, allows viewer to experience a sense of tension, and imparts a dynamic sense.
Whenever letting the subject place on the diagonal line, we can get the aforementioned
effects. This rule belongs to a line rule. Shape composition does not belong to a rule of
location, so that we do not consider it here. Currently we only use two compositions,
i.e., Rule-of-thirds and Diagonal dominance, in our research. However, those two
composition rules already include all the factors in line and point rules; in a similar
way, we can easily add other new rules into our system if needed.

4.2 Pre-processing

Before improving the composition of photo, we need to acquire composition knowl-
edge and the position of visual elements (e.g., people, line, or others). We use [11] to
find the location of the faces, obtaining a saliency map by [12], and segmenting the
image [13]. Combining these information we can calculate more accurate salient region
using the saliency map as a mask to compute with segmented image, as shown in
Fig. 3. Then, we use Hough Transform to find out prominent lines of the background.
There are two kinds of prominent lines we consider here: (1) a diagonal of the subject:
We use the saliency map to get the shape of the region, and use the elliptic approxi-
mation to calculate the longer axis and angle of the ellipse of the region. After
obtaining the angle, we can determine whether the salient region is presented as a
diagonal line (see Fig. 4); (2) a line with faces: It happens frequently in group photos if
we assign the center of each face as a reference point, we can cluster those points using
hierarchical clustering method, at the same time we set the height of face as a maximum
range. Therefore people are considered as standing in the same row if area of their face
lies within the range. Finally, by calculating the approximation line with clustered
points, we can compute the number of row of people appearing in the photo (see
Fig. 5).

(a) (b)   (c)    (d)

Fig. 3. Salient region. (a) Original photo [14]. (b) Saliency map. (c) Segment map. (d) Subject
mask.
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4.3 Aesthetic Score Computation

There may be several ways for performing retargeting. We need to choose the one
resulting from optimal retargeting using aesthetic score. In this section, we present an
approach to evaluate aesthetic quality based on photo composition rules, with reference
from [6, 15].

Aesthetic score: The aesthetic score function is defined as a combination of three
individual scores:

Score ¼ xCCompositionþxRRetargetþxQQuality ð1Þ

where xC ¼ 0:75, xR ¼ 0:05 and xQ ¼ 0:2. “Composition” is composition score;
“Retarget” is cost for retargeting; “Quality” is quality of retargeted photo. We combine
these three scores so that scores are more consistent with our needs.

Composition score (C): According to the rules of composition used to develop indi-
vidual formulas. The score has three parts, including Rule-of-thirds ðCRTÞ, Diagonal
dominance ðCDLÞ and Salient size ðCSZÞ:

C ¼ 1� xSZð ÞxRTCRT þxDLCDL

xRT þxDL
þxSZCSZ ð2Þ

where xRT ¼ 1, xDL ¼ 1 and xSZ ¼ 0:08. If there is not any diagonal in the photo, the
xDL ¼ 0.

Rule-of-thirds score ðCRTÞ: This rule focuses on power line and power point, so we
calculate the Euclidean distance of the salient point to the power point ðP1 �P4Þ:

Dpoint ¼ e

�
mini¼1;2;3;4f P0

face
�Pi

�
�
�

�
�
�g

mini¼1;2;3;4f Pface�Pij jg

0

@

1

A

ð3Þ

where Pi is power point of Rule-of-thirds, and Pface is the location of face. We calculate
the Euclidean distance of Pface to Pi, and find the shortest distance, then, calculating the
Euclidean distance of P0

face to Pi. If distance of P0
face to Pi is zero, the score is 1 (max).

Fig. 4. Long axis of ellipse [15]. Fig. 5. Face lines [15].
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The line score is calculated as:

Dline ¼ e

�
mini¼1;2;3;4f L0

saliency
�Li

�
�
�

�
�
�g

mini¼1;2;3;4f Lsaliency�Lij jg

0

@

1

A

ð4Þ
where Lsaliency is the prominent line, Li is the power line. Line score and point score
have the same concept. Then, we combine line and point, the Rule-of-thirds score can
be defined as:

CRT ¼ xpDpoint þxlDline ð5Þ
where xp ¼ 0:5 and xl ¼ 0:5.

Diagonal dominance score (CDL): The calculating approach is similarly to Dline of
Rule-of-thirds which is defined as:

CDL ¼ e

�
mini¼1;2;3;4f L0

subject
�Li

�
�
�

�
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�g

mini¼1;2;3;4f Lsubject�Lij jg

0

@

1

A

ð6Þ

Salient-region size score (CSZ): Different subject size would affect the quality of a photo.
Liu et al. [6] counted more than 200 professional photos, and there are three peak values
in 10%, 56% and 82% of the photo area. The salient-region size score is defined as:

CSZ ¼ 1
i

X

i
maxj¼1;2;3e

�ðrðSiÞ�rjÞ2
2sj ð7Þ

where rj is three peak values (0.1, 0.56, and 0.82). sj is regulatory parameters (0.07,
0.2, and 0.16) for Gaussian function.

Retarget score ðRÞ: We compute the cost for retargeting which is defined as:

R ¼ 1�
X

xT
Dlose

Dtotal
ð8Þ

whereDlose is number of removed data,Dtotal is number of total.xT is weight for different
technologies. All the xT is shown in Table 1. No data is really lost in increased seams.
The seam is calculated using the interpolation method so the weight is 0.5. Scaling is
using interpolation so we set the weight to 0.5. Because Completion fills the mask of
subject and Matting separates foreground and background, we assume the weight as 0.5.

Table 1. Weight of retarget.

Technologies Weight

Remove seams 1
Insert seams 0.5
Scaling 0.5
Completion 0.5
Matting 0.5
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Quality score ðQÞ: Evaluate the difference between retargeted photo and original photo.
The purpose is to get the balance between the photo composition and quality. The score
has two parts:

Q ¼ xssCWSSIMþxclsCloseness ð9Þ

where xss ¼ 0:5 and xcls ¼ 0:5.

CWSSIM score: Structural Similarity Index for measuring image quality is a common
method. It is based on luminance, contrast and structure. Concept of CW-SSIM [16] is
that image distortions making the change of consistent phase in the local wavelet
coefficients, and the image’s structure is not changed in consistent phase shift of the
coefficients. It fits rotations and translations:

~sðcx; cyÞ ¼
2
PN

i¼1 cx;ic
�
y;i

�
�
�

�
�
�þK

PN
i¼1 cx;i

�
�

�
�
2 þ PN

i¼1 cy;i
�
�

�
�
2 þK

ð10Þ

where cx and cy are the two sets of coefficients extracted in the same wavelet sub-bands
of the two images. The c� is the complex conjugate of and K is a small positive
constant. If cx and cy are the same image, the score is 1 (max).

Closeness score: It is a social relationship [15] that tells the relationship of people in the
photo. We use the average face distance with minimum spanning tree to represent
closeness score, and the connected weighted graph is found by Kruskal’s algorithm.
The score is:

Closeness ¼ e�
aw0�awj j

aw ð11Þ

where aw is the average distance for original photo, and aw0 is the average distance for
retargeted photo.

5 Aesthetic-Based Photo Editing

In the section, we start to present our approaches for photo editing. There are four
combinations of retarget operators.

Operator 1, Seam Carving: We use insertion and removal of seams [1, 8], and the
procedure is shown in Fig. 6. We aim to move the person right. In Fig. 6(a), the photo
can be edited except the intermediate region which has been protected, and the arrow is
the direction that we want to move. In (b) and (e), the region uses insertion seams, and
the region uses removal seams in (c) and (d). After four steps, the subject moves to the
power point P2ð Þ in rule-of-thirds shown in Fig. 6(e). If the aesthetic scores are greater
than 0.8, we do not use other operator.

Operator 2, Seam Carving and Scaling: If there are not enough space for retar-
geting, we can use Seam carving and Scaling. In Fig. 7(a), there are no space
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(a) Original.        (b) Increasing seams.    (c) Removing seams.

(d) Removing seams.   (e) Increasing seams.      (f) Result.

Fig. 6. Operator 1: Seam carving.

(a) Original [17].

(b) Removing seams.            (c) Removing seams.

(d) Removing seams.                    (e) Scaling

Fig. 7. Operator 2: Seam carving and scaling [17].
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(background region) to move below the subject for operator 1. Using removing seams
((b), (c), and (d)), we can get the retargeted result (e).

Operator 3, Completion and Scaling: This operator is also used when there are not
enough space. We use matting [18] to get subject mask (Fig. 8(b)), and the trimap is
necessary data for matting. Then, we use completion technique [19, 20] to fill the void
(Fig. 8(c)). Finally, scaling the subject with required size, we compose the subject to
background. The result is shown in Fig. 8(d).

Operator 4, Completion and Seam Carving: If we combined Seam carving and
Completion, we could get better results on the background than operator 3. After using
Matting, we got a clear background. But the horizonal line cannot be moved by
operator 3, we need to use seam carving. This results are shown in Fig. 9(a). Then, the
background can be changed differently in Fig. 9(b).

(a) Trimap.                     (b) Subject mask.

(c) Completion.                          (d) Result.

Fig. 8. Operator 3: Completion and scaling.

(a) Retarget background.                      (b) Result.

Fig. 9. Operator 4: Completion and seam carving.
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6 Rule-Based Compositions

This section describes how to use the pre-processed data to compute the optimal
position and operator. First, we need to decide which composition rules to be used, and
choose a prominent element (i.e., line or point) as the datum element. If there are more
than one prominent element, we use the following order of vision elements to decide
the optimal position: (1) Subject line; (2) Subject point; (3) Background line;
(4) Background point. Finally, calculating the distance between datum element and
power element, we can know the optimal operation for retargeting, as shown in Fig. 2.

6.1 Determine Composition Rule

There are just a few simple steps to determine. Because there are clear characteristics
with composition rule, they are not confused with each other. Sometimes, rule-of-thirds
and diagonal dominance can be used together in a photo. If there is a diagonal line on
subject or background (considering line of subject first), we use diagonal dominance
and rule-of-thirds. If those rules cannot be applied concurrently, we consider diagonal
rule first.

6.2 Determine Datum Element and Power Element

If there are more than one prominent element (line or point), we need to define an order
to apply the rules. The order of element: (1) Subject line. Diagonal line first, and then
straight lines (i.e., horizontal or vertical); (2) Subject point; (3) Background line.
Diagonal line first, and then straight lines; (4) Background point. Then, we describe
four cases of photo: (a) Dispersed subjects and different power elements; (b) Dispersed
subjects and the same power element; (c) Indivisible subject and the same power
element; (d) Indivisible subject and different power elements.

(a) Dispersed subjects and different power elements: This is the simplest case, and we
do not need to choose datum element additionally. By aforementioned order, we
can get the datum element. For example, there are three elements (two diagonal
line and one point) in Fig. 10. First, we chose the subject line of two diagonal
lines. Second, we chose face point (subject point). Finally, we chose the back-
ground line of two diagonal lines. In Fig. 11 [21], there are two people and no
diagonal lines. Their face points correspond to different power points so we use
face points as the datum points. There is a dependence relationship between
objects in Fig. 11. If the distance between soccer and characters is changed, the
relationship between them would be affected. We use the mask by preprocessing
and manual line to ensure the dependence relationship. Therefore, the soccer and
people could move together.

(b) Dispersed subjects and the same power element: In Fig. 12 [15], the two face
points correspond to the same power point, but we cannot place the two points on
the same location of power point. We need to decide the only datum point so we
use the centroid of two face points as the datum point in this case.
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(c) Indivisible subject and the same power element: We illustrate the case using
Fig. 7(a). There are two people in the photo, and we get the face line by
pre-processing. If the length of face line is less than one-third of width (for whole
photo), we use the center of the line as datum point, instead of using face line as
the datum line. If we place the people, whose length of face line is more than
one-third of photo’s width, on the power point, the frame of photo would not be
balanced. In Fig. 13, the approximation line of all face points is diagonal. By the
previous order, line of subject has the highest priority so that we use the diagonal
line as the datum line. In Fig. 14, we find the row with the most people (1st row,
seven people). If the row in front of 1st row occludes the 1st row, we will
re-compute an approximation line across all face points in two rows, and take this
line as a datum line.

(d) Indivisible subject and the different power elements: Sometimes, we cannot suffice
all power elements in some photos. In Fig. 15, two face lines correspond to the
different power line, and the numbers of people in two rows are the same. We
cannot use the two lines together because the six people cannot be separated. In
this case, we only choose the datum line that is closest to the power line. In
Fig. 16, face lines correspond to the different power lines. The top row is the
closest to the power line so we use the line as a datum line. In the photo, we also
choose a datum point that is the centroid of subject because we want the photo to
suffice the composition of visual balance [6].

Fig. 10. Order of vision
elements [14].

Fig. 11. Dependence relationship [21].

Fig. 13. Diagonal line [15].

Fig. 12. Two face points and one power point [15].
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6.3 Optimal Operation

The last step, we must know how to use retargeting techniques. In operator 1, if we
know the distance between datum element and power element, we can know how to
operate. In operator 2, operator 3, and operator 4, we need an additional calculation. In
Fig. 7, we want the datum point move to power point. Because of no enough space, the
operator 1 cannot suffice the purpose and we use operator 2. Then, we compute the
distance which is the shortest between datum element and power element for operator
2. Finally, we use the top space to calculate how many seams must be removed or
inserted on the left or right space.

To retain the size of original photo, we remove N (−height/3 < N < height/3)
seams on top space and remove the corresponding proportion of seams on the right and
left space. First, we can get the shortest distance by removing top (76) seams and right
(114) seams. But there is not enough space on the right space (47 seams). After
removing (47) seams on the right, we calculated once again. We need to remove top
(91) seams and left (137) seams to get the minimum distance. Deducting 47 seams
previously removed, we get the optimal operation: First, we remove 91 seams on top
space, then, remove 47 seams on right space, last, remove 90 seams on left space. This
method that calculates the distance which is the shortest between datum element and
power element can be applied to operator 3, and 4.

7 Validation and Results

We first discuss the user studies. After that, we evaluate the results by aesthetic score.
At last, we show more results from our system.

Fig. 14. Datum line.

Fig. 15. Two face lines [15].

Fig. 16. Retargeted photo [15].
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7.1 User Study

We used two user studies to evaluate the performance of our approach. We prepare 30
pairs of photos each pair includes one original photo and one our result. The photo sets
are composed of personal photos and photos with more than two people. We invite 13
participants, most of them have no expertise in photography, and their ages are from 20
to 30.

Part 1: They are asked to select the more appealing composition in each pair of photos.
We randomly order the pair of photos, and we also randomly place our result on right
or left. Besides, we do not tell them what composition rules we use in the photos. There
are average 80.1% of our results which is chosen by the people (see Table 2). This
means that 80.1% of photos are judged to be improved on aesthetic quality by our
approach.

Part 2: We reference [22] and design a questionnaire. We want to explore the reasons
why our results were not chosen. We showed the pairs of photos that participants did
not choose our result in Part 1, and told them that which are original photos and which
are our results. Then, we also asked them to choose which of the following factors
concern you in the result. The factors include: (1) People or foreground objects are
deformed; (2) Prominent lines (e.g., horizontal, vertical, or diagonal line) are distorted;
(3) Contents are removed or cut-off; (4) I dislike the change of proportions of objects;
(5) The idea or topic is not clear in photo; (6) Nonspecific reasons. The original photo
is more appealing; (7) Similar; (8) Others.

There are three purposes in the questionnaire. (1) The defect that can be seen by
eyes, e.g., object is deformed. (2) Aesthetics theme, e.g., proportions of objects.
(3) Intuition factors, e.g., similar. The result of survey shows in Fig. 17. The y-axis
represents the times of that factor was chosen. The factor 3, factor 4, and factor 7 of the
questionnaire were chosen by most people. The state-of-the-art saliency detection is
unable to find all the important areas so that we might remove some contents that need
be retained (see Fig. 18). Due to this reason, people chose factor 3. Although we use
salient-region size score [6] to evaluate the aesthetic quality of subject with different
size, we cannot get the precise size of saliency region so that we get a deviation in the
score (see Fig. 19). Consequently, they chose factor 4. There are two reasons why they
chose factor 7. Some original photos have conformed composition rules, and some
original photos are mainly composed of people so that we cannot recompose the photo
casually (see Fig. 20).

Table 2. Preference shown in user study, Part 1.

Original Our result

19.9% 80.1%
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Fig. 17. Distribution of result of user study, Part 2.

Fig. 18. Factor 3. Left: Original [15]. Right: Ours.

Fig. 19. Factor 4. Left: Original [15]. Right: Ours.

Fig. 20. Factor 7. Left: Original [15]. Right: Ours.
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7.2 Results

We evaluate the results by aesthetic score. In Fig. 21, there are two people in the photo.
First, we use operator 1 to modify the photo resulting in Fig. 21(b), and getting the
aesthetic score 0.60 (Table 3). Then, we use operator 2 to modify the photo (Fig. 21(c))
and get the aesthetic score 0.84 (Table 3). The score is greater than the threshold (we
set 0.8 in experiments) so we get a feasible result (Fig. 21(c)). The most difference
between (b) and (c) is composition score which means that (c) is more consistent with
composition rules than (b). And the aesthetic quality of (c) is judged to be improved by
most people in previous user study.

There are two people in the photo (Fig. 22(a)). We use operator 1 to 4 to modify the
photo (shown in Fig. 22(b) to (e)), and select the highest aesthetic score (Table 4). The
composition score of (c) and (e) are higher than (b) and (d), but the retargeting and
quality score are slightly lower than (b) and (d). The (b) and (d) are limited to the lower
half of the space so that they cannot move to the specified location. The aesthetic score
of (e) is higher than (c) so the (e) is the optimal result. In fact, the aesthetic quality of
(e) is judged to be improved by most people in previous user study so this result
explains that our system can help users to get an optimal composition photo.

Finally, we compare some results with Liu et al. [6]. In Fig. 23(c), Liu’s result is
limited by space, but we use completion technique to break space constraints (see
Fig. 23(e)). If we want the tree to be foreground, we can use dependence relationship

(a) Original [15].

(b) Seam carving.        (c) Seam carving & Scaling.

Fig. 21. Operator 1 & Operator 2.

Table 3. Aesthetic score. (Corresponding to Fig. 21)

Composition Retarget Quality Total

(b) 0.56 0.84 0.72 0.60
(c) 0.92 0.54 0.65 0.84
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(in Sect. 6.2) to achieve the goal. In Fig. 23(d) and (f), our result shows better com-
position than Liu et al. [6].

7.3 Limitations

Our system still has some limitations. Sometimes, professional photographers may
disobey our rules. They might apply other rules or skills, e.g., vanishing point or
Depth-of-Field (see Figs. 24 and 25). We might destroy the effect professional pho-
tographers produced after retargeting. If the photo is with too complicated background,
there might be some defects in the result. Too complicated background cannot make
salient algorithm find all important regions so that we might get a flawed result in
retargeting. And the mutually occluded objects cannot make completion perfectly
repair the mask.

(a) Original.

(b) Operator 1.                      (c) Operator 2.

(d) Operator 3.                      (e) Operator 4.

Fig. 22. Retargeted photo.

Table 4. Aesthetic score. (Corresponding to Fig. 22)

Composition Retarget Quality Total

(b) 0.46 0.93 0.92 0.57
(c) 0.78 0.58 0.76 0.77
(d) 0.51 0.80 0.77 0.58
(e) 0.80 0.71 0.77 0.79
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8 Conclusion and Future Work

Many people may wonder why professional photographers can shoot beautiful photos.
In addition to differences in the camera, the composition also plays a very important
role. Therefore, in recent years there have been numerous researches that improve
photo composition, but most of them do not focus on consumer photos with people.
Our research here uses the theme as the core, with compound operator for
aesthetic-based retargeting (seam carving, scaling, and completion), and identifies a set
of rule-based compositions. We therefore can use a series of mechanism to allow group
photographs or personal photographs to conform the aesthetic composition.

In the future, we will improve our rule-based composition system by making the
process more flexible, for example, using machine learning mechanism, and reshaping

(a) (b) 

(c)  (d) 

(e) (f) 

Fig. 23. Comparison results. (a, b) Original [6, 9]. (c, d) Liu et al. [6] (e, f) Ours.

Fig. 24. Depth-of-Field [14]. Fig. 25. Vanishing point [14].
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rules to be more close to professional photographer. Ultimately we like to improve
performance, and enable the system to migrate to smart phones and embedded cameras.
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Abstract. Continued improvements and rising ubiquity in touchscreen
and motion-sensing technologies enable users to leverage mid-air input
modalities for intelligent surface sketching into the third dimension. How-
ever, existing approaches largely either focus on constrained 3D gesture
sets, require specialized hardware setups, or do not deviate beyond sur-
face sketching assumptions. We present InvisiShapes, a recognition sys-
tem for users to sketch 3D geometric primitives in continuous interac-
tion spaces that explore surfaces and mid-air environments. Our sys-
tem leverages a collection of sketch and gesture recognition techniques
and heuristics and takes advantage of easily accessible computing hard-
ware for users to incorporate depth to their sketches. From our interac-
tion study and user evaluations, we observed that our system success-
fully accomplishes strong recognition and intuitive interaction capabili-
ties on collected sketch+motion data and interactive sketching scenarios,
respectively.

Keywords: Sketch recognition ·Gesture recognition · Continuous inter-
action spaces · 3d drawing · Mid-air interaction

1 Introduction

Designing intelligent user interfaces for automatically recognizing digital sketches
have conventionally focused on sketches made on physical surfaces, and we can
see this ranging from the traditional interactions of a stylus contacting pen-
enabled monitors, to the ubiquitous interactions of a finger contacting a smart-
phone screen, and even to the emerging interactions of several fingers contacting
the surface of large tabletop displays. However, the relatively recent trend of
commercially-available motion-sensing hardware devices continues to shift the
landscape of how people interact with computing devices. These trends can be
seen from previous mainstream commercial hardware devices such as the wand-
based controls of the Nintendo’s Wii or the far-field motion-sensing controls of
Microsoft’s Kinect, to more recent releases of near-field motion-sensing devices
such as Leap Motion’s namesake sensor or Creative’s Senz3D. Therefore, users
are no longer restricted to interactions such as sketching made on physical com-
puting surfaces, but can further broaden these interactions either continuously
or disjointly into mid-air using motion-sensing hardware devices.
c© Springer International Publishing AG 2017
Y. Chen et al. (Eds.): SG 2015, LNCS 9317, pp. 63–74, 2017.
DOI: 10.1007/978-3-319-53838-9 5
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As these motion-sensing hardware devices are experiencing growing reliabil-
ity, shrinking form factors, and wider ubiquity, researchers and developers can
tap into these resources and explore the design of intelligent spatial sketch user
interfaces to recognize sketches other than solely from the established settings of
familiar touchscreens. These interfaces can take advantage of expanding sketch-
ing interactions beyond current surface interaction spaces for a variety of appli-
cations, and into novel interaction spaces that continuously extend from surfaces
(i.e., continuous interaction spaces [9]). Sketching scenarios in continuous inter-
action spaces can therefore motivate both realized and potential applications,
whether it is rapidly prototyping or representing entities in design and planning,
quickly creating artifacts for gaming or immersive environments, more intuitively
drawing three-dimensional concepts, or so on.

However, adapting intelligent user interfaces for spatial sketching interac-
tions first involves seriously considering the challenges inherent with motion-
sensing technologies distinct from conventional pen- and touch-enabled comput-
ing devices. These challenges include but are not limited to: determining appro-
priate non-surface sketching analogs to surface sketching, addressing imprecise
motion-sensing sensors compared to touch display sensors, discovering optimal
domain contexts that naturally benefit from the use of a third spatial dimen-
sion, and accommodating non-surface sketching factors that are unique to work-
ing in continuous interaction spaces [15]. Furthermore, prior research have little
explored intelligent user interfaces specific to spatial sketches. Previous works
for surface interaction spaces are constrained by solely surface sketching assump-
tions [14], existing works for mid-air interaction spaces focus on command ges-
tures that have limited gesture vocabularies [12], and current works for con-
tinuous interaction spaces focus instead on other forms of interactions such as
selection (e.g., [11]) and modeling (e.g., [3]).

In this paper, we therefore describe our approach that adapts existing recog-
nition approaches from the sketch and gesture recognition research field, and
leverages existing technologies with commercial motion-sensing hardware for
recognizing freehand sketched 3D geometric primitives in continuous interac-
tion spaces, with the hope that such an approach allows people to intuitively
extend the expressiveness of their surface sketches and without resorting to mode
switching (e.g., selectable menu options). We developed this approach by taking
advantage of corner-finding and primitive geometric shape recognition techniques
from the sketch recognition field, and then adapting them to continuous interac-
tion spaces that utilizes a conventional touch-enabled surface display (e.g., note-
book computer screen) and a lightweight motion-sensing hardware device (e.g.,
Leap Motion sensor). From evaluating our approach for a set of 3D geometric
primitives, we discovered that users were able to intuitively draw automatically-
recognized primitives with reasonable accuracy.
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2 Related Work

2.1 Surface Interaction Spaces

Various directions for automatically recognizing sketches from the surface sketch
recognition community have focused on addressing the challenges of recognizing
raw digital surface ink strokes at different levels. At the low-level stage, tech-
niques such as IStraw [18] proposed processing the raw strokes and segmenting
out candidate corners within these strokes. The corner information is then used
for the next recognition stage, where techniques such as PaleoSketch [10] and
QuickDraw [2] rely on the segmented surface stroke information from corner-
finding techniques in order to classify the original raw strokes into various sim-
ple and complex geometric shapes. Furthermore, top-level sketch recognition sys-
tems such as LADDER [4] can then take advantage of this combined information
such as from primitive geometric shape classifiers to recognize fuller sketches.
While these techniques perform very well for sketches made on surfaces inter-
action spaces, they are also constrained to surface sketching assumptions and
do not account for the diverse challenges of recognizing noisier sketches with
different sketching behaviors beyond surface interaction spaces [14].

2.2 Continuous Interaction Spaces

Research work for designing interfaces that explored continuous interaction
spaces – or interaction spaces that occur both on and above surfaces [9] – have
taken advantage of different types of computing input devices at both the on-
surface and above-surface level. Work by [13] introduced the idea early on for
mid-air selection and movement operations using a tabletop display augmented
by a digital pen recording mid-air spatial positions. As tabletop display sys-
tems became more sophisticated, researchers began exploring continuous inter-
action spaces that adopted more diverse forms of interaction. For example, work
by [9] described broadening the possible input modalities to include multi-touch
and tangible objects, work by [11] provided more refined guidelines for pre-
vious explored interaction tasks, and work by [3] expanded interaction tasks
using a system called Mockup Builder to include sketch-based modeling of three-
dimensional objects. While Mockup Builder enables users in continuous interac-
tion spaces to model three-dimensional objects with a combination of gestures
and motions in a spatial sketch user interface, our work differs by focusing on a
recognition approach for automatically recognizing users’ sketched 3D geometric
primitives within an intelligent spatial sketch user interface.

2.3 Mid-Air Interaction Spaces

With continuing improvements made to commercial motion-sensing technolo-
gies and growing shifts of natural user interfaces, researchers have strongly cap-
italized on existing surface gesture recognition techniques, and then adapting
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them to automatically understand motion gestures performed in mid-air inter-
action spaces. For example, $3 [6,7] provide mid-air analogs to Dollar recognizers
(e.g., [1]), while [5,8] further improve upon the lessons from prior mid-air motion
gesture recognition techniques. However, due to the limited vocabularies of mid-
air motion gesture recognition techniques [12], and since the gesture sets are
generally minor 3D variants of flat 2D gestures, they are not optimal approaches
for recognizing the greater complexity of 3D geometric primitives.

3 Interaction Methodology

In order to develop a system that is able to classify users’ interactions of sketched
3D primitives, it is important to better understand how users would produce
them in continuous interaction spaces with accessible commercial hardware
devices such as touch-enabled screens and inexpensive motion-sensors. There-
fore, we first conducted a short-term interaction study that involved observing
users informally demonstrating such interactions offline, and then taking insights
from their interactions to produce a representative list of both 3D geometric
primitives to classify and also corresponding interactive cues to draw them in a
continuous interaction space.

Table 1. A representative list of the 3D geometric primitives that InvisiShapes can
classify that were derived from the interaction study. The shape name is the real-
world label presented to users, the formal term is its geometric label, and the surface,
transition, and mid-air classes refer to the components that the geometric primitive is
composed of.

Shape name Formal term Surface Transition Mid-air

Path Horizontal line Path Click Empty

Pole Vertical line Dot Tip Empty

Wall Vertical plane Path Flat Equal

Cone Cone Ellipse Tip Empty

HalfCone Ellipse frustum Ellipse Flat Greater

Cylinder Cylinder Ellipse Flat Equal

Bowl Reverse ellipse frustum Ellipse Flat Lesser

Pyramid Pyramid Quadrilateral Tip Empty

HalfPyramid Rectangle frustum Quadrilateral Flat Greater

Box Cuboid Quadrilateral Flat Equal

Pan Reverse rectangle frustum Quadrilateral Flat Lesser
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3.1 Interaction Study

We initially recruited a group of nine participants – two females – from ages 18 to
33 years, all of whom self-reported strong experience using touch-enabled devices,
and ranged from average to strong familiarity with motion-sensing devices. The
study participants were told that they would be individually taking part in an
interaction study that involved demonstrating how to create various 3D geomet-
ric shapes on a surface space. We further expanded our explanation by having
the participants assume that their demonstrated interactions of these shapes
would later be understood by a touchscreen and external camera.

After introducing the scenario to the participants, we then sat them at a table
and provided the participants with both a pen to draw on paper and a touch-
enabled notebook computer to draw on a basic drawing application, in order to
act out their roles in the described scenario. Once the participants communicated
to us that they understood their scenario, we verbally prompted the users to
demonstrate a list of different geometric primitive shapes conventionally found
in geometry math textbooks and computer graphic applications.

Summarizing our general observations of the user participants, we discovered
that the participants came to a consensus on how they demonstrated drawing
the 3D geometric primitives. The participants first drew the intended shape
base of the verbally-prompted shape on the flat surface (e.g., on paper or touch-
screen display), then extended away from the completed sketched base, and lastly
expressed the depth of the shape in mid-air before connecting their pen and fin-
ger on paper and screen, respectively, on the edge of the shape’s sketched base.
We observed that the participants’ demonstrated motions align with similar
interactions from prior systems based in continuous interaction spaces (e.g., [3])
and is supported by generalized drawing behaviors of shapes in other domains
from the cognitive psychology (e.g., [16]).

Fig. 1. A generalized system overview of the InvisiShapes recognition system.

3.2 Interaction Process

From the insights of our interaction study, as well as the lessons from the interac-
tion cues of related interactive systems and the observational findings of related



68 P. Taele and T. Hammond

cognitive psychology works, we first derived a representative list of eleven geo-
metric shape primitives (Table 1) that also happen to be analogs in 3D to most of
the eight geometric shape primitives found in surface geometric shape primitive
recognizer PaleoSketch [10].

Fig. 2. A visual representation of the user’s interactive steps with their finger to draw
a tall cuboid using a touch-enabled notebook computer screen and an accompanying
Leap Motion sensor device: the user is (1) about to draw the primitive, (2) drawing
the primitive’s surface base, (3) extends out from the surface base, (4) draws the
corresponding mid-air base, (5) motions towards to tap screen to complete the sketch,
and (6) hovers away from the completed drawing.

We additionally derived a series of interactive steps for users to draw these
primitives in continuous interaction spaces (Fig. 2). Our particular interaction
setup combines stylus or touch strokes that are visualized on a display monitor,
and then viewed as a visualized cursor during mid-air interactions. We also
normalized the motion-sensed coordinates to the display screen coordinates by
offsetting them relative to the most recent position recorded from the surface
sketch point, so that the user can see a cursor indicating where their mid-air
stylus or finger relative to the display.

In regards to the primitives list, we briefly elaborate on three notable omis-
sions: freeform shapes, non-quadrilateral polygons, and sphere-based primitives.
For the first group of freeform shapes, our recognition system can trivially
label these shapes as non-geometric primitives. For the second group of non-
quadrilateral polygons, our system can trivially recognize them in the same
process that is used to recognize quadrilaterals, but we chose to not list them
in the paper for brevity. For the third group of sphere-based primitives, we dis-
covered from our interaction study that participants had difficulty in coming to
a consensus on how to demonstrate sketching them, so we omit these primitives
from our initial list and discuss potential directions near the end of the paper.
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4 Recognition Methodology

The InvisiShapes recognition system builds upon a variety of sketch and gesture
recognition techniques and heuristics to classify the diverse types of components
that construct the 3D geometric primitives (Fig. 1). The system takes in the
user’s interaction data that is composed of both the sketch data performed on a
touchscreen made by either stylus or finger, and also the motion data performed
in the air on a motion-sensing device that extends from the sketch. The sketch
and motion data are subsequently sent to their respective recognizers before
combining their results to a final recognizer that outputs the most likely 3D
geometric primitive.

4.1 Surface Sketch Recognition

The surface sketch recognizer was designed for data produced from touch or
stylus input, and relies on corner segmentation information from IStraw [18] and
individual surface sketch shape tests and closed shapedness derived from various
sketch recognition techniques such as PaleoSketch [10] and ShortStraw [17] to
classify the surface sketch (Fig. 3).

Fig. 3. Examples of surface bases that users sketched of different geometric primitives
that were segmented with IStraw and classified with various surface sketch recognition
techniques (L-R): the elliptical base of a sketched square with two detected corners,
the rectangular base of a sketched square with five detected corners, and the path base
of a sketched curve with two detected corners.

Path sketches consist of either polylines or curvilinear lines that form either
path or wall shapes, and these sketches rely solely on identified endpoints not
demonstrating closed shapeness.

Dot sketches consist of pole shapes and require merely a tap on the screen.
These sketches are defined by their bounding box not exceeding a small area
threshold (i.e., 100 pixels squared).

Ellipse sketches follow the ellipse test from PaleoSketch in that they must
contain at most three corners and closed shapeness. Then, the two furthest points
are first located from the stroke, and then rotated by the opposite of the angle
that is formed from the line between these endpoints. Afterwards, the smaller
value between the ellipse stroke’s path length and the Ramanujan approximation
of the ideal circumference length is divided from the larger value to form a ratio
that must exceed a certain threshold (i.e., 0.9).
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Polygon sketches similar follow polygon tests from PaleoSketch in that they
must contain n+1 corners, where n is the number of vertices in the polygon, and
closed shapeness. Then, a line test is performed between each segmented corner,
where the ratio of the line’s path length and ideal line length is calculated and
must exceed a certain threshold (i.e., 0.9).

4.2 Transition Motion Recognition

Identifying the shape of both bases of the user’s interaction data is crucial to
determine the type of 3D geometric primitive it forms. However, due to the noisy
nature of current commercially available motion-sensing devices, it is challenging
to separate what part of the motion data is the base itself and what part is the
transition to the base. As a result, the motion data is classified from two different
recognizers. The first is the transition motion recognizer, which identifies whether
the base potentially exists initially, and then determines whether it is tipped
(e.g., pyramids or cones) or flat (e.g., cylinders, cuboids, frustums).

A useful feature of the motion data to help identify the type of transition of
the motion data is from how the z-axis motion is graphed with respective to the
number of points (Fig. 4). We empirically observed that the smaller the mid-air
base, the more steep the curve is formed from the z-axis motion. As a result, we
first calculate the angle of the left and right lines formed from the endpoints to
the peak of the graph, and then average the two angles.

Fig. 4. A plot of z-axis motions from the Leap Motion sensor device for a subset of
motioned 3D geometric primitives, where shapes with smaller mid-air bases contain
fewer collected points and steeper overall slopes.

For tip motions, we classify them if their averaged angles exceed a certain
threshold (i.e., 60◦). Contrary to tip motions, flat motions are classified as such if
their averaged angles do not exceed the tip motion’s angle threshold requirement.

A special case of the bases involve clicks, which are rapid clicks that form
for shapes that are not 3D such as paths in order to denote the lack of depth. If
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the area of the motion does not exceed a certain area threshold (i.e., 1000 stroke
pixels squared from a Leap Motion sensor), then it is classified as a click motion.

4.3 Mid-Air Motion Recognition

In conjunction with the information received from the transition motion recog-
nizer, we can finally classify the mid-air base of the demonstrated 3D geometric
primitive. We first trim the tails that form from the motion data due to the
unintentional surface sketch noise produced as the user transitions from the sur-
face sketch base to the intended mid-air base. We empirically set the trimming
of the tails to the first and last 10% of the motion stroke, since we empirically
observed that this adequately approximates the users’ intended motioned mid-
air base. Due to the noisiness of the motion data, we also define the mid-air
base by first resampling both the sketch and motion strokes so that they have
the same number of points, and then compare the ratio of points within each
stroke’s bounding box (Fig. 5).

Fig. 5. Examples of sketched and motioned data strokes of shapes with varying mid-air
bases, where the dotted gray lines represents the surface stroke and the solid black lines
represent their corresponding mid-air stroke. The two frustums visually demonstrate
surface stroke points that lie either completely or dominantly inside or outside the
bounding box of their corresponding mid-air stroke. For geometric primitives with
congruent bases, points from their surface and mid-air strokes more frequently overlap
each others’ bounding boxes.

With geometric primitives that consist of congruent sketched and motioned
bases, we take the bounding boxes of both bases and compare the ratio of number
of points of the sketched base to the motioned base and vice versa. If the greater
and lesser ratios do not exceed certain thresholds (i.e., 0.9 and 0.1, respectively),
we then classify the mid-air motion as equal to the surface base.

For the larger mid-air base, we classify the motion as greater if the ratio of
sketched points within the motioned point’s bounding box exceeds 0.9. On the
other hand, we perform the opposite ratio test for lesser motions representing
a larger surface base, where the motioned points contained within the sketched
points’ bounding box must exceed 0.9. However, for shapes that do not have
bases, such as those that are tipped or clicked, we rely on the transition shape
information to automatically classify their motions as empty.
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4.4 3D Geometric Shape Recognition

Once the sketch and motion data are processed through their respective classi-
fiers, the three labels of surface, transition, and mid-air that are generated from
the classifiers are then sent to the final 3D geometric shape recognizer. We rely
on the labels produced from Table 1 to then determine the interaction data’s
associated primitive type. If the interaction data’s three labels do not fit appro-
priately to the list of surface, transition, and mid-air labels, we instead classify
the primitive as a freeform shape.

5 Evaluation and Discussion

To evaluate our approach, we utilized a touch-enabled Wacom tablet and a Leap
Motion sensor to record users’ surface and mid-air sketching, respectively. Prior
to performing our data collection, we performed a one-time calibration of the
Leap Motion’s motions to that of the screen dimensions of the tablet screen,
and placed the Leap Motion in front of the screen lying within several inches
directly from the tablet screen’s center. We also ran these commercially-available
hardware devices within their optimal interaction settings of a table setting in
a normally-lit room.

Fig. 6. Recognition accuracy of the different 3D geometric primitives using all-or-
nothing classification.

For the data collection study, we recruited nine individuals – two females –
between the ages of 25–35 years, all of whom self-reported some experience with
motion-tracking controls from commercial video game systems but not from
research-driven motion-tracking applications. Each user was provided instruc-
tions on the type of interactions that they were performing and the shapes that
they were about to draw, but were not given specific instructions on how to draw
the shapes. After allowing the users to spend at most five minutes to freely draw
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in this continuous interaction space setup, they were then prompted to sketch
five consecutive iterations of each shape listed in Fig. 1 for a total of 495 shapes.
We then classified their sketched shapes with our approach using all-or-nothing
accuracy Fig. 6, where shapes were considered as correctly classified if the user’s
actual input completely matched the expected label without exception.

From our approach, we demonstrate that users were able to successfully per-
form three-dimensional drawing of representative geometric primitives with rea-
sonable accuracies, where accuracies for each shape did not fall below 90%. The
most common types of mis-classifications came from users drawing bases that
were either congruent for expected frustum shapes or not congruent for expected
prisms or cylinders, or drawing mid-air bases that were not accurately detected
from the motion sensor.

6 Conclusion and Future Work

In this paper, we describe our work on InvisiShapes, a 3D geometric primi-
tive shape recognizer for continuous interaction spaces. From our evaluation, we
demonstrate that not only were users able to intuitively sketch geometric prim-
itives using commercially-available touchscreen and motion-sensing hardware,
but also with their interaction data classified to their 3D geometric primitives
from our recognition system with reasonable accuracy. From our current work’s
progress, we propose several potential future directions such as expanding our
recognition system to incorporate more challenging 3D geometric primitives,
developing appropriate spatial sketch user interfaces that take advantage of our
recognition system for various domains, observing how users draw in more var-
ied interaction scenarios, and expanding the recognizer to other motion-sensing
hardware.
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Abstract. The Software Defined Networking (SDN) is considered as a
primary evolutionary direction for the next generation networks. The
OpenFlow protocol enabling SDN decouples the control plane from the
data plane, thus complex controlling and management functions are able
to be eliminated from switches, resulting in dumb switches with fewer
layers and higher forwarding efficiency. Sophisticated controlling and
management functions seen in traditional switches are moved to dedi-
cated controllers in an SDN environment. Therefore, controllers play an
important role in SDN. Floodlight is a widely used and most accepted
controller, which offers a variety of useful functions. However, Floodlight
lacks several key features needed in a simulation-oriented SDN environ-
ment, especially the GUI-aided configurations. To tackle there problems,
we propose FloodSight (Floodlight with Sight) in this paper to assist
network administrators and researchers to efficiently prototype and test
an SDN network with visual support. FloodSight is a visual-aided Flood-
light extension based on Floodlight’s REST APIs. The current version
of FloodSight consists of 3 major components: the QoS-aware Topol-
ogy Viewer, the Topology Maker and the Flow Manager, which offer
visual support for QoS-aware topology viewing, topology making and
flow manipulation not seen in the original Floodlight controller. The
experiments on the FloodSight show that it offers desirable features and
feasible performance.

Keywords: SDN · OpenFlow · Floodlight · QoS · LLDP

1 Introduction

SDN (Software Defined Networking) [6] is nowadays a research hot spot in com-
puter networks. It is commonly foreseen as an evolutionary direction for the
next generation networks. An SDN empowered network controls and manages
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switching devices in a centralized fashion with the southbound interface of the
OpenFlow protocol through controllers, so that upper layer network services can
be easily decoupled from the lower layer network devices. Due to the centralized
control, the consistency of the configuration and the flexibility of the services
can both be enhanced, compared with the traditional per-device configuration
that is still dominantly used in the network arena. With the advantages offered
by controllers mentioned above, controllers are a key factor for an SDN-enabled
network.

Among others, Floodlight [1] is one of the most adopted SDN controllers
seen in the SDN field. Although Floodlight provides powerful management and
controlling functions for SDN, it lacks some key features needed in a simulation-
oriented SDN environment, especially the GUI-aided configurations. For exam-
ple, at present, the network topology designing in Floodlight is heavily relying
on hand-written Python scripts, which is inconvenient and error-prone, requir-
ing researchers and network administrators with the basic Python knowledge.
It also lacks a convenient and intuitive method for flow table entry pushing
from controllers to switches. The researchers and network administrators must
be equipped with cURL and CLI (Command Line Interface, as opposed to GUI)
knowledge to have flow table entry pushed down to switches. The last but not the
least is the lack of QoS (Quality of Service) information gathering and rendering
mechanisms in the Floodlight controller, therefore network administrators and
researchers are not capable of making QoS-aware decisions due to the lack of QoS
information. The aforementioned shortcomings at large reduce the usability of
the Floodlight controller. These shortcomings remaining to be solved have made
Floodlight less useful than expected in SDN configuration, managements and
researches. To tackle these problems, in this paper, we propose FloodSight, aim-
ing at providing various applicable extensions to enlarge and enhance Floodlights
management and controlling functions for both administrative and research pur-
poses.

The organization of this paper is as follows. Section 2 describes the motiva-
tions of our FloodSight extension; Sect. 3 specifies in details the 3 major compo-
nents offered by FloodSight and their backend working principles; In Sect. 4 we
carry out necessary experiments to demonstrate the features and performance
offered by FloodSight. Section 5 gives the summary and next steps of our future
research plan.

2 Motivations

Switches in SDN are all dumb devices [7], meaning that controlling and man-
agement functions such as routing, decision-making, etc., are all eliminated from
switches (in the SDN terminology, the term “switch” means various forwarding
devices including switches, routers, etc.). Switches now become pure forwarding
devices. Therefore more efficient forwarding can be achieved in switching devices.
In an SDN environment, complex controlling is implemented by software con-
tained in controllers which requires higher intelligence (i.e. the control-plane),
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and repeated forwarding is implemented by hardware contained in switches
which requires higher efficiency (i.e. the data-plane). The interaction between
controllers and switches are conducted through the secure OpenFlow [6] protocol.

Unlike traditional networks, an SDN controller can now flexibly design a
network in a programmatic way by manipulating and combining various data-
plane devices as basic building blocks, quite like invoking various modules and
functions in software programming (and this is why it is named Software Defined
Networking).

According to a survey conducted by the sdnap community [8], the adoption
of Floodlight comprises over 40% of all controller usages. The popularity of
Floodlight is originated from features such as follows:

– Cross-platform: Floodlight is designed and implemented using Java, which
offers cross-platform feature and excellent portability.

– Powerful APIs: Floodlight offers APIs in two flavors: REST (REpresentational
State Transfer) API [10] and Module API. REST APIs can be conveniently
invoked through HTTP protocol whereas Module APIs are Java-encoded
classes and interfaces conforming Floodlights underlying module framework.

– Extensible framework: Floodlights comes with various extensible classes and
interfaces that developers can extend/implement to fulfill custom function-
alities. The customized functionalities can be painlessly deployed to Flood-
light and co-exist peacefully with pre-installed Floodlight modules, thanks to
Floodlights module-loading system.

However, as we mentioned above, several key features are missing in Flood-
light, especially in a simulation-based SDN environment.

– Verbose flow table manipulation: Floodlight does not offer GUI frontend to
invoke its powerful REST APIs. One must be familiar with cURL for the
invocation.

– Lack of “Drag and Drop” topology creation: In a simulation-oriented SDN
environment, Floodlight usually works with the well-known Mininet [3,9] SDN
simulator. Mininet relies on Python to describe the topology. One must be
familiar with Python to deploy a topology to Mininet. However, Floodlight
does not offer a GUI frontend for “Drag and Drop” topology creation.

– Lack of QoS gathering and rendering: Floodlight has a basic feature for topol-
ogy rendering, merely displaying the network structure without rich auxiliary
information. For some research-oriented SDN environment, researchers would
need the feature for QoS gathering and rendering in the topology interface to
assist QoS provisioning research. Unfortunately Floodlight lacks both.

3 System Designs and Architecture

To tackle problems faced with current version of Floodlight, we propose Flood-
Sight (Floodlight with Sight), to offer key missing features mentioned above.
The FloodSight is a Floodlight extension, and its current version consists of
several components:
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3.1 The QoS-Aware Topology Viewer

The QoS-aware Topology Viewer, together with its backend supporting modules,
is capable of QoS information gathering and QoS-aware topology rendering to
assist QoS-related research. We first explain how the QoS information is collected
by The QoS-aware Topology Viewer – the novel QoS over LLDP scheme.

QoS over LLDP. In standard SDN networks, controllers are aware of switches
directly connected to them through bidirectional Hello messages in the standard
OpenFlow protocol. However the underlying link states between switches (i.e.,
how switches are mutually connected) are not visible to controllers in the first
place. That is to say in the initial stage of an SDN network, controllers do not
have the topology knowledge of the whole SDN network. In order to perform
centralized control over an SDN network, controllers must carry out topology
discovery. Controllers usually use LLDP [5] (Link Layer Discovery Protocol) to
fulfill such a task. LLDP is an IEEE proposed protocol widely used in network
arena for topology discovery.

The controller instructs a switch to multicast the LLDP packet to all of its
ports through a PacketOut (instructive packets from controllers to switches)
[4]. In this PacketOut, topological information of the switch such as chassis
information, port information, etc. is all contained. All other switches connected
to this sender switch receive the LLDP packet, and then match this packet
against the flow table entries of their own, only to find no matches for LLDP
packets. Thus switches will send a PacketIn (packets from switches to controllers)
containing this LLDP to the controller asking how to process this packet. Since
the PacketIn contains topology information about both the sender switch and
the receiver switch, the controller can now assert that there exist a link between
the two switches based on the received PacketIn. By means of this iterative
PacketIn/Out interaction, topology of the whole SDN network can be discovered
by the centralized controller. This centralized topology discovery in SDN is quite
different from how LLDP works in traditional networks where topology discovery
is done by individual switches independently, although LLDP is used in both
cases.

Standard LLDP packets usually contain basic information such as MAC
address, chassis information, port information, etc. We can see from the above
topology discovery phase, no QoS information is contained in LLDP packets.
Should QoS information be incorporated, the QoS-aware topology discovery can
be done to enable further QoS-aware decisions and policies, thus QoS provision-
ing becomes possible.

LLDP is a TLV (Type/Length/Value, i.e. key-value pair with length infor-
mation) based protocol where TLVs are used for property descriptions. We can
include QoS information as custom TLVs in LLDP packets. In this way, LLDP
can be seen as the “ferry” containing QoS information (i.e. QoS over LLDP) and
other useful properties as its payload. We define QoS TLV as follows.

In the TLV Type field, it must be designated as 127 to indicate this is a
custom TLV. The Length field specifies the variable-length value contained in
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TLV Type=127
(7 bits)

TLV Length
(9 bits)

Organization Code
(3 bytes)

Subtype
(1 byte)

Value String
(x bytes)

Bandwidth
(1 byte)

Availability
(1 byte)

Drop Rate
(1 byte)

Delay
(1 byte)

Jitter
(1 byte)

contains

Fig. 1. QoS over LLDP

the TLV. The Organization Code field indicates the designer of this customized
TLV. We use the Organization Code as 0x121212 for the time being. The Subtype
field specifies the detailed type of the contained value. Value String field gives
the real value. We contain various QoS properties in the Value String. In order
for the receiver to conveniently parse the different QoS properties, we use the
predefined property order and length. We can see from Fig. 1 several properties
are included in fixed length in our current settings. Note that more properties
can be included in the future work. The advantages from QoS over LLDP are
obvious:

– Minor network traffic overhead: Since LLDP packets are spread around in the
SDN network no matter whether the QoS information is included, QoS over
LLDP will not cause much extra traffic to be sent in an SDN network. It
merely adds several bytes for QoS description to the original LLDP packet.
Compared with solutions sending self-contained custom packets containing
QoS information, QoS over LLDP is quite cost-effective with regard to traffic
overhead.

– Good suitability and minor source code modification: Any implementation
of OpenFlow protocol includes modules for LLDP packets processing, thus
QoS over LLDP can be conveniently accommodated in and ported to various
controller environments not limited to Floodlight, although discussions in this
paper are based on Floodlight. If there is no module found in the controller for
QoS TLV processing, the worst case is merely the lack of QoS TLVs processing,
but it will not cause any conflict with the controller’s basic workflows since
all controllers support LLDP processing. To support QoS over LLDP, we only
need to add a module for QoS TLV processing so that the controller can fetch
QoS information from custom TLVs. In this way, no fundamental source code
modification is needed, thus no major processing overhead is caused.

With the QoS information of every switch at disposal, the controller is capa-
ble of adding visual-aided and QoS-aware extensions to the original Floodlight.
Figure 2 (explained later) shows the interface of the implemented QoS-aware
Topology Viewer component. The gains from the component includes:

– QoS status overview: FloodSight is capable of the depiction of the global and
individual QoS status overview since it centralizes the scattered QoS informa-
tion. When selecting individual devices, detailed QoS information is popped
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up for deeper inspection. Meanwhile, overall QoS status can be leveraged
for QoS-aware decision-making. It is also possible that different views with
regard to different QoS properties (such as bandwidth, delay, jitter, etc.) can
be shown for the current topology.

– QoS coloring: Different QoS levels for different QoS properties can be defined
at the controller side. According to these QoS levels, various parts of the
topology can be colored to indicate QoS status. In this way, the network
administrator can carry out decision-making accordingly with regard to over-
all or individual QoS situations. Take the delay property for instance, we can
conduct link coloring based on delays. For those links with low latency, green
is designated; for links with fair latency, yellow is assigned; for high latency,
red is used, quite like the traffic congestion indicator in the transportation sys-
tem. Therefore for those delay-critical applications such as video streaming,
intuitively, the network administrator can fine-tune the flow table to form a
path with the minimal delay all the way along. Also, he can remove those flow
table entries with high latency. Other QoS properties such as bandwidth etc.
can also be used for link coloring in different application scenarios. Besides,
not only links can be colored, but also the switches and their various ports.
In this way, the network administrator can manage and control the SDN
network in an intuitive manner by manipulating flow table entries manually,
automatically or programmatically.

– Poor QoS alarming: QoS information can also be used for poor QoS situation
alarming. If poor QoS situation beyond the threshold sustains for a predefined
period, various alarming means can be made the most of as alerts. For exam-
ple, if the drop rate of packets of a switch continues to be at a high level for
several minutes, a sound can be played to inform the network administrator
of this event. It is also possible this event can be pushed to his mobile device
on the fly.

An example of QoS coloring is shown in Fig. 2. We first collect the QoS
information by modifying LLDP processor source code to enable QoS gathering.
Then in Fig. 2, we enable the link state coloring for delay property. As we can
see in Fig. 2, among all the paths from h1 to h6, the path through s1-s2-s4 is
comparatively better than s1-s3-s4 with regard to delay of links. The network
administrator can accordingly carry out proactive pushes to switches that best
fits users QoS criteria.

3.2 The Topology Maker

Mininet is the primary SDN simulation environment. Floodlight can play as a
remote controller on the basis of a Mininet topology. Mininet topology relies
on Python scripts for topology description, which is a barrier for researchers
with little Python backgrounds. Floodlight also lacks a “Drag and Drop” style
topology creation feature. Efficient prototyping of topology plays a key role in
SDN research. Therefore we implement the “Drag and Drop” topology creation
in our FloodSight as the Topology Maker, to accelerate the topology creation
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Fig. 2. The QoS-aware Topology Viewer

and bridge the gap between Floodlight controller and Mininet simulation envi-
ronment for topology deployment. Figure 3 reveals key features offered by the
Topology Maker, including as follows.

– Drag and Drop topology editing: One can select different node type (i.e.,
switch, host, controller) to add an instance of it. Links can be easily created
by dragging a line from a node to another. Illegal links are prevented at the
GUI level, e.g., links between hosts are not allowed. Double-click on a node
or a link removes the object being clicked. This feature relieves the need for
Python backgrounds.

– One-Click topology generation: By pressing “Generate Topology” button, the
Mininet-compatible topology script is generated for later use or direct deploy-
ment to Mininet (Fig. 3 left-bottom corner). Several versions of the topology
can be saved without conflict with each other, which is especially useful for
frequent topology modification and reuse.

– Customized topology deployment: By pressing “Deploy” button, the gener-
ated topology can be painlessly deployed to Mininet simulation environment
without the user knowing Mininet commands. One can also specify various
Mininet options before topology deployment (Fig. 3 left-top corner), for exam-
ple to designate the switch type, MAC address specification, OpenFlow ver-
sion, etc. This feature relieves the need for Mininet CLI backgrounds.

– QoS property assigning: Besides, QoS properties can be defined manually
when selecting one node (Fig. 3 left-middle).
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Fig. 3. The Topology Maker

– Parameterized topology template: A feature yet to be implemented is the
parameterized topology template. For those frequently used topologies such as
tree-like or hub topologies, we are planning to implement respective template
which is able to consume user-fed parameters and then automatically generate
topologies accordingly.

The topology Maker is able to create and generate topologies with hundreds
of nodes as we can see from Fig. 3. The Topology Maker also reduces the verbosity
of manual writing and topology deployment and let the researchers focus on their
core researches rather than peripheral utilities.

3.3 The Flow Manager

The flow table is one of the main means for a controller to manage the whole
SDN network since it indicates how traffic is directed from one node to another
by means of flow matching. Floodlight offers the REST APIs for researchers to
invoke for flow table manipulation such as adding, removing, modifying, listing,
etc. But it lacks a convenient frontend for these APIs. One must use the cURL
utility to make the most use of REST APIs. cURL is a command line based
tool. When writing a flow table entry using command line, it is error-prone and
tedious. We implement an intuitive flow table management in our FloodSight as
the Flow Manager. It offers CRUD operations for flow table entry management.
At the top (Fig. 4), there is an HTML form-based flow adding/modifying tool to
reduce the complexity. In the middle, in case the offered flow form cannot fully
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Fig. 4. The Flow Manager

meet the need when adding/modifying a flow, we maintain an editor-based flow
adding/modifying tool. One can still use the editor to write extensive flow table
entries to fulfill his/her specific need as he/she do with the traditional cURL.
In the bottom, all flow table entries from various switches are shown in the list.
One can also delete those entries not in need anymore from this list.

3.4 Architecture

The whole FloodSight system is implemented using Java Servlet as the back-
end core based on the Floodlight REST APIs, and jQuery and jsPlumb [2] as
the frontend presentation layer, as a proof-of-concept in the simulation-based
SDN environment. The overall architecture of FloodSight is shown in Fig. 5. At
present, QoS Module in the architecture merely supports QoS information gath-
ering through QoS over LLDP. More QoS related functions and algorithms will
be added in the future.

4 Experiments

Experiments on traffic overhead of the QoS over LLDP scheme and QoS-aware
topology rendering are carried out in the following experiment environment:
MacBook Pro (Retina, 13-inch, Mid 2014), 2.6 GHz Intel Core i5, 8 GB 1600 MHz
DDR3, Intel Iris 1536 MB and 256 GB SSD with OS X 10.10.3.
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Fig. 5. The architecture of FloodSight

4.1 Traffic Analysis

In order to evaluate the impact on network traffic caused by QoS over LLDP, we
capture traffic using Wireshark in two scenarios with the identical topology (the
pure LLDP scenario and the QoS over LLDP scenario). The topology contains
5 switches and 20 hosts (4 hosts per switch). All the switches form a line-like
topology. FloodSight is running as the remote controller. The evaluation duration
is 3 min to inspect QoS over LLDP’s impact on the initial stage of SDN networks.
The evaluation results are shown in Table 1. In the QoS over LLDP scenario,
LLDP packets contain the QoS TLV, thus the packet length (81 bytes) is longer
than pure LLDP packets (63 bytes). We can see from the Organization Code
(see Sect.3.1) in the red square in Fig. 6, the QoS TLV is successfully contained
in LLDP packets according to the Wireshark capture. It causes extra network
overhead. However the percentages of LLDP bytes in both scenarios are almost
the same (0.02%), meaning that QoS over LLDP does not deteriorate the network
traffic performance. The experiment results indicate that QoS over LLDP is an
applicable approach for QoS delivering in an SDN environment.

Fig. 6. Wireshark captures of QoS over LLDP
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Table 1. QoS over LLDP performance

Scenario Duration Total packets LLDP packets Total bytes LLDP bytes

Pure LLDP 180s 67279 476 (0.71%) 183633341 29988 (0.02%)

QoS over LLDP 180s 46208 476 (1.03%) 184223552 38556 (0.02%)

4.2 Topology Rendering Time

As aforementioned, the QoS-aware Topology reads the topology created in
Mininet simulation environment and extra QoS information, then renders it
in the browser. The topology rendering time varies accordingly with different
topologies and QoS information. We generate random topologies with different
sizes and link states to evaluate the topology rendering time, including trans-
ferring time between server side and browser side and the rendering time in the
browser. The results are shown in Fig. 7. The x-axis represents the topology size
indicated as switches/hosts pair, and the y-axis represents the rendering time in
millisecond (including all the overhead time). We can see from Fig. 7 that the
rendering of fairly complex topology (with over 30 switches and 180 hosts, and
the out degree of every switch is 8) is still efficient, with approximately 4650 ms.
The experiment demonstrates FloodSight’s applicability in complex topology
and QoS status rendering.

Fig. 7. Topology rendering time

5 Summary and Future Work

In this paper, we proposed and implemented a visual-aided Floodlight extension
– the FloodSight – to tackle problems faced with the current Floodlight features,
for simulation-oriented SDN environments. FloodSight consists of 3 major com-
ponents (namely the Topology Maker, the QoS-aware Topology Viewer and the
Flow Manager) for the time being. The experiment results show that Flood-
Sight provides the missing features needed in the simulation-oriented SDN envi-
ronment. It is capable of accelerating the research process, especially in quick
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topology prototyping, QoS gathering, QoS-aware topology rendering, etc. In
our future research plan, we are planning on backend algorithms, especially
those for QoS provisioning. Since in this paper we have implemented applicable
approaches for QoS collection from different switches, we envision an adapted
K-Shortest Path algorithm with regard to various QoS properties in the backend
to support QoS provisioning for some specific property or the aggregated QoS
status.

Acknowledgement. The authors thank the members of SWUNIX (SouthWest
University for Nationalities Network Innovation eXercises) team for their efforts and
devotion in system development of FloodSight.
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Abstract. Our interdisciplinary research is dedicated to exploring the
boundaries of stereoscopic filmmaking from an unusual viewpoint: we
aim at creating 3D non-photorealistic cinema which allows conciliating
a stereoscopic pre-visualization that is oriented to ensure visual com-
fort with concept tests of NPR applied to a 3D film. In this paper we
describe the role of pre-visualization in stereoscopic cinema and our pre-
liminary observations and experience of combining 3D cinema with non-
photorealistic rendering approaches, from the filmmakers’ point of view.

Keywords: Non-photorealistic rendering · Previsualization · 2D and
3D cinema · Visual comfort

1 Introduction

The history of cinema is indissolubly linked to technological development and
photorealism. Since the beginning of the digital era, technological advances have
not ceased to push further the boundaries of photorealism. A good example is
the huge development of special effects and 3D animation, both oriented to reach
the empathic effect of a photographic image. So, in general terms, photorealism
has aesthetically dominated the history of cinema through the different stages
of its technological development.

In the case of 3D cinema, photorealism is even more important, at least for
two factors: the promise of sensorial hyperrealism is the main commercial argu-
ment of 3D experience in movie theaters, and at the same time, it is a sort
of universally accepted standard for producing a visual comfort in the viewer.
Thus, hyperrealism and visual comfort seem to be two inseparable characteris-
tics of contemporary 3D cinema, both resting on the idea of photorealism as a
conventional premise for stereoscopic filmmaking. We will question this premise
by exploring the possibility of a non-photorealistic 3D cinema, in a two-step
research.

The first step will consist of evaluating the use of non-photorealistic rendering
(NPR) filters in 2D cinema on two types of users: general public (university
students) and specialized public (film postproduction professionals).
c© Springer International Publishing AG 2017
Y. Chen et al. (Eds.): SG 2015, LNCS 9317, pp. 87–98, 2017.
DOI: 10.1007/978-3-319-53838-9 7
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The second step will consist of exploring the perceptual and technical prob-
lems of using NPR in stereoscopic cinema: on one hand, to understand the
pre-visualization method as a way to guarantee visual comfort for the whole
stereoscopic content, and on the other hand, to identify the technical and per-
ceptual challenges of combining stereoscopic visualization with NPR.

Even though believable 3D relies on a realistic rendering model, realism is
only one of the many artistic styles of storytelling and expressing emotions:
choosing the proper visual style is an important aspect of art [9]. So, if we think
of the aesthetics of 3D cinema as a spectrum of possibilities ranging from pho-
torealism to non-photorealism, this idea expands the possibilities of cinemato-
graphic creativity. In this paper, we show experimental results of NPR applied to
2D cinema, and preliminary observations of NPR applied to 3D cinema. Thus,
we aim at exploring the limits of merging the expressive possibilities of NPR
with the narrative use of stereoscopy.

In Sect. 2, we describe visual comfort as the main perceptual challenge in
3D cinema and previsualization as a tool to achieve it. In Sect. 3, we describe
the framework we have developed and used to test the role and applicability of
NPR to stereoscopic cinema. Section 4 presents results of NPR for 2D cinema.
In Sect. 5, we explore a two-pattern method to compare samples of stereoscopic
contents processed with NPR filters. Finally, we conclude our paper in Sect. 6.

2 Visual Comfort as a Perceptual Challenge for 3D
Cinema

Constant “depth scanning” is a natural characteristic of human vision. But even
if the principle of binocularity is shared in stereoscopy, the 3D cinema of the
21st century still produces ocular discomfort, dizziness or headaches in many
people [18]. About this aspect, in 2014 a French public agency published a
series of recommendations on possible damage detected in children under 6 when
exposed to stereoscopic content [1], in order to limit risks on children’s health.
The French agency that produced this report [2] states, however, that “given
the lack of information on exposure to these technologies, the Agency considers
necessary to promote new research”.

The “know-how” for creating high quality stereo motion picture with styl-
ized graphics is very limited. Even though it was shown that the mixture of
stereoscopy with NPR can break 3D space perception [3], there has been lit-
tle research on how to create visually pleasing NPR images or videos. Recent
research focused on specific subproblems such as line drawings [4], painterly ren-
dering [10,13] or simulating film grain effects [16]; however, a general framework
to combine arbitrary styles (including post-production work that is applied in
image space in 2D) with stereoscopic 3D visualization is yet to be established.
In this paper we merely scratch the surface of this topic: we experiment with
screen-space NPR stylization methods that are applied independently on the two
images corresponding to the two eyes. Among other issues, we are interested in
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how stylization influences the filmmaking procedure, including the quick gener-
ation of previews or pre-visualization (“previz”) with a set of different styles. It
is not enough to just create solutions that optimize 3D conventional processes
(such as geometric or light correction applied to stereo pairs); it is fundamental
to experiment with the language of 3D cinema and, in the same process, ana-
lyze the user’s responses to formal innovations. To achieve this, we have shot
a stereoscopic film following the rules of a “secure” stereography, which means
using pre-visualization as a tool to prevent disturbing transitions between scenes
with different depths. This film would be used to test with NPR processing.

2.1 The Role of Cinematic Factors in Visual Comfort

The experience of filming in 3D is very didactic to understand the concept of
visual comfort from an empirical perspective. In principle, the inconvenience is
ocular [6,14]: eye fatigue results from the conflict between fixed accommodation
on the screen (where we focus) and mobile convergence in scenic 3D space (where
we look). In the 3D experience, although we can get used to this process after
a few minutes, the quality of the film does the rest. The 3D quality of a film
responds to decisions of “mise en scène” because they simultaneously involve
several components of cinematography (photography, editing, post production).
We shall call these the “cinematic factors” of eye fatigue.

If we compare the “physiological” and “cinematic” factors of eye fatigue, we
should assume that, as medical research, optics and neuroscience do not submit
new evidence on how to reduce the impact of physiological factors, our efforts
should focus on cinematic factors. By properly using conventional resources of
3D cinema, we could produce films that are comfortable for the average viewer.
One of these resources to avoid eye fatigue is the stereoscopic preview or 3D
storyboard. The experience of shooting in 3D, which we describe below, incor-
porated the use of stereoscopic preview as one of the cinematic strategies to
define a shooting plan aimed at visual comfort.

In July 2014, we shot a 3D film at the residence of Spanish filmmaker Luis
Buñuel in Mexico City, based on a three-dimensional model of the house. This
model allowed identifying the camera axes with greater visual depth, so that the
shooting could take full advantage of depth perception in that house.

Once the script and the model of the house were completed, Frameforge [12]
was used to simulate the material aspects (interior and exterior of the house,
furniture, lighting, characters), optical factors (photographic focus, stereoscopic
variables) and cinematic factors (fragmentation of history into scenes and shots).
This stereoscopic preview was useful to generate the optimal amount of material
for edition, which is very useful to solve problems in 3D postproduction.

Then, there is the aesthetic role of postproduction: what kind of “look” is
better adapted to the fantastic spirit of the story. That was the beginning of our
NPR real-time software testing. We wanted to develop a tool that was useful for
matching the story and its aesthetics: to merge the expressive (NPR) and the
narrative (3D) dimensions of the film. We knew that the natural environment of
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3D cinema is photorealism, but the surreal context of the story gave us the aes-
thetic justification for a non-photorealistic treatment. The next step was testing
the NPR filters in a 3D film conceived with cinematographic principles based on
visual comfort [7].

3 Test Framework of NPR Effects for Cinema

From a technical point of view, NPR methods can be classified into object space
and image space (or screen space) methods. Although in our case study the 3D
model of the scene was available, in general, only film shots were available and so
we chose image space methods for stylization. These approaches work with 2D
image streams and therefore can use only color and texture data. However, we
may assume that limited geometric information is available in the form of depth
images, which may be extracted from the stereo images or directly captured using
an additional depth sensor during film shooting. Thus, in addition to standard
image processing methods we also considered depth-based effects that are also
calculated in image space, but pixel data may correspond to depth.

Among image space NPR methods, we looked for ones that allow interactive
performance. This may seem contradictory, as rendering methods used by cine-
matography are traditionally performed offline. On the other hand, we intended
to include this stylization framework into the fast previz stage of film produc-
tion where many different styles are tested rapidly, possibly during shooting,
and thus performance is favored over high quality. Based on the preliminary
results shown by the previz stage, high quality offline (possibly manual or semi-
automatic) methods may be developed or selected in latter production stages.

Our previz tool is implemented as post-processing effects, using the Unity
game engine [15]. We implemented a stand-alone video editor software in the
same platform that supports various parameterized NPR effects. These effects
execute basic image processing algorithms on the GPU and are capable of real-
time performance. Thus, users can see the original shot and the immediately
computed stylized results both at once. The selected effects are based on two
principles: artists enhance relevant details and at the same time simplify the
image by mitigating irrelevant details.

Relevant details are emphasized by drawing lines (i.e. applying edge detec-
tors). We used the flow-based, extended difference-of-Gaussians (DoG) filters
proposed by Winnemöller, as these were shown to produce aesthetically pleasing
results [19] and can simulate various effects such as black and white or colored
pastel. It is also related to edge detection by approximating the Laplacian of
Gaussian (LoG) filter, which is equivalent to blurring the input with a Gaussian
filter and then applying a Laplacian, i.e. second order edge detection. The result
of the DoG filter is thresholded: smooth thresholding is used by applying the
tanh function in order to produce aesthetic results [19]. To avoid noisy responses,
smoothing along the flow field is used. First, we compute the smoothed struc-
ture tensor (i.e. the standard structure tensor for color images, blurred with a
Gaussian filter), from which the gradient and tangent directions are extracted,



Case Study of NPR and Stereoscopy Cinema 91

similarly to [5]. Then, in a second pass, line integral convolution that follows the
edge tangent flow is applied. Line parameters such as color, width and smooth-
ness are user-controlled parameters in our system; the parameters correspond to
the reparameterization of the DoG filtered as proposed by Winnemöller in [19].
Black and white contour enhancement using the flow-based extended DoG fil-
ter is referred to later on as “Added contours”. We also defined an effect that
takes the original pixel color and use it as edge color, referred to as “Colored
line drawing”. Additionally, with proper threshold parameters, the DoG filter
can produce pastel-like effects [19], which we consequently named “Pastel” and
“Colored Pastel”.

Image simplification methods consist of lowering image complexity in terms of
texture details and color details. To reduce texture complexity, we used an exten-
sion of the flow-based implementation [5] of the bilateral filter [17,20], which is
an edge-preserving smoothing filter. In our case, the bilateral filter is a product
of two Gaussian filters; one is applied in the spatial domain, and the other is com-
puted in the intensity domain. The intensity-dependent filter component ensures
that neighboring pixels that are placed on the same side of a step-like signal as
the center pixel have greater weight, while pixels from the other side of the edge
contribute less to the filter output, better preserving the edge. The amount of
blur is controlled by the variance parameter of the spatial domain Gaussian filter,
while the amount of details kept is determined by the intensity domain variance
parameter. In order to avoid color-bleeding artifacts, the bilateral filter is applied
in the CIE-Lab color space [17]. Originally, the bilateral filter is non-separable,
and thus expensive to compute. In real-time applications, usually the flow-based
approximation [5] is used instead, which applies a one-dimensional bilateral filter
along the gradient flow, and then another one-dimensional bilateral filtering on
the tangent flow. Similarly to the flow-based DoG filtering, the gradient and the
tangent flow directions are extracted from the smoothed structure tensor. The
bilateral filter is usually performed iteratively several (2–5) times to produce
visually appealing results.

Color complexity is lowered using luminance quantization, similarly to [20].
We refer to the output of the application of the bilateral filter and luminance
quantization as a “Simplified” image. Another way of lowering color complexity
is to reduce image saturation (“desaturation”) in HSV on HSL color spaces.

The combination of these effects together can simulate different artistic styles.
Additionally, the level of abstraction is parameterized in each of the effects: i.e.
the line thickness and density in edge detection, the strength of details that are
kept in texture simplification and the amount of desaturation. This allows us
to guide the viewer’s gaze [8,11], as well as to create the illusion of depth. The
parameters corresponding to the level of abstraction may depend, in the first
place, on camera depth, as a way to show objects in full detail in the foreground
and as an abstraction in the background. Another typical use is to define the
level of abstraction based on the radial distance from a particular point on the
image, which guides the viewer’s gaze to this particular point.
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Effects are applied on the two stereo images independently — without mod-
ifying the stereoscopic parameters. This is known to break 3D perception [4].
However, in our case this is less noticeable for several reasons. First, contours
are generated on each-eye basis, which was shown to be capable of avoiding
binocular rivalry [4]. In most styles (except for line drawings), there is interior
information between lines, mitigating binocular rivalry caused by line segments
that are seen only by one eye. Additionally, lines are not textured, and thus line
style is coherent. Finally, image simplification methods usually aim at remov-
ing less relevant details while preserving relevant ones. Thus, these approaches
remove details instead of introducing new ones. This means that most of those
details are present in the output image, which were also visible in the original,
photorealistic shot; everything else is smoothed out.

Our preliminary user studies showed (results are not included in this paper)
that the consistency of the two images can be high and thus disturbing artifacts
may often not be present: 3D illusion is not affected by some of the NPR effects.
We note that the effects are intended to be used for previz, and thus an offline
stylization method that is used to render the film in its final form should be very
carefully designed in order to achieve perfect 3D sensation.

4 NPR Rendering for 2D Cinema: Experimental Results

An experimental phase of the research was carried out in order to identify and
analyze how cinematic perception in 2D is affected by NPR. Given the cultural
centrality of our habit of 2D cinema, we considered a priority to compare three
“extreme” or “polar” (clearly distinguishable) types of NPR filters. We worked
with a young audience of university students, characterized by high audiovisual
consumption. The experiment was conducted in October 2014 in Santiago, Chile,
and it was conceived to identify the conditions in which visual abstraction of
NPR processing can affect the narrative understanding of a 2D film. We applied
three NPR filters, COLOR COMIC, PASTEL, PAINTING (Fig. 1), in a 7-min
fragment of the feature film “Las Niñas Quispe” (Dir. Sebastián Sepúlveda,
winner of best cinematography at Mostra de Venezia 2014). Then we organized
a screening in a movie hall of these three NPR versions, divided into three
groups of 10 students each, from a total of 30 college undergraduates of cinema

Fig. 1. Three samples of NPR filters: Native frame (left), COLOR COMIC (center-
left), PASTEL (center-right), PAINTING (right).
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and journalism, ages 19 to 22. After each screening, we combined a quantitative
methodology (survey of 25 questions) and a qualitative questionnaire (three focus
groups of 10 people each). The first part of the survey allowed us to validate the
base line of a general high audiovisual consumption on that group of college
students. The second part consisted of questions divided by themes: space-time
perception, emotion identification, recognition of characters and backgrounds.
The focus group results allowed us to build an analytical reading of the survey’s
results.

For the three groups of students, the qualitative consensus was that charac-
ter recognition, more than backgrounds or objects, is the most important factor
to evaluate the impact of NPR on film narrative. This result could suggest that
the NPR do not affect depth perception because character recognition remains
significant even in the “extreme” filters (Pastel and Painting), where the back-
grounds and foregrounds seem to be combined in similar textures.

As we can see in the quantitative results (Fig. 2, left), the morphological per-
ception of characters (facial features, sizes, textures) was clear in NPR1 (Color
Comic); the vertical axis indicates the number of mentions. In NPR2 (Pastel)
greater importance was given to voice as a differentiating criterion, due to the
general darkness. However, in NPR3 (Painting), voice becomes the main element
of recognition, leaving the morphology in the background. We concluded that
one reason is the visual disturbance of the predominance of white, which seems
to decrease visual perception and encourage auditory perception. Colors (blue
component) was not mentioned as a recognition criterion, and a combination of
factors, labeled as Others (violet component) was only mentioned in NPR1 and
NPR3.

These results suggest that we do not need so much detail (as we found in
photorealism) to understand a film narrative, because, in fact, much of the infor-
mation comes from character identity, produced by the combination of body
movement and voice. Therefore, when using NPR, subjects are able to abstract,
relate and follow a story, even when we see more blots and stains than sharp facial
expressions. NPR seems to bring a new atmosphere to the story, without affect-
ing its dramatic understanding. The use of “extreme” filters, two of them clearly
distant from the native realistic picture of the film, stimulates new interpreta-
tions of the characters emotions and intentions and the narrative importance
of their environments. In short, understanding the story does not seem to be
affected by NPR filters. The main conclusion to be drawn from this experiment
of non-photorealistic 2D film lies in a dual dynamic generated by NPR: general
narrative comprehension is unaffected but, by modulating the morphological
aspects of characters and by increasing the perceptual importance of sound, new
approaches to the film intentions are generated. The same story seems to produce
new interpretative variants in its viewers. This seems to happen in 2D.

The second result, based on a panel of 12 professionals of film postproduction,
is related to the use of NPR filters in cinematographic genres (Fig. 2, right).
There was a genre in which professionals were more open to seeing NPR: Science
Fiction. This suggests that post-producers imagine a possible use of NPR in
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Fig. 2. Left: comparative factors for character recognition in NPR1, NPR2 and NPR3.
Right: use of NPR in cinematographic genres. (Color figure online)

movies with non-realistic stories. But the surprise comes with the second genre
(documentary), generally more associated with realistic characters or landscapes.
If we confront the results of both groups (students and professionals), we find
no contradiction: if NPR filters do not affect character recognition, the stories
will be correctly understood. However, to explore passing NPR from 2D to 3D
cinema we must remember the main perceptual difference between monocular
and binocular vision: spatial understanding. In 2D, a singular visual scanning is
enough to understand instantly the spatial nature of the scene, but in 3D, visual
scanning is essentially comparative: an ocular backward and forward movement
that could be called “depth scanning”. Therefore, even if the characters remain
the most important factor of NPR perception in 2D, it will be necessary to
evaluate how this constant “depth scanning” of 3D perception could modify the
impact of NPR.

5 Comparing Samples of 3D Frames Processed with NPR
Filters

As we said before, “depth scanning” is an attribute of 3D perception. Buñuel’s
house, used for the shooting, was filled with objects in order to increase depth
perception in the filmic space. We were also sure about the visual comfort of
the photorealistic 3D content, that means, before the NPR processing. We also
had the NPR software, so we needed to prepare the concept test of processing a
scene with different NPR filters. And the final step — which we shall present as
future work — should be the user-test of NPR 3D with viewers. So, we created
a two-pattern method to compare the NPR 3D samples.

Instead of defining depth perception by optical principles, we first developed
a comparative method of NPR effects with a specific validation criteria: the
expressive and narrative needs of the film. We chose a scene with six different
layers of depth, where the narrative intention was the sadness felt by the female
character. The comparison of the resulting images after NPR processing, ana-
lyzed with anaglyph glasses, was described in terms of 3D quality (perceived
layers) and related to the impact of NPR on stereoscopic illusion (whether it
keeps the binocular depth or not). We know that the anaglyph is not the best
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Table 1. Comparison of different NPR filters applied to a stereoscopic frame. In (B)
and (G) pastel refers to the pastel-like effect from [19], in (C) and (D) (de)saturation
means (lowering) increasing the saturation of colors based on the radial distance from
the center of the image, in (E) the results of edge detection were added, (F) is an image
abstraction method based on [5], while in (H) the result of an edge detector was taken
and the original input was used as edge color.

Native
Shot

Non-Photorealistic Shots

(A) (B) (C) (D) (E) (F) (G) (H)

Photo-
realistic

Colored
pastel

De-
saturated
color

Saturated
color

Added
contours

Simplified Pastel Colored
line
drawing

3D qual-

ity

clear layer
separa-
tion

layers
with
ghosting

layers
with
ghosting

clear layer
separa-
tion

clear layer
separa-
tion

clear layer
separa-
tion

no layer
separa-
tion

no layer
separa-
tion

Depth

percep-

tion

binocular
depth

monocular
depth

weak
binocular
depth

intense
binocular
depth

realistic
binocular
depth

unrealistic
binocular
depth

monocular
depth

monocular
depth

way of visualizing 3D (polarized glasses are the cinema standard), but at the
same time, all 3D contents available on the Internet are on anaglyph format.
Currently, both kinds of glasses coexist, but in this exploratory phase, anaglyph
visualization was sufficient. We must assume a general lack of “3D culture”.
Almost everyone has seen 2D films. But in adult ages, even among cinema stu-
dents, the experience of watching 3D films is still rare. We should not forget
these differences in cinema backgrounds for our future NPR 3D user tests. That
is why we started with two intuitive criteria for the comparison: (a) 3D quality,
and (b) depth perception. We had to conceive intuitive notions of 3D that could
be easily expressed in a social context of users with no “3D culture”.

We compared the “native” photo-realistic shot with seven non-photorealistic
shots (Table 1), as a preliminary basis for a user test that will be presented as
future work. From the point of view of perception, the choice of these seven
non-photorealistic filters was oriented to produce a continuous scale of proximal
types of depth, contrary to the 2D NPR experiment, in which we chose two
“polar” filters and just one proximal filter to the “native” frame. Once the scene
was processed with NPR filters, we could work on a questionnaire based on two
patterns, that could be summarized in two kinds of questions: (a) about “3D
quality”: do you see “edge ghosts” when you compare the depth levels of the
image? (b) about “depth perception”: which samples seem to appear to you as
normal 2D image?

A simple comparison of perceptions among the research team (we all have
a different binocular vision) revealed a comparative panorama of which NPR
filters produce different kinds of 3D illusion. For instance, NPR samples that
reduce the stereoscopic illusion by producing a monocular depth perception (B,
G and H in Table 1) are less suitable for stereoscopy. Something similar may be
concluded for those samples that create a defective stereoscopic illusion (B and C
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Fig. 3. Photorealistic shot (A) and non-photorealistic stylized shots (B–H).

in this case), by producing “ghosting” around the edges. Combining these two
intuitive criteria we could select the most suitable NPR effects in terms of visual
comfort (D, E, in F in Fig. 3).

Even if these preliminary results are just a first intuitive step in our method-
ological path towards a systematic experimental strategy, we can already identify
some ideas to consider for our future work: (a) we could use optical solutions (as
eye tracking devices) to corroborate the verbal identification of “ghosts” in the
figure’s edges; (b) for a qualitative approach, we should consider intuitive defi-
nitions of “3D quality” and “depth perception” if we want to consider the lack
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of “3D culture”; and (c) also for a qualitative approach, we must define a set of
descriptive attributes that would be useful to compare and establish differences
between the expressive contribution of each NPR filter in the same 3D scene.

6 Concluding Remarks: Exploring the Limits
of Photorealism in Cinema

The use of NPR in cinema means a challenge to the global tradition of photore-
alism. The common sense of our visual culture tells us that NPR and stereoscopy
are destined to be separated. This paper suggests that this combination is not a
perceptual contradiction. Our experimental results in 2D cinema indicate that
narrative comprehension is not significantly affected by NPR. In 3D cinema we
conducted a trial study that produced preliminary observations. These obser-
vations will be used in future research as the basis for a user study aimed at
identifying NPR stylizations that may preserve the binocular depth of stere-
oscopy. Our current work indicates that a combination of the expressive quality
of NPR with the immersive effect of stereoscopic cinema could produce a new
form of augmented narrative.
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Abstract. Dynamic Monitoring is one of the most basic and the most important
parts in geographical conditions monitoring, which provides basic data for
geographical conditions monitoring and assists local governments with land
survey and database updating quickly, accurately and completely. Based on the
uniform principle, it can extract various types of figure spot for land using, by
the HCI-based methods with the prototype system, through the registration and
contrastive analysis of the remote sensing images, the land survey database of
last annual, temporary polygons, etc. Binding the characteristics of Big Data
environments, the complexity, isomerism and distributives of spatial informa-
tion system as well as the diversity and personalization of user needs, determine
Dynamic Monitoring should have the characteristics of universality and syn-
ergy. It also can improve the collaborative visualization efficiency of data
service, by establishing a distributed collaborative system and a universal
computing environment of spatial information.

Keywords: Figure spot monitoring � Collaborative show � Visualization �
Cloud computing � HCI

1 Introduction

Dynamic Monitoring is one of the most basic and the most important parts in geo-
graphical conditions monitoring, which provides basic data for geographical conditions
monitoring and assists local governments with land survey and database updating
quickly, accurately and completely. As it relates to the initial step of monitoring, that is
data acquisition, data processing, data processing, data storage, data retrieval, data
applications, so its quality during the data is also directly related to the application
effect of Dynamic Monitoring. Our country has an early start in the project of Dynamic
Monitoring. Before 2010, it conducted monitoring in the changes of land use mainly
for the large cities which have a population of 500000, the areas of rapid economic
development and the key projects. From 2011, our country has implemented a
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nationwide Dynamic Monitoring for land use. It leads to a comprehensive and effective
monitoring system, a strengthened land planning management and a strong support for
land use monitoring. It also provides a scientific basis for state macro-control and
government policy [1, 2]. As it mentioned in the report of Mrs. Feng, the deputy
director of Cadastral Division of Ministry of Land and Resources, due to the national
attention to the expansion of urban construction, the proportion of domestic satellites
have improved dramatically in the National Land Use Dynamic Monitoring Project,
while in the actual use of monitoring data, its accuracy rate is over 95%, according to
local Government feedback information.

2 Research on Collaboration Based on Cloud

Cloud computing will distribute tasks to the virtual resource pool consisting of clouds,
which can meet these new features of collaborative applications, such as dynamic,
wide-ranging, large-scale, isomerism of data types and so on [3].

Cloud Architecture is Collaboration. DFS (Distributed File System) is one of the
core components of cloud computing. The application mode of cloud computing is a
new sharing architecture of fundamental service [4]. As a distributed conception, cloud
service provides services in a heterogeneous environment, and solving the interoper-
ability problem in a heterogeneous environment has become the core-component
technology of building an integration framework. The collaborative environment of
cloud computing is to provide such services.

Cloud Development is Collaboration. Cloud services can bring high expansibility
and flexibility for collaboration and reduce overall running costs. Technology to expand
and stretch characteristics, the overall operating cost savings. Due to its expansibility of
integrating computing resources, cloud services can be considered as a virtual computer
for users, which can easily get the Infrastructures of creating personalized collaborative
applications, including network connectivity, bandwidth, storage, and performance. In
the big data environment, developers no longer need to spend a lot of money and
manpower to deploy network services [5]. Cloud services can provide a mass of
resources shared by users, with high utilization.

Cloud Instantaneity is Collaboration. Breaking through the coupling relationship of
data, application and services in a traditional mode, cloud services platform creates and
manages virtual running environment on the physical servers, in order to achieve
collaborative applications or instantaneity. Quick and handy environment is easy to
achieve, test, create, apply and promote theories and methods.

Cloud Storage is Collaboration. Cloud storage is a distributed storage. Data
resources are cut and distributed in the storage cloud through subdivision or pyramid
technology, and each block has a redundant copy of data on multiple nodes, so as to
ensure the integrity of data resources. It avoids its workload will be transferred when
lost contact, By monitoring the cloud service nodes continuously. When accessing the
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cloud, users can automatically select a node according to network topology information
and collaboration strategies in accordance with the shortest delay, the maximum
transmission rate, the lowest failure rate and other parameters, but do not rely on a
node, the same token, if a node fails, the client can quickly switch to the next node, thus
ensuring smooth and consistent application.

Cloud Service is Collaboration. Cloud service is an application structure based on
pervasive computing in a distributed multi-integration information processing forms,
which optimize the existing communications infrastructure mode, make the dynamic
needs of the user more visual, and provides interactive forms based on streaming media
technology.

The overall architecture of dynamic remote monitoring prototype system, based on
client aggregation service coordination mechanism, is composed of Homeland
cloud (cloud storage, network cloud, cloud physics), data registration centres, client
collaborative model aggregation service composition. Overall architecture is shown
in Fig. 1.
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3 Technical Route of Collaborative Visualization Prototype
System

Based on the uniform principle, it can extract various types of polygons for land using,
by the HCI-based methods with the prototype system, through the registration and
contrastive analysis of the remote sensing images, the land survey database of last
annual, temporary polygons, etc. Top of the list is scientific and rational classification
of polygons, as shown in Table 1, divided into five categories to 13 small classes.

Dynamic remote monitoring prototype system is a typical application of digital
land, and is also a digital storage and digital business platform of homeland industry
information management system. Combined with the differences of dynamic remote

Table 1. The classification of definition dynamic remote sensing figure spot

Figure spot type Type description

Classify
one

Front phase when vegetation coverage or obvious traces of construction, back
phase images have obvious construction characteristics
Type A Residential district, certain factories, high-rise building, focus on

large-scale residential areas and the foundation
Type B Single or scattered distribution of rural residence, or suspected color

bond characteristics of low level, small projects
Type C Large hydraulic structures, port terminals, etc.
Type D Square, parking lot, driving land and other land is given priority to with

surface hardening
Type E Park, golf, green space, the cemetery is given priority to with green land

Classify
two

Front phase images have vegetation or obvious traces of construction, back phase
images have obvious construction push filling characteristics

Classify
three

Front phase are being built in vegetation coverage, obvious characteristics, back
phase that there is a clear road, large canals
Type A New hardening or built roads, including the former phase under

construction, after the hardening or built roads
Type B New bulldozing state road under construction
Type C Large network built or under construction
Type D Large canals built or under construction

Classify
four

Front phase images for seawater cover, back phase image for landfill
circumference

Classify
five

Front phase as usual before the ground temporarily, back phase have obvious
construction characteristics
Type A In the ground temporarily remain undisturbed
Type B Based on the original expansion, heightening further expansion
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sensing in practical application on the aspects of data characteristics, applications
fields, service targets; dynamic remote monitoring prototype system has the following
features:

(1) It has a spatial resolution range above four levels and the maximum resolution of
0.5 m or less, to cover from the resolution performing the entire monitoring area
to the resolution performing the single minimum polygon unit;

(2) It has uniform data standards and norms, consistent data structure and indexing
scheme to support scale steeples zoom above four levels;

(3) It has independent security system, develops clear lines of authority and entrance,
and sets different permissions for different users;

(4) It has a visual expression with a virtual environment, compatible with various data
of different sources and different formats;

(5) Query mechanisms are required, which is data-centric and serves the users;
(6) It needs to be compatible with a variety of new technologies to constantly upgrade

and improve digital land to overcome the restricts of storage bottlenecks, calcu-
lation bottleneck and network bandwidth bottlenecks, such as the new data pre-
processing methods, data mining mechanism, data compression mode, the
conversion and improvement of geographic data;

(7) It needs an appropriate agency to produce and coordinate the construction of basic
data, such as DEM data, DOM data, dynamic remote sensing data, and all data
needs to be seamlessly connected;

(8) It must provide a unified symbolic representation and iconic representation for
land-related features;

(9) A management mechanism including information processing with large data
characteristics, dynamic access, quick analysis, exchange and sharing, is required,
based on cloud computing, the Internet and distributed architecture.

4 Design and Implementation of Collaborative Visualization
Function

4.1 The Aggregation Service of the Client Collaboration
with the Functional Requirements

Dynamic Remote Sensing monitoring prototype system which the main purpose is
selected monitoring area of the present situation of land use change information
extraction, and to know the type of its figure spot; Its main functions include such as
data management, automatic figure spot, geographical conditions monitoring display
and man-machine interactive operation functions [7].

(1) The State of Geographical Monitoring Displaying

The prototype system should possess comprehensive information visualization
display function, including land remote sensing image display, the elevation of land
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and resources information display, figure spot extraction results and other informa-
tion display, etc., to provide consumers a more intuitive interface and the use of
feedback.

(2) The Change Information Extraction

The change information extraction is a prerequisite for figure spot recognize, that
system is required for the selected area of land use status quo to extract features. This
function does not need to classification of the accurate definition of land use, but only
need according to the Remote Sensing data to extract the before and after the change of
the phase difference.

(3) The Figure Automatically Recognize

Combined with the extraction result of land use change information, the
man-computer interaction recognize spot on the map, the prototype system needs,
according to a given graph classification model combined with the characteristics of the
pre-recorded libraries, etc., through algorithm comparing primary and secondary
division spot on the map.

(4) The Data Management

Prototype system should also have certain data management function, so that the
user to be able to the data management use of multi-source remote sensing image data
and DEM data, the national second land use status quo survey data, extract figure spot,
etc. Including the service of upload, download, update, and delete data, etc.

(5) The Man-Machine Interactive Operation

Prototype system should have more convenient way of man-computer interaction,
in addition to providing remote sensing image processing system for common opera-
tions, such as mobile, scaling, rotating, way outside, still should provide change
information extraction and figure spot automatic operation mode, including the mon-
itoring area selection and submit operation, etc.

4.2 Interface Implementation

Dynamic Remote Sensing monitoring based on the DOA client together with the
prototype system using Microsoft Visual Studio 2010 development environment, using
C# language. Which can make full use of the .NET platform frame of the appearance
and rapid development; complete the user interface as shown in the figure below
(Fig. 2).
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5 Conclusion

Dynamic Remote Sensing monitoring figure spot collaborative visualization involving
events perception, data acquisition, communication transport, information extraction,
spatial analysis and decision support, that need organic collection of 3S technology,
with the help of Cloud Computing, Internet of Things, as well as distributed file system

Fig. 2. Multi-source graphics collaborative visualization
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technology, the implementation of various spatial information fast, dynamic, accurate,
reliable collection, processing, management, updating, and forecasting. The spatial
information system, which is complexity, heterogeneity, distribution, industry and the
diversity of user requirements and personalization, combined with the feature of Big
Data environment, should possess universality and collaborative features. In the exe-
cution of the client through the establishment of a distributed collaborative system with
characteristics of universal and spatial information computing environment, so as to
improve the collaborative visualization of data service execution efficiency.
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Abstract. With the rising popularity of engaging storytelling experi-
ences in gaming arises the challenge of designing logic control mechanisms
that can adapt to increasingly interactive, immersive, and dynamic 3D
gaming environments. Currently, branching story structures are a popu-
lar choice for game narratives, but can be rigid, and authoring mistakes
may result in dead ends at runtime. This calls for automated tools and
algorithms for logic control over flexible story graph structures that can
check and maintain authoring logic at a reduced cost while managing
user interactions at runtime.

In this work we introduce a graph traversal method for logic control
over branching story structures which allow embedded plot lines. The
mechanisms are designed to assist the author in specifying global autho-
rial goals, evaluating the sequence of events, and automatically managing
story logic during runtime. Furthermore, we show how our method can
be easily linked to 3D interactive game environments through a simple
example involving a detective story with a flashback.

Keywords: Interactive storytelling · Game narrative · Logic control ·
Story graph filtering

1 Introduction

As readers of stories, our brains are engaged in a mix of perceptual, cognitive,
and logical activities in an attempt to comprehend the unfolding of events and
immerse us in the story world. According to Branigan, comprehension of the
plot can be interpreted in terms of two processes: the bottom-up perception of
individual actions and events as they occur, and the top-down structural under-
standing of story goals, temporal order, and logical inferences [2]. In interactive
digital storytelling, where the viewer can participate and alter the outcome of the
story, the replay value of the story increases and the viewers are more immersed
through participation in the story outcome.

Yet with the growing complexity of the story and managing outcomes of inter-
action, the task of authoring with regards to story logic and content becomes a
big challenge for the story designer. Computational algorithms and the mature
understanding of narrative structures provides story designers with better tools
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to create more personalized, engaging, and well-controlled narrative content.
One structure is the branching structure, popularly adopted by existing games
as game trees or story graph structures in existing research [9,12,15]. Yet main-
taining logic over complex branching (and maybe even non-linear) stories at
runtime is also a difficult task that requires laborious authoring to ensure that
no illogicalities exist in the story graph. Also, user interactions may be greatly
restricted or have low impact over the story due to the rigid structure of such
graphs. Therefore, it is much desired to have a set of simple set of logic con-
trols that integrates the story logic, user decisions, temporal arrangements, and
authorial goals in one mechanism.

In this work, we propose a logic control algorithm specifically suited to main-
tain the logic control of the story graph structure. Our algorithm is suited to
story graph structures that are interactive, require stronger control of logic, and
possibly involve non-chronological story segments. The method takes as input
a pre-authored (or generated) story graph and a set of user-defined authorial
goals (e.g. “a murder and a happy ending”). Our method then outputs a sub-
graph of the original story graph, and at each interactive plotpoint, subsequently
prunes the story graph to maintain logicality at runtime. Moreover, when the
temporality of the story is non-linear, involving embedded scenarios, the algo-
rithm ensures user interactions within and outside of the embedded scenario
extend to other parts of the story, ensuring that no matter in what sequence the
story events play out, the logic remains consistent. The algorithm is linked to an
authoring interface and scene in Unity to demonstrate the effect of logic control
on the discourse in a real-time 3D environment.

The main contributions of this work is the design of a logic control mechanism
for narratives with embedded plot lines that (1) enforces local story logic (such as
preconditions, and post-effects of story events) and authorial goals to be upheld
without running into unresolvable plot points, (2) manages story logic over user
interactions of non-linear stories at runtime, and (3) performs dynamically in
3D environments.

In the following sections, we first outline the related work. We then briefly
describe the specifications of the story graph representation before focusing on
the logic control algorithm over the story graph. In Sect. 6 we present the output
of our method in a real-time 3D environment with authorial goals, temporal
variations, and user interactions. We finally conclude with possible applications
of our method.

2 Related Work

For more flexible narrative generative systems, Brooks [3] proposes a framework
with structural, representational, and presentational environments. He also pro-
poses that a computational narrative is comprised of a narrative structure, pieces
of the story with representation information, and a reasoning strategy among the
story pieces. Similar to Brooks’ framework, we realize our story structure and
logic control with (i) the story graph structure with story units, (ii) the logic
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control algorithm, and (iii) the presentation in 3D environment. This section
outlines the previous work on story structures and logic control mechanisms for
3D game and storytelling environments we observe in the design of our methods.

2.1 Story Structure and Units

To find a suitable story structure that provides enough flexibility for high-level
plot arrangements, we survey previous approaches to branching and planning
formalisms of interactive narrative.

Carmichael and Mould [4] adapts the story model of Chatman [5], using the
concept of kernels and satellites to represent core events (kernels) and antici-
pated storylines (satellites) in open-world exploration games. This structure fits
its original purpose to loosely-structured open-world exploration narratives by
ensuring key events are played in order, but is too simplistic and general to
construct multiple plotlines through variations of key events as story graphs
could.

Our work is similar to the concept of plot-point graphs [15], and further
explored by [9] where a number of important moments (i.e. plot points) are
authored, and evaluation function is adopted to verify the sequencing of the plot
points. However, this search-based approach is targeted towards story sequences
that are linearly authored, requiring a full search algorithm over all permutations
of plot points to construct an interactive story graph. Our work is targeted
towards story graphs that were authored to be interactive.

Previous work on narrative formalisms come in the form of either planning
or branching, leaning towards planning methods in generative systems. Though
they are more restrictive in generative power than planning, branching structures
are shown to be efficient when managing user decisions [13]. While planning
algorithms provide the capacity for dynamicity in storytelling, their benefits are
often insufficiently explored due to the limitations on the scalability of existing
stories.

2.2 Logic Control in Interactive Storytelling

From the story point of view, logic control concerns the causal relations between
events, as a key is to the lock it opens and a pen to the words it writes. When
dealing with logic in stories, we are evaluating the causality of the author’s cre-
ation in order to maintain believability in the audience. [12] constructs graph-like
structures for multiplayer storytelling, and introduces a logical control mecha-
nism that can adapt to user interactions dynamically. [6] introduces interactive
behaviour trees as a more author-friendly and flexible option. However, these
approaches could still result in dead ends when users take certain choices unex-
pectedly. Also, they were not designed to accommodate embedded and tempo-
rally rearranged narratives, which is one of our strengths.

For some stories, telling the story chronologically may seem like a natural
decision, whereas for others, such as detective stories, readers may enjoy deci-
phering what happened. Currently, there are a number of papers situated to
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discuss temporality in game narratives. We observe in text-based generative
narratives, Montfort [8] focuses on syntactical issues, such as grammatical tense,
using a tree representation of time. Lönneker [7] introduces an architecture for
tense in “levels” of narrative, which is a basis for designing embedded story struc-
tures. Concerning logicality of temporal rearrangements, [10,14] tackle problems
of timing in character or agent-based planning. Similarly, Bae and Young [1] use
planning methods to create temporal rearrangements, mainly to invoke surprise
arousal in viewers by hiding certain information and revealing it at emotionally
intense moments.

However, the aim of these methods is to generate an arrangement of events
that are consistent in their presentation (discourse) into a linear story, and not
to ensure logic consistency of story content when user choices can have a strong
impact on the plot. In contrast, our method maintains logic through an algo-
rithm that enforces pre- and post-conditions while maintaining interactivity by
producing a subgraph of all feasible paths (and not just one arrangement).

3 Overview

For the implementation of story logic control, we design a workflow for game
narratives comprised of three components: (1) authoring, (2) logic control over
temporality and user interactions, and (3) 3D presentation. The relation between
the components of the framework and the presentation platform are shown in
Fig. 1.

Fig. 1. In the system, the author can design story and animation content, and set
authorial goals. The logic control uses a double traversal algorithm that checks and
filters story nodes and edges so that no dead ends would result from user decisions.

The authoring component involves authoring of the basic event of the story,
and linking them up into a story graph. The logic control then takes over to
ensure pre- and post- conditions on each event is upheld, and removes any illog-
icalities in the story graph. Finally, the method is linked to a 3D presentation
and allows users to experience and interact with the story in real time. The next
section begins to outline our method by explaining the story representation: the
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basic story units, the story graph, and how the story graph represents complex
structures such as embedded plotlines.

4 Story Representation

Here we introduce the authoring of the graph-based story representation for the
purpose of demonstrating the logic control. Note that, in this section though we
coin the term “authoring” to describe the process of building the story graph,
the story graph does not necessarily have to be manually authored. We envision
the capability of planning or search algorithms that could generate such a story
graph. The story graph is therefore intended to be seen as a formalisation or
a generalisation of graph-based representations of branching narratives that are
widely used in current games.

4.1 The Building Blocks of Story

Interactive narratives for games are often comprised of basic units of action,
dialogue, and visuals or audio effects. In this paper, we refer to these units as
plotpoints.

To help the logic control identify the plotpoints, postconditions can be
attached to the plotpoint, and serve as markers that the logic control can eval-
uate. Postconditions have either boolean values (e.g. the plotpoint concerns
“Sara”, “murder”, and “mansion”) or integer values (e.g. the plotpoint has the
effects of “happy+=1”). Using the above postconditions as an example, if the
story goes through a plotpoint that has the postconditions “murder;happy+=1”
then the global parameter “murder” is assigned the value of “true” while the
value of the global parameter “happy” is incremented by 1.

The plotpoints do not need to be authored in any specific order, and any
postconditions can be attached to the plotpoints, which act like postconditions
that can be evaluated later on in the story. We do not restrict the size, content,
or scope of a plotpoint. A story, or even multiple varying stories can be composed
out of the plotpoints simply by linking them in a specified order. The linking
and maintaining of logic between plotpoints is described below.

4.2 Establishing Local Story Logic

On their own, each story plotpoint simply represents a unit within the story.
When a number of plotpoints related to a same scene are grouped together,
we call the grouped plotpoints a “move” adopting the terminology from [11] to
describe a complete sequence.

But a number of questions remain: How is each plotpoint within a move
related to other plotpoints? Arrangements of the plotpoints within the move are
achieved by linking plotpoints to each other with directed edges that specify
a total order between plotpoints. Plotpoints can exist in moves without any
edges, but then signifies that the plotpoint has no logical relation with any other
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plotpoint in the move. Every move has an empty entering and exiting plotpoint
(Fig. 2). The first plotpoint in the move is the entering plotpoint, which directs
to all the plotpoints that can serve as the first action in the move. All plotpoints
that are the last plotpoint in the move point to an exiting plotpoint, which is
either a concluding point in the story (thus a “The End” of the story), or the
entrance point of another move.

The story representation can also allow embedding, which refers to the
process of jumping back and forth to an external move B from a plot point
in move A: Optionally, a plotpoint within move A can also embed to another
move C. Upon finishing the plotpoint, the story plays the embedded move B
(suspending the current point in move A) and when move B is finished, the
story returns to the embedding plotpoint in move A.

Apart from the order of the events, edges are also a way to control logic.
Preconditions can be placed on the edges, such as the boolean precondition
“murder = false” (meaning that a plotpoint with the postcondition tag “mur-
der” must not precede this plotpoint) or “happy ≥ 2” (meaning that the integer
postcondition “happy” must have a value of 2 or more at this point). These pre-
conditions can be grouped with boolean operators (AND, OR, and NOT) to
form evolved preconditions to control the story. As edges can be placed between
any two plotpoints that can logically follow each other, we can envision many
circumstances when one node can have two or more exiting edges pointing to
different story nodes respectively. Note that preconditions are placed on edges
linking plotpoints, and not on plotpoints themselves, keeping the plotpoint as
minimal as possible so that it may be reused in multiple stories flexibly. This is
an important property in the story graph, where the plot line actually branches:
the separation of the plot leading from a plotpoint is where user intervention
can change the outcome of the story (by leading to different end nodes within
the story graph).

5 Logic Control

Once the story graph has been either manually designed or generated by algo-
rithms, we then demonstrate our method to perform logic control on this repre-
sentation. Story logic comes into light as the author wants to achieve storytelling
goals while managing user interaction in possibly non-chronological story lines.
Like matching keys to their locks, the process of establishing story logic requires
a series of pre- and postconditions; the more elaborate the plot design, the more
complicated this web of preconditions, and the higher likelihood of dead ends,
unresolvable user interactions, or unachievable story goals.

In this section, we introduce our logic control method over the generic story
graph. The method is designed to assist the author in specifying global authorial
goals, evaluate the sequence of events, and automatically manage story logic
during runtime.
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Fig. 2. Given an authored move and authorial goal ¬ E ∧ M (“(NOT Evil) AND
Magic”), the algorithm (1) removes plotpoints contradicting the goal (E), (2) pastes
the goal (M) as an end precondition, (3) reverses and (4) propagates the preconditions
on all edges, and (5) removes dead ends. As a result, remaining paths ensure the story
logic as well as authorial goals.

5.1 Authorial Goals

Authorial goals are defined as the storytelling goals that the author wants to
achieve. The design of authorial goals corresponds with Chatman’s theory of
modes of plot, where certain combinations of postconditions will result in specific
emotions in the audience. For example, Chatman defines that a good hero that
fails will arouse sympathy, while an evil hero that succeeds invokes a feeling of
disgust. Such statements can be easily expressed as preconditions on the story
graph as an evaluation of the postconditions of the plotpoints that occur in the
story. Taking tan example, “AND (HeroFail= true; HeroKindness ≥ 2)” and
“AND (HeroFail= false; HeroKindness ≤ −2)” respectively, where in the
story graph, there are ending nodes with boolean postconditions of HeroFail
and nodes that accumulate or decrement the value of the integer parameter
HeroKindness. Authorial goals are to be placed on the whole story graph and
seen as preconditions that must be fulfilled before the end of the story. If we
have an authorial goal of “Magic = true” it would mean that somewhere in the
story, there must exist a plotpoint tagged with the postcondition Magic.

We aim to ensure (1) that the local logic in the previous section did not
resolve in any dead ends or unresolvable plot lines, and (2) that the authorial
goals are ensured to be achieved (if a solution exists). We design the logic control
algorithm for the purpose of upholding both the local logic and authorial goals
(see Algorithm 1). The algorithm uses a double depth-first traversal to prune the
story graph and output a subset of validated paths with reinforced preconditions
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on the edges to ensure that authorial goals are met. There are four stages in the
algorithm to carry out authorial control: removal of contradicting plotpoints,
paste end preconditions, reversal and propagation of preconditions, and the final
validation and dead end removal.

Algorithm 1. LogicControl (node N , goals G)
1: if G violates descriptors of node N then
2: remove node N , and node’s incoming and outgoing edges
3: end if
4: for all sons s of node N do
5: if s has not been visited then
6: tag s as visited
7: LogicControl(s, G)
8: end if
9: end for
10: if all outgoing edges of N have preconditions then
11: for all outgoing edges e in node N do
12: cond ← cond ∨ preconditions in edge e
13: end for
14: for all descriptors d of node N do
15: cond = negateDescription (d, cond)
16: end for
17: for all incoming edges e of node N do
18: add preconditions cond to edge e
19: end for
20: end if

Removal of Contradictory Plotpoints. From the story representation, plot-
points can contain a number of boolean or integer postconditions. The removal
of contradictory plotpoints excludes plotpoints containing undesirable boolean
postconditions. The algorithm takes as input the boolean authorial goals, per-
forms a DFS traversal on the story graph to remove any plotpoints with post-
conditions that contradict with the goal, where an authorial goal requires a
boolean postcondition to be false. For example, for the authorial goal “AND
(HeroFail= false; HeroKindness ≤ −2)” all plotpoints with the postcondi-
tion HeroFail are automatically removed, since by definition, they automati-
cally contradict the goal.

This ensures that no plotline will go through undesirable plotpoints. Boolean
goals that are evaluated as true (i.e. “SomeChar = true”) as well as integer
goals are not evaluated for this step.

Pasting End Preconditions. The algorithm then pastes the authorial goals
as end preconditions on all the incoming edges of the end nodes. The reason
for doing this is to ensure that, before the story concludes, these goals will be
upheld. However, this step would result in possible unresolvable plot lines if not
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all of the goals are fulfilled before the story comes up to this point. The next
step, the reversal and propagation addresses this problem.

Reversal and Propagation of Preconditions. As mentioned previously,
pasting goals alone cannot ensure that a story will conclude. It is possible to
choose a path in the story graph that reach an end node, but cannot find any
possible path that achieves the goal, thus causing the story to fail at runtime.
To prevent this, our algorithm does a second traversal through the story graph
bottom-up. For every plotpoint, it concatenates the preconditions from the out-
going edges, and pastes them to the incoming edges. We refer to this step as the
propagation. However, this task is not just a copy-paste of preconditions from
one edge to another.

Before preconditions are propagated, they are first reversed; the plotpoint
checks its own postconditions against the preconditions. If a boolean precon-
dition is fulfilled (for example, a plotpoint with the postcondition HeroFail is
propagating the precondition “HeroFail = true”) it will see the precondition
as fulfilled, and will remove it. Integer preconditions such as “HeroKindness ≤
−2” are reversed by reversing the calculation done by the plotpoint (for
example, the propagated precondition “HeroKindness ≤ −2” will be trans-
lated as a “− = 1” precondition when encountering the integer postcondition
“HeroKindness ≤ −1”). This allows the integer value to increase and decrease
freely throughout the story, thus creating highs and lows in the plotline. Finally,
repeated boolean preconditions and redundant integer preconditions can be elim-
inated. Though not required, this step ensures that the preconditions are concise
and do not expand much throughout the propagation.

Validation and Removal of Dead Ends. Since preconditions are propagated
up to the top of the story graph, it is fast to identify which edges have precondi-
tions that cannot be fulfilled. The remaining step traverses the graph once more
removing any dead ends (i.e. a plotpoint with no feasible outgoing edges), then
outputting the sub-graph with all the feasible plot lines.

Figure 2 illustrates this process.

5.2 Embedding

Our method can also control logic in embedded moves that represent temporal
rearrangements, such as flashbacks. As described previously, an embedded move
is an internal representation within the plotpoint allowing it to embed another
existing move like a sub-plot.

Given a start point in the story, the story progresses sequentially and chrono-
logically down a feasible story path. When deciding whether an embedding
should occur, the algorithm checks whether the embedded move has been played
before. If it hasn’t, embedding occurs; otherwise, the story just continues to the
next plotpoints. The algorithm automatically determines what sequence to show
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events, whether an embedding should take place, records the progression of the
story, and returns the story to the original point after the embedding occurs.

However, when embedding user interaction happen simultaneously, we need
to ensure that user decisions extend to the embedded move at runtime. And vice
versa, we need to ensure that decisions made within the embedded move extend
to the rest of the story. For example, if at the story entry point, an event such
as the murder of Actor C is assumed to have occurred, then in a flashback of
the crime taking place, only story lines that lead up to the murder of Actor C
should be feasible.

5.3 Managing of User Interactions for Embedded Storylines

The algorithm we have described above not only enforces the achievement of
authorial goals over a story graph, but also reinforces local logic on the edges
by propagating them until they are fulfilled. By definition of this logic control
algorithm, it is guaranteed that all paths that the user may choose in the graph
must have at least one feasible path (chronologically) that (1) can terminate
the story, (2) achieves all the authorial goals, and (3) does not contain any
illogicalities.

We designed a second algorithm for user interaction, Algorithm 2, to solve the
problem of logic control for user decisions with embedding. It extends the previ-
ous algorithm by propagating, for each decision the user takes, the preconditions
on the outgoing edges of the plotpoint throughout the story graph, as if they
were new end preconditions. In this way, the plotpoint is ensured to be reachable
and to be reached for all the remaining paths. The graph is then re-shaped for
each decision. This algorithm also maintains a set of flags to record the current
level of embedding, and the embedding point, ensuring that the story returns to
the correct plotpoint after finishing embedding.

Algorithm 2. UserInteraction (Decision D)
1: if current node N has embedding then
2: embedLevel += 1
3: push node N into levels stack L
4: next node N ′ = embedding entrance point Ne

5: embedF lag = true
6: end if
7: if embedF lag is false and embedLevel > 0 then
8: current node N = pop L
9: end if
10: get next adjacent node N ′ from current node N and decision D
11: for all incoming edges e of node N ′ do
12: cond ← cond ∨ preconditions in edge e
13: end for
14: LogicControl(story entrance point s,cond)
15: return next node N ′
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Our mechanism for logic control in the stories is consistent with Branigan’s
mode of comprehension of narrative [2]. Each story plotpoint is understood as a
bottom-up independent unit of action with certain postconditions in relation to
its content, and the story graph is a top-down logic control unit, with a filter-
ing algorithm that (i) preserves preconditions between narrative plotpoints, and
(ii) assists the author in meeting authorial goals in the form of end preconditions.

6 Results

6.1 Demonstration

We integrated our logic control method and authoring interface into an interac-
tive storytelling environment built on Unity called the “Theater”. The Theater
takes as input a pre-authored story graph as well as predesigned animation con-
tent for each plotpoint. It actively communicates with the logic control, presents
the animation content for the plotpoints in the order designated by the logic
control, requests suitable user choices and presenting them to users, and returns
choices made by users.

We demonstrate the logic control on an example scenario involving a dissat-
isfied woman, her millionaire husband, her secret lover, and a local investigator.
The woman is unhappy with her current life and wants to run away with her
lover. She makes decisions on whether to confront her husband, which results
in some conflicts, and the husband is killed. An investigator arrives and ques-
tions the woman. Based on the previous decision, the woman will have options
to lie, to confess, to escape, or to protect her lover, each leading to different
consequences.

The story has two possible initiating points: one from the chronological start,
when the women decides to take action; and one is when the millionaire is already
dead and the investigator arrives. The second initiating point will invoke a flash-
back on the woman when she recalls what had happened prior to the investi-
gator’s arrival. In both cases, the user is offered the same amount of decision,
and the logic control ensures that all stories generated are plausible. The two
plausible plot lines are shown in Fig. 3.

Fig. 3. The example story with two plot lines that involve non-chronological events.
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The accompanying video shows the flashback version of this story, demon-
strating how the logic control achieves story goals while ensuring all precondi-
tions are met over user decisions and the non-linear storyline at runtime.

Link to video: https://vimeo.com/129289640
An addressing of all three aspects–temporality, interactivity, and autho-

rial goals–for complex storyliens has not been displayed before in existing
contributions.

6.2 Evaluation

Though an authoring interface is currently under development to evaluate the
authoring potential of the story graph, we conducted a qualitative pilot study
on 5 users to gain feedback on the logic control of the algorithm.

All five users were university students from different backgrounds. Each were
asked to experience the story in four modes: (1) text, (2) non-interactive ani-
mated, (3) interactive animated, and (4) interactive animated with story goal
(they were given the choice to select a story goal of “happy” or “sad”).

In the post survey, users mentioned that while Mode 3 was more enjoyable,
but Mode 4 had a higher capacity for creativity as an author. The selection
of story goals offered them control over how they, as an author, would like the
story to unfold. When asked what they would like to use the system for, all
five users noted the control they had on the story in Mode 4, and its potential
for creativity as an author. One user particularly noted from the perspective
of narrative creation, he would be interested in using the system of Mode 4
by adding his own fragment to create a new storyline with a reinforced goal.
Another user stated that Mode 4 would be helpful in creative writing with its
branching narrative as compared to traditional linear narratives.

7 Discussion and Conclusion

One main drawback of our approach is, being a graph-based traversal, it can-
not rank or evaluate the quality of a story line as planning algorithms do with
well-designed heuristics. Every feasible path in the story graph is considered
equally probable. Therefore, the algorithm cannot solve a problem such as search-
ing for a best match. This maintains the simplicity of the algorithm, but lim-
its its tolerance to what it would consider a good plot line. In this paper, we
have proposed a method for logic control of interactive narratives with regards
to authorial goals, user interaction, and temporal rearrangements. The algo-
rithm we designed performs a traversal on the story graph, thereby re-shaping
interactive story graphs to fulfil authorial goals and maintain story logic. We
demonstrated the output of the logic control in a 3D virtual environment.

As an extension of evaluating story postconditions and understanding of
story structure and content, we believe our approach can be further developed
to enhance real-time context-aware storytelling techniques. The logic control
could provide story level information such as emotion, timing, perspective, and

https://vimeo.com/129289640
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genre to the discourse level such that the virtual camera can make decisions on
viewpoint and compute suitable sequences of shots. The mechanism for story
filtering and authorial goal design also provides an exciting move towards even
more tailored and personalised storytelling experiences for interactive digital
storytelling.
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Abstract. The usability evaluation methods of user interface based on mobile
games was introduced in the paper. User usability evaluation model about
mobile games were established based on user interview and questionnaire. Then,
each evaluation item was analyzed and their weights were determined using the
Delphi methods and mobile game interface usability index weight level distri-
bution map was obtained. In addition, the methods of gray correlation analysis
were proposed to optimize evaluation system model. Meanwhile, the methods of
fuzzy comprehensive evaluation were given and the influence factors were
found using the principle of maximum degree of membership. In the end, the
example provided demonstrates the most satisfied user interface of mobile
games is selected and it was proved that the methods proposed is efficient.

Keywords: User interface � Software usability � Fuzzy comprehensive
evaluation � Delphi largest � Membership degree

1 Introduction

With the mobile Internet and mobile terminal performance continues to improve and
perfect, the rapid growth of mobile phone game business is likely as a stone, and
become a be worthy of the name “gold mine” [1, 2]. Along with the development of
mobile phone game, the new supersedes the old-faster and homogeneity, resulting in
greater range of users [3, 4]. Market competition situation is far more serious. The
availability of this game software determines the success or failure of a mobile phone
game [5, 6]. However, How to design the mobile games and how to evaluate them have
been a focus. Indeed, it is important to evaluate the mobile games. In a recent study,
many works have been done by researcher in the fields. During among them, the
analytic hierarchy process has been paid more attention. The analytic hierarchy process
(referred to as AHP) is proposed first by Saaty [7], which provides a novel, simple and
practical modeling method for the decision making and ranking of this class of the
more complex, more fuzzy problem, and it is especially suitable for solve the problem
which is difficult to quantitatively analyze. Based on this, Zhang et al. [8] constructed
trustworthy metrics models for internet based architecture to support reliable analysis,
who first proposed the software trustworthiness evaluation should be the testing process
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of trusted as the premise, which weakened the influence of subjective assessment of the
results. Cai et al. [9] proposed software reliability model on the neural network
approach. Erol and Ferrell [10] proposed a methodology for selection problems with
multiple, conflicting objective and both qualitative and quantitative criteria. But these
evaluation methods above and evaluation model are not suitable for the evaluation of
the game’s user interface. In the paper, the usability evaluation methods of user
interface based on mobile games is proposed, AHP and Gray correlation comprehen-
sive evaluation method are proposed to determine the weight of the sub-attributes and
user interview and questionnaire is used to obtain the data, In the end, an example is
used to illustrate the effectiveness of the model.

This paper includes five parts. In the first part, purpose of the paper is introduced
and the user interface usability evaluation system based on mobile games is estab-
lishment in the second part. In the third part, user interface evaluation set based on
mobile game is determined and the weight distributed. In the fourth part, establishment
of comprehensive evaluation model of user interface. In the end, an example provided
proved that the methods proposed are efficient.

2 Establishment of Usability User Interface Evaluation
System on Mobile Games

In this paper, In order to ensure the objectivity and reliability of the index weight, 30
experts are invited to do the questionnaire in the paper and the weight of the index
system was determined. About 200 questionnaires were issued, 176 valid question-
naires, the method for experts and scholars in related fields. The information feedback
from experts is analyzed by the methods of Delphy Fa [7–10]. By using the fuzzy
comprehensive evaluation method and the existing research foundation, established the
evaluation index system U of the availability of mobile phone game software has
credibility, which is shown in Table 1.

Table 1. The evaluation index system of the usability of the mobile phone game

First class index Sub-level index

Understandability U1 Tourist brochure U11

Function name U12

Manual U13

Learnability U2 None
Easy operation U3 Friendlines s U31

Rationality U32

Simplicity U33

Customization U4 Iterative update U41

Independent customization U42
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3 Determination of Evaluation Set and Distribution
of Weight

3.1 Determination of User Interface Evaluation Set

Suppose v ¼ v1; v2; � � � ; vnf g is the evaluation of evaluation objects evaluation may
make all the results of composition comment level sets [7–10].

Here, vj is for the evaluation results of j; j ¼ 1; 2; � � � ; n. Here, n is for the total
number of evaluation results. Generally divided into levels 3 to 5. According to the
fuzzy analysis method, the evaluation grade is divided into four grades, which is
expressed as v ¼ excellent; good; intermediate; poorf g, representing the user experi-
ence of mobile phone game software usability.

3.2 Determination of the Qualitative Index Membership Degree

For a Mobile Games software evaluation index Ui, through the evaluation of usability
expert game software, construct the membership Ri which is belong to the collection of
comments v. Here, the formula is ri ¼ di=d, where, d shows the number of experts
involved in the evaluation and di refers to the number of experts to make the vi
evaluation of the Ui evaluation [7–10].

3.3 Establishment of Fuzzy Evaluation Matrix

In this part, First, Fuzzy Evaluation sets v ¼ excellent; good; intermediate; poorf g
including sub-attitudes factors U11;U12;U13;U31;U32;U33;U41;U42;U43. The eight
single factor evaluation and fuzzy mapping are established, which is shown below:

fi ! FðvÞ;Ui
j 7! fi UðiÞ

j

� �

¼ rðiÞj1 ; r
ðiÞ
j2 ; r

ðiÞ
j3 ; � � � ; rðiÞjm

� �

j ¼ 1; 2; � � � ; nð Þ ð1Þ

Therefore, the fuzzy judgment matrix can be determined, which is shows as follows
[7, 11–16]:

Ri ¼
rðiÞ11 rðiÞ12 � � � � � � rðiÞ1m
rðiÞ21 rðiÞ22 � � � � � � rðiÞ2m
..
. ..

. . .
. ..

.

rðiÞn1 rðiÞn2 � � � � � � rðiÞnm

0

B
B
B
B
@

1

C
C
C
C
A

Here, rnm represent the membership degree of index uðiÞn which was named as vi.

3.4 The Weight Distribution of User Interface Usability Evaluation
Factors

In this paper, the popular game “happy diminish music” (referred to as A) was select as
the objects of evaluation is given to illustrate the effectiveness and practicability of the

126 M. Cui and L. Zhu



algorithm. Here, Delphy method [7–16] is introduced to determine the weight of user
interface based on mobile games. The weight value of user interface each index of the
mobile games A is obtained from references [7] and references [11–16]. The weight
value of user interface each index of mobile game A is shown in Fig. 1.

4 Establishment of Evaluation Model

In practice, the process of comprehensive evaluation is assessed using the mathematical
model of multiple index comprehensive evaluation index of “synthetic” as a whole
[12–14]. Here, according to the n evaluation objects, m evaluation indexes, the index
value is xi ¼ xi1; xi2; � � � ; ximð Þ i ¼ 1; 2; � � � ; nð Þ. The weight coefficient vector is cor-
responding to the w ¼ w1;w2; � � � ;wmð Þ. The comprehensive evaluation for the func-
tion structure y ¼ f w; xð Þ. This is a comprehensive evaluation of the mathematical
model.

Fuzzy evaluation vector is calculated according to the results of the last level index
membership degree and weight step by step. First of all, by the formula (1) and formula
(2), there are 12 fuzzy matrix, namely, R1;R2;R3;R4;R11;R12;R13;R31;R32;R33,
R41;R42. Here, R11;R12 and R13 is belonged to level R1. R31;R32 and R33 are belonged
to level R3. R41 and R42 is belonged to level R4. According to the computing principle o
R31;R32;R33 f step by step, The calculation formula of C41 and C42, which are fuzzy
comprehensive evaluation of the sub-attitude level index set.

Tourist Brochure 0.3

Function Name 0.4

Manual 0.3

Friendliness 0.3

Rationality 0.4

Simplicity0.3

Iterative Update 0.4

Independent
Customization 0.6

Understandability0.2

Easy operation 0.3

Customization 0.3

M
obile G

am
es Evaluation System

Fig. 1. The weight value of usability evaluation factors about user interface of mobile game A.
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C4i ¼ A4i � R4i; i ¼ 1; 2 ð2Þ

R4 ¼ C41

C42

� �

ð3Þ

Therefore,
Ci ¼ Ai � Ri i ¼ 1; 2; 3; 4 ð4Þ

Then, to calculate Ci and normalized it. Here, matrix R is for the evaluation index
of fuzzy matrix. Matrix R is expressed as follows.

R ¼
C1

C2

C3

C4

2

6
6
4

3

7
7
5

ð5Þ

The vector B, the evaluation results, the indicators weight vectors A and R were
obtained by using the fuzzy subset of arithmetic operator. As follows:

B ¼ A � R ¼ ðA1;A2;A3;A4Þ �
C1

C2

C3

C4

2

6
6
4

3

7
7
5
¼ ðb1; b2; b3; b4Þ ð6Þ

5 Example and Analysis of Results

5.1 Example

In this paper the popular game “happy diminish music” was select as the objects of
evaluation is given to illustrate the effectiveness and practicability of the algorithm.
According to the mobile phone game software usability of five indicators and the
“happy diminish music” game operation system table, asked 30 experts and scholars to
fill out the form. The data obtained are shown in Table 2.

Table 2. User interface evaluation based on mobile games

Items Evaluation

Excellent Good Intermediate Poor

U11 34 10 6 0
U12 29 11 10 0

U13 30 15 3 2
U2 40 9 1 0
U31 32 13 5 0

U32 27 8 14 1
U33 25 16 9 0

U41 31 15 4 0
U42 29 17 3 1
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The membership is obtained from Table 2.

R11 ¼ 0:68; 0:20; 0:12; 0ð Þ
R12 ¼ 0:58; 0:22; 0:20; 0ð Þ
R13 ¼ 0:60; 0:30; 0:06; 0:04ð Þ
R2 ¼ 0:80; 0:18; 0:02; 0ð Þ
R31 ¼ 0:64; 0:26; 0:1; 0ð Þ
R32 ¼ ð0:54; 0:16; 0:28; 0:02Þ
R33 ¼ 0:5; 0:32; 0:18; 0ð Þ
R41 ¼ 0:62; 0:3; 0:08; 0ð Þ
R42 ¼ 0:58; 0:34; 0:06; 0:02ð Þ

5.2 Analysis of Results

The result of fuzzy comprehensive evaluation is the evaluation of the grade of mem-
bership of fuzzy subsets. It is generally a fuzzy vector, rather than a point value. So it
can provide more information than other methods. B ¼ b1; b2; � � � ; bnð Þ, which is fuzzy
comprehensive evaluation results. Two methods are commonly used in it.

(1) The Principle of Maximum Degree of Membership

If the result of fuzzy comprehensive evaluation vector containing 9br ¼
max

1� j� n
bj

� �

. Then the object to be evaluated overall belonging to B grade.

(2) The Weighted Average Principle

The grade as a relative position and make it continuous. In order to determine the
amount of processing, may wish to use the level 1; 2; 3 � � � ;m, and called it the rank of
each grade. Then use the component corresponding to each grade, rank weighted
summation, get the evaluation of the relative position of the object. The expression is as
follows.

A ¼

Pn

j�1
bkj � j

Pn

j¼1
bkj

ð7Þ

Among them, the coefficient k is determined ðk ¼ 1 or 2Þ. Its purpose is to control
the bj induced effect. When k ! 1, the weighted average principle is the principle of
maximum degree of membership.

Here, the composition operator using the ordinary matrix multiplication algorithms.
Then the following matrix is obtained from the formula (2) and formula (3).
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R1 ¼
0:204; 0:060; 0:036; 0:000
0:232; 0:088; 0:080; 0:000
0:180; 0:090; 0:018; 0:012

0

@

1

A

R3 ¼
0:192; 0:078; 0:030; 0:000
0:216; 0:064; 0:112; 0:008
0:150; 0:096; 0:054; 0:000

0

@

1

A

R4 ¼ 0:248; 0:120; 0:320; 0:000
0:348; 0:204; 0:036; 0:012

� 	

The following results can be obtained from the formula (4) and formula (5).

R ¼
0:208; 0:080; 0:482; 0:000
0:160; 0:036; 0:004; 0:000
0:189; 0:078; 0:070; 0:003
0:308; 0:062; 0:150; 0:007

0

B
B
@

1

C
C
A

The following results can be obtained from the formula (6).

B ¼ 0:2227; 0:0653; 0:1631; 0:0031ð Þ

It is concluded from references [7, 16] that the usability of user interface of mobile
game A is evaluated as good by the principle of maximum membership degree of fuzzy
comprehensive evaluation results of vector B to carry on the analysis.

6 Conclusions

Usability evaluation methods of user interface based on mobile games using fuzzy
comprehensive evaluation is studied in the paper. The methods of the Delphi method
were introduced and user usability evaluation influence factors model of mobile games
were established based on user interview and questionnaire. Then, each evaluation item
was analyzed and game software usability index weight level distribution map was
obtained. In addition, the methods of gray correlation analysis were proposed to
optimize evaluation system model, meanwhile, the gray correlation degree multidi-
mensional comprehensive evaluation analysis were given and the influence factors
were found using the principle of maximum degree of membership. In the end, the
example provided demonstrates the most satisfied user interface of mobile games is
selected and it was proved that the methods proposed is efficient.
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Abstract. With the rapid development of various digital multimedia tech-
nologies, the works, such as copying, downloading and publishing digital
multimedia works via the Internet, are made very convenient. However, it also
brings on a huge challenge to the copyright protection of digital multimedia
works. How to effectively protect and authenticate digital multimedia works on
the Internet has been a problem to be solved urgently. In this paper, a robust
digital image watermarking algorithm, which embeds a meaningful binary
image as the watermark, is proposed. Firstly, the watermarking algorithm
scrambles the binary image used as the watermark by the toral automorphism
system. Then, the discrete cosine transform on the blocks of a gay scale image
used as the carrier image are carried out and the quantization table depicted in
the JPEG standards, which are used when an image needs a relatively high
compression rate, is used to quantize the DCT coefficients. After the quantiza-
tion, some statistical characteristics of the coefficients which are still not equal to
zero will be used to implement the embedding of the watermark. Given the
embedding course of watermark mentioned above, this watermarking algorithm
is expected to have great robustness, especially to JPEG compressing. The
simulation experiment results also prove the effectiveness of the algorithm
proposed.

Keywords: Robust digital image watermark � Meaningful watermark � DCT �
Toral automorphism � Copyright protection

1 Introduction

With the rapid development of various digital multimedia technologies, the works, such
as copying, downloading and publishing digital multimedia works via the Internet, are
made very convenient. However, it also brings on a huge challenge to the copyright
protection of digital multimedia works. How to effectively protect and authenticate
digital multimedia works on the Internet has been an increasingly important problem to
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be solved. Now, the digital watermarking technology, which is a branch of the field of
the information hiding technology, has been found one of the effective methods of
achieving the copyright protection of digital multimedia works, and how to transmit
hidden copyright information unaware via disclosed information transmissions is the
major object of studies in the field of the information hiding technology.

There are many kinds of classification methods for digital watermarking techniques
from different stand points. According to the location for a watermark to hide, digital
watermarking techniques can be classified into two types, the time domain and
transform domain digital watermarking technique. Time domain digital watermarking
techniques adapt the relatively simple watermark embedding method and are of poor
robustness in face of geometric attacks. Moreover, it is difficult to make a tradeoff
between the capacity of a watermark embedded and its invisibility with time domain
digital watermarking techniques. Compared with time domain digital watermarking
techniques, transform domain digital watermarking techniques, which are of good
robustness against geometric attacks and invisibility, currently get more attentions and
used frequently in practical applications. Transform domain digital watermarking
techniques can implement the embedding of a watermark in different transform
domains, such as the DCT, DWT and DFT, and have various algorithms to hide a
watermark. The variances of transform domain digital watermarking techniques in the
transform domain and hiding algorithm used make the watermark embedded not vul-
nerable to attacks and to hardly be found. In this paper, we focus on studying and
discussing the digital watermarking algorithm based on DCT. Currently, great efforts
have been made to improve the performance of the digital watermarking algorithm
based on DCT [1–5].

For the shortcomings of the existing digital watermarking algorithms based on DCT
mentioned above, an improved one will be proposed in this paper, which applies the
following four measures:

① Using a binary image, called the watermark image in this paper, which is
meaningful, as the watermark to embed;

② Applying the toral automorphism mapping to scramble the watermark image
before it is embedded;

③ Using the JPEG’s standard quantization table to quantize the DCT coeffi-
cients (the aim of this measure will be explained in the part “Carrier Image
Processing” of the Sect. 3.1);

④ Embedding the watermark by the statistic characteristics of the quantized
DCT coefficients, making the watermark embedded be of better robustness,
especially to the JPEG compress operation on an image;

2 Preliminaries

2.1 Meaningful Watermark

A meaningful watermark itself is understandable to people, whose advantage is that it
can still be identified depending on the visual observation and understanding of people
even when it is damaged because of attacks or other causes. Leveraging the strong
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identifying and understanding ability of people, the meaningful watermark gets
remarkably enhanced in its robustness.

2.2 Toral Automorphism Mapping

A given image, for example, the watermark image, can be scrambled and become
completely amorphous by conducting the toral automorphism mapping on it. In fact an
image can be seen as the sequence of pixel values arranged in a two-dimensional grid.
So pixels of an image can be seen as points in a two-dimensional space with the
coordinates: ði; jÞ; i ¼ 1; 2; . . .; L; j ¼ 1; 2; . . .;W , where L and W respectively denotes
the length and width of the image. Next an image G with size L � W will be used to
illustrate the toral automorphism mapping operation on an image. For a arbitrary pixel
pði; jÞ, which has the coordinate ði; jÞ; 1� i� L; 1� j�W , in the image G, the

two-tuples Xp i;jð Þ
0 ¼ i; Yp i;jð Þ

0 ¼ j
� �

denotes the original location of pði; jÞ in the image

G and then the toral automorphism mapping of pði; jÞ can be seen as a sequence of the
executing of the transform F below:

F :
Xp i;jð Þ
nþ 1

Yp i;jð Þ
nþ 1

" #

¼ 1
k

1
kþ 1

� �

Xp i;jð Þ
n

Yp i;jð Þ
n

� �

modNð Þ; n ¼ 0; 1; 2; . . .. . . ð1Þ

In the formula (1), Xp i;jð Þ
n ; Yp i;jð Þ

n

� �

is the new coordinate of pði; jÞ after undergoing
n times of the transform F; k acts as the secret key, which can be set arbitrarily,
n denotes the current times of the transform F having been executed and N is the
number of the pixels of the image G, i.e., N ¼ L�W . The principle of the toral
automorphism mapping’s scrambling a given image is that the image has the original
locations, i.e., the original coordinates, of its pixels changed by repeatedly conducting
the transform F to its pixels many times. It is note that the coordinate transform of
pixels based on the toral automorphism mapping is periodic, which means after
T times, i.e., the periodicity of the toral automorphism mapping, of transform F the
coordinates of the pixels of an image will get same to the original ones in the image and
the image will change back to the original one. The periodicity T is determined jointly
by the two parameters, k and N, and obviously, it is impossible to get the original image
from the scrambled one without knowing the secret key k.

Applying the toral automorphism mapping on a watermark image can not only
encrypt it, but also effectively scramble it at the same time. Compared with an original
watermark image, after being embedded, a scrambled one can have better robustness in
face of the cutting operations on the carrier image, which is contributed to by the
following two factors: 1. After being scrambled, the local information of each part of a
watermark image, i.e., the pixels in each part of it, have been scattered chaotically in
the scrambled one. 2. In the embedding process, the scrambled watermark image is
divided into multiple blocks and the information, i.e., the pixels, included in these
blocks are embedded respectively in the different blocks of the carrier image. Con-
sidering the two factors above, we can see that having been scrambled before being
embedded, the watermark image can be extracted successfully having unequal amounts
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of pixels in different parts rather than all pixels in a single part of it lost when the carrier
image undergoes cutting operations, which means cutting operations just reduce the
quality of the extracted watermark image rather than damage the integrity of it. The
above discussions show that scrambling the watermark image before embedding it can
effectively enhance its robustness to the shear attacks on the carrier image.

3 The Robust Digital Image Watermarking Algorithm Based
on DCT Domain

3.1 Watermark Embedding

The watermark embedding operation of the algorithm proposed in this paper consists of
three steps, i.e., watermark image processing, carrier image processing and watermark
image embedding. In the rest part of this section the three steps will be detailed
respectively.

Watermark Image Processing. In this step, the original watermark image is scram-
bled by the toral automorphism mapping [6, 7] and the scrambled one is to be used as
the watermark image to embed. To facilitate the explanation of this step, in this paper
the original watermark image Wo is set to be a binary one with the size of 32� 32. To
scramble Wo, the transform F shown in the formula (1) is to be executed n times
ðn\TÞ for a arbitrary pixel p i; jð Þ; 1� i; j� 32, in Wo and each pixel will get its new
coordinate Xp i;jð Þ

n ; Yp i;jð Þ
n

� �

. According to their new coordinates, the pixels in Wo will be
reorganized to form the scrambled watermark image Ws.

Carrier Image Processing. The two main tasks of this step are adopting DCT
transform to the carrier image and having the obtained DCT coefficient matrix quan-
tized by the JPEG’s standard quantization table. In this paper, a gray level image with
the size of 256� 256 is used as the carrier image O.

The DCT Transformation of the Carrier Image O. First, as shown in the Fig. 1, the
carrier image O is divided into 32� 32 non-overlapped blocks Bij; 1� i; j� 32, each
of which has the size of 8� 8.

Then, the DCT transform is adopted respectively to image blocks obtained and then
the corresponding DCT coefficient matrices DCT Bij

� �

; 1� i; j� 32, for them are

11o … 18o

81o

…

88o

…

…

11B

249,1o … 256,1o

… …
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Fig. 1. The partition of the carrier image O
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generated. The DCT coefficient matrix of an 8� 8 image block can be illustrated with
the following Fig. 2.

The symbol DC in the top left corner of the Fig. 2 represents the DCT coefficient
corresponding to the direct-current (DC) component of the image block and the
symbols ACij; 0� i; j� 7, represent the DCT coefficients corresponding to the
alternating-current (AC) components of it. The frequency of the AC components
ACij; 0� i; j� 7, correspond to increase along the two directions from DC to AC07

and from DC to AC70, and AC77 is the DCT coefficient corresponding to the component
with the highest frequency. It is obvious that the DCT coefficients corresponding to the
direct-current (DC), middle frequency and low frequency components of the image
block converge on the upper left part of the DCT coefficient matrix, while the DCT
coefficients corresponding to the high frequency components on the lower right part.

The Quantization of the DCT Coefficient Matrices of the Carrier Image O. JPEG is an
effective and widely used image compression technology, which can effectively reduce
the storage and network bandwidth resources needed by an image when it is stored and
transmitted. Hence, to be of practical value a digital image watermarking algorithm
must make the embedded watermark robust to the JPEG compression operation con-
ducted on the carrier image. When a carrier image which has a watermark embedded in
it DCT domain is compressed by JPEG, the quantization of the carrier image’s DCT
coefficient matrices involved in the compression process of JPEG may cause damage to
the watermark embedded, imposing a negative impact on the successful extracting of
the watermark as well as the correctness of the watermark extracted.

Considering the problem mentioned above the digital watermarking algorithm
proposed in this paper embeds the watermark by the statistic characteristics of the
carrier image’s DCT coefficients which have been quantized by the standard quanti-
zation table of JPEG, making the JPEG compression operation on the carrier image
friendly to the watermark embedded. For each of the DCT coefficient matrices
DCT Bij

� �

; 1� i; j� 32, of the carrier image O, the quantization process, in fact, is
quantizing each DCT coefficient in DCT Bij

� �

respectively by different quantization
step length designated. The quantization operation on DCT coefficients can be con-
cretely defined as the following formula:

Fig. 2. The DCT coefficient matrix of an 8� 8 image block and the Zig-Zag scan on it
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C�
km ¼ round Ckm=Qkm; 0ð Þ; 1� k; m� 8 ð2Þ

In the formula (2), Ckm denotes the original value of the element with the coordinate
k;mð Þ in DCT Bij

� �

; Qkm denotes the value of the element with the coordinate k;mð Þ in
the JPEG’s standard quantization table QT, which is also a matrix with size of 8� 8
and elements of which are positive integers and represent different quantization step
length, and C�

km denotes the quantization result of Ckm.DCT Bij
� ��

; 1� i; j� 32, will
be used to denote the DCT coefficient matrices having been quantized. It is worthwhile
to note that there are two types of standard quantization tables in JPEG used to
respectively quantize the different components of a YUV color image, i.e., Y, U and V
component, and the carrier image O in this paper being a gray level one, the standard
quantization table for the Y component (i.e., luminance component) is used as QT.

Watermark Image Embedding. In this section, the concrete embedding process of
the watermark image will be detailed. According to the previous description, in our
algorithm the object to practically be embedded is the scrambled watermark image Ws.
The 32� 32 bits of information of Ws; bij; 1� i; j� 32, are respectively embedded in
the corresponding DCT Bij

� �

; 1� i; j� 32, of the carrier image O.
In the rest part of this section, it will be further described how the embedding of bij

is implemented based on the matrix shown in the Fig. 3, which is a sample of
DCT Bij

� ��
.

In our algorithm the relationship between the amount of positive and negative
numbers in DCT Bij

� ��
is used to implement the embedding of bij, which can be defined

as the following inequalities (3).

Np [Nn; the bit embedded inDCT Bij
� �

is 1
Nn [Np; the bit embedded inDCT Bij

� �

is 0

�

ð3Þ

In the inequalities (3), Np and Nn respectively denote the number of the positive and
negative integers in DCT Bij

� ��
. Then, when bij ¼ 1 or bij ¼ 0, the procedure of

embedding bij in DCT Bij
� �

can be illustrated with the Fig. 4.
In the Fig. 4, the sequence, C�

km

� �

1; C�
km

� �

2; . . .; C�
km

� �

64, generated by the operation
with the number ① is the result of the Zig-Zag scan, which can be illustrated with the

Fig. 3. A sample of DCTðBijÞ�
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Fig. 2. For an arbitrary C�
km

� �

h; 1� h� 64, the subscript h outside the parenthesis
denotes the order of C�

km in the sequence. In the conditional statements with the number
②, EI is a positive integer, which denotes the watermark embedding intensity. Gen-
erally speaking, the larger EI, the more robust the watermark embedded. However, if
EI were too large, the watermark embedding would cause the quality impairment of the
carrier image and the usability of it would be affect adversely. In our algorithm the
embedding of bij in DCT Bij

� �

is achieved by making some given modifications to the
elements (i.e.,Ckm) in DCT Bij

� �

selected by the conditional statements with the number

③ and then making the quantized DCT Bij
� �

, i.e.,DCT Bij
� ��

, meet one of the two
inequalities in (3) for bij ¼ 1 or bij ¼ 0. In order to mitigate the quality impairment of
the carrier image caused by the watermark embedding, the Ckm in DCT Bij

� �

which is

Fig. 4. The procedure of embedding bij in DCTðBijÞ
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greater than zero and the quantized value of which, i.e.,C�
km, is equal to zero is regarded

as suitable to be modified and as shown in the operation with the number ④, the
modifying of the selected Ckm is to replace it with the half of the value of the corre-
sponding Qkm in QT , i.e., 0:5� Qkm, which makes the change of the selected DCT
coefficients caused the modifying operations as small as possible. An instance of the
watermark embedding by our algorithm is shown in the Fig. 5, where one bit infor-
mation, “1” or “0”, is embedded in the sample of DCT Bij

� �

shown in the Fig. 3.

It is note that in Fig. 5 the replacing of the “0” elements in DCT Bij
� �� with “0.5” or

“-0.5” respectively for embedding “1” or “0” is used to simply represent the real
modification of elements in DCT Bij

� �

for embedding “1” or “0”.

3.2 Watermark Extracting

Watermark extracting is the reverse course of watermark embedding. In this section,
the symbol O0 denotes the carrier image containing the watermark image
Wo;O

0
ij; 1� i; j� 32, denotes the 32� 32 non-overlapped blocks of O0, each of which

has the size of 8� 8; DCT O
0
ij

� �

and DCT O
0
ij

� ��
; 1� i; j� 32, are respectively the

DCT coefficient matrices corresponding to O
0
ij and the DCT O

0
ij

� �

quantized by the

quantization table QT , which is the JPEG’s standard quantization table for the Y
component of a color image; WE

s denotes the version of Ws extracted from O0 and WE
o

of Wo. Then the watermark extracting procedure of our algorithm can be concretely
illustrated with the Fig. 6 as follows.

Embedding bit “1” Embedding bit “0”

Fig. 5. An instance of embedding by our algorithm

'O jiO ij' , ,

,

1 , 23≤≤ ji1 , 23≤≤

ji1 , 23≤≤

Partition  with each block 
     of the  size of 88×

DCT transformtion
of each block

ODCT ij'

ODCT ij' ∗

Quantization of each DCT
      coefficient matrix
  by quantization tableQT

E
sWE

oW
Extraction of one bit 

information of the watermark 
image from each block based on 

the inequalities (3)

          times  transformations 
   of        by the transform
         in the formula (1)

nT −
FE

sW

Fig. 6. The watermark extracting procedure of our algorithm
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It should be noted that in the descriptive statement below the arrow from the
symbol WE

s to WE
o , T is the periodicity of the toral automorphism mapping and n is the

times of the transform F taken for Wo to change to Ws.

4 Evaluation

To prove the effectiveness of the algorithm proposed in this paper, we have done
correlative simulation experiments based on Matlab 6.5. In these experiments the
standard 256� 256 gray level image “Lena” is used as the carrier image and a 8� 8
binary image as the watermark image. The parameters EI (see the correlative expla-
nations for Fig. 4) and k (see the correlative descriptions in Sect. 2.2) involved in our
algorithm are set during the experiments by the same way, that is, EI ¼ 5 and k ¼ 5.
Concretely, we design two groups of experiments for different evaluation objectives. In
the first group, the watermark image is embedded in the carrier image by our algorithm
and then the PSNR (peak signal-to-noise ratio) of the carrier image is computed to
evaluate the quality of it after the embedding of the watermark image. Our experiment
result show the PSNR of the carrier image containing the watermark image is 35.662.

In the second group, first, the watermark image is embedded in the carrier image by
our algorithm; then, different operations, such as shearing, JPEG compression, noise
adding and filtering, are executed on the carrier image; at last, the watermark image is
extracted and the Normalized Correlation of the original watermark image Wo and
extracted one WE

o ; NC Wo;WE
o

� �

, is computed according to the formula (4) to evaluate
the similarity between them. The NC Wo;WE

o

� �

for the time when different operations
mentioned above are executed on the carrier image are shown respectively in the Fig. 7
and the Tables 1, 2 and 3.

Table 1. The NC Wo;WE
o

� �

with JPEG compression operation on the carrier image

Quality 70% 60% 50% 40% 30%

NC Wo;WE
o

� �
0.9981 0.9897 0.9786 0.9399 0.9165

Different shearing operations on the carrier image

0. 3387
,

=

E
oWNC

0. 5267
,

=

E
oWNC

7713.0
,

=

E
oWNC

7659.0
,

=

E
oo WW oWoWoWoW NC

7791.0
,

=

E
oWNC

Fig. 7. The NC Wo;WE
o

� �

with shearing operation on the carrier image
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NC Wo;W
E
o

� � ¼

P

i

P

j
Wo i; jð Þ �WE

o i; jð Þ
P

i

P

j
Wo i; jð Þ2 ð4Þ

The experiment results above show that our algorithm can embed the watermark
image with limited quality impairment happening on the carrier image and that the
watermark image embedded by our algorithm is robust to JPEG compression as well as
various shearing, noise adding and filtering operations.

5 Conclusion

In this paper, we propose a robust digital image watermarking algorithm based on DCT
domain, which has the following features and superiority. First, in our algorithm the
statistical characteristics of the DCT coefficients which correspond to the middle and
high frequency components of the carrier image are used to implement the embedding
of the watermark image, which makes the watermark image robust to the noise adding
and smoothing operations (such as, low-pass filtering) on the carrier image. Second,
our algorithm uses a meaningful binary image as the watermark image, enhancing the
identifiability and then the robustness of the watermark image greatly when it is
damaged because of attacks or other causes by leveraging the strong identifying and
understanding ability of people. At the same time, our algorithm has the watermark
image scrambled by the toral automorphism mapping, which gets the local information
(i.e., bits) of each part of the watermark image dispersedly embedded in the carrier
image, enhancing the robustness of the watermark image effectively in the face of the
local tampering or shearing attacks on the carrier image. Third, in our algorithm the
watermark image is embedded by the statistic characteristics of the carrier image’s
DCT coefficients which have been quantized by the standard quantization table of
JPEG, which makes the JPEG compression operation on the carrier image friendly to
the watermark image, making the watermark image robust to the widely used JPEG
compression.

Table 2. The NC Wo;WE
o

� �

with noise adding operation on the carrier image

The types of noise added Gauss noise l ¼ 0; d ¼ 0:005ð Þ Salt noise strength ¼ 0:04ð Þ
NC Wo;WE

o

� �
0.9867 0.9541

Table 3. The NC Wo;WE
o

� �

with filtering operation on the carrier image

The types of filtering Median filtering 3� 3ð Þ Low-pass filtering 3� 3ð Þ
NC Wo;WE

o

� �
0.9356 0.9459
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The effectiveness of our algorithm has been proved by the results of the correlative
simulation experiments in the Sect. 4 and in the future the similar research will be made
for different types of watermark carriers, such as, color images and videos.
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Abstract. In the study of computational aesthetics, we always use high-
resolution paintings to analyze painting style, but actually the paintings we
obtain mostly are low-resolution. In this paper, the contrast experiments based
on sparse coding are carried out between high and low resolution paintings.
Different features are extracted in frequency domain and Gabor domain from the
basis function of sparse coding (SC). Then the normalized mutual information
(NMI) is figured out to analyze the effect of different features for painting style.
At last, the features with better performance are used to classify the paintings’
style. The results of experiments show that, to a certain extent, the features
extracted from low-resolution paintings still have the ability to characterize the
painting style, among which the Gabor energy has the best effect in the painting
style analysis.

Keywords: Computational aesthetics � Image resolution � Sparse coding �
Feature extraction � Normalized mutual information

1 Introduction

Computational aesthetics is a very important field in compute vision. In 1933, George
David Birkhoff firstly proposed the quantification theory of aesthetics in his book
“Aesthetic Measure” [1]. We call it the beginning of the computation aesthetic because
the calculation method is used in this theory. In 2005, Hoenig [2] defined the com-
putational aesthetics: computational aesthetics is a kind of computational method that
can make the aesthetics judgment with respect to human. By 2012, Galanter [3]
evaluated the past and future of computational aesthetics. So far, there have been a lot
of methods used in computational aesthetics. For example, Miquel Feixas and others
used the method of information theory [4–6] to analyze Van Gogh’s paintings. Graham
et al. [7] used the method of Multi-scale to test and research the similarity among art
works. Taylor et al. [8] used the fractal analysis method to analyze Pollock’s drip
paintings. Claro et al. [9] used the microspectrofluorimetry method to analyze and
identify the red parts between Van Gogh’s works and ancient Indian imitations. In
addition, harmonic analysis [10], Digital analysis of Van Gogh’s complementary
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colours [11], wavelet analysis [12], information entropy [13] and other methods have
been widely used in the painting style analysis.

Sparse coding is an interdiscipline of computer graphics, biology neuroscience,
psychology and statistics. The method decomposes the images that have the same style
into a series of linear combination of the basis function and the sparse coefficient. The
basis function trained by standard sparse coding algorithm can reflect the essential
characteristics of paintings and has the relative stability and universal applicability. It
can also remove image redundancy effectively and get the independent painting fea-
tures and enlarge distance of different kinds of image features at the same time. Hughes
et al. [14] used sparse coding to distinguish Pieter Bruegel’s paintings from the fake.
And then, Hughes et al. [15] analyzed the painting style by comparing higher-order
spatial statistics and perceptual judgments based on sparse coding. Liu et al. [16, 17]
used sparse coding to analyze Van Gogh’s painting style. These studies have achieved
good results, but they were made based on the high-resolution paintings. In reality, the
high-resolution paintings are difficult to obtain. In order to reduce the image storage
and be easy to network transmission, the resolution of paintings is decreased in digital
process. The paintings of famous artists that we can enjoy in the website almost are
low-resolution. If we use these low-resolution paintings obtained from the network to
analyze painting style, what will the result be?

Based on sparse coding, contrast experiments were carried out on high and low
resolution paintings in this paper. The basis functions of sparse coding were trained
from the same paintings of high and low resolution. And features were extracted in
Gabor domain and frequency domain from the trained basis functions. Then the nor-
malized mutual information (NMI) was figured out, the value of NMI was used to
analyze the painting style. At last, we used the feature with better performance to judge
the painting style.

2 Paintings Used in This Paper

The paintings we used were a collection of Van Gogh, Monet, Renoir and Da Vinci.
Van Gogh, Monet and Renoir are the representatives of impressionist, and their
painting style is different from Da Vinci’s. Van Gogh’s paintings were used to evaluate
the ability of features extracted from high and low resolution paintings in analyzing
painting style. Monet, Renoir and Da Vinci’s paintings were used to classify the
paintings’ style. The quantity, resolution and representative works of different artists
used in this paper are shown in Table 1.

3 Experiments and Results Analysis

3.1 Performance Evaluation of Features Extracted from Low-Resolution
Paintings

Liu et al. [16] found the basis functions of the high-resolution paintings can well
represent the different styles of paintings, to a certain extent. Whether or not can we get

146 J. Zhu et al.



the same conclusion that the basis functions of the low-resolution paintings can rep-
resent the painters’ style as well as those of the high-resolution paintings? In this paper
we use the same methods in [16] to find the answer.

The experiment steps in [16] are as follows.

(1) Use standard SC algorithm to train images of Paris Period, Arles Period,
Saint-Rémy Period, Auvers Period and the overall group to obtain the basis
function.

(2) Work out the statistics of the base function including Gabor energy, peak direc-
tion, peak space frequency, direction bandwidth, space frequency bandwidth,
peak direction-peak space frequency joint distribution and direction bandwidth-
space frequency bandwidth joint distribution.

(3) Work out NMI using cluster analysis between the overall group and other groups.
(4) Compare the NMI of the different parameters and draw the conclusion.

In order to make a comparison with the results of [16], the same Van Gogh’s
paintings in [16] with high and low resolution are used in this paper. The group and
quantity of these paintings are shown in Table 2.

Table 1. The quantity, resolution and representative works of paintings

Category Van Gogh Monet Renoir Da Vinci
High- 
resolu-
tion

Quantity 100 50 20 20
Resolu-
tion > 1024*1024 > 1024*1024 > 1024*1024 > 1024*1024

Low-
resolu-
tion

Quantity 100 30 0 0

Resolu-
tion

256*256
~ 

1024*1024

256*256
~ 

1024*1024

256*256
~ 

1024*1024

256*256
~ 

1024*1024

Representative 
works

Table 2. The group and quantity of Van Gogh’s paintings

Group High-resolution Low-resolution

Paris Period (1886.3–1888.2) 20 20
Arles Period (1888.2–1889.5) 20 20
Saint-Rémy Period (1889.5–1890.5) 20 20
Auvers Period (1890.5–1890.7) 20 20
Overall of Van Gogh 20 (5 of each period) 20 (5 of each period)
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3.1.1 The Comparison of Basis Functions Trained from High and Low
Resolution Paintings
We compare the basis functions of Van Gogh’s low-resolution paintings with that in
[16], the results are shown in Fig. 1.

From Fig. 1, we can see that the length of lines in Auvers Period’s basis function is
shorter than that of Paris Period’s. This is consistent with critics’ view that Van Gogh
was influenced by pointillist style, and his brush became short in his late year paintings.
Liu et al. worked out the length of lines in Van Gogh’s basis functions in [17], also
found that the length of lines in Auvers Period’s basis function is shorter than Paris
Period’s. Compared with the results of Van Gogh’s high-resolution paintings, we find
that the length of lines in basis functions of Van Gogh’s low-resolution paintings also
showed the same result. That is to say, the basis functions of low-resolution paintings
have the ability to represent artists’ painting style.

(a) Paris Period (the left is high-resolution, the right is low-resolution)

(b) Auvers Period (the left is high-resolution, the right is low-resolution)

Fig. 1. Comparison of basis functions of Van Gogh’s high and low resolution paintings
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3.1.2 The Performance Comparison of Features Between High and Low
Resolution Paintings
From basis functions, although we can observe the differences of painting style visu-
ally, how to quantify them? We extract the same features in [16] from low-resolution
paintings in this paper, and analyze whether these features have the same performance
with the ones of the high-resolution paintings in [16].

We extract features from Van Gogh’s overall group and other four groups in this
paper, and work out the NMI of features between the overall group and other groups.
The NMI is a method that can used to measure the similarity between two groups of
set, the higher NMI, the more similar two groups of set are.

Specific calculation steps of NMI are as follows.

(1) Cluster the basis functions of group Van Gogh overall and each other group for
each characteristic into matrix X and Y.

(2) Calculate the Mutual Information between X and Y.

IðX; YÞ ¼
X

i

X

j

Pðxi; yjÞ log Pðxi; yjÞ
PðxiÞPðyjÞ

¼
X

i

X

j

PðxijyjÞPðyjÞ logPðxijyjÞPðyjÞPðxiÞPðyjÞ
ð1Þ

(3) Calculate the Information Entropy between X and Y respectively.

HðXÞ ¼ �
X

i

PðxiÞ logPðxiÞ ð2Þ

HðYÞ ¼ �
X

j

PðyjÞ logPðyjÞ ð3Þ

(4) Calculate the Normalized Mutual Information

NMIðX; YÞ ¼ IðX; YÞ
HðXÞþHðYÞ½ �=2 ð4Þ

Since the paintings in this experiment were all drawn by Van Gogh and share the
same style of drawing, a high NMI shows that the specified measure of characteristic
has better effect in style analysis. The NMI of low-resolution paintings and the NMI of
high-resolution paintings in [16] are shown in Fig. 2.

In the left column of Fig. 2, it can be seen that the NMI calculated by Gabor energy
is obviously higher than that calculated by other features, which means Gabor energy is
more effective in style analysis. In contrast, the NMI of low-resolution also shows the
same result. That is to say features extracted from low-resolution paintings have the
ability to descriptive painting style, and Gabor energy has the best effect in style
analysis.
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3.1.3 The Comparison Analysis of van Gogh’s Paintings Based
on Gabor Energy
To further test the performance of Gabor energy, we use it to analyze Van Gogh’s style.
As stated before, Van Gogh’s paintings are divided into four periods: Paris Period,
Arles Period, Saint-Rémy Period, and Auvers Period, but among the four periods,
which one has the most representative for Van Gogh’s painting style? In [16], for the
high-resolution paintings, it was proved that in the four periods of Van Gogh’s art-
works, those of the Paris Period is more similar to the overall artworks. In other words,
artworks of the Paris Period can represent Van Gogh’s art style best, followed by Arles
Period and Saint-Rémy Period. Can Van Gogh’s low-resolution paintings also get a
similar conclusion? We repeat the experiments of [16] using low-resolution paintings.
Meanwhile, in order to compare the differences among artists, we added Monet’s
paintings. The results are shown in Fig. 3.

From Fig. 3(b), we can see the value of NIM of Paris Period paintings is the
highest. It means that the Paris Period is more similar to the overall. And the value of

(a) Van Gogh overall-Paris group (the left is high-resolution, the right is low-
resolution)

(b) Van Gogh overall-Auvers group (the left is high-resolution, the right is 
low-resolution) 

Fig. 2. NMI of high and low resolution paintings
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NMI of Van Gogh-Monet group is obviously lower than the other groups, showing the
biggest difference. That is to say, paintings of Monet are the most different from the
Van Gogh style, and Gabor energy can used to distinguish Van Gogh and Monet’s
paintings. These agree with those in [16] based on high-resolution paintings. So fea-
tures extracted from low-resolution paintings can be used to analyze the painting style.

In conclusion, based on sparse coding, high and low resolution paintings can obtain
similar results in analyzing painting style. So, the low-resolution paintings can be used
for painting style analysis.

3.2 The Experiments for Painting Style Classification

Because Gabor energy has the best performance for painting style analysis, we use it to
classify the painting styles. Van Gogh, Monet, Renoir and Da Vinci’s paintings are
used in the style classification experiment. Firstly, we use Van Gogh, Monet, Renoir
and Da Vinci’s paintings to train four basis functions and calculate their Gabor energy.
We call them style detectors, respectively named by Tv, Tm, Tr and Td. Secondly, select
60 paintings of Van Gogh and 60 paintings of Monet as test images and extract Gabor
energy from their basis functions. Thirdly, figure out the values of NMI between the
test images and the four detectors respectively. The style of the test painting will be
determined by the style of detector which has the highest value of NMI. The classi-
fication results are shown in Fig. 4.

As can be seen from Fig. 4(a), all of the values of NMI between Van Gogh’s test
paintings and Van Gogh’s detector are the highest than those of the other three
detectors. It means that the entire test paintings of Van Gogh are classified as the Van
Gogh style correctly. For example, the values of NMI of Van Gogh’s “self-portrait”
with the detectors of Tv, Tm, Tr and Td are 0.79933, 0.77381, 0.75504 and 0.71770.
The max value of NMI is from the detector of Tv. For the same, from Fig. 4(b) we can
see that, all of the values of NMI between Monet’s test paintings and Monet detector

(a) NMI of high-resolution                    (b)  NMI of low-resolution 

Fig. 3. NMI of Gabor energy for high and low resolution paintings
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are the highest than those of the other three detectors. So, all of test paintings of Monet
are classified as the Monet style correctly too. For Monet’s “haystacks”, the values of
NMI of this painting with the detectors of Tv, Tm, Tr and Td are 0.73841, 0.77717,
0.74621 and 0.75314 respectively. The highest value is from the detector of Monet too.
These show again that the Gabor energy can describe the artists’ painting style well and
can be used to classify the painting style.

(a) Results of Van Gogh’s test images with four high-resolution detectors 
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(b) Results of Monet’s test images with four high-resolution detectors 

Fig. 4. Classification results of Van Gogh and Monet’s test paintings
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4 Conclusion

Based on sparse coding, the contrast experiments are carried out between high and low
resolution paintings to analyze painting style in this paper. We obtained that, to some
extent, base functions of low-resolution paintings have the similar characteristics with
those of high-resolution paintings. Then, features extracted from low-resolution
paintings have similar performance with those from high-resolution paintings, and
Gabor energy has the most performance in painting style analysis. Last, the classifiers
of painting style designed on Gabor energy can recognize Van Gogh and Monet’s
paintings correctly. The results of these experiments indicate that features extracted
from low-resolution paintings, to some extent, still reflect artists’ painting style, and
low-resolution paintings can be used in the study of painting style analysis.

There are some deficiencies in this paper. For example, the features we extracted
are from the gray paintings, without considering the color features. While, we only
studied the feature of the Gabor energy, other features can be used to do further
research.
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Abstract. Exploring optimal light sources for effectively rendering 3D
scenes has been an important research theme especially in the application
to computer graphics and visualization problems. Although conventional
techniques provide visually plausible solutions to this problem, they did
not seek meaningful correlations between proper light sources and their
related attribute values. This paper presents an approach to exploring
optimal light source placements by taking into account its correlations
with such attribute values. Our idea lies in the novel combination of
existing formulations by taking advantage of information theory. We first
employ the quantized intensity level as the first attribute value together
with the conventional illumination entropy so as to find the best light
placement as that having the maximum mutual information. Meaning-
ful relationships with viewpoints as the second attribute value are then
studied by constructing a joint histogram of the rendered scenes, which is
the quantized version of a 3D volume composed by the screen space and
intensity levels. The feasibility of the proposed formulation is demon-
strated through several experimental results together with simulation of
illumination environments in a virtual spacecraft mission.

Keywords: Optimal light source placements · Mutual information ·
Joint histograms · Scene perception

1 Introduction

The placement of light sources significantly influences on the shape perception
of the target 3D object especially in computer graphics and visualization. This
is because it directly controls shading effects on its surfaces, and thus provides
important depth cues for the 3D scene perception. Several techniques have been
proposed to design effective and structured illumination setups, while it is still
difficult to assess how much a specific light source can enhance the 3D perception
of shape features in the corresponding 3D scene. It is also true that such shading
effects also depend on the choice of the viewpoint from which we project the tar-
get object onto the projection plane. Indeed, the optimal selection of viewpoints
c© Springer International Publishing AG 2017
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itself is another major research theme and a large amount of work has been done
so far [16]. Although this issue has been empirically studied in photography and
cinematography [10], to the best of our knowledge, only little has been done for
understanding the meaningful correlation between the light source placement
and viewpoint selection as computational algorithms.

In this paper, we first present an approach to quantitatively evaluating the
goodness of the single light source. This is accomplished by incorporating mutual
information criteria used for finding optimal viewpoints [6] and extending the
conventional work on illumination entropy [7]. This formulation further moti-
vated us to explore the meaningful relationships between the design of light
sources and viewpoints. For this purpose, we newly construct a joint histogram
with respect to the light sources and viewpoints, by quantizing the 2D screen
space and the intensity range occupied by the rendered scene. Mutual infor-
mation again helps us elucidate the robustness of the selection of light sources
in terms of a set of viewpoints in this framework. Several experimental results
together with simulation of illumination environments in a virtual spacecraft
mission will clarify the effectiveness of the proposed approach.

The remainder of this paper is structured as follows: Sect. 2 conducts a brief
survey on previous work relevant to our approach. Section 3 describes our first
technical contribution for calculating of the optimal placement of a single light
source using mutual information. Section 4 then presents a novel formulation
for seeking meaningful correlation between the selection of light sources and
viewpoints as our second contribution. Section 5 provides the simulation of illu-
mination environments in a virtual spacecraft navigation as an application study.
Finally, we conclude this paper and refer to future work in Sect. 6.

2 Related Work

Light source placement has been an important subject in computer graphics and
visualization due to its potential application to enhanced 3D scene perception
and lighting design. Gumhold [7] presented an entropy-based measure called
illumination entropy, which evaluates the goodness of light source placement
by referring to the histogram of the number of pixels with respect to intensity
value. The lighting problem has been intensively studied to design interactive
systems for placing light sources for illumination of 3D scenes [8,12,15] and
volume visualization [24,26]. Perceptual aspects of lighting design have also been
researched in recent years [14].

Optimal viewpoint selection has been tackled successfully in the relevant
research areas [16]. Again the entropy-based measure has played a significant
role for exploring the best viewpoints. Vázquez et al. opened this line of research
where they invented the viewpoint entropy measure [21], and later incorporated
the concept of view stability and depth maps of the 3D scenes [20]. The formula-
tion of mesh saliency [13], which reveals the distribution of the visual attrac-
tiveness of the object surface shapes, has effectively been incorporated into
the viewpoint selection problems [4,11]. Several different ideas were also pro-
posed that include clustering similar views on the viewing sphere [25]. Recently,
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researchers investigated the viewpoint selection problem through machine
learning techniques [23] and perceptual studies [17]. Furthermore, the problem
was extended to volume visualization, where several techniques have been also
developed [1,9,18,19].

The formulation of mutual information has been also incorporated for sophis-
ticating the aforementioned entropy-based formulation. Mutual information can
be thought of as a tool for evaluating the degree of dependence between two
probability distributions, and has been employed to define the optimal view-
point with respect to the relative face areas of target 3D objects [6] and quality
measure of volume visualization images [2].

Our idea here is to employ the concept of mutual information to retrieve
meaningful correlation between the light source placement and other relevant
attributes. Although the previous work [22] explored this problem in terms of
viewpoint selection, this still remains to be a variant of conventional formulation
of illumination entropy [7]. On the other hand, our approach takes advantage
of the mutual information criteria [6] to further extend this formulation for
computing the optimal placement of a single light source.

3 Optimizing Light Positions Using Mutual Information

This section describes optimal light source placement based on mutual informa-
tion as the first contribution of this work.

3.1 Illumination Entropy

We first explain the illumination entropy devised by Gumhold [7], which is the
conventional measure for evaluating the goodness of light source placement.
Indeed, this measure employs the Shannon entropy, so as to maximize the uni-
form distribution of pixel values over the dynamic range of intensity levels. Sup-
pose that X represents a finite set and p(x) is the probability that X = x ∈ X ,
where X is a random variable. The Shannon entropy H(X) is defined as

H(X) = −
∑
x∈X

p(x) log2 p(x). (1)

In this formulation, finding the optimal light source placement amounts to
maximally equalizing the occurrence of pixel intensity values in the histogram
where the range of intensity values is divided into a specific number of bins.
Suppose that pi represents the normalized occurrence of pixel values that falls
into the i-th bin of the histogram. The entropy in Eq. (1) can be rewritten as

H = −
M∑
i=1

pi log2 pi, (2)

where M represents the number of quantization bins in the histogram. Here,
we assume that color pixel values (R,G,B) are converted to the corresponding



158 Y. Ohtaka et al.

(a) (b)

Fig. 1. Calculating the illumination entropy: (a) A shaded image of a cup model and
(b) its corresponding histogram with respect to the quantized intensity levels.

grayscale value Y = 0.21262 · R + 0.71514 · G + 0.07215 · B [7]. Figure 1 shows
an example where the histogram of the quantized intensity levels is computed
by scanning the pixel intensity values in the color frame buffer. Note that the
number of quantization levels is set to be 64 by default. We will base our new
approach on this conventional formulation of the illumination entropy.

3.2 Mutual Information for Light Source Placement

The conventional illumination entropy calculates the Shannon entropy by refer-
ring to the probability distribution of the pixels with respect to the intensity
value. This leads us to the idea for evaluating meaningful dependence between
the light source positions and intensity values. In our approach, we achieved
this by introducing the existing framework of mutual information [6] into the
formulation of the illumination entropy.

Here, we first assume that we search for the optimal placement of a single
light source, and locate its position on the viewing sphere that encloses the target
scene. For this purpose, we first take sample points uniformly over the sphere
by referring to the vertex positions of a regular icosahedron. Of course, we can
increase the number of samples by refining the icosahedron using the common
rules of subdivision surfaces. We compute the quality of the light placed at each
sample point and find the best placement that maximizes the quality measure.

Now suppose that X corresponds a finite set of light sources on the view-
ing sphere and Y is a set of quantized intensity level. Actually, we consider the
information channel between a set of light sources as input and intensity values
as output. In our approach, the relative entropy (i.e., the Kullback-Leibler diver-
gence) I(x;Y ) represents how much the occurrences of quantized intensity levels
are correlated with respect to the specific light source xi, and is defined as

I(xi;Y ) =
m∑
j=1

p(yj |xi) log2
p(yj |xi)
p(yj)

, (3)
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attribute values
p(X) p(Y |X) y1 · · · yn
p(x1) p(y1|x1) · · · p(ym|x1) x1 n(x1, y1) · · · n(x1, yn)

...
...

. . .
... ⇐= light

...
...

. . .
...

p(xn) p(y1|xn) · · · p(ym|xn) sources xn n(xn, y1) · · · n(xn, yn)

p(Y ) p(y1) · · · p(ym)
(a) (b)

Fig. 2. Calculation of relative entropy values. (a) A table of conditional probabilities
p(yj |xi) where i = 1, . . . , n and j = 1, . . . ,m. (b) The joint histogram with respect to
light sources {xi} (i = 1, . . . , n) and viewpoints {yj} (j = 1, . . . , n).

where Y is a random variable and p(yj) is the probability that Y = yj . The
conditional probability p(yj |xi) is the probability of Y = yj on the condition
that X = xi, and can be given by

p(yj |xi) =
n(xi, yj)∑m
j=1 n(xi, yj)

, (4)

where n(xi, yj) indicates the number of pixels having at the quantization inten-
sity level yj when the target 3D scene is illuminated from the light source xi.
The mutual information between X and Y is defined to be

I(X;Y ) =
n∑
i

p(xi)
m∑
j

p(yj |xi) log2
p(yj |xi)
p(yj)

. (5)

Note that, from p(xi) and p(yj |xi), we can compute the probability p(yj) as

p(yj) =
n∑

i=1

p(xi)p(yj |xi). (6)

Figure 2 shows the relationships among p(yj |xi), p(xi), p(yj), and n(xi, yj).
The above formulation implies that we can identify xi as the optimal light

source placement when the corresponding relative entropy I(xi;Y ) becomes
maximum. This is because the corresponding light source produces shading
effects that reflect the shape details of the target 3D scene more faithfully, as
compared with those having lower entropy values since they are less sensitive
to the shape features of the scene. Figures 3(a) and (b) show the comparison
between shaded images with the maximum and minimum relative entropy val-
ues. This comparison clarifies that the light source with the maximum entropy
value can successfully introduce large variation in the distribution of intensity
values while that with the minimum entropy produces poor shading effects that
spoil the visual quality of the 3D scene.
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3.3 Experimental Results

We conducted an experiment in order to fully discriminate our approach from
the conventional illumination entropy. Figures 3(c) and (d) show such a com-
parison where we rendered the wireframe sphere according to the quality of the
light positions using two approaches. Here, we employ the color gradation that
ranges from blue to red according to the quality values. Figure 3(c) presents the
distribution of the relative entropy obtained using our approach while Fig. 3(d)
corresponds to that of the conventional illumination entropy. Note that in these
figures we employ the same viewpoint for both of the two approaches. The com-
parison undoubtedly indicates that the light positions of high quality are con-
centrated in the vicinity of the viewpoint in Fig. 3(c) when compared with that
in Fig. 3(d). Furthermore, we can confirm that the two directional vectors of the
light source and viewpoint span an angle ranges from 15◦ to 30◦ in general, which
coincides with the fact derived from the perceptual studies in [14]. These results
demonstrate that the proposed approach can take into account the perceptual
quality of the shaded effects in the 3D scene when selecting the optimal light
positions. Note that the same consideration can also be applied to a knot model
as shown in Fig. 4.

(a) (b) (c) (d)

Fig. 3. Evaluating illumination effects on the cup model using the mutual information.
Results with the (a) maximum and (b) minimum relative entropy. Spherical distribution
of the (c) relative entropy and (d) illumination entropy. (Color figure online)

(a) (b) (c) (d)

Fig. 4. Evaluating illumination effects on the knot model using the mutual informa-
tion. Results with the (a) maximum and (b) minimum relative entropy. Spherical dis-
tribution of the (c) relative entropy and (d) illumination entropy. (Color figure online)
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4 Correlation Between Light Sources and Viewpoints

Results presented in the previous section clearly suggest that the optimal light
placement strongly depends on the choice of the viewpoint. This definitely
inspires us to seek meaningful correlation between the light sources and view-
points. In this section, we present our second contribution of this work, in
which we formulated such dependence again by taking advantage of the mutual
information.

4.1 Constructing the Joint Histograms

Suppose that this time X and Y are finite sets of light sources and viewpoints,
respectively, where both are identical with a finite set of samples over the enclos-
ing sphere as described earlier. In this case, the information channel runs between
a set of light sources as input and viewpoints as output, or vice versa. This
channel actually provides the meaningful correlation between the light source
placement and viewpoint selection. Our first task is to compute the joint prob-
ability p(xi, yj) (i, j = 1, . . . , n), which represents the probability that X = xi

and Y = yj where n is the number of samples over the sphere. This is accom-
plished by computing the joint histogram with respect to X and Y, which can be
thought of as a matrix where each (i, j)-th entry n(xi, yj) contains the number of
specific occurrences when X = xi and Y = yj as shown in Fig. 2(b). Normalizing
the number of such occurrences at each entry gives us the joint probability as

p(xi, yj) =
n(xi, yj)∑n

i=1

∑m
j=1 n(xi, yj)

. (7)

Bayes’ theorem allows us to compute the conditional probabilities (cf. Fig. 2(a)):

p(yj |xi) =
p(xi, yj)
p(xi)

and p(xi|yj) =
p(xi, yj)
p(yj)

, (8)

where p(xi) =
∑m

j=1 p(xi, yj) and p(yj) =
∑n

i=1 p(xi, yj). Note that this formu-
lation coincides with Eq. (4), and helps us compute the relative entropy values
I(xi;Y ) and I(yj ;X) to assess the dependence of the light source xi on a set of
viewpoints {yj} and the viewpoint yj on a set of light sources {xi}, respectively.

4.2 Counting the Number of Occurrences

We are now ready to define the specific occurrences for constructing the joint
histogram of the target 3D scene in terms of light sources and viewpoints. Our
idea here is to transform the 3D scene into the frame buffer by projecting it onto
the screen space, and then quantize the pixel coordinates and intensity values to
compose a 3D volume as shown in Fig. 5. In this figure, the resolution of the 3D
volume is 8 × 8 × 4 while in our implementation we employed 32 × 32 × 16 for
the resolution. We then count the number of voxels occupied by the quantized
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Fig. 5. Transforming the 3D scene into a volume representation by quantizing the
screen space and intensity values.

version of the projected scene, as the number of occurrences for the specific light
source xi and viewpoint yj . Note that we quantize both the 2D screen space
and intensity range to evaluate how uniformly the projected scene fills out the
quantized 3D volume by counting the number of occupied voxels. Here, we can
again identify proper light sources and viewpoints by respectively computing the
following relative entropy values:

I(xi;Y ) =
m∑
j=1

p(yj |xi) log2
p(yj |xi)
p(yj)

, and (9)

I(yj ;X) =
n∑

i=1

p(xi|yj) log2
p(xi|yj)
p(xi)

. (10)

4.3 Experimental Results

We still need to provide a specific interpretation of the light sources and view-
points that have the minimum or maximum relative entropy values. If a light
source has the minimum relative entropy in Eq. (9), it will give a consistent
illumination effects regardless of the selection of the viewpoints. If it has the
maximum relative entropy, its illumination effects will drastically change accord-
ing to the choice of the viewpoints. Figure 6 presents the variation of the rela-
tive entropy Eq. (9) of the cup model and its representative snapshots with
the light sources having the minimum and maximum relative entropy values.
Note that representative snapshots are taken from 12 viewpoints that coincide
with the 12 vertices of the regular icosahedron as described earlier. Good light
sources appear diagonally above the cup model to better illuminate its inside as
shown in Fig. 6(a). Furthermore, the light source of the minimum relative entropy
value produces consistent illumination effects as shown in Fig. 6(b) while that of
the maximum entropy value yields unstable illumination that drastically differs
among the viewpoints as shown in Fig. 6(c).
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(b)

(a) (c)

Fig. 6. Light source placement for a cup model. (a) Distribution of the relative entropy
values for the light sources over the sphere. Representative snapshots with the light
sources with the (b) minimum relative entropy and (c) maximum relative entropy.

As a side effect, on the other hand, we can potentially take advantage of
the viewpoints having the minimum and maximum relative entropy values. The
viewpoint having the minimum relative entropy commonly adds important 3D
depth cues in the corresponding projected images, while that of the maximum
entropy value cannot fully guarantee the quality of the projected images with a
specific subset of light sources. Figure 7 clearly demonstrates this trend.

(b)

(a) (c)

Fig. 7. Viewpoint selection for a cup model. (a) Distribution of the relative entropy
values for the viewpoints over the sphere. Representative snapshots with the viewpoints
with the (b) minimum relative entropy and (c) maximum relative entropy.
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5 Simulating Illumination Effects for Spacecraft Missions

In this section, we simulate illumination effects on an asteroid to seek the
better control of a virtual spacecraft mission. A well-known spacecraft called
“Hayabusa” was launched by Japan Aerospace eXploration Agency (JAXA) in
2003, with the objective to land an asteroid called “Itokawa” and collect samples
of asteroid materials, and successfully returned to the earth with the samples in
2010. In this spacecraft mission, it was very important to reconstruct the shape
details of Itokawa for analyzing its spatial motion and formation process [3,5].
For recovering the 3D shape of the asteroid, we usually take photograph images
from the spacecraft and investigate them to reconstruct its 3D shape, while its
illumination conditions are severely constrained especially in the space. This is
due to the fact that we have only one light source (i.e. the sun), and the degrees
of freedom of the spacecraft navigation are quite low due to the influence of
gravity and limited amount of fuel. Therefore, precomputing the illumination
conditions is indeed beneficial provided that a rough model of the target aster-
oid is available. This also lets us effectively navigate the spacecraft in the sense
that we can maximally search for specific light conditions and viewpoints to
extract more information about the details of the asteroid shape.

In our experiment, we took the 3D shape of Itokawa [5] as an input, and
computed the relative entropy values of the light sources to evaluate which light
conditions are effective for the mission. Figure 8 shows the distribution of the
relative entropy values of the light sources over the sphere in terms of the view-
points. Again, in this case, minimizing the relative entropy allows us to find an
optimal light position that produces steady illumination effects regardless of the
choice of the viewpoints. On the other hand, the light source with the maximum
relative entropy often fails to exhibit shape details of the asteroid when we see

(b)

(a) (c)

Fig. 8. Light source placement for the Itokawa model. (a) Distribution of the relative
entropy values for the light sources over the sphere. Representative snapshots with the
light sources with the (b) minimum relative entropy and (c) maximum relative entropy.
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from different viewpoints. In this way, our approach for finding optimal light
conditions is effective in controlling the illumination effects, which are severely
constrained often in the spacecraft missions.

6 Conclusion

This paper has presented an approach to effectively evaluating the illumination
quality produced by a single light source. Our technical contribution is two
fold; the first is to formulate the optimal placement of a light source in terms
of the distribution of the intensity values and the second is to seek the optimal
illumination condition that is robust against the choice of the viewpoints. Mutual
information has been introduced to elucidate the optimal placement of a light
source in the sense that the associated illumination condition is consistent among
pixel intensity values and a possible set of viewpoints. We presented several
experimental results together with the simulation of illumination effects in the
virtual spacecraft mission, to demonstrate the applicability of our approach.

Our future work includes more rigorous understanding of the relative entropy
for the attribute values. In practice, the relative entropy in Eq. (10) enables us
to find optimal viewpoints that are robust against the choice of light sources as
shown in Fig. 7. Nonetheless, this process sometimes fails because the minimum
entropy value can correspond to the viewpoint yielding a smaller projected area
of the target 3D scene to avoid the influence by the choice of light sources.
Incorporating multiple light sources into our formulation is another interesting
research theme. Extending the proposed assessment of illumination effects to
volume visualization is also left as our future work. More rigorous perceptual
studies for the assessment of our approach still remain to be made.

Acknowledgement. This work has been partially supported by MEXT under Grants-
in-Aid for Scientific Research on Innovative Areas No. 25120014, and JSPS under
Grants-in-Aid for Scientific Research (B) No. 25287114.
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Krüger, A., Olivier, P., Owada, S. (eds.) SG 2007. LNCS, vol. 4569, pp. 110–123.
Springer, Heidelberg (2007). doi:10.1007/978-3-540-73214-3 10

9. Ji, G., Shen, H.W.: Dynamic view selection for time-varying volumes. IEEE Trans.
Vis. Comput. Graph. 12(5), 1109–1116 (2006)

10. Kahrs, J., Calahan, S., Carson, D., Poster, S.: Pixel cinematography: a lighting
approach for computer graphics. In: SIGGRAPH Course Notes (1996)

11. Kim, Y., Varshney, A., Jacobs, D.W., Guimbretière, F.: Mesh saliency and human
eye fixations. ACM Trans. Appl. Percept. 7(2) (2010). Article No. 12

12. Lee, C.H., Hao, X., Varshney, A.: Geometry-dependent lighting. IEEE Trans. Vis.
Comput. Graph. 12(2), 197–207 (2006)

13. Lee, C.H., Varshney, A., Jacobs, D.W.: Mesh saliency. ACM Trans. Graph. 24(3),
659–666 (2005)

14. O’Shea, J.P., Banks, M.S., Agrawala, M.: The assumed light direction for per-
ceiving shape from shading. In: Proceedings of the 5th Symposium on Applied
Perception in Graphics and Visualization, APGV 2008, pp. 135–142 (2008)

15. Pellacini, F., Battaglia, F., Morley, R.K., Finkelstein, A.: Lighting with paint. ACM
Trans. Graph. 26(2) (2007). Article No. 9
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Abstract. Illustration maps often direct our visual attention to the spe-
cific route with geographic symbols and annotation labels associated with
important landmarks. This inspires us to evaluate the quality of such
maps by analyzing the spatial distribution of visual attention over the
map domain. In this paper, we introduce kernel density estimation in
order to identify important routes that are implicitly designated by the
map designers. Our algorithm begins by composing the density field as
a combination of Gaussian kernels centered on the landmarks. The algo-
rithm then allows us to extract an important route on the map as the
trajectory of a ball running along the valley of the density field. We con-
ducted a user study where we compared the routes reconstructed from
the sequence of landmarks specified by the participants and their orig-
inally intended routes, and report some insight into possible aesthetic
criteria in illustrating such maps.

Keywords: Map analysis · Route estimation · Kernel density field

1 Introduction

Nowadays, commercially available web map services, such as Google Maps, pro-
vide us with an effective means of exploring geographic features in our daily
life. Most of these services produce geographic maps that are precise enough to
make detailed travel plans and simulate virtual travels. On the other hand, hand-
drawn illustrated maps successfully schematize geographic maps to emphasize
important routes, and thus users can easily recognize such routes on the map
and further memorize their geographic positions for their future travels.

However, little has been done for quantitatively evaluate the quality of such
hand-drawn maps primarily because it strongly depends on the design intention
of professional cartographers. For example, Fig. 1 shows a representative map
c© Springer International Publishing AG 2017
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Fig. 1. Nanbu Tetsudo Zue illustrated by Hatsusaburo Yoshida in 1926. (Color figure
online)

drawn by Hatsusaburo Yoshida, who is a famous pioneer of bird’s eye views maps
in Japan. In practice, this map successfully directs visual attention from map
users on the railway line running from top-right to bottom-left, by highlighting
the route in red and placing geographic symbols and annotation labels around it.
This artwork has commonly been recognized as high quality while formulating
such aesthetic quality of hand-drawn maps still remains to be tackled from a
technical viewpoint.

In this paper, we introduce kernel density estimation as a tool for evaluating
the saliency of such important routes implicitly designated by map designers. In
our approach, the density field over the map domain is composed as a combi-
nation of Gaussian kernels centered at the landmarks, and corresponds to the
distribution of visual attention on the geographic features such as landmarks,
roads, and railways. We can also compute important routes over the map domain
by tracking the trajectory of a ball running along the valley of the density field.

The remainder of this paper is structured as follows: Sect. 2 conducts a survey
on relevant conventional techniques. Section 3 describes our approach to comput-
ing the density field from hand-drawn illustrated maps. After having presented
several experimental results in Sect. 4, we conclude this paper and refer to future
work in Sect. 5.

2 Related Work

Although it is important to provide precise geographic information on the maps
as done in contemporary geographic information systems (GISs), schematic
design of map contents has recently attracted much attention from map
users due to its simple and clear representation of geographic information.
Hatsusaburo Yoshida is one of the pioneering cartographers in the schematic
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map design, and many of his hand-drawn maps were intensively studied by
researchers in cartography. A typical study was presented by Hotta [3], where he
classified Yoshida’s maps into different scene composition styles. Also, Yoshida
himself left his own design process in a document of map design [12]. Another
important direction is to directly distort map images in an aesthetic fashion.
Dougenik et al. [1] proposed an algorithm for transforming country shapes while
retaining topology of the entire maps, and further sophistication was done by
House and Kocmoud [4]. Quite recently, the schematization of map contents has
been further pursued in more elegant fashion, including navigation tool based on
hand-drawn maps [8], annotated railway maps [10,11], and 3D route maps [2].

As mentioned before, the objective of this study is to identify important
routes implicitly specified by the map designers. Only little has been done on
this study while route selection estimation was conducted for car navigation
systems [6] and the mobile devices were tracked in a traffic system for inferring
typical route choices [9]. In this paper, we employ kernel density estimation
where the density field represents aggregated area in the distribution of visual
attention over the map. Kernel density estimation has also been employed for
visualizing dynamic distribution data [7] and bundling network edges [5].

3 Extracting Routes from Density Fields

This section describes how to create our density field as a combination of
Gaussian kernels associated with landmarks and along the specified route. We
begin with an overview of our system and then move on the details of the pro-
posed algorithm.

Figure 2 gives an overview of our prototype system. Firstly, we generate a
constant density field (Fig. 2(A)) over the input map (Fig. 2(a)). Secondly, we
ask map users to provide landmarks such as geographic symbols and annotation
labels in which they are interested. In practice, we allow users to design their
kernel density field by themselves by selecting interesting features on the map
(Fig. 2(b)). This can be done manually, and the density field can be composed of
Gaussian kernels centered at the specified landmarks as shown in Fig. 2(B). More
details of the algorithm will be described in Sect. 3.1. In addition, all the roads

Fig. 2. A system overview of the present algorithm.
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on the map are also incorporated (Fig. 2(c)), in the same way, into the density
field so that we can further accommodate Gaussian kernels along the roads
(Fig. 2(C)). Finally, the users are also expected to specify the initial position
of the route. As mentioned previously, the trajectory of a ball running on the
density field indicates the important route by passing through landmarks one by
one. In our formulation, every time when the ball passes through a landmark, we
exclude the kernel associated with the landmark and then update corresponding
kernel density field. This procedure continues until all the landmarks are visited
(Fig. 2(D)), and the final trajectory is drawn on the map as shown in Fig. 2(d).

3.1 Kernel Density Estimation over the Map Domain

Suppose we have a density field M ⊆ R
2, and the domain M coincides with the

entire map domain. Let us denote a sample point on the hand-drawn illustrated
map by a 2D vector x ∈ M. In our formulation, a density value ρ(x ) at x ∈ M
is defined as a sum of the two density functions as:

ρ(x ) = ρL(x ) + ρR(x ). (1)

Assume that user specifies the position of the i-th landmark as y i, and its
size by manually outlining the landmark area as si. Note that the weight value
si indicates the degree of attraction of the landmark. The first density function
ρL(x ) in terms of landmarks is defined as follows:

ρL(x ) =

∑N
i=1 siK(

|x − y i|
h

)
∑N

i=1 si
, (2)

where K represents the kernel function and h is a bandwidth given by the users
for smoothing the distribution. Here, we employ the Gaussian function for K.

As for the computation of the road density, we first define M roads on the
hand-drawn illustrated map, where roads R1,R2, . . . ,RM are represented as
sequences of n points as:

Ri = 〈z i,1, z i,2, . . . , z i,ni
〉 where z i,j ∈ R

2. (3)

Moreover, we define ξi(x ) ∈ R
+ as the minimum distance between x and all

the points on the segments of Ri. Thus, the second density function ρR(x ) in
terms of roads is defined as follows:

ρR(x ) = αK(
1
h

min
i∈{1,...,M}

(ξi(x ))), (4)

where α indicates the relative weight of roads with respect to that of landmarks
and is set to 0.05 empirically.

We place a ball at the specified starting point so that it will illuminate the
important route as its trajectory when running along the valley of the density
field ρ(x ). The trajectory of the ball can be obtained by calculating the following
differential equation:

dx

dt
= h

∇ρ

||∇ρ|| . (5)
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Moreover, once the ball passes through some landmark, we remove the kernel
function centered at the landmark and update the density function ρ(x ), until
all the landmarks will be excluded from the definition of ρ(x ).

4 Results

Our prototype system has been implemented on a laptop PC with 1.7GHz Intel
Core i7 CPU and 8GB RAM, and the source code was written in C++ using
OpenGL for rendering. We also incorporated an interface for specifying land-
marks and roads on the map. As described earlier, the system extracts an impor-
tant route by simulating a running ball on the estimated kernel density field.

Fig. 3. The resultant images about the hand-drawn map for hiking, that is Sunmata-
kyo Irasuto Map by Kawanehoncho Town in 2005 (courtesy of Kawanehoncho Town
Hall, Japan). (1) Left: Participants designed the routes on the map. The routes are
colored in red. (2) Middle: Kernel density fields were calculated by referring to the
landmarks the participants selected. (3) Right: From each kernel density field, impor-
tant route was extracted, where the black dotted line represents the original trajectory
while the red line corresponds to the route that are fit to the closest road. (a)–(d)
corresponds to the results given by the four participants. (Color figure online)
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To demonstrate the usability of our prototype system, we compared the route
manually indicated by a participant and the one retrieved using our prototype
system by taking as input a sequence of specified landmarks. Four participants
were recruited in this user study, including three males and one female aged from
23 to 28, and they are all non-experts in cartography.

In the study, we asked each participant to explore the hand-drawn illustrated
map, and specify his intended route as a first step. We first asked the partici-
pant to provide a sequence of landmarks together with their weights along the
intended route, and then also designated the intended route directly on the map
as the ground truth. Our study aims at comparing these two routes in order to
understand the underlying structure of the hand-drawn illustrated maps.

Two hand-drawn maps are employed in our user study. The first map is
prepared for hiking in a gorge named Sunmata-kyo as shown in Fig. 3. The
second map is an antique hand-drawn map for sightseeing the region around

Fig. 4. The resultant images about the antique hand-drawn map, that is Nanbu Tet-
sudo Zue. (1) Left: Participants designed the routes on the map. The routes are colored
in green. (2) Middle: Kernel density fields were calculated by referring to the landmarks
the participants selected. (3) Right: From each kernel density field, important route
was extracted, where the black dotted line represents the original trajectory while the
green line corresponds to the route that are fit to the closest road. (a)–(d) corresponds
to the results given by the four participants. (Color figure online)
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Tokyo area (see Fig. 4). Our experimental results suggests that the order of
landmarks around the extracted route can be completely different from that
user originally intended, even when the overall routes are similar to each other.

5 Conclusion and Future Work

This paper has presented an approach to extracting important routes specified
by the map designers using kernel density estimation, which helps us evaluate
the quality of hand-drawn illustrated maps by analyzing the spatial distribu-
tion of visual attention over the map domain. Moreover, a user study has also
been conducted to find meaningful insights into possible aesthetic criteria by
comparing the route reconstructed from the sequence of landmarks specified by
the participants and their originally intended one. Our future extensions include
the mathematical formulation of the extracted aesthetic criteria from the kernel
density field so as to automatically generate the hand-drawn maps based on the
formulation.
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Abstract. In order to improve the drawback of fractal image encoding with full
search typically requires a very long runtime. This paper thus proposed an
effective algorithm to replace algorithm with full search, which is mainly based
on newly-defined coefficient of variation feature of image block. During the
search process, the coefficient of variation feature is utilized to confine effi-
ciently the search space to the vicinity of the domain block having the closest
coefficient of variation feature to the input range block being encoded, aiming at
reducing the searching scope of similarity matching to accelerate the encoding
process. Simulation results of three standard test images show that the proposed
scheme averagely obtain the speedup of 4.67 times or so by reducing the
searching scope of best-matched block, while can obtain the little lower quality
of the decoded images against the full search algorithm. Moreover, it is better
than the moment of inertia algorithm.

Keywords: Image compression � Fractal � Fractal image coding � Coefficient
of variation feature

1 Introduction

Although the full search fractal image coding algorithm based on partitioned iterated
function system (PIFS) was proposed by Jacquin [1], make full use of the local
self-similar to eliminate redundant information within the image, with the quantitative
parameters of the compression affine transformation to express image. The technique
has many advantages, such as resolution independence, fast decoding process, and
competitive rate-distortion curve. But this method in the encoding process need to
spend a lot of time [2], which limits its use in the field of image compression.

In recent years, researchers have a lot of improvement method is proposed for
encoding time consuming problem, and one of the most characteristic is feature vector
method. But it suffers from several drawbacks, such as, high-dimensional feature vector
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need additional storage, and the higher dimension, the worse performance [3–5]. Thus,
an alternative feature method to reduce fractal encoding time is proposed recently
[6–10]. This paper continues to study the algorithm, newly-defined the coefficient of
variation feature of image blocks, and proved an inequality linking the root mean
square and the coefficient of variation feature mathematically. The proposed scheme is
based on the premise that two equal-sized image blocks cannot be closely matched
unless their coefficient of variation feature is relatively large. In the coding phase, the
best matching domain block of an range is the vicinity of the domain block having the
closest coefficient of variation feature to the input range block being encoded, greatly
reduces the search scope to speed up the coding process. Besides, on the basis of the
characteristics of human visual sensitivity also proposes two measures to reduce the
quantity of domain blocks in the codebook blocks respectively. And no search is
needed for the shade range block coding. Simulation experiments results of three test
images show that the coefficient of variation feature algorithm averagely obtain the
speedup of 4.67 times or so, while can obtain the little lower quality of the decoded
images against the full search algorithm. Moreover, it is better than the moment of
inertia algorithm [10].

2 Review of Fractal Image Compression

During fractal encoding process, an input image is first partitioned into the
non-overlapping range blocks of size n� n in a suitable manner, and a set of over-
lapping domain blocks of size 2n� 2n is created from the same image by sliding a
window of size 2n� 2n around the same image from the top left corner of the image, at
integral steps in both the horizontal and vertical directions. Each of the domain blocks
is decimated (e.g., by pixel value averaging) to match the size of the range block, eight
isometric operators (rotations and flips) are applied to all decimated domain blocks to
construct an extended domain pool denoted by X. Which are used as the codebook to
approximate each range block with an intensity affine mapping. For convenience, R
and D denote the vectors of Rn�n (R is the real number set) by the gray value of the
range block and domain block form in a special scanning order, respectively. In
practice, we compare a range and domain block using the simplified root-mean-square
criteria, therefore, for an input range R of size n� n and the candidate transformed
domain block D, the corresponding contrast factor si and brightness offset oi is
determined by solving the minimizing problem as follows

R� ðs �Dm þ oIÞk k ¼ min
j

min
s;o2R;jsj\1

�

Rk i�ðs �Di þ o�IÞkg ð1Þ

where Dm is regard as the best-matched block of the range R, I represents the
constant vector whose intensities are all ones, and jj � jj stands for the Euclidean norm.
The term s �Dþ o �I is an intensity affine mapping to adjust the contrast and
brightness of the block D. The contrast factor is subject to jsj\1 in order to ensure
theoretically convergence of the iterations in the decoding. The fractal code for an input
range block consists of the position of its best-matched domain block, the index of
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isometric operators and the quantized parameters for the intensity affine mapping.
A collection of the fractal codes for all the range blocks constitutes the fractal code for
the input image, which gives the description of a contractive transformation that makes
the input image invariant approximately.

The inner minimum in (1) is a constrained minimization problem, if the contrast
factor is not taken into account for a while. Which don’t satisfy the constraint, are then
truncated to ½�1; 1�, the factors s and o can be computed directly by

s ¼ \R� �rI;D� �dI[

D� �dI
�
�

�
�
2 ; o ¼ �r� s�d ð2Þ

And the error calculation part becomes

EðR;DÞ2 ¼ R� �rIk k2�s2 D� �dI
�
�

�
�2 ð3Þ

where �x represents the mean intensity of the block X;\�; �[ is the inner product in the
Euclidean space.

The fractal decoding is a relatively simple iterative process, in which the decoded
image is obtained by iterating the contractive transformation denoted in the fractal code
on an arbitrary initial image with the predefined number of iterations.

3 Analysis of the Proposed Algorithm

The outer minimum in (1) constitutes the time consuming part of the encoding process
because it requires exhaustive search in the codebook X that is usually very large.
Therefore, it is essential to develop fast encoding algorithms before fractal image
coding can be widely used for various applications. By defining the image blocks
features, the search space of best-matched domain block of an input range block will be
confined to the vicinity of the initial-match block (i.e., the domain block having the
closest feature to the input range block being encoded).

For an image block X ¼ ½xi;j� 2 Rn�n, its coefficient of variation feature is defined
as

CðxÞ ¼ rðxÞ=EðxÞ ð4Þ

where rðxÞ ¼ ðP
n

i;j¼1
ðxi;j � �xÞ2Þ1=2;EðxÞ ¼ �x. The coefficient of variation feature of this

definition is its standard deviation divide mean, because of standard deviation and
mean of dimension is consistent, so the coefficient of variation feature is a dimen-
sionless quantity, facilitate the comparison of two image blocks. Due to (3), we have

EðR;DÞ2 ¼ n2rðRÞ � s2n2rðDÞ ¼ n2�r2C2ðRÞ � s2n2�d2C2ðDÞ
[ n2 �r2

�

C2ðRÞ � �d2C2ðDÞ�
ð5Þ
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The inequality (5) below will be employed in the proposed algorithm. It implies
that, for the range block R, and any codebook block D, if EðR;DÞ is small enough,
their coefficient of variation feature must be close enough. Whereas if their coefficient
of variation feature differ greatly, EðR;DÞ might be too large for R and D to constitute
a close match. In other words, inequality (5) implies that the range block R and the
codebook block D can not be closely matched unless their coefficient of variation
feature is as close as possible. Therefore, the best-matched block Dm to the input range
block R should be the neighbour in the sense of the coefficient of variation feature.
Subsequent simulation experiments also verify that it is true.

Encoding process time consuming with the number of range block being encoded,
and the codebook capacity and search way is closely related, the following is
respectively discussed.

First, determine the number of range block being encoded. Due to (3),
EðR;DÞ� nrR � nrR, it implies that, if rR is very small, any codebook blockD 2 Rn�n

all can be used as the best-matched block of the range R, these range block could be
approximated well by its intensity averaged version, and can directly give the fractal code
without searching. Under the background of different intensity of illumination, the eyes
can discern the illumination difference is different, but in quite a wide range of luminance
valueDI=I is approximately equal to 0.02 (calledWeber ratio). In image coding, look the
average gray value of range block being encoded as background illumination value, and
regard standard deviation as DI. The range block being encoded divided into two cate-
gories based on these ideas, if rR � 0:02�r the block R is regarded as a shade block,
otherwise as a non-shade block, thus the amount of range block being encoded is the
number of non-shade range block.

Second, determine the codebook capacity. To satisfy the constraints jsj\1, should
be able to rule out shade domain block of codebook block D in advance. Therefore, the
capacity of original codebook X can be reduced to allow codebook Xg for non-shade
range block being encoded, namely Xg ¼ D 2 X :f rD � 0:02 �d

�

.
Finally, determine the search way of non-shade range block being encoded in Xg.

According to (5), the range block R and the codebook block D can not be closely
matched unless their coefficient of variation feature is as close as possible. Therefore, the
best-matched block Dm to the input non-shade range block R should be the vicinity of
the initial-matched block Dinit 2 Xg (i.e., the domain block having the closest coeffi-
cient of variation feature to the input non-shade range block being encoded) in the sense
of the coefficient of variation feature. As a result, we sort all the domain blocks in Xg

according to their coefficient of variation feature value in ascending order; that is, in the
sorted domain blocks denoted by D1;D2; . . .;DNf g, the relabelled blocks satisfy
CðDiÞ�CðDiþ 1Þ. After that, for an input non-shade range block R, we can use the
bisection method (or other methods) to find outDinit ¼ D 2 Xg

�

min Cjj ðRÞ � CðDÞjg.
Next, find out the best-matched domain block Dm in the nearest k-neighbours of the
Dinit during the search process, namely, NðDinit; kÞ ¼ Di 2 Xg :

�

i� initj j � kg. And
then store the corresponding index m, quantitative parameters �s; �o, isometric transfor-
mation index t of domain block Dm, these constitute fractal code ðm;�s; �o; tÞ of the
non-shade range block R.
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Obviously, N Dinit; kð Þ � Xg � X, the search space from global search to a local
search, there is no doubt that the coding time will be reduced as a result, the search
space diminish so as to realize the purpose of speed up the encoding process. Accel-
erated speed depends on the size of the neighbourhood radius k, for the various
non-shade range blocks R; the distance of their best-matched domain block in the
sense of whole search (called global matching block) to initial matching block Dinit is
different. For a given k, the global matching block of some non-shade range block is
not in the nearest k-neighbours of the Dinit, and thus to find the local matching block
within the k-neighbours is not global matching blocks, lead to local matching block
instead of global matching block, the decoded image quality is not guaranteed. To
avoid this kind of situation, the key is whether the image blocks features defined
accurately. The following experiment will demonstrate the effectiveness of this paper
define the coefficient of variation features.

4 Simulation Test Results

In the experiment, we only employ the uniform partitioning scheme, the range blocks
and domain blocks are respectively of sizes 4 � 4 and 8 � 8, and the sliding step is
eight pixels. The experiments are done under C++Builder6.0 on PC with AMD Athlon
x2-250 processor 3.01 GHz and Windows XP, in which test images Lena, Peppers and
Boat (512 � 512, 8 bits/pixel) are utilized to evaluate the algorithms.

4.1 Demonstrate the Effectiveness of Coefficient of Variation Features

Through simulation experiment to measure the global matching block fall into the
UðDinit; kÞ in the sense of coefficient of variation features, the quantity of global
matching block of range block being encoded fall into UðDinit; kÞ about three test
images, which list in Table 1. Logo ‘‘M–N’’ in the table show the value interval
( Xj j �M%; Xj j �N%�, where Xj j is the capacity of codebook block.

Can be seen from Table 1, for the selected three images, when k� Xj j � 10%, the
average quantity percentage of the global matching block of the range block being
encoded fall into neighbor interval ½0; 0:1 Xj j� is respectively 19.2%, 21.1% and 19.8%;
when k� Xj j � 30%, the proportion is respectively 45.1%, 46.6% and 46.3%; when
k� Xj j � 50%, the proportion is respectively 63.9%, 64.3% and 64.9%; that fall into
neighbor interval [0.9 Xj j, Xj j] is respectively 5.6%, 5.9% and 5.5%. The results show
that, most of the global matching block of the range block being encoded is near its
initial matching block Dinit, don’t need to do a full search could find, verify the
neighborhood search is feasible.

The simulation experiment results to measure the global matching block fall into
the UðDinit; kÞ in the sense of moment of inertia feature [10] are tabulated in Table 1 by
using the same method. Taking the average of three test image experiment data in
Table 1 to make Fig. 1, it shows the number of global matching block at different
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search space. Under the same search space, the quantity of the global matching block of
the range block being encoded fall into the UðDinit; kÞ based on coefficient of variation
features is more than moment of inertia feature. Show that the coefficient of variation
feature than the moment of inertia feature is more accurately depict image blocks
information comprehensively.

Table 1. Quantity of the range block of full best-matched domain block fall into neighbours
UðDinit; kÞ (Moment of inertia feature [10] (labelled I) and coefficient of variation feature
(labelled II))

Value interval M–N (%) The quantity of global matching block
of range block being encoded

Lena512 Pepper512 Boat512
I II I II I II

0*10 1170 3147 892 3458 1530 3273
10*20 1439 2297 1111 2387 1342 2301
20*30 1521 1949 1251 1787 1605 2004
30*40 1728 1564 1548 1528 1544 1649
40*50 1772 152 1954 1375 1775 1402
50*60 1783 1389 1895 1309 1739 1341
60*70 1702 1271 2003 1176 1826 1350
70*80 1747 1198 2137 1164 1618 1147
80*90 1918 1130 1903 1230 1684 1023
90*100 1604 918 1690 975 1721 894

Fig. 1. Quantity of the global matching block of the range block for the different searching
scope
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4.2 The Proposed Algorithm Verification

Fast encoding scheme in this paper, the quantity of the shade range block without being
encoded, and the capacity of depends on its characteristics of human visual sensitivity.
According to this article take the simulation image and segmentation approach, the
quantity of the range block and the codebook block is respectively 16384 and 32768.
The quantity of the shade range blocks without search encoding and allow the code-
book capacity Xg are shown in Table 2.

From the data in Table 2 it is easy to calculate, for the three test image, the number
proportion of the shade range block is 28.4%, 12.9% and 34.5% respectively. Allow
codebook capacity Xg reduces the codebook capacity X ratio of 13.2%, 38.5% and
30.1% respectively. The time needed for coding is the less. The encoding process
expended less time as these percentage values is the greater.

The radius of neighbourhood k have more influence on the coding performance in
the proposed algorithm, through the experiment to determine the values of neigh-
bourhood radius k. Figure 2 shows the changing of three decoding image quality under
different search space percentage. When k� Xj j � 50%, the quality of decoded image
have the larger extent increases with the increase of the neighbourhood radius k, but
k� Xj j � 50%, only have the less extent increase, considering two factors, time coding
and decoding image quality in search space percentage is 50% more appropriate.

Table 2. Quantity of the shade range block and reduced codebook

Simulation image 图像 Lena512 Pepper512 Boat512

Quantity of the shade range block 4660 2119 5653
Allow the codebook capacity Xg 28440 20160 22896

Fig. 2. The decoding image quality changes along with the percentage of the search space
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In order to demonstrate the effectiveness of the proposed fast algorithm, choose
encoding time (in seconds) and peak signal-to-noise ratio PSNR (dB) for testing the
performance parameters. In this paper, the contrast experiment results of the proposed
algorithm ðk ¼ Xj j � 50%Þ with full search algorithm listed in Table 3.

From Table 3 shows that the selection of the three simulation images, the proposed
algorithm is averagely about 4.67 times faster than full search algorithm with just about
0.39 dB decline. Figure 3 reveals reconstructed images of two algorithms.

From the perspective of the subjective quality of Fig. 3, the decoding image quality
of the proposed algorithm with full search algorithm is not much difference.

5 Conclusions

In this paper, we defined the coefficient of variation feature as the criterion for the
similarity of two images block, and it is utilized to confine efficiently the search space
to the vicinity of the initial-matched block, so as to effectively select only appropriate

Table 3. Comparison of the coding results between the proposed algorithm and the full search
algorithm

Test image Full search algorithm The proposed algorithm
Time (s) PSNR (dB) Time (s) PSNR (dB) To speed up the multiple

Lena512 248.7 33.79 65.41 33.60 3.80
Pepper512 249.2 33.37 50.67 32.87 4.92
Boat512 248.1 32.47 46.97 31.98 5.28

1 the reconstructed images of the full search algorithm

2 the reconstructed images of the proposed algorithm

Fig. 3. Comparison of the decoded images between the proposed algorithm and the full search
algorithm
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domain blocks before matching. Thus, the best-matched domain block can be captured
much more quickly than the full search method. Simulations show that the proposed
algorithm not only can reduce significantly the encoding time in the case of decoding
image quality with a little down, but also the performance of the proposed algorithm is
better than moment of inertia feature [10]. Therefore, the presented scheme provides a
good tradeoff between matching accuracy and complexity, and has better applied
foreground than full search algorithm.
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Abstract. The augmented Lagrangian duality method have superior
restoration performance for nonconvex nonsmooth images. However,
an effective initial value could not be obtained for the augmented
Lagrangian duality when it is used alone. To overcome this drawback, a
hybrid method based on the augmented Lagrangian duality method and
the graduated nonconvex method(GNC) is proposed. The better restored
performance of the proposed method are illustrated by some numerical
results.

Keywords: Nonconvex nonsmooth · Augmented lagrangian · GNC
method

1 Introduction

Digital image restoration has a wide application [1]. In general, the relationship
between the original image f̂ ∈ F and the observed image g ∈ Rq is:

g = Af̂ + b, (1)

where b ∈ Rq is the additive noise, the matrix A ∈ Rq×l represents the degra-
dation systems caused by problems such as motion blur, l = l1l2 with l1 and l2
being the number of rows and columns respectively when images expressed as a
matrix.

The objective of the image restoration is to estimate the original image f̂
according to A, b and g. However, it often tends to be very ill-conditioned when
the reverse process of (1) is only used. Thus one of the effective ways to solve
these problems is to combine some priori information of the original image and
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define the regularization solution, i.e., the ideal estimation f∗ is a minimum
point of the following cost function:

J(f) = θ(Af − g) + αΦ(f), (2)

where θ: Rq → R is the measure of the difference between Af and g, the regular-
ization term Φ embodies the priori information and a regularization parameter
α > 0 is used to control the tradeoff between the terms θ and Φ.

In this paper, we set Φ(f∗) = βΦ(g), i.e., to estimate Φ(f∗) using Φ(g)(for
simplicity, let q = l), where the parameter β > 0 is used to control the tradeoff
between Φ(f) and Φ(g). Then (2) becomes:

(P )

{
min
f∈F

θ(Af − g),

s.t. Φ(f) = βΦ(g).
(3)

β and Φ(f) can be called as regularization parameter and regularization term,
respectively.

For (3), θ(x) = ‖x‖22 or θ(x) = ‖x‖1. We let θ(x) = ‖x‖22 in this paper, and
the proposed methods can be extended easily to θ(x) = ‖x‖1 by using some
ideas in [2].

The regularization term Φ(f) =
∑
i∈I

φ(‖Dif‖2), where I = {1, 2, · · · , l}, φ :

R → R+ = {t ∈ R : t ≥ 0} is a continuous potential function generally. Di :
Rl → Rp is the difference operator which can be seen as an p × l matrix and
used to create the difference vector between ith pixel and its p (here p = 2)
neighboring pixels.

It is well known that the potential function φ plays a key role in the image
restoration [2–5]. For the images with neat boundaries, the nonconvex non-
smooth potential functions λt

1+λt , log(λt + 1) and so on have reflected supe-
rior restoration performance from the theories and numerical experiments [3–5],
but they also cause several difficulties in numerical computation. Therefore, the
graduated nonconvex method(GNC) is widely employed [6,7]. To get an initial
value with good performance to capture the optimum point of (2) or (3), this
method adopts a range of nonconvex smooth or nonconvex nonsmooth approx-
imate potential functions φεk

(ε0 = 0 < ε1 < · · · < εn = 1 and φεn
= φ)

gradually to approach φ. Experiment results show that the efficiency and the
restored quality are better than many other famous methods such as simulated
annealing [8].

On the other hand, it is noteworthy that the augmented Lagrangian Duality
[8,9] reflects excellent performance to deal with nonconvex nonsmooth problem.
In general, the augmented Lagrangian L associated with problem:{

min
f∈F

ϕ(f),

s.t. ϕ0(f) = 0
(4)

is defined as:

L(f, c, e) = ϕ(f) + cσ(ϕ0(f)) − 〈ϕ0(f), e〉, (5)
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where the functions ϕ, ϕ0, σ are continuous, and σ satisfy: σ ≥ 0, min σ = 0,
arg min σ = 0. Here, c ≥ 0 is the penalty multiplier associated with the aug-
menting term, and vector e is the dual variable, 〈., .〉 is the scalar product. Then
the dual function H induced by the augmented Lagrangian L is defined as:

H(c, e) = min
f∈F

L(f, c, e). (6)

Thus the dual problem of (4) is

(D) max
(c,e)

H(c, e). (7)

This problem is concave and can be usually solved by nonsmooth convex opti-
mization techniques such as subgradient method and their extensions [4,8].

In (3), F is compact, so the zero duality gap is attained(min(P)=max(D))
when φ is continuous and a feasible solution exists. Thus a solution of the orig-
inal problem (3) can been obtained by solving (7) regardless of convexity and
smoothness. Even though a global minimum point of (7) can be founded from
theoretical viewpoint, it may be a very challenging task generally, especially
for the nonconvex nonsmooth problems. To overcome this difficulty, we propose
a hybrid method to solve nonconvex nonsmooth problem based on the GNC
method and augmented Lagrangian duality in this paper. It is not only benefi-
cial to get a effective initial value for the original augmented Lagrangian duality
method, but also an adaptive energy function is generated by the dual iterations.
Finally, the performance of the new method are illustrated by numerical results.

The outline of this paper is as follows. Some preliminaries are stated in Sect. 2.
A hybrid method based on the GNC method and augmented Lagrangian duality
for (3) is proposed in Sect. 3. The numerical examples are given in Sect. 4. Finally,
some concluding remarks are given in Sect. 5.

2 Preliminaries

In this section, we propose the specific duality approach for solving problem (4)
and state some properties used in this paper.

Based on (7), given a current dual iterate (cm, em) in a suitable space of dual
variables:

(cm, em) = (cm−1, em−1) + tm−1dm−1, (8)

a primal iterate is computed through the rule

fm ∈ arg min
f∈F

L(f, cm, em), (9)

where tm−1 is the step, dm−1 is the direction associated with the subgradient of
H at (cm−1, em−1) that will be given in Sect. 4.
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For problem (3), let σ(t) = |t| (the absolute of scalar t) in (5), then the
augmented Lagrangian L of (3) is

L(f, c, e) = ‖Af − g‖22 + c|Φ(f) − βΦ(g)| − 〈Φ(f) − βΦ(g), e〉. (10)

Clearly e in (10) is real number. Then it is very beneficial to compute.
In following discussions, we denote R∗

+ = {t∈R : t > 0}, R+ = {t∈R : t �= 0}
and Ker(A) = {x ∈ Rn|Ax = 0}.

3 Algorithm

In this section, we will propose a hybrid method based on the GNC method
and the augmented Lagrangian duality. Firstly, let the augmented Lagrangian
L(f, c, e) be approached gradually by the following series of functions:

Lεk
(f, c, e) = ‖Af − g‖22 + c|Φεk

(f) − βΦεk
(g)| − 〈Φεk

(f) − βΦεk
(g), e〉, (11)

where Φεk
(f) =

∑
i∈I

φεk
(‖Dif‖2) and φεk

is nonconvex nonsmooth function. Let

αεk
= φ′

εk
(0+), then φεk

can be rewritten as follows(see [7]): φεk
(t) = ψεk

(t) +
αεk

|t|. Thus

Lεk
(f, c, e) = ‖Af − g‖22

−
⎧⎨
⎩

(e − c)[Ψεk
(f) + αεk

∑
i∈I

‖Dif‖2 − βΦεk
(g)], if Φεk

(f) − βΦεk
(g) ≥ 0,

(c + e)[Ψεk
(f) + αεk

∑
i∈I

‖Dif‖2 − βΦεk
(g)], otherwise,

(12)

where Ψεk
(f) =

∑
i∈I

ψεk
(‖Dif‖2). Moreover, we denote TV(f)=

∑
i∈I

‖Dif‖2 since

the term
∑
i∈I

‖Dif‖2 amounts to the TV regularization by the definition isotropic

total variation when Di are discrete gradients.
To solve the problem including TV term, an auxiliary variable u ∈ Rl is used

to cope with the nonsmooth TV term as that in [7], i.e., a weighted quadratic
fitting term ω‖f − u‖2 is added to ensure the closeness of f and u, where ω > 0
is weight. Then the augmented Lεk

(f, c, e) in (12) becomes

L̂εk
(f, u, c, e) = ‖Af − g‖22 + ω‖f − u‖2

−
{

(e − c)[Ψεk
(f) + αεk

TV (u) − βΦεk
(g)], if Φεk

(f) − βΦεk
(g) ≥ 0,

(c + e)[Ψεk
(f) + αεk

TV (u) − βΦεk
(g)], otherwise.

(13)

Thus the proposed method to solve (13) is stated as follows:

(1) When f is fixed, the first step is a TV denoising problem:

u(m,εk) = arg min
u∈F

L̂εk
(f (m−1,εk), u, c(m,εk), e(m,εk)). (14)

It is noted that the problem (14) can be solved by many denoising methods
[10,11]. Here, we employ the Chambolle’s projection algorithm [10] for it.
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(2) When u is fixed, the second step is to perform the deblurring, i.e., to solve
the optimization problem:

f (m,εk) = arg min
f∈F

L̂εk
(f, u(m,εk), c(m,εk), e(m,εk)).

Obviously (12) is not differential and the sign of Φεk
(f)−βΦεk

(g) can not be
determined since f is unknown. Noticing that the similarity of f (m,εk) and u(m,εk)

must be very high, i.e., ‖f − u‖22 is very small, so the term Φεk
(f)−βΦεk

(g) can
be approximated by replacing f (m,εk) with u(m,εk).

Now, the object function L̂εk
(., u(m,εk), c(m,εk), e(m,εk)) of the above prob-

lem is twice differentiable, many methods based gradient can been applied to
deal with it. Here, we use Quasi-Newton’s method [7] to solve it, which can be
described in details as follows:

if εk = 0, solve (A�A + ωI)f (m,εk) = A�g + ωu(m,εk);
otherwise

solve (2A�A+2ωI)Δf (m−1,εk) = −∇f L̂εk
, update f (m,εk) = f (m−1,εk)+

τΔf (m−1,εk),
where

∇f L̂εk
= 2H�(Af (m−1,εk) − g) + 2ω(f (m−1,εk) − u(m,εk))

−
{

(e(m,εk) − c(m,εk))∇Ψεk
, if Φεk

(u(m,εk)) − βΦεk
(g) ≥ 0,

(c(m,εk) + e(m,εk))∇Ψεk
, otherwise.

(15)

In summary, the proposed algorithm is as follows:

Algorithm 1
Step 1. set ε0 = 0, Δε = 1/n, f (0,0) = g, Abs = 10−4(absolute error),

initialize β, τ ;
Step 2. if εk + Δε > εn, then stop. Set m = 1 and ReErr=Abs+1(relative

error), initialize ω, c(1,εk), e(1,εk);
Step 3. compute u(m,εk) using the Chambolle’s method, where

λ =
{

αεk
(c(m,εk) − e(m,εk))/(2ω), if Φεk

(f (m−1,εk)) − βΦεk
(g) ≥ 0,

αεk
(−c(m,εk) − e(m,εk))/(2ω), otherwise;

Step 4. compute f (m,εk) using the Quasi-Newton method above;
Step 5. if Φεk

(f (m,εk)) − βΦεk
(g) = 0, then stop and output f (m,εk);

Step 6. compute ReErr = ‖f (m,εk) − f (m−1,εk)‖2/‖f (m,εk)‖2, if ReErr >
Abs, then increase ω and set m = m + 1, update parameter c and e using (8),
goto step 3;

Step 7. set f (0,εk+1) = f (m,εk), εk+1 = εk + Δε, goto step 2.

Remark 1. (a) From Lemma 2, f (m,εk) is an optimum of the εkth approximation
when the above Algorithm stop.
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4 Experimental Results

In this section, some numerical results of two tested images will be provided to
show the performance of our algorithms. The tested images are Lena of 256×256
and Cameraman of 512 × 512(CR).

In all runs, CPU time is used to compare the efficiency of the restoration,
Peak signal-to-noise ratio(PSNR):

PSNR = −20log10(
‖f (m,εk) − f̂‖2

l1l2
),

is used to measure the quality of the restored images. As in [7], φ and φεk
are

selected as follows:

φ =
λ|t|

1 + λ|t| and φεk
=

λ|t|
1 + εkλ|t| .

Through a lot of experiments, c(1,εk) and e(1,εk) are generated randomly
between [0.015, 0.025] and [0.005, 0.15] respectively. Moreover, as in [7], ω is set
as 1.1, and its value is updated by 1.8ω at each inner iteration, the step used in
the Chambolle’s method is 0.25. The regularization parameter is selected as 0.015
in the algorithm of [7]. The tested blurring function is chosen to be truncated
2-D Gaussian function:

h(s, t) = exp(
−s2 − t2

2σ2
), −3 ≤ s, t ≤ 3.

Here three sets of parameters are chosen: (1) σ = 1 and the support being
equal to 5× 5, the standard deviation is 0.01; (2) σ = 1.5 and the support being
equal to 7 × 7, the standard deviation is 0.05; (3) σ = 2 and the support being
equal to 9 × 9, the standard deviation is 0.1, the regularization parameter β is
selected as 0.25, 0.23, 0.20 respectively for the three cases. We set Abs=10−4,
then the stopping criterion of the algorithms should satisfy the following condi-
tions: Max iterations ≤ 5000, and ReErr < Abs.

Figures 1(a) and 2(a) show the original images. Figures 1(b) and 2(b) show
the observed images. Figure 1(c) shows the restored Lena image by algorithm in
[7], Fig. 1(d) shows the restored Lena image by algorithm in this paper, where
the standard deviation of noise is 0.05, the support being equal to 7 × 7, and
λ = 1.5. Figures 2(c) shows the restored Cameraman image by algorithm in [7],
Fig. 2(d) shows the restored Cameraman image by algorithm in this paper, where
the standard deviation of noise is 0.1, the support being equal to 9×9, and λ = 2.
Tables 1 and 2 show CPU times and PSNR of algorithms, the support is 5 × 5,
7 × 7, 9 × 9 for noise levels 0.01(λ = 1), 0.05(λ = 1.5), 0.1(λ = 2) respectively.

We can know from Tables 1 and 2 that the efficiency and the restored quality
of the algorithm in this paper are higher than the algorithm in [7] in most cases.
Next, we will compare the ReErr and iteration number.



190 X.-G. Liu and Q. Xue

(a) (b) (c) (d)

Fig. 1. The restored Lena images by different algorithms with λ = 1.5, standard devi-
ation of noise is 0.05, and the support is 7×7. (a) Original image. (b) Observed image.
(c) Images restored by algorithm in [7]. (d) Images restored by algorithm in this paper.

(a) (b) (c) (d)

Fig. 2. The restored Cameraman images by different algorithms with λ = 2, standard
deviation of noise is 0.1, and the support is 9 × 9. (a) Original image. (b) Observed
image. (c) Images restored by algorithm in [7]. (d) Images restored by algorithm in this
paper.

Table 1. Restored PSNR and CPU times of algorithm in [7]

λ = 1 λ = 1.5 λ = 2

Noise Blur PSNR CPU PSNR CPU PSNR CPU

Lena 0.01 5 × 5 29.54 6.51 29.08 6.40 28.71 8.17

0.05 7 × 7 26.54 9.16 26.52 9.86 26.36 11.68

0.1 9 × 9 23.31 11.62 23.37 12.00 24.37 14.91

CR 0.01 5 × 5 35.03 39.87 34.11 43.17 33.35 49.87

0.05 7 × 7 30.03 66.44 30.03 67.14 29.33 69.87

0.1 9 × 9 25.41 73.40 26.35 78.73 26.67 91.35

Table 2. Restored PSNR and CPU times of algorithm in this paper

λ = 1 λ = 1.5 λ = 2

Noise Blur PSNR CPU PSNR CPU PSNR CPU

Lena 0.01 5 × 5 30.53 6.40 30.32 6.40 30.03 6.16

0.05 7 × 7 26.39 8.86 26.52 9.09 26.50 10.75

0.1 9 × 9 23.32 10.26 23.74 12.03 24.32 14.32

CR 0.01 5 × 5 36.01 39.31 35.17 41.08 34.50 46.10

0.05 7 × 7 30.24 55.01 29.88 57.03 29.87 57.42

0.1 9 × 9 25.39 71.45 27.37 77.74 27.34 81.93
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5 Concluding Remark

In this paper, we present a hybrid method based on the GNC method and aug-
mented Lagrangian duality to deal with nonconvex nonsmooth image restoration
without the convexity and smoothness. Numerical results show that the efficiency
and restored quality of the proposed method. As for the future research work, we
would study how to utilize the improvements about GNC method, augmented
Lagrangian duality, and subgradient method to improve the performance of this
hybrid method.
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Abstract. A crown word on a Chinese RMB note is a sequence of characters that
uniquely identify a bank note. Training set sampling is very important in the
recognition system of RMB crown word, which directly affects the accuracy of
the recognition system. Image preprocessing operations require a number of prop-
erties on the crown characters such as the location, tilt correction, attitude, adjust-
ment, noise reduction, binarization and single character segmentation and so on.

Keywords: Image processing � Image segmentation � The RMB crown word �
Pattern recognition

1 Introduction

RMB’s crown word number is composed of two parts, “crown word” and “number”.
“Crown word” is printed on the banknotes to mark printing batches of English letters,
according to certain rules layout and printing; “number” is printed on the “crown word”
behind the serial number of the Arabic numerals to indicate the notes of each in the
same “crown word” batch in order. The crown character of RMB is one of the measures
of the Chinese central bank to print production management control.

According to the reference [1], the crown word is the unique identity of the Chi-
nese RMB. Figure 1 shows a 100 Yuan RMB, on which the crown word number is
“JD75860888”, at the lower left corner of the banknote.

By identification and recording of the crown word of Chinese RMB. The financial
department can establish archives for crown word number, make it easy to track the
circulation of RMB, and carry out effective supervision, it is conducive to the rapid
genuine inquiry of RMB. In the ATM machine deposit and withdraw can be performed
through the crown word number recognition the crown word recognition system
installed on the ATM machine, it can be used to transaction monitoring, clear
responsibility and prevent counterfeiting. It provides clear scientific basis for the dis-
putes between the bank and the customer.

According to the position of RMB image characteristics and character, character
extract of the crown word includes image acquisition, tilt correction, attitude adjustment,
gray level, localization, binarization, segmentation and normalization. The experiment
of this paper uses the software of reference [2].
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Here is the main research method of the RMB crown character image segmentation.
According to the fast and accurate demand of the recognition of the characters of the
crown, the method of using the histogram threshold for the two valued and single
character image segmentation is proposed.

2 Image Segmentation

Image segmentation technology is to follow certain similarity criterion, the use of
image feature information (such as intensity, gradient, color, texture, etc.). Image
segmentation principle: find an region, its interior features with a very high degree of
similarity, but it is very different from other regions. The main purpose of the image
segmentation is to divide the image area in order to reduce redundant information and
improve subsequent processing operations efficiency, the localization of target,
extraction, convenient for the further recognition.

Existing image segmentation methods are mainly divided into the following cate-
gories [3]: based on the threshold segmentation method based on region segmentation
method, based on edge based segmentation method and segmentation algorithms based
on a particular theory. Region segmentation includes region growing method, water-
shed segmentation, and edge segmentation including line segment, differential opera-
tor, canny operator, LOG operator and so on.

The threshold segmentation is a comparison between the gray level and a threshold
value, for each pixel in all pixels in the image to achieve the purpose of the seg-
mentation. So the key is to determine the threshold. Commonly used threshold seg-
mentation methods are: Otsu, iterative and two peaks.

2.1 Crown Character Position

Because RMB banknotes acquired images as a whole is rectangular, through the
rectangle’s four vertices, or all four sides will be able to determine the image’s border,
namely access to the height and width of the image. If the rectangle image is divided
into 4 equal parts, then the RMB crown word is located in the lower left corner of the
rectangular image region. Simple processing, MATLAB imcrop function can be used
to complete it. If we consider the actual sampling devices are single CIS or double CIS,
on the technology there are more factors to consider.

Fig. 1. The RMB crown word is “JD7586088”
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2.2 Image Binary Processing

In the binary image gray value of only two values, 0 and 1, through the threshold, the
gray-scale image can be converted to binary image. Assuming that the original image
pixel value with, the threshold of T, after the binary image with, the transformation of
the relationship between the two, as shown in Eq. 1.

gðx; yÞ ¼ 1; f ðx; yÞ� T
0; f ðx; yÞ\T

�

ð1Þ

The gray-value representation of the can significantly reduce the amount of data
storage capacity, and reduce the complexity of the subsequent processing. Because in
the actual notes, due to wear and other reasons, the gray distribution may not be
uniform and minimum gray value of each pixel in the neighborhood, and the value of
the pixel threshold segmentation [4, 5]. Here, use the Otsu algorithm. Otsu algorithm is
the classic method of dynamic global threshold selection. The Otsu algorithm is
acknowledged as the best algorithm. Selecting the global image segmentation threshold
is simple in calculation, is not affected by the image brightness and contrast, of the
image binary of the algorithm the threshold, in all cases the performance is relatively
good, the segmentation quality is guaranteed, is one of the most stable segmentation, it
is the more general.

2.3 Single Character Segmentation

Section 2.1 the RMB Crown word of extracted region is positioned at the beginning of
the character positions, individual characters are still together, if you want to do
character recognition, each character must be segmented. This single character seg-
mentation is required to complete. Single character image can be segmented to identify
the crown size. Whether the character segmentation is correct or not directly affects the
accuracy of character recognition. It is the most important and difficult step in the
recognition system.

At present, there are three kinds of character segmentation methods: gap method,
projection method and connected area analysis method.

This subject adopts is easy to realize the projection method is used to realize the
single character segmentation. The segmentation strategy is to determine the left and
right boundaries of each character, and then determine the upper and lower bounds of
each character (The upper and lower bounds of the separate characters are not the
same). Steps of the projection method are:

(1) Get a vertical projection image, based on vertically projected the RMB crown
word image.

(2) In the vertical projection image, From the left to the right in order to detect the
value of each projection, 1th 1 position left boundary that is the 1th characters,
and then continue to the right test, detects the 1th to 0 position right boundary that
is the 1th characters. According to this method, continue to the right projection
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value, to find the remaining 9 projection regions of the left and right boundaries
(the RMB crown word is made up of 10 characters).

(3) Using the same algorithm, and horizontal projection of a single character, from the
top down to projected value, you can get upper and lower boundary for each
character.

Get 4 border values of each character (the left and right borders, the upper
boundary, the lower boundary). This can to segment a single character. (Here does not
take into account factors such as adhesion and rupture of the character).

3 Experimental Analysis

3.1 Research Sample

The research samples are acquired according to methods presented in Sect. 2.1:
I2 = imcrop (I, rect) crops the image I. rect is a four-element position vector [xmin
ymin width height] that specifies the size and position of the crop rectangle. Then use
the regionprops function to get the two value image of the perimeter, according to
MATLAB repeated tests, rect = [23.5100 173.5100 94.9800 24.9800]. As shown in
Figs. 2 and 3.

sample 1 sample 2 sample 3

Fig. 2. Crown character sample

Fig. 3. Histogram of sample image
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3.2 Results of Binarization

From the histogram [6], the sample has the following characteristics: the target object
and the background have obvious two peaks.

At present, there are three kinds of character segmentation methods [7–10]: gap
method, projection method and connected area analysis method. In character seg-
mentation method the basic idea is to find out the gap between characters, the RMB
crown word is 10 characters, pixel width of each character is basically 7 to 10 pixels,
the spacing of each of the two characters is basically three pixels, according to the
widths of these constraints,you can judge the single character is a character or char-
acters adhesion together. After load the image to compute memory, select any pixels in
the control point manually, do a regional growth or watershed, after the completion of
the center point coordinates are all control points of the coordinates of the pixel
coordinates. Using MATLAB size function to obtain the length and width of the
sample image of the crown size, according to the analysis of the sample character
segmentation, the segmentation results are shown. By comparing the fixed position of
the crown and the image curve and the edge pixels in the image, it is easy to extract the
single character in image of the RMB crown word. After the completion of the first step
of the initial segmentation and then use the 2.3 algorithm for accurate segmentation
(Figs. 4, 5 and 6).

Fig. 4. Sample 1 of binarization

Fig. 5. Sample 2 of binarization

Fig. 6. Sample 3 of binarization
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Three algorithms for the MATLAB simulation are shown in Table 1. The data is
obtained by using the MATLAB program simulation. For each sample, respectively
with 3 binarization algorithms, at the beginning and at the end of recording the time the
program is run, this time as a binarization algorithm takes time.

3.3 Results of Single Character Segmentation

Method of Sect. 2.3, results of single character segmentation Single character seg-
mentation results are shown in Fig. 7. The single character segmentation of the sample
was carried out using the threshold iterative, Otsu and Two peaks algorithm,
respectively.

The RMB crown word recognition sample set, it needs to be segment into single
characters. the shape of individual characters are not the same, the projection used here
is easy to implement method for character segmentation, segmentation strategy is to
first determine the upper and lower boundaries of the character, and then through the
calculation to determine the left and right boundaries of each character.

Table 1. Comparison of three algorithms for two value treatment

Testing sample Algorithm Threshold Time(s)

Sample 1 Otsu 0.77255 0.0012
Iterative 0.7448 0.0031
Two peaks 0.70588 0.0081

Sample 2 Otsu 0.72157 0.0013
Iterative 0.57151 0.0044
Two peaks 0.61438 0.0089

Sample 3 Otsu 0.60784 0.0015
Iterative 0.58709 0.0031
Two peaks 0.66144 0.0073

Fig. 7. Single character segmentation
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4 Conclusion

From comparison Table 1 of the data and Fig. 7, computation times are reported for the
three algorithms in Fig. 8. In which the long line, crossed points and short lines on
behalf of the three.

A single character segmentation effect as shown in Fig. 7, describes the different
binary result will affect the final effect of a single character segmentation. Otsu algo-
rithm can quickly achieve the best results. 3 samples are split with 3 kinds of algo-
rithms (Otsu, two peaks, iterative), effect as shown in Fig. 8. Data from Table 1.

Image segmentation, there are a lot of study on the method of threshold selection,
but the existing methods cannot be common. Pattern recognition system design based
on image quality and application requirements, it only by trying different methods, the
final choice for best results.

In the recognition system of the RMB crown word, the recognition accuracy of the
system is the image capture device and preprocessing of image quality. Comparing
three types of processing algorithms (Otsu, two peak, iterative). The Otsu algorithm is
best, it uses the least time in binary segmentation.
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Abstract. In order to introduce the haptic technology to more common users
outside the academic sphere, this paper proposed a haptic device SPIDAR-S
which is able to be attached to mobile devices such as smartphones and tablet
PCs. The proposed device provides a user with one degree of freedom force
feedback in the way of pulling one of the user’s index fingers with a string
which is driven by a micro motor. Audio signals are adapted as the control
signal for the motor’s output torques. Because of its simple structure and
compacted size, SPIDAR-S is supposed to be taken around as a portable
accessory for mobile devices, enabling a large number of users to enjoy haptic
implemented applications in an easier and more casual way.

Keywords: SPIDAR �Multimodal interface � Force feedback �Mobile devices

1 Introduction

Haptic interface is a human-machine interface that can provide feedback based on
recreating the sense of touch by applying force, vibrations or motion to the users.
Recently, a variety of haptic devices, such as Phantom and Falcon, have been proposed.
However, outside the academic sphere, few people feel familiar with either these
devices or haptic technology. One possible reason is very likely to be that in order to
realize haptic feedback with high quality, most haptic interface devices have to be built
in heavy, large and complex forms, which reduces the ease and potential for people to
get access to them. Another reason is that for almost all of the haptic devices mentioned
above, a desktop or laptop PC is required while using them.

Therefore, in order to introduce haptic technology to more people, this paper paid
attention to mobile devices [1], and proposed SPIADAR-S, a string-based, compact
haptic device with 1 degree of freedom, which can be mounted on common mobile
devices through the 3.5 mm audio jack. Figure 1 shows the overview of SPIDAR-S,
and how SPIDAR-S is mounted on mobile devices.
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2 Proposal and Development

2.1 Structure of the Proposed Device

As shown in Fig. 2, SPIDAR-S is a string-based [2], motor-driven device that provides
the user with one degree of freedom force feedback. The string is twined around a
pulley connected to the rotary axis of a micro motor, so that when the motor rotates
there is a tendency for the string to be rolled back toward the pulley. As a result, the
length from the string’s free end to the pulley decreases. Thus, if a user puts one of
his/her index fingers into the finger cap fixed to the free end of the string, he/she will
feel a pulling force when the motor is powered on, and the stronger the motor’s output
torque is, the stronger the force will be. Current flowing through the motor is controlled
via audio signal generated by the mobile device on which SPIDAR-S is mounted, and
passed to SPIDAR-S through the 3.5 mm earphone jack. The earphone jack is adopted
as the interface between the proposed device SPIDAR-S and a mobile device, because
it is universally compatible to different mobile devices. The motor used by SPIDAR-S
is a micro DC motor which can be stably driven by 2 AAA batteries, providing users
with torques up to 0.88 mN・m.

Fig. 1. Overview of SPIDAR-S and SPIDAR-S mounted on a mobile device

Fig. 2. Inner structure of SPIDAR-S

2.2 Evaluation with the Demonstration Program

A demonstration program had been designed to test the performance of SPIDAR-S.
With this program, users can observe their surroundings on the screen of a mobile
device, and are provided with a sense of touching as if they could touch objects
displayed in the scene.
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Figure 3 shows how to use the demonstration application. A user should first hold
the mobile device on which SPIDAR-S is mounted by one hand, with the screen of the
mobile device facing his/her own face. Then, the user wears SPIDAR-S’s finger cap on
the index finger of the other hand, and puts this hand behind the backside of the mobile
device, then makes sure that the index finger is also taken by the camera, since the user
needs to move the index finger to drive a pointer displayed in the scene. Main edges in
the scene are extracted at a certain frequency settled in advance, and the position of the
finger is traced through tracking the color of the finger cap. When the pointer moves
across one of the edges, the program generates control signals to apply a stronger force
impulse. In this way, a sense of touching might be simulated, providing the user with
feelings as if they could touch objects outside their actual reach.

In order to realize more natural force display, when the pointer moves across an
edge, the direction of the pointer’s movement will also be calculated and compared
with the direction of this edge to judge whether the force feedback should be applied.
The user’s view while using the demonstration program is shown as Fig. 4.

Fig. 3. Posture to use SPIDAR-S

Fig. 4. The user’s view while using the demonstration program
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3 Discussions

Feedbacks acquired from previous experiments indicated that people generally feel
interested in the concept of using haptic devices along with mobile devices, which is
possible to offer them a portable, small-scaled, as well as convenient interface that
provides force or tactile feedbacks. At the same time, several problems have also been
pointed out. First, since the audio jack is used to drive the motor, it cannot be used as
the output port for audio devices, such as headphones and earphones; this could be
refined by adding a micro speaker into the device. Second, the accuracy of color
tracing, which is important to calculate the user’s current finger position, has not yet
been adequate, since it largely depends on lighting conditions and background colors;
spraying the finger cap with luminescent coatings or adapting a pre-designed color
pattern may increase the accuracy of color tracing. Also, more continuous and smooth
changes in the strength of force display have been required. Besides, user experience of
using this device along with common applications for mobile devices, such as games
and music players, needs to be investigated to evaluate its general usefulness. Further
efforts are being paid in response to these comments.

4 Conclusions

In this research, a string-based haptic interface for mobile devices has been proposed.
The device called SPIDAR-S applies one degree of freedom force feedback to one of
the user’s index fingers. Because of its simple structure and compacted size, SPIDAR-S
is supposed to be taken around as a portable accessory for smartphones and tablet PCs,
enabling a large number of users to enjoy haptic implemented applications in an easier
and more casual way.
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Abstract. We propose a video haptization system. Several haptic
devices have been proposed and are commercially available. However,
they are still high price and are used for the researches mainly. In this cir-
cumstance, we had proposed the haptic device called Spidar-mouse that
can easily construct the interactive system. In this paper, we developed
the video haptization system with Spidar-mouse by using the movement
information of the object in the video.
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1 Introduction

Recently, the video media are widely prevalent. Viewers‘ experience can be fur-
ther enhanced if viewers can get the feeling of the movement of the objects in
the video through the haptic interface. Several haptic devices have been pro-
posed and are commercially available. However, they are still high price and are
used for the researches mainly. In this circumstance, we had proposed the haptic
device called Spidar-mouse [1] that can easily construct the interactive system.
In this paper, we developed the video haptization system with Spidar-mouse by
using the movement information of the object in the video.

2 Proposed Technique

2.1 SPIDAR-mouse

Spidar-mouse is a haptic device, which provides a common mouse with force
feedback by mounting the mouse on SPIDAR [2]. Figure 1 shows the system
configuration of Spidar-mouse DAs shown in Fig. 1, Spidar-mouse is composed
of a PIC controllerChardware part using a mouse, the API to control the devise
and the library for application deployment.

Hardware is composed of a PC, a general mouse, the motors, the strings and
the control circuit with PIC controller. As the method of haptic presentation,
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Spidar-mouse has a string-based mechanism using string tension. By the tension
of four strings generated by four motors, Spidar-mouse presents the force for the
mouse in arbitrary directions on 2D surface.

Software is designed to control for essential functions. Therefore, it has the
following three functions.

(1) Initialization function: “OpenSpidarMouse();”
(2) Haptic presentation function: “SetForceSpidarMouse();”
(3) End function: “CloseSpidarMouse();”

Initialization function performs the initialization of Spidar-mouse, the pre-
sentation of the minimum tension by the PIC and the calibration. Haptic pre-
sentation function has two arguments which are force vector(fx, fy).

Fig. 1. SPIDAR-mouse

2.2 Haptic Motion Rendering

In our proposed system, the motion information is generated by the velocity
of the feature points at each image frame. The velocity of the feature points
is calculated by estimating the optical flow. We use the LK algorithm [3] for
estimating the optical flow in consideration of the processing time. The velocity
of a feature point is calculated using the Eq. (1)

Vi(t) =
Pi(t + Δt) − Pi(t)

Δt
(1)

Here Pi(t) and Pi(t+Δt) represent the position of the feature point i in two
consecutive frames. In our proposed system, the optical flow is calculated for
all the feature point in the image frame. We set the observation region of the
optical flow around the mouse pointer. Then, the force vector is given by the
average velocity in this region. Therefore, If the motion does not exist at the
part which the user wants to touch, user does not feel the haptic. If the motion
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exist at the part which the user wants to touch, user can feel the haptic. This
method enables the video haptization without a sense of discomfort. In addition,
the velocity averaging reduces the noise from the estimation error. If n points
exist in the region, the force vector is calculated using the Eq. (2).

F =
1

N

n∑
i=1

Vi(t) (2)

Our proposed system has the function which stops the movement of the
object in the video to enable the interaction between the user and the object in
the video. We use the stop function of the video to enable this function. It is
decided whether the optical flow exist or not in the observation region. Therefore,
if the user does the stop action in the region which does not include the motion,
the video does not have the change. And if the user does the stop action in the
region which includes the motion, the user can stop the movement of the object.
Figure 2 illustrates the composition of the video system.

Fig. 2. Composition of video haptization system

3 Implementation and Result

We use the “Youtube” video. This video is about a mother cat playing with her
litter of kittens. Figure 3 shows the experimental video and its optical flow. The
demonstration set up for this haptization system is shown in Fig. 4 using a 2D
video display and the haptic interface SPIDAR-mouse. We could much enjoy the
feeling of the movement of the objects in the video.

We also performed some evaluations to show the effects of our proposed
system. Questionnaires were used for evaluations. Two conditions used for the
evaluations are (1) without force-feedback, (2) with force-feedback. From these
results, we could find significant effects of our proposed system.
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Fig. 3. Experimental video

Fig. 4. Users at the exhibition
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Abstract. Wearable devices promise a full immersion in the usage
environment and most of these devices are mainly passive information
receivers. We believe that integration of proactive wearable devices in
general can bring more advantages for more natural user interactions.
This paper explores proactive control of Unmanned Aerial Vehicle (UAV)
based on a smart phone and a smart wristband. We have conducted
indoor and outdoor trial flights and gained encouraging results as well
as valuable ideas for future research.

Keywords: Wearable devices · Proactive control · Naturally user inter-
action · UAV

1 Introduction

Recently wearable devices have become a fashion especially in the fields of sports,
design and entertainment. With natural interactions and freedom of both hands,
the user may receive a better experience of immersion in the environment. Cur-
rently there are different classification criteria for wearable devices [1]. According
to the functions of the devices, we divide wearable devices into the following two
categories.

Passive InformationReceivers:Most of current wearable devices belong to the
first category of passive information receivers. El-Bendary et al. [2] designed amon-
itoring system for the elderly. However, without user proactive control, it was dif-
ficult to determine whether it was an occasional fall or just a swing of the elders
arm. ShoeSense [3] installs Kinect into ordinary shoes and thus detects user hand
gestures from the angle of foot, which innovatively brings higher mobility for sys-
tems employing cameras. Similar to smart watches, the detection and cognition of
user gestures in ShoeSense required device stability [4,5].

Proactive Controllers: Different from passive information receivers enabling
few active user controls, several wearable devices with proactive controlling tech-
nologies emerge recently. Myo [6], a smart wristband, is the most representative
proactive controller. It recognizes the user’s natural gestures by analyzing mus-
cles biological signals.
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Wrist-mounted Bio-acoustic Fingertip Gesture Interface [7] promises higher
recognition accuracy by capturing the internal sounds generated by bone
movements.

Comparing with passive information receivers, proactive controlling devices
allow more active user interactions and thus enhance the users feeling of control.
M. Foertsch et al. [8] made use of a desktop to control the ARDrone. Engel et al.
[9] presented a ARDrone Control system to estimate the absolute scale of the
generated visual map based on front camera embedded in ARDrone.

In this paper we investigated proactive control of Unmanned Aerial Vehicle
(UAV) based on the usage of iPhone and Myo.

2 Proactive Control of UVA with DroneMyo

Figure 1 illustrates the system configuration. In order to improve the system
portability, we replace the regularly used laptop by an iPhone. In addition to the
built-in components such as accelerometer, gyroscope and magnetometer, EMG
sensor is another hardware embedded in Myo armband. It allows us to collect
data of arm movement, including magnetic field direction, spatial position data of
wrist and other bioelectrical data. All these data is transmitted via Bluetooth to
the iPhone and recognized by MyoKit library [10]. Corresponding flight control
command is then generated and transmitted by the iPhone to the UVA via UDP
packets.

User Gestures: As shown in Fig. 2, currently 4 fundamental gestures can be
recognized by DroneMyo. Tap-tap gesture is recognized by bioelectrical sensor
and corresponding recognition algorithm. This gesture is used to activate Myo.
The same with fist gesture that is used as UAV taking-off and landing commands.
Based on the positive and negative changes in the value of magnetic field data
with magnetometer, left/right gestures can be recognized and used as left/right
flying direction control commands. Similarly, based on the calculation of the
arms horizontal angle range, swing forward/backward gestures are determined
to control UAV flying forward/backward. Gyroscope data is collected to exclude
swings in other directions.

Fig. 1. System configuration of DroneMyo
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Fig. 2. Gestures that can be recognized by DroneMyo: from left to right: Fist, tap-tap,
left/right swipe, swing forward/backward

3 Discussions and Future Work

We have conducted indoor and outdoor trial flights (see Fig. 3, recorded video can
be found here: http://v.youku.com/v show/id XOTUyOTg1NzM2.html) and
gained encouraging results as well as valuable ideas for future research.

Fig. 3. Indoor (left) and outdoor (right) trial flights

The employment of iPhone as a transit equipment improves the portability
of DroneMyo. The wearable armband and relevant gestures promise easy and
direct controls of the UAV. Our prototype is still in the infant phase and thus
needs further improvements:

1. Command conflicts: In order to prevent possible command conflict, in a
sequence of control gestures the user has to make additional gestures as
explicit separator. A prediction of the users arm and hand movements may
help to achieve more nature and comfortable user experience.

2. Arm fatigue: Continuing hovering arm in the air brings the user inevitable
feeling of fatigue. Instead of current continuous input, the system should
allow intermittent user interactions. For example, the UAV keeps current
flying status until next user gesture is detected.

3. Limited accuracy: DroneMyo may control the direction of UAV movement,
but lacks accurate distance measurement, which may be improved by hard-
ware with higher precision and controlling algorithms.

4. User study: Although indoor and outdoor tests have been executed, a formal
user study should be conducted aiming at gaining more insights for future
improvements.

Acknowledgments. This research was funded by the Sichuan Provincial Technology
Support Program (2014GZ0006) and the Special funds for basic scientific research
business of Central University-Youth Project, Southwest University for Nationalities
(13NZYQN19).

http://v.youku.com/v_show/id_XOTUyOTg1NzM2.html


214 Z. Li et al.

References

1. Jiang, H., Chen, X., Zhang, S., Zhang, X., Kong, W., Zhang, T.: Software for
wearable devices: challenges and opportunities. arXiv preprint arXiv:1504.00747
(2015)

2. El-Bendary, N., Tan, Q., Pivot, F.C., Lam, A.: Fall detection, prevention for the
elderly: a review of trends and challenges. Int. J. Smart Sens. Intell. Syst. 6(3),
1230–1266 (2013)

3. Bally, G., Müller, J., Rohs, M., Wigdor, D., Kratz, S.: ShoeSense: a new perspective
on hand gestures and wearable applications. In: Proceedings of CHI, vol. 12 (2012)

4. Amft, O., Amstutz, R., Smailagic, A., Siewiorek, D., Tröster, G.: Gesture-controlled
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