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Preface

This book entitled Mechanisms of Molecular Carcinogenesis addresses the latest 
developments in the assessment of molecular carcinogenesis. Mechanistic insights 
gained by various model systems in vitro and in vivo need to be validated in patients 
in order to find their way into clinics. Although the clinical relevance of model sys-
tems sometimes is not obvious, drug development is increasingly based on their 
mechanisms of action, and targeted drugs are a first step toward individualized 
medicine.

Patient-derived model systems that faithfully recapitulate human cancer are criti-
cal for the identification and validation of innovative drug targets and particular 
drugs and, thus, the basic understanding of cancer. Traditional approaches most 
often fail late in drug development (i.e., clinical phase II/III) due to substantial limi-
tations of currently available preclinical models which inappropriately predict 
tumor plasticity and heterogeneity in the human patient. Scientists seek to overcome 
these limitations in cancer research by utilizing a panel of clinically well-
characterized tumor tissues for the generation of different patient-derived 3D cell 
culture models (PD3D) containing either tumor cells alone or in combination with 
cancer-associated fibroblasts, as well as xenograft mouse models (PDX). The in-
depth comparison of various models with regard to the stability of gene expression 
and their response toward chemotherapy poses a critical challenge in applied cancer 
research. Therefore, well-described mutations and translocations of particular tumor 
entities are nowadays characterized in the original patient tissue by next-generation 
sequencing, whereas their transcriptome is often analyzed using RNAseq.

Patient-derived tissues, as well as models, are often implemented into high-
content-analysis and screening platforms for high-throughput drug discovery taking 
into account the influence of the tumor stroma on drug treatment efficacy. Model 
systems like transgenic or knockout animals, PD3D models, or cell lines are 
assumed to allow for compound profiling with high precision on both mRNA 
expression patterns and protein levels of novel targets, as well as the dissection and 
discovery of signaling pathways.

Novel tools allowing for the construction of computer-based models and simula-
tion of biological processes are based on the emerging field of computational pathol-
ogy, which is of high clinical relevance.

In-depth knowledge about the relevant molecular mechanisms of carcinogenesis 
is increasingly important for targeted molecular therapy in the framework of 



vi

personalized medicine and patient care. Thus, the purpose of this book is to provide 
the reader with up-to-date insights into molecular and cellular mechanisms of can-
cer onset and progression, spread of cancer cells, and metastasis. It intends to fill the 
gap between basic cancer research and daily clinical practice where the prescription 
and advancement of routinely applied treatment strategies and targeted drugs can 
only be accomplished by individuals with a deeper understanding of the mode of 
action of the respective medications. Notably, the more advanced the tools for fight-
ing cancer, the greater the need for a mechanistic understanding of medical 
approaches becomes. Therefore, this book deals with molecular diagnostics and 
their usability, as well as with targeted and genetic therapies. It draws a parallel to 
modern technology platforms and gives an overview of future developments.

This book aims at bridging the gap between basic and applied cancer research 
and the clinics, thereby trying to transfer knowledge from bench to bedside. A 
mechanistic understanding of carcinogenic events might be fundamental to the 
future of cancer research and treatment. Prognostic and predictive tumor biomark-
ers are extremely important and, thus, are highlighted in various chapters of this 
work.

Few medical areas have undergone such dramatic changes as did molecular 
pathology over the last few years. Thus, it is reasonable to have a look at this fasci-
nating and very fast growing scientific field from different angles. Although excel-
lent books on molecular technologies, diagnostic approaches, and therapeutic 
algorithms, are already available, a book addressing all these areas and simultane-
ously shedding light on the molecular mechanisms related to tumorigenesis is 
lacking.

This book not only provides a summary of basic knowledge but also, more 
importantly, gives an overview of the of recent advances in basic cancer research. 
We hope that it will serve as a comprehensive and concise source of knowledge, 
providing the reader with new developments and insights into carcinogenesis.

We hope that this book stimulates our readers, and that they will be fascinated by 
this exciting and scientifically, as well as clinically relevant, emerging topic.

Magdeburg, Germany � Johannes Haybaeck 
Graz, Austria

Preface
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1Molecular Classification of Breast Cancer

Iva Brčić and Marija Balić

Abstract
Breast cancer is the most common cancer in women, and it is one of the most inten-
sively studied cancers. Out of all diagnosed breast cancer in women, only a small 
proportion develops in a familial setting, and for the large majority of women, the 
risk of developing breast cancer is less known. In this chapter, we describe in situ 
and invasive breast cancers in detail, referring to different immunohistochemical 
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and molecular events, as well as the molecular classification of this heterogeneous 
disease. We address most common and well-established biomarkers currently per-
formed in breast cancer diagnostics. Finally, in the last part, we describe the impli-
cations of current knowledge on the further directions and address possible future 
perspectives in breast carcinogenesis.

1.1	 �Introduction

Breast cancer (BC) is the most common cancer in women, accounting for more than 
1,500,000 cases worldwide annually. In 2012, the incidence rate was 1,676,000 [1]. 
BC constitutes a heterogeneous group of different tumors characterized by variable 
clinical and morphological features with distinct molecular alterations/aberrations. 
The traditional classification of BC is based upon the assessment of histological type 
and grade. Patient’s age, tumor size, and lymph node status are also included in risk 
stratification and clinical treatment decisions. Immunohistochemical (IHC) analysis 
of receptor status on routinely processed tissue samples, namely, (1) expression of 
estrogen receptor α (ERα), (2) progesterone receptor (PR), and (3) overexpression/
amplification of the human epidermal growth factor receptor 2 (HER2), also termed 
erythroblastosis oncogene B2 (ERBB2), is an imperative for complete pathological 
assessment, and their expression is the most important determinant of systemic treat-
ment. The scoring of hormone receptors gives a better insight into potential response 
to endocrine treatment, and treatment with the humanized monoclonal antibody 
trastuzumab is largely dependent on the presence of HER2 either by immunohisto-
chemistry or by in situ hybridization methods. Nonetheless, because of the genetic 
heterogeneity of breast cancers, histologically similar tumors may show different 
behaviors and responses to systemic therapies.

In the last two decades, different techniques have been used to collect molecular 
data on BC. By means of microarray-based gene expression profiling, the concept 
of heterogeneity among BCs has been established, demonstrating the need for dis-
tinct therapeutic approaches even further. More recently, next-generation sequenc-
ing (NGS) has brought new insights into BC classification. Prognostic and predictive 
subgroups have been suggested in order to enable individualized therapy [2].

Here, we review histological features of ductal carcinoma in situ (DCIS) and 
histological subtypes of invasive BCs and current state of their molecular classifica-
tions and discuss the biological processes that are likely to play a role in BC carci-
nogenesis. Special subtypes and familial BCs will also be discussed, as well as 
future perspectives.

1.2	 �Histopathological Classification of In Situ and Invasive 
Breast Cancer

The human breast is composed of a branching duct system of 15–20 lobes separated 
by fatty tissue. The terminal duct lobular units (TDLU) are the functional units of 
the breast and consist of the intralobular duct, ductules, and lobules that are lined by 
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a single layer of cuboidal epithelium (luminal epithelium) supported by underlying 
basal/myoepithelial cells. The IHC profile of these cells differs: luminal epithelial 
cells can be highlighted by low molecular weight keratins, such as CK8, 18, and 19, 
whereas basal/myoepithelial cells stain with antibodies against p63, smooth muscle 
actin (SMA), smooth muscle myosin, calponin, S100-protein, CD10, CK5/6, etc. 
(Fig. 1.1). Upon IHC, ERα, PR, and androgen receptors (AR) usually show a het-
erogeneous reaction in luminal cells, but are almost always negative in basal/myo-
epithelial cells [3].

a b

c d

e f

Fig. 1.1  Normal breast tissue. The terminal duct lobular unit (TDLU) is composed of the intra-
lobular duct, ductules, and lobules lined by a single layer of luminal epithelium resting on a basal/
myoepithelial layer (a). Luminal epithelium immunohistochemically highlighted by CK 8/18 (b). 
Basal layer immunohistochemically highlighted by p63 as nuclear staining (c) and SMA as cyto-
plasmic staining (d). Immunohistochemical expression of ER (e) and PR (f) seen as brown nuclear 
staining

1  Molecular Classification of Breast Cancer
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1.2.1	 �Histological Features of Ductal Carcinoma In Situ

Ductal carcinoma in situ (DCIS) is characterized by proliferation of neoplastic 
luminal epithelial cells lined by a layer of myoepithelial cells and surrounded by an 
intact basement membrane, confined to the mammary ductal-lobular system. 
According to nuclear grade, differentiation, and presence of necrosis, they are clas-
sified into three grades: low, intermediate, and high grade [4]. Low-grade DCIS is 
composed of small, monomorphic cells showing micropapillary, cribriform, or solid 
growth pattern (Fig. 1.2). The nuclei are uniform in size and shape and have regular 
chromatin. Microcalcifications can be found, but mitosis and necrosis are uncom-
mon. Intermediate-grade DCIS is characterized by mild to moderately enlarged 
cells; nuclei have variably coarse chromatin. Microcalcifications, punctuate or com-
edo necrosis, and mitosis can be found. High-grade DCIS is composed of large 
atypical cells growing in solid, cribriform, or micropapillary pattern. Nuclei are 
pleomorphic, with coarse chromatin and prominent nucleoli. Mitotic figures, com-
edo necrosis with necrotic debris in lumina of the ducts, and amorphous microcal-
cifications are frequently seen.

a b

c d

Fig. 1.2  Low-grade ductal carcinoma in situ. Cribriform (a) and solid pattern (b) of growth char-
acterized by small, uniform cells. Immunohistochemical expression of ER (c) and PR (d) seen as 
brown nuclear staining

I. Brčić and M. Balić
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1.2.2	 �Histological Types and Grade of Invasive Breast Cancers

The World Health Organization (WHO) classification recognizes ten main histo-
logical types of invasive BC with their subtypes and various rare entities (Table 1.1). 
The most common type of BC is the so-called invasive carcinoma of no special type 
(IC-NST), previously called invasive ductal carcinoma not otherwise specified 
(IDC-NOS). It comprises a heterogeneous group of carcinomas that do not exhibit 
specific features of any other special type. The TDLU is regarded to be the site of 

Table 1.1  WHO classification of invasive breast carcinomas, without papillary lesions and 
epithelial-myoepithelial tumors [8]

Invasive breast carcinoma (types) Classification

Invasive carcinoma of no special type (NST) 8500/3

 � Pleomorphic carcinoma 8522/3

 � Carcinoma with osteoclast-like stromal giant cells 8035/3

 � Carcinoma with choriocarcinomatous features

 � Carcinoma with melanotic features

Invasive lobular carcinoma 8520/3

 � Classic lobular carcinoma

 � Solid lobular carcinoma

 � Alveolar lobular carcinoma

 � Pleomorphic lobular carcinoma

 � Tubulolobular carcinoma

 � Mixed lobular carcinoma

Tubular carcinoma 8211/3

Cribriform carcinoma 8201/3

Mucinous carcinoma 8480/3

Carcinoma with medullary features

 � Medullary carcinoma 8510/3

 � Atypical medullary carcinoma 8513/3

 � Invasive carcinoma NST with medullary features 8500/3

Carcinoma with apocrine differentiation

Carcinoma with signet-ring cell differentiation

Invasive micropapillary carcinoma 8507/3

Metaplastic carcinoma of no special type 8575/3

 � Low-grade adenosquamous carcinoma 8570/3

 � Fibromatosis-like metaplastic carcinoma 8572/3

 � Squamous cell carcinoma 8070/3

 � Spindle cell carcinoma 8032/3

 � Metaplastic carcinoma with mesenchymal 
differentiation

 �   Chondroid differentiation 8571/3

(continued)

1  Molecular Classification of Breast Cancer
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origin of these tumors. Macroscopic appearance can vary: they can be irregular, 
stellate, or nodular, with poor-defined or pushing invasive margin. They are usually 
firm on palpation, and the cut surface is gray-white with yellow streaks. 
Morphological features can vary considerably: tumor cells can be arranged in 
tubules, clusters, cords, and trabeculae or have solid pattern of growth (Fig. 1.3) [5]. 

Table 1.1  (continued)

Invasive breast carcinoma (types) Classification

 �   Osseous differentiation 8571/3

 �   Other types of mesenchymal differentiation 8575/3

 � Mixed metaplastic carcinoma 8575/3

 � Myoepithelial carcinoma 8982/3

Rare types

Carcinoma with neuroendocrine features 8246/3

 � Neuroendocrine tumor, well differentiated 8041/3

 � Neuroendocrine carcinoma poorly differentiated (small 
cell carcinoma)

8574/3

 � Carcinoma with neuroendocrine differentiation 8502/3

Secretory carcinoma 8503/3

Invasive papillary carcinoma 8550/3

Acinic cell carcinoma 8430/3

Mucoepidermoid carcinoma 8525/3

Polymorphous carcinoma 8290/3

Oncocytic carcinoma 8314/3

Lipid-rich carcinoma 8315/3

Glycogen-rich clear cell carcinoma 8410/3

Sebaceous carcinoma

Salivary gland/skin adnexal type tumors 8200/0

 � Cylindroma 8402/0

 � Clear cell hidradenoma

a b

Fig. 1.3  Invasive breast carcinoma of no special type (IC-NST). Grade I tumor, characterized by 
tubule formations composed of small, monomorphic cells (a). Grade III tumor consists of sold 
sheets of large atypical cells with pleomorphic nuclei and prominent nucleoli (b)

I. Brčić and M. Balić
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Tumor cells can have abundant or eosinophilic cytoplasm; nuclei may be uniform or 
pleomorphic with prominent nucleoli. Mitotic figures can be absent or numerous. 
Necrosis may be present or absent, as well as DCIS.

All invasive BCs are routinely classified according to histological grade [6]. 
Grade is assessed by the degree of differentiation (tubule and gland formation and 
nuclear pleomorphism) and mitotic count of a tumor (Fig. 1.3). Each parameter has 
a score of 1–3. Total scores of 3–5, 6–7, and 8–9 correspond to tumor grades I, II, 
and III (well to poorly differentiated), respectively. It is to be noted that multiple 
prognostic algorithms have incorporated histological grade for determination of 
therapy protocols. The most commonly used are the Nottingham Prognostic Index 
and Adjuvant! Online [7].

Assessment of ER, PR, HER2, and Ki67 by semiquantitative IHC analysis on 
routinely prepared, formalin-fixed, paraffin-embedded tissue sections is essential 
for the determination of appropriate therapy in routine practice. Two main ER vari-
ants have been described, ERα encoded by ESR1 gene and ERβ encoded by ESR2 
gene. Upon immunohistochemistry, ERα and PR are expressed as nuclear staining 
of tumor cells. The proportion and intensity of positive tumor cells are measured 
and stated as a percentage of positive cells. ER- and PR-positive tumors are recom-
mended to be the tumors that express at least 1% positive tumor nuclei [9] (Fig. 1.4). 
Different IHC semiquantitative scoring systems have been proposed and used in 
everyday work. The Remmele score [10] is assessed by the percentage of positive 
cells (0–4) and intensity of staining (0–3) with a range of 0–12: 0–1 being regarded 
as negative and 2–3, 4–8, and 9–12 as mild, moderate, and strongly positive, respec-
tively (Table 1.2). The most established score is the Allred score [11], also based on 
the proportion of positive cells (0–5) and intensity of staining (0–3) (Table 1.2). The 
proportion and intensity are summed to produce total scores of 0–8 (0–2 is regarded 
as negative, while 3–8 as positive) with possibility to predict the respond to endo-
crine therapy [12].

HER2 status is determined by immunohistochemistry and/or in situ hybridization 
(ISH). According to guidelines from 2013 [13], HER2-positive tumors are those 
tumors that either express strong circumferential membrane staining of >10% of 
invasive tumor cells (IHC 3+ staining) or are amplified (HER2/CEP17 ratio by in situ 
hybridization (ISH) based on counting at least 20 cells of >2.2 or average HER2 gene 
copy number >6 signals/nucleus) (Fig. 1.5). Equivocal results are found in tumors 
that on IHC show either strong circumferential complete membrane staining of 
<10% of tumor cells or >10% of cells with weak to moderate circumferential incom-
plete membrane staining (IHC 2+) or have ISH ratio of 1.8–2.2 or average HER2 
gene copy number 4–6 signals/nucleus. HER2-negative tumors show either no or 
little protein expression (IHC 1+ or 0) or have ISH ratio of <1.8 or average HER2 
gene copy number of <4 signals/nucleus (Fig. 1.4e, f).

IHC detection of the Ki67 antigen is used to assess the growth fraction in BC by 
expressing the percentage of Ki67-positive nuclei. Several studies have shown that 
baseline Ki67 has prognostic value, and different cutoff points have been sug-
gested to distinguish between tumors with low and high proliferative activity. 
However, different methods for counting Ki67 are used in daily practices with high 
intraobserver variability. It has been recommended that at least three high-power 

1  Molecular Classification of Breast Cancer
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a b

c d

e f

g h

Fig. 1.4  Examples of ER (a, b), PR (c, d), HER2 (e, f), and Ki67 (g, h) staining in invasive breast 
carcinoma of no special type (IC-NST) in grade I tumor (a, c, e, g) and grade III tumor (b, d, f, h). 
We can appreciate brown nuclear staining in ER, PR, and Ki-67. HER2 is in both tumors 
negative

I. Brčić and M. Balić
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(×40 objective) fields should be selected and the invasive edge of the tumor should 
be scored, counting of at least 500 malignant invasive cells [14]. In 2009, Cheang 
et al. [15] reported that the best cutoff value for Ki67 is 14%. More recently, Cserni 
et al. [16] showed that more realistic values for Ki67 ending with 0 or 5 should be 
introduced in routine practice. According to the newest guidelines, the cutoff is set 
at 20% (see more details under Sect. 1.3.1).

ARs have been known to be expressed in a proportion of BC, but due to recent 
advances in understanding their role, ARs regained a great amount of interest. The 
growing body of evidence indicates the importance of AR activity in the absence of 
estrogenic signaling. The AR is inhibitory to ERα, counteracting its oncogenic 
activity. It has been shown that BCs more often express AR than ERα and PR [17–
19]. Therefore, AR has been considered a potential therapeutic target in ER-positive 
and ER-negative tumors that retain AR [20–23]. Furthermore, the potential of AR 

Table 1.2  Immunoreactive Allred and Remmele scores

Allred Remmele

% of positive 
cells

Intensity of 
staining

Score (effect 
on tamoxifen 
or letrozole 
therapy)

% of positive 
cells

Intensity of 
staining Score

0 = 0% 0 = negative 0–1 = no effect 0 = 0% 0 = negative 0–1 = negative

1 = ≤ 1% 1 = weak/mild 2–3 = small 
(20%) chance 
of benefit

1 = < 10% 1 = weak/mild 2–3 = mildly 
positive

2 = 1–10% 2 = moderate 4–6 = moderate 
(50%) chance 
of benefit

2 = 10–50% 2 = moderate 4–8 = moderately 
positive

3 = 11–33% 3 = strong 7–8 = good 
(75%) chance 
of benefit

3 = 51–80% 3 = strong 9–12 = strongly 
positive4 = 34–66% 4 = >80%

5 = 67–100%

Fig. 1.5  HER2 
immunohistochemical 
staining. Tumor cells 
express strong 
circumferential membrane 
staining of >10% of 
invasive tumor cells, 
regarded as IHC 3+ 
staining (HER2 positive)

1  Molecular Classification of Breast Cancer
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for therapy in triple-negative BC, which is currently without any targeted options, 
has been suggested, and the inclusion of AR expression in routine practice has been 
argued [24, 25].

1.3	 �Molecular Classification of Invasive Breast Carcinoma

Key genomic alterations in BC were identified more than two decades ago using 
loss of heterozygosity analysis (LOH) and comparative genomic hybridization 
(CGH). More recently, molecular characterization of BC has been done using 
“expression profiling” by measuring the entire transcriptome by microarray hybrid-
ization. This has revealed phenotypic subtypes of BC and diagnostic patterns of 
gene expression found useful in clinical research and increasingly in routine clinical 
practice [26–28].

1.3.1	 �Gene Expression Profiling in Breast Cancer

In 2000, Perou et al. [27] characterized variation in patterns of gene expression in 
36 invasive ductal carcinomas, 2 invasive lobular carcinomas, 1 DCIS, 1 fibroade-
noma, and 3 normal breast samples. They employed cDNA microarrays represent-
ing 8102 human genes and found the so-called intrinsic breast cancer subtypes 
arising from at least two distinct cell types (basal-like and luminal epithelial cells): 
luminal like, basal like, HER2 enriched, and normal like. This classification is based 
on the expression of three receptors: ERα, PR, and ERBB2 (HER2/NEU). The exis-
tence of described subtypes was confirmed by other authors [26, 28, 29]. Messenger 
RNA (mRNA) profiles of these subtypes showed that all of them are mainly driven 
by the expression of ER and ER-related genes, proliferation-related genes, and 
HER2 and genes mapping to the region of the HER2 amplicon on chromosome 17 
[26–29].

Luminal tumors are ER positive and are subdivided into two categories. Based 
on the gene expression profiling, luminal A tumors cluster based on low expression 
of proliferation genes, whereas luminal B tumors cluster by higher number of genes 
associated with higher proliferation activity. By means of IHC, it has become 
increasingly accepted to define these two subtypes as suggested here: luminal A 
tumors are low grade, PR positive, and HER2 negative and show low proliferation 
activity (Ki-67 < 20%). Luminal B tumors are higher grade, have higher prolifera-
tion index (Ki-67 > 20%), and can be PR and HER2 either positive or negative [15]. 
Patients with luminal A tumors have better survival when compared to other 
described groups [12, 15, 28–30].

The other intrinsic subtypes, namely, basal like, HER2 positive, and normal like, 
are all ER negative. The basal-like group comprises multiple subtypes within the 
group and shows great diversity regarding specific morphological features, muta-
tion profiles, metastatic behavior, response to chemotherapy, and clinical outcome 
[24, 30–35]. Upon histology, they are in most cases high grade and have pushing 
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borders, central necrotic zones, conspicuous lymphocytic infiltrate, metaplastic 
areas, and medullary features [36].

The HER2-positive subtype is characterized by high expression of HER2 and a 
specific subset of related genes [27]. However, an incomplete overlap between the 
HER2 3+ IHC expression or HER2 gene amplification and the molecularly defined 
HER2-positive tumors has been described [37, 38]. HER2-amplified tumors that 
fall into the HER2-enriched subtype have worse prognosis when compared to the 
HER2-amplified tumors that fall into luminal B subtype [37].

The normal-like subtype gene expression pattern is defined by high expression of 
genes associated with adipose tissue and basal epithelial cells and low expression of 
genes characteristic of luminal epithelial cells [27]. Normal breast-like cancers con-
sistently cluster with normal breast samples and fibroadenoma. It is suggested that 
this group should be regarded as normal tissue “contamination” rather than being a 
real intrinsic subtype [37].

In the last decade, different authors identified several more subtypes including 
claudin-low, molecular apocrine and interferon-related groups. The claudin-low 
tumors are in most of the cases triple negative; they are characterized by the low or 
absent expression of luminal markers, show enrichment for epithelial-to-
mesenchymal transition markers and immune response genes, and have features 
suggestive of a “cancer stem cell-like” phenotype [39]. Tumors with medullary-like 
features and metaplastic carcinoma belong to this group.

Tumors with apocrine histological features that are ER negative or AR positive 
and may show amplification of HER2 are characteristic for the molecular apocrine 
subtype [22]. Using CGH, amplifications at 17q12 were found in 70% of these 
tumors [18]. Tumors in molecular apocrine group often recur (as well as basal-like 
tumors), but have a good response to neoadjuvant therapy [18].

The interferon-related group is characterized by the high expression of interferon-
regulated genes, including STAT1, which is thought to be the transcription factor 
responsible for mediating interferon regulation of gene expression [26, 40]. It 
should be noted that the significance of these additional subtypes remains to be 
determined [41].

Meanwhile, there are several molecular platforms to perform molecular classifi-
cation of BC, including Prediction Analysis of Microarray (PAM) 50 gene expres-
sion assay and MammaPrint/BluePrint and Endopredict [42–45]. It is clear that no 
substantial benefit can be expected just by better molecular classification of patients, 
and the goal of molecular tests is to help assessing patients’ prognosis and predict 
therapeutic benefit. This approach is still controversial and not performed on routine 
basis, mostly due to different availabilities of the tests [46]. In the United States, the 
most prevalent test performed for the determination of patients who may benefit 
from chemotherapy is Oncotype DX, being evaluated in the adjuvant TAILORx 
trial. PAM-50 is a ceroid-based prediction method, designed as the 50-gene test 
developed to identify intrinsic breast cancer subtypes [37]. Risk of recurrence is 
derived from the expression profile based on 50 genes evaluated by PAM-50, with 
special weighting given to a set of proliferation-associated genes with a function of 
tumor size added. It can be assessed on formalin-fixed, paraffin-embedded tissues 
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[47]. The main restriction of all these tests is the lack of comparability of their 
results. However, with ongoing prospective clinical trials evaluating their value in 
stratification of patients for adjuvant treatment, their role may become clearer in the 
next few years.

1.3.2	 �Immunohistochemical Surrogates for Intrinsic Subtypes

In everyday practice, IHC surrogates for the previously described expression 
profiling-based intrinsic subtypes have been established. Panel of four markers (ER, 
PR, HER2, and Ki-67), used as IHC4 score, was found to be useful in clinics for the 
determination of the therapeutic strategies based upon biomarker expression pat-
terns, as this panel has been validated against a gene expression profiling-defined 
intrinsic subtype classification [48, 49].

Nielsen et al. [47] showed that basal markers (CK5/6 and EGFR) improve iden-
tification of basal-like tumors. Recently, the Nottingham group has tried to identify 
key clinical phenotypes of breast cancer using a panel of ten protein biomarkers: 
ER, PR, CK5/6, CK7/8, EGFR, HER2, HER3, HER4, p53, and Mucin 1 [50]. These 
authors have divided BCs into novel subdivisions of luminal and basal tumors as 
follows: (1) luminal subtype into luminal A, luminal B, and luminal N (HER3 and 
HER4+); (2) basal subtype into basal-p53 altered (p53+) and basal-p53 normal 
(p53−); and (3) HER2 enriched into ER+ and ER−. Their study showed that both 
the luminal and basal BC phenotypes are heterogeneous and contain distinct 
subgroups.

1.3.3	 �Genome Profiling in Breast Cancer

The main goal of genome profiling of BC was to discover different alterations/muta-
tions in the DNA of breast tumor cells [51]. In 2009, Stephens et al. published [52] 
complex landscapes of somatic rearrangement in human BC genomes. Since then, 
different technology platforms have been used to unravel a more detailed molecular 
characterization of BC.

The genomic alterations and the expression of specific genes vary across differ-
ent molecular subtypes. Main alterations found in BC involve mutations in PIK3CA, 
PIK3R1, TP53, GATA3, PTEN, MAP3K1, MAP2K4, MLL3, AKT1, CDH1, and 
RB1 and amplifications of HER2, MYC, FGFR1/ZNF703, MDM2, and CCND1 
[51, 53]. Luminal A group showed the largest number of mutated genes, including 
PIK3CA, which was found in 45% [51, 53]. Luminal B group showed mutations of 
TP53 and PIK3CA. Further mutations found in luminal ER-positive tumors include 
the following genes: GATA3, FOXA1, MAP3KI, and MAP2K4 as well as amplifi-
cation of CCND1 and high expression of ESR1, XBP1, and MYB protein [26, 51]. 
The HER2-enriched subtype was found to have high expression of the 17q12-21 
amplicon genes (HER2/ERBB2 and GRB7), FGFR4, TMEM45B, and GPR160 
[26, 37]. Basal-like tumors in 80% display TP53 mutation. They also express 

I. Brčić and M. Balić



13

CK5/6, CK14, EGFR, c-KIT, FOXC1, caveolin 1&2, P-cadherin, and epidermal 
growth factor receptor (EGFR), usually have high Ki-67 index, and behave aggres-
sively [26, 27, 54]. In addition, loss of RB1 and BRCA1 and amplification of MYC 
can be found [51].

1.3.4	 �Special Subtypes

The special subtypes comprise up to 25% of all BC, with lobular type being the 
most frequent. Data on expression profiling of these tumors are scarce.

Based on the ER status, we can divide these tumors into two groups: (1) ER posi-
tive (classic invasive lobular, tubular, micropapillary, mucinous, and neuroendo-
crine carcinomas) and (2) ER negative (apocrine, adenoid cystic, secretory, 
pleomorphic invasive lobular, metaplastic, and medullary carcinomas).

The most common special subtype of BC is invasive lobular carcinoma (ILC). 
They usually present as ill-defined mass, best detected by magnetic resonance imag-
ing. Upon histology, classic ILC is characterized by diffuse growth of monomorphic 
cells, without cohesion, arranged in single-file pattern [55] (Fig. 1.6a). Several other 
variants have been described in this group showing different growth patterns (like 
pleomorphic lobular carcinoma). However, all these tumors are characterized by the 
loss of expression of transmembrane intercellular adhesion glycoprotein E-cadherin, 
encoded by CDH1, mapped on chromosome 16q22.1 (Fig. 1.6b). Different mecha-
nisms of CDH1 gene inactivation have been reported, like CDH1 gene promotor 
methylation and mutations, LOH on 16q22, and deletion of 16q [56–59]. In addi-
tion, these tumors frequently harbor recurrent gains on 1q and are found to have 
region of amplification localized to chromosome 11, with FGF3 and CCND1 genes 
[60, 61], the latter one being a potential candidate for targeted therapy using EglN2 
hydroxylase inhibitors [62].

a b

Fig. 1.6  Classic invasive lobular carcinoma with typical morphology: diffuse growth of monomor-
phic cells arranged in single-file pattern (a). Immunohistochemical staining with E-cadherin shows 
negative staining of tumor cells in invasive and in situ lobular component (arrows) of the tumor (b)
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Microarray-based analysis of 11 special subtypes of BC showed that each of 
them, except for apocrine carcinomas, falls into one molecular subtype. Tubular, 
mucinous, and neuroendocrine carcinomas displayed a luminal phenotype and ade-
noid cystic, metaplastic, and medullary carcinomas a basal-like phenotype [34, 63]. 
Secretory carcinomas have indolent behavior, show triple-negative and basal-like 
phenotype, and are found to have the t(12;15) translocation that leads to the trans-
formation of the ETV6-NTRK3 fusion gene [64]. Adenoid cystic carcinomas dis-
play basal-like phenotype and were found to consistently harbor the t(6;9) MYB/
NFIB translocation [63]. PTEN and TOP2A genes, as well as DNA repair path-
ways, are downregulated in metaplastic carcinomas [65]. Furthermore, when com-
pared to IC-NST cancers and basal-like subtype, metaplastic carcinomas were 
found to show higher expression of genes related to myoepithelial differentiation 
and epithelial-to-mesenchymal transition [65].

1.3.5	 �Familial Breast Cancer

The majority of the BCs are sporadic. However, about 5–10% of BC and ovarian 
cancers, usually found in younger women, occur in the familial setting. Most of 
them are associated with germline mutations in BRCA1 or BRCA2 genes [66, 67], 
tumor suppressor genes, normally expressed in the cells where they are involved in 
the repair of damaged DNA, and their mutations increase the risk for BC. BRCA1 
is localized to chromosome 17q21 and BRCA2 to chromosome 13q12-q13. These 
mutations are present in 16–25% of high-risk familial BC [68]. For the remaining 
75–84% of non-informative (BRCAX) patients, no responsible genes have yet been 
identified.

Tumors in patients with BRCA1 and BRCA2 mutations show different mor-
phological features when compared to each other and when compared to spo-
radic BCs. Features associated with BRCA1 mutations are continuous pushing 
margins, lymphocytic infiltrate, trabecular growth pattern, necrosis, and a high 
mitotic count [69, 70]. BCs that harbor BRCA1 mutation are found to be more 
frequently aneuploid and have higher tumor cell proliferation rates compared 
with sporadic BCs [69, 71, 72]. According to the same authors, medullary or 
atypical medullary carcinomas were more common in BRCA1 group. Tumors 
from BRCA1 mutation carriers do not show ERBB2 amplification, are mostly 
basal-like subtype, and are therefore associated with no expression of ER and 
poor prognosis [29, 73].

Tumors from BRCA2 mutation carriers are predominantly of the luminal B sub-
type, have usually continuous pushing margins, and are more likely to be ER posi-
tive and high grade by showing less tubule formation when compared to sporadic 
BCs [69, 74]. Nonetheless, no differences between these two groups were found 
regarding pleomorphism and mitotic count. Age at diagnosis is found to be an 
important variable, and grade is identified as being more informative than ER status 
for BRCA2 mutation carrier prediction [75]. Specific histology type in this group of 
patients is still to be identified.
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1.4	 �Molecular Classification of Ductal Carcinoma In Situ

DCIS is a heterogeneous group of diseases with distinct histological, immunohisto-
chemical, and biological features. DCIS is described as the non-obligate precursor 
lesion of invasive ductal carcinoma [76]. This is supported by an observation that 
DCIS is found adjacent to invasive component in the vast majority of patients [77], 
usually presenting with concordant nuclear grade in both components.

During the last 20 years, linear multistep model of development from normal 
cells to invasive carcinoma was suggested. Several authors showed that the majority 
of transcriptomic changes occur during transition from normal luminal epithelial 
cells to DCIS [78, 79]. This process starts as flat epithelial atypia (FEA), progresses 
from atypical ductal hyperplasia (ADH) into DCIS, and evolves to invasive BC. Data 
suggest two distinct pathways: (1) from FEA, ADH, and low-grade DCIS to low-
grade invasive carcinoma and (2) from high-grade DCIS to high-grade invasive car-
cinoma [80]. Molecular studies revealed that low-grade DCIS are ER positive, 
express BCL2, and frequently harbor chromosomal 16q and 17p loss [80–83]. In 
contrast, high-grade DCIS is characterized by TP53 mutations, high frequency of 
HER2 expression, chromosomal 8p and 13q loss, and 1q gain [82, 84–87].

Gene expression profiling showed differences in expression of a subset of genes 
between low- and high-grade DCIS [78, 88, 89]. Specifically, Ma et al. [78] revealed 
extensive similarities at the transcriptome level among the distinct stages of pro-
gression to BC. They suggested that gene expression alterations harboring potential 
for invasive growth are already present in preinvasive lesions. These authors showed 
that ADH, low-grade DCIS, and low-grade invasive ductal BC share similar gene 
expression signatures involving genes encountered in the ER phenotype. Gene 
expression profile consisting of genes associated with cell cycle processes and 
mitotic activity was found in high-grade DCIS and high-grade invasive 
BC. Furthermore, they also suggested that the ribonucleotide reductase M2 (RRM2) 
gene may play a role in both rapid cell proliferation and invasive growth behavior.

In 2008, Vincent-Salomon et  al. [82] performed combined phenotypic and 
genomic analysis of 57 DCIS with gene expression profiling in 26 of the 57 cases. 
This group of authors showed that DCIS already displays molecular heterogeneity 
found in invasive BC and demonstrated that DCIS and invasive ductal BC share 
similar gene expression patterns. Further on, several other studies confirmed exten-
sive genetic heterogeneity and presented evidence in support of clonal selection 
during the transition from DCIS to invasive BC [90–92]. They suggested that the 
progression process to invasive lesion may constitute an “evolutionary bottleneck.”

1.4.1	 �Molecular Subtypes in DCIS

Molecular subtypes encountered in DCIS are similar to the major molecular sub-
types present in invasive BC, but are found at different frequencies [34, 82, 93–95]. 
When DCIS is compared to invasive ductal BC, luminal A phenotype is signifi-
cantly lower in frequency, whereas the luminal B and HER2-enriched phenotypes 
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are significantly higher [96]. Further on, a correlation between DCIS grade and 
molecular subtypes is also observed: low-grade DCIS is ER positive and associ-
ated with luminal phenotype. In contrast, high-grade DCIS is ER negative, HER2 
positive, and associated with basal-like phenotypes [96]. Overexpression of 
HER2 in high-grade DCIS suggests that HER2 plays an important role in tumor 
development [97].

In 2006, Hicks et al. identified three characteristic genomic subtypes (patterns) 
in diploid breast tumors [98]. The first pattern, called “simplex,” was found in up to 
60% of tumors investigated. This pattern showed broad segments of duplication and 
deletion, most frequently affecting entire chromosomes or chromosome arms, as 
seen in luminal A cancers. The other two patterns are complex. The second pattern, 
termed “complex-sawtooth,” is characterized by multiple narrow segments of dupli-
cation and deletion, usually involving all chromosomes, and is associated with 
triple-negative, basal-like cancers. The third pattern is characterized by multiple 
closely spaced amplicons (“firestorms”) confined to single chromosome arms. 
These complex high-level amplifications highly correlate with aggressive behavior 
and poor survival and are observed mostly in luminal B and HER2 subtypes.

For better understanding of DCIS, additional potential biomarkers have been 
investigated, including cell cycle regulation and apoptotic markers, proliferation 
markers, cell adhesion molecules, EGFR family receptors, angiogenesis-related 
proteins, extracellular markers proteins, and cyclooxygenase type 2 [99]. However, 
according to the National Comprehensive Cancer Network practice guidelines, ER 
is the only biomarker validated in the routine clinical practice [100]. The majority 
of patients with DCIS undergo surgical removal of lesions and/or microcalcifica-
tions found on mammography with radiation and/or prophylactic systemic therapy. 
After surgical resection, the likelihood of recurrence and/or progression to invasive 
cancer is low in DCIS lesions that are ER and/or PR positive, are HER2 negative, 
have normal expression of p53, and have low Ki-67 index. On the other hand, DCIS 
lesions with negative hormone status, HER2 amplification, TP53 mutations, and 
higher Ki-67 index show faster progression to invasive disease and have high recur-
rence potential [101].

1.5	 �Future Perspectives

Traditional histopathological features, ER, PR, HER2 status, and Ki-67, as well as 
TNM stage, are still used as basis for adjuvant therapy in patients with invasive 
BC. The role of AR in the BC pathogenesis remains to be elucidated. Better under-
standing of AR function in BC will hopefully lead to another potential therapeutic 
target. Furthermore, discovering clinically useful biomarkers to differentiate 
between low- and high-risk patients with DCIS of developing invasive BC remains 
an important goal. The employment of novel technologies, like depth massively 
parallel sequencing and single cell analysis, is a next step in discovering genetic 
alterations occurring in this transition process. Described molecular classification 
systems are currently of limited clinical value and are not embedded in routine 
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practice. In the future, better understanding of molecular changes will provide the 
opportunity for more rational and personalized therapeutic options for patients with 
DCIS and/or invasive BC.

�Conclusions

In situ and invasive BCs are a heterogeneous group of diseases that present with 
different morphologies and express different immunohistochemical and molecu-
lar markers. The progression from normal breast to invasive BC is a complex 
phenomenon. A better understanding of this molecular process will provide better 
prevention and enable guided treatment in individual patients. Elucidating the role 
of AR in the different subtypes of BCs will lead to improved treatment options.
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Abstract
Nonmelanoma skin cancer is the most common malignant tumor in Caucasians. 
Its pathogenesis is multifactorial. With a special focus on actinic keratosis and 
squamous cell carcinoma, we will give a short overview concerning basic knowl-
edge and current histological classifications. Further, we discuss tumorigenesis 
and influencing factors, such as UV radiation, the inflammatory environment, 
hypoxia, presence of viruses, and the roles of the innate and adaptive immune 
system. Moreover, we give a short overview about targeted therapy of actinic 
keratosis and squamous cell carcinoma.

2.1	 �Introduction

Nonmelanoma skin cancer (NMSC) is the most common malignant tumor in 
Caucasians, comprising mainly basal cell carcinoma and cutaneous squamous cell 
carcinoma (SCC), among others [1–6]. Its etiology is multifactorial; environmental 
factors (e.g., cumulative lifetime sun exposure), genotype (recognized especially in 
genetic syndromes of impaired DNA repair, e.g., xeroderma pigmentosum syn-
drome) and phenotype (e.g., fair-skinned people), and viral infections, as well as 
suppression of the immune system, are of major impact [3, 5, 7–10].

The precursor lesion of SCC is the actinic keratosis (AK) [5, 11]. In Europe, a 
prevalence of 15% in men and 6% in women has been estimated. Over the age of 70 
years, the prevalence increases to 34% in males and 18% in females [12]. 
Epidemiologic, clinical, histological, and genetic evidence exists for conversion of 
AKs to SCCs. Clinical studies suggest that between 0.025 and 16% of AKs progress 
to invasive SCCs, with extrapolation studies suggesting the risk of progression at 
approximately 10% [5, 13]. SCCs have an estimated lifetime risk of up to 11% [14]. 
Despite the fact that the overall 5-year cure rate is greater than 90% for SCC, this 
tumor can metastasize depending on its differentiation, location, and depth of inva-
sion [10], and the high and still rising incidence substantially contributes to morbid-
ity and mortality [7, 10, 15].

2.2	 �Histological Classifications

AKs are histologically classified based on the degree of epidermal keratinocytic 
atypia (keratinocytic intraepidermal neoplasia = KIN) (Table 2.1) [5]. In grade I 
(KIN I), atypical keratinocytes are present in the basal and suprabasal layer, whereas 
in grade II (KIN II) atypical keratinocytes cover the lower two-thirds of the epider-
mis. Grade III (KIN III) is defined by full epidermal atypia; this stage is equivalent 
to a SCC in situ [5, 16].

SCC is histologically characterized by epidermal proliferation of atypical keratino-
cytes invading the dermis, and areas of detachment may be present. Atypical keratino-
cytes have an eosinophilic cytoplasm and enlarged nuclei; mitotic figures are frequently 
observed. The WHO classification lists various subtypes based on the respective histo-
morphology (Table 2.2). Furthermore, SCCs are histologically graded based on the 
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degree of nuclear atypia and dedifferentiation, both the UICC (Union International 
Contre Cancer) and the Broders classification are currently used (Table 2.3).

2.3	 �Influencing Factors for Carcinogenesis

2.3.1	 �UV Radiation

The spectrum of UV radiation can be subdivided into UVA (320–400 nm), UVB 
(290–320 nm), and UVC (200–290 nm) [18]. UV radiation itself acts as a potent 
and complete carcinogen via inducing genetic mutations in keratinocytes and pro-
moting tumor cell growth [18]. Atypical keratinocytes are characterized by high 
rates of loss of heterozygosity, specifically on chromosome arms 17p, 17q, 9p, 9q, 
and 13q [5]. UV radiation furthermore is capable of altering epidermal growth factor 

Table 2.1  Clinical and histological grading of AKs

Grade Clinical Degree of epidermal involvement

Keratinocyte 
intraepidermal neoplasia 
type I (KIN I)

Subclinical lesions or 
a flat macule in 
sun-damaged skin

Basal layer crowding with 
hyperchromasia, subtle crowding, lack of 
hyperkeratosis or parakeratosis

Keratinocyte 
intraepidermal neoplasia 
type II (KIN II)

Pink to red papule or 
plaque with a rough 
surface

Atypical keratinocytes involving the 
lower two-thirds of the epidermis, 
alternating parakeratosis and 
orthokeratosis

Keratinocyte 
intraepidermal neoplasia 
type III (KIN III)

Red, scaly plaque Atypical keratinocytes involving the 
entire epidermis, equivalent to squamous 
cell carcinoma in situ

Table 2.2  WHO histological 
classification of SCCs (see 
also [17])

Histological subtypes of SCCs

Spindle cell SCC Acantholytic SCC

Verrucous SCC Keratoacanthoma

Lymphoepithelioma-like carcinoma Desmoplastic SCC

Table 2.3  Histopathological grading of SCCs

UICC 
1987 Broders

Percentage of undifferentiated 
tumor cells

Gx Grade of differentiation cannot be 
determined

G1 Well differentiated Grad I 75% keratinocytes are well 
differentiated

G2 Moderately differentiated Grad II > 50% keratinocytes are well 
differentiated

G3 Poorly differentiated Grad III > 25% keratinocytes are well 
differentiated

G4 Not differentiated—spindle cell 
variety

Grad IV < 25% keratinocytes are well 
differentiated
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receptors (EGFR), influencing the transcription factor NFkB (which will be discussed 
later in detail), as well as possibly activating the oncogene H-ras [5]. Together, the 
altered signal transduction results in inflammatory processes.

UVB radiation results in direct mutagenic effects on DNA due to transition of 
C → T and CC → TT [19]. Mutations in the tumor suppressor gene p53, which is 
located on chromosome 17p13.1, are frequent and most likely UVB induced [5]. 
Those mutations result in failure of apoptosis and therefore in genomic instability. 
UVB radiation further leads to expression of the so-called Rhob (Ras homolog gene 
family, member B) GTPase gene, which plays a major role in regulating apoptosis, 
therefore supporting initiation of SCC [20]. Moreover, the expression of cyclooxy-
genase 2, a parameter present in inflammatory setting, in the cutis is induced via 
UVB [21].

UVA radiation penetrates in deeper layers of the skin and leads to T → G muta-
tions, and UVA light is moreover capable of producing reactive oxygen species 
(ROS) itself, resulting in oxidative damaged cells and abnormal proliferation. 
Oxidative stress leads to a production of platelet-activating factor (PAF), which per 
se might result in an increase of ROS.

2.3.2	 �Inflammation and Cancer

Several lines of evidence exist for a significant impact of chronic and persistent 
inflammatory processes contributing to various aspects of carcinogenesis [22–26]. 
Indeed, decisive inflammatory effects are known for tumor development, including 
initiation, promotion, and metastasis [25]. It is the expression of various immune 
mediators and modulators, as well as the abundance, localization, and activation 
state of different cell types in the tumor, which dictate whether tumor-promoting 
inflammation or antitumor immunity will follow [25].

Essential mediators of inflammation, cytokines and chemokines, are involved 
in acute phase responses and are major modulators to the extent of inflammation 
[27]. Several authors hypothesized that these soluble mediators play a certain role 
in initiation and progression, as well as in invasion and metastatic spread of can-
cers [28, 29]. Indeed, a distinct set of cytokines and chemokines are present in 
most, if not all, cancers [24]. Besides, TNF-α, IL-1 and IL-6, IFN-γ, and IL-10 
have been repeatedly described to promote carcinogenesis of different cancers 
[23, 24, 30, 31].

2.4	 �Immune Cells in Tumor Genesis

2.4.1	 �Innate Immune Cells

Cells of the innate immune system are known to contribute to early neoplastic 
development [32]. Innate immune cells found in tumor microenvironment are 
macrophages, neutrophils, mast cells, antigen-presenting cells, and natural killer 

B. Aigner et al.



27

cells [25], all of which are able to produce or lead to the production of 
cytokines.

The majority of those cells express encoded pattern-recognition Toll-like recep-
tors (TLRs) [32]. Activation of TLRs per se leads to several cascades, including pro-
duction of interferon alpha (IFN-α), a Th1-mediated response and activation of the 
transcription factor NFkB [32], which is a key regulator, involved in many stages of 
inflammation and carcinogenesis [30]. In tumor cells and unaffected epithelial cells, 
too, NFkB can activate the expression of inflammatory cytokines and various angio-
genic factors [30] and regulates the expression of genes that suppress tumor cell 
death [33]. In tumor cells, it might induce the expression of antiapoptotic cells or 
proteins, like BCL2 [30]. However, it has to be stated that NFkb has the potential to 
exhibit pro- and antitumor functions. It is for sure one important factor influencing 
the balance between pro- and anti-tumorigenic settings [30].

Innate immune cells, moreover, can directly contribute to cancer development by 
induction of DNA damage by free radicals [34].

The complement system is part of the innate immune system and keeps microbes 
and necrotic cells under control. Complement factor H (CFH)—one of the main 
inhibitors of the alternative pathway of the complement system—is clearly overex-
pressed in SCC and is capable of protecting tumor cells from complement attacks. 
Interestingly, some inflammatory molecules, such as IL-1β, TNF-α, and IFN-γ, 
seem to increase the expression of CFH in SCC cells. CFH was suggested to be a 
“biomarker” for progression of AK to SCC and a possible therapeutic target for the 
future.

Communication within the innate immune system and between the innate and 
adaptive immune system is based on various mediators. Produced by innate cells, 
IL-12, IL-15, IL-18, TNF-α, IFN-γ, and other cytokines promote differentiation and 
activation of immature antigen-presenting cells, B cells, as well as T-cells [32]. Th1-
polarized cytokines, such as IL-1, TNF-α, and IFN-γ, are believed to have pro-
inflammatory functions, whereas Th2-polarized cytokines, like IL-1, IL-10, and 
IL-13, are considered to have anti-inflammatory properties [30, 35].

Certain Th1-polarized cytokines have crucial roles in inflammation and, there-
fore, are being discussed in more detail here.

TNF-α is directly involved in inflammatory tissue alteration and stimulates other 
pro-inflammatory molecules responsible for the initiation of inflammatory pro-
cesses [23, 31, 36, 37]. TNF-a modulates proliferation, activation, and differentia-
tion of other cells [38], and its tumor-promoting effects have been demonstrated 
previously [33]. By stimulating the production of genotoxic molecules, this can lead 
to DNA mutations [33]. TNF-α itself is likely to be expressed by tumors and thus 
could operate as an autocrine cancer promoter [23]. Via the induction of genes 
encoding NFkB-dependent antiapoptotic molecules, TNF-α is capable of support-
ing tumor cell survival [33]. In addition, TNF-α further stimulates angiogenesis and 
metastasis via the suppression of many T-cell responses and macrophage effects 
[33]. Interestingly, another member of the TNF family, Fas (CD95), an initiator for 
apoptosis, seems to be almost direct proportionally diminished during the transfor-
mation from AK to SCC [39].
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IL-6 is a pro-inflammatory molecule that plays an important role in dermal 
and epidermal cell proliferation and differentiation [38]. The correlation 
between IL-6 and both tumor promotion and metastasis has been discussed 
previously [40, 41]. IL-6 is one of the major growth-promoting inflammatory 
cytokines and is believed to be further responsible for antiapoptotic behavior 
[24, 33].

IL-17 has been demonstrated as being a key player in inflammatory responses, 
inducing the production of TNF-α, IL-6, IL-IL-1β itself, cooperating with IL-6 and 
TNF-α to enhance pro-inflammatory molecules and initiating the recruitment of 
immune cells to peripheral tissues [33].

IL-1, especially IL-1β, is thought to be an important factor promoting tumor 
invasiveness and metastasis [23].

IFN-γ is a pro-inflammatory cytokine that is produced by activated T-lymphocytes 
and NK-cells and influences a multitude of cellular processes [42]. IFN-γ modulates 
proliferation and differentiation of epidermal cells [42]. Intratumoral expression of 
IFN-γ has been associated with a more aggressive type of skin cancer, e.g., malig-
nant melanoma [43].

IL-10 works as an immunosuppressive molecule and is able to inhibit NFkB and 
the production of several inflammatory cytokines [33]. IL-10 has been referred to as 
an important mediator in tumor formation [44, 45]. As for TNF-α, IL-10 may be 
expressed by tumor cells themselves [45, 46].

However, production of cytokines can have a pro- and anti-inflammatory or 
tumorigenic role. It depends not only on the type of cytokines that are produced but 
also on the surrounding stroma and microenvironment and on whether pro- or anti-
inflammatory mechanisms are present. Those cytokines that are believed to present 
more pro-tumorigenic properties are IL-6, IL-17, and IL-23 [25].

Besides cytokines, an important link between innate and adaptive immune 
systems is Fcγ receptors [22]. Andreu et  al. stated that B cells and humoral 
immunity support de novo carcinogenesis by activating FcRys [22]. FcRys are 
able to perform interactions between circulating (auto)antibodies and innate 
immune cells [22, 34].

2.4.2	 �Adaptive Immune Cells

B and T cells are the major players in the adaptive immune system. B cells are 
important components of the adaptive immunity, influencing premalignant progres-
sion of early squamous carcinogenesis in HPV 16 mice. B cells further lead to 
recruitment of leucocytes and are able to mediate chronic inflammation via altering 
cytokine and chemokine levels and may produce CXL1, IL-4, IL-6, and IL-10 [47]. 
It has been stated that spontaneous activation of B cells promotes de novo epithelial 
carcinogenesis by induction of chronic inflammation [47]. Moreover, via an anti-
body production, the complement cascade may be started, and due to the potent 
inflammatory factors C3a and C5a, recruitment and activation of leucocytes are 
induced [47]. B cells further are capable of inhibiting Th1-mediated anti-tumorigenic 
stimuli [22].
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However, the adaptive immune system may modulate carcinogenesis by antitu-
mor cytotoxic T cells and cytokine-mediated lysis of cancer cells [34]. Andreu et al. 
stated that chronically activated leucocytes recruited to premalignant tissues might 
functionally contribute to cancer development [22]. Depending on the antibody pro-
duction, innate immune cells can be activated, triggering the inflammatory cascade 
(Figs. 2.1 and 2.2).
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Fig. 2.1  B cells and selected roles
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T cells can have tumor-promoting and tumor-suppressing effects [25]. T cells con-
sist of cytotoxic CD8+ cells and CD4+ cells, whereas CD4+ cells encompass T-helper, 
T-regulatory, and natural killer cells [25]. Interestingly, natural killer cells are the only 
ones that do not have a pro-tumorigenic role. T cells, which are predominantly found 
in the tumor microenvironment of solid tumors, are CD8+ and Th1, Th2, and Th17 
cells [25]. CD8+ cells are capable of producing cytotoxic cytokines and may lead to 
direct lysis of cancer cells [25]. T-helper cells show pro-tumorigenic roles in produc-
ing cytokines, and Th2 cells lead to B-cell activation, too [25] (Fig. 2.3).

2.4.3	 �Tumor Microenvironment

The most frequently found immune cells within the tumor microenvironment are 
the so-called tumor-associated macrophages (TAMs). They are known to be key 
regulators of the link between inflammation and cancer and are important sources of 
cytokines [25, 48]. TAMs promote tumor growth, promote angiogenesis, are capa-
ble of remodeling tissue, and may suppress the adaptive immunity [25, 48, 49]. 
They are known to interact with cancer stem cells and cancer-initiating cells [48, 
49], and a high level of TAMs is connected with poor prognosis [25, 49]. TAM 
products can influence tumorigenesis in many ways, as immunosuppressive cyto-
kines, like IL-10 and pro-angiogenic growth factors, are produced by TAMs them-
selves [48].

The majority of the TAMs within the tumor microenvironment do have a M2 
phenotype (IL-12 low, IL-23 low, IL-10 high) and are activated by IL-4 and IL-13 
[25, 48]. CSF-1 and various chemokines, like CCl2, CCL18, and CCL17, can set 
macrophages in a M2 phenotype [49]. It has to be stated that M1 macrophages, 
which have an IL-12 high, IL-23 high, and IL-10 low phenotype, are believed to 
have the potential to exhibit antitumor activity and express Th1 cell-attracting che-
mokines [48, 49]. Cancer progression itself is known to be associated with a switch 
from the M1 phenotype to M2 [25, 49] (Figs. 2.4 and 2.5).
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Fig. 2.3  T cells and roles with respect to tumorigenesis
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TAMs are further known to be capable of producing matrix metalloproteinases 
(MMPs) [48]. Two major MMPs, MMP-2 and MMP-9, functionally contribute to 
cancer development in different mechanisms, such as epithelial hyperproliferation, 
activation of angiogenesis, as well as tissue remodeling [34, 47]. Among others, 
complement factor H is known to be able to influence MMP-2 and MMP-3 [50]. A 
clear upregulation of MMP-1 and MMP-10 in SCC versus AK was further observed 
in a transcriptome profiling by Lambert et al. in 2014; both collagenases are believed 
to play certain parts in invasive behavior and therefore metastatic potential [7].

2.5	 �Hypoxia or Oxidative Stress and Inflammation

Hypoxia is known to significantly influence the innate and the adaptive immune 
system [51]. In tumors, concentrations of oxygen are frequently diminished, and 
high levels of hypoxia-inducible factors alpha and beta (HIFα, HIFβ) can be found 
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[51]. In hypoxia, inflammatory cytokines may be released by CD4+ cells. Moreover, 
Th1 polarization and T-cell effector activity are influenced. The two hypoxia-
inducible factors dimerize and bind to a response element, which leads to transcrip-
tion of NFkβ, and TLR may lead to angiogenesis, metabolism, proliferation, as well 
as production of chemokines and cytokines [51].

2.6	 �Viral Infection

It is well known that virus-associated chronic inflammation has pro-tumorigenic 
potential [25, 33]. Interestingly, more than 15% of all cancers may be linked to 
viruses [52]. Viral-associated skin cancers appear to depend on three major factors: 
a persisting virus, UV radiation, and the immune system [52]. Via oncoproteins that 
target cellular tumor suppressor genes, DNA oncoviruses can directly influence or 
induce malignant transformation and further control cell cycle, division, as well as 
escape mechanisms from apoptosis [52]. Moreover, viral-encoded oncoproteins 
may disrupt the cell cycle [52]. However, oncoviruses alone may not be sufficient 
for initiating carcinogenesis [52]. One virus that is known to be strongly linked to 
the development of cutaneous squamous cell cancer is human papilloma virus 
(HPV) [52]. With respect to NMSC, the so-called “E6-protein” of HPV 5 and HPV 
8 is capable of diminishing the expression of IL-8, which leads to loss of protection 
to UV-dependent DNA damage [53]. Interestingly, patients with AK seemed to be 
more often positive for HPV infection [54].

2.6.1	 �Acute and Chronic Viral Infection

In general, during acute viral infection, naïve CD8+ cells are primed by antigens, 
expand, proliferate expansively, and differentiate into T effector cells, depending on 
the inflammatory setting [55, 56]. CD8+ T-cell response may lead to massive tissue 
damage [56]. Those CD8+ cells per se are able to control viral infection, as they 
recruit leucocytes, have cytotoxic activity, and produce cytokines themselves to 
eliminate infected cells [55]. Most of the effector cells will die, but up to 10% will 
become memory cells [57]. These memory T cells can produce cytokines, like TNF, 
IL-2, and IFN-γ. Due to an increase of the viral load, T cells become less (poly)
functional [56]. However, some kind of self-renewal is possible and triggered by 
IL-7 and IL-15 [56]. In chronic viral infection, T cells may become exhausted and 
initially lose their ability of being cytotoxic, proliferation decreases, and they fail to 
differentiate into memory cells [56, 57]. The inhibitory receptor PD-1 seems to be 
able to modulate T-cell exhaustion [57]. Exhausted T cells overexpress several cell 
surface inhibitory receptors, like CTLA-4 and PD-1, and genes for chemotaxis, 
migration, and adhesion may be altered [57].

CD4+ cells are influenced by acute viral infection, too. Effector CD4+ cells are 
able to inhibit viral replication by producing antiviral cytokines and activate antigen-
presenting cells and support CD8+ cell priming and promote the induction of 
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memory cells [55]. Via IL-2 CD4+ cells can greatly influence differentiation of 
CD8+ effector cells and differentiation of memory T cells [55]. IL-2 is further nec-
essary for sufficient CD4+ memory differentiation [55]. Moreover, it has been stated 
that CD4+ cells are key components for long-term control of viruses [58]. Virally 
affected B cells are capable of producing antiviral neutralizing antibodies [56, 58].

2.6.2	 �Treatment: Actinic Keratosis

Concerning the treatment of actinic keratosis, several guidelines or consensus state-
ments recommend to subdivide actinic keratosis according to their amount, grade, 
and distribution [59–61]. In addition to the histological grading (described above), 
a clinical grading exists. From a clinical aspect, actinic keratoses present themselves 
as flat to thick, mainly red, rough lesions showing a broad variety in thickness [62] 
(Tables 2.4 and 2.5).

2.7	 �Targeted Therapies in AK

2.7.1	 �5 Fluorouracil (5-FU)

5-FU is a pyrimidine analog, inhibiting DNA and RNA synthesis and therefore 
resulting in diminishing growth of atypical cells [59]. Topical 5-FU is used on a 
regular basis for treatment of thin to keratotic AKs on large areas once or twice a 
day for up to 4 weeks [59–61].

Table 2.4  Clinical grading for actinic keratosis (based on Werner et al. [61] S3 Guidelines for the 
Treatment of Actinic Keratosis)

Clinical grading of actinic keratosis

G1 Mild Slight palpability of AK

G2 Moderate Easily palpable and visible AK

G3 Severe Thick AK

Table 2.5  Subgroups concerning distribution and amount of AK as well as recommended thera-
peutic interventions based on S3 Guidelines [61] by Werner et al. and Dreno et al. [59])

Subgroup Definition of subgroup Recommended therapy

Single AK lesions 1–5 AK per affected body 
region or field

Cryotherapy, surgery, curettage, and 
electrocoagulation

Multiple AK >6 AK in affected body 
region or field

Laser, (daylight) photodynamic therapy, 
topical treatments: 5-FU, imiquimod, COX 
inhibitors, ingenol mebutate

Field 
cancerization

>6 AK and chronic sun 
damage adjacent to 
various fields/body 
regions

(Daylight) Photodynamic therapy, 5-FUO, 
imiquimod, ingenol mebutate, chemical 
peeling
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2.7.2	 �Imiquimod

Imiquimod is a Toll-like receptor 7 agonist and influences immune responses, above 
all stimulating apoptosis [59, 60]. It is used in patients suffering from non-
hyperkeratotic multiple AKs. Two different treatment regimens, based on the con-
centration, may be followed: (1) imiquimod 5% cream which should be applied 
three times a week for 4 weeks (a second cycle may follow after a 4-week break) 
[59–61] and (2) imiquimod 3.75% cream that can be applied to the affected face or 
scalp once daily in the evening for 2 weeks, followed by a 2-week treatment break, 
and another treatment cycle of 2 weeks.

2.7.3	 �Cyclooxygenase (COX)-2 Inhibitors

COX 1 and COX 2 are enzymes that oxidize arachidonic acid to prostaglandin. 
COX 1 is the isoform expressed on a regular basis; COX 2, on the other hand, is 
synthesized in the presence of inflammation [63]. Its overexpression itself has 
already been linked to various tumors [21, 63]. An increase of COX 2 seems to be 
proportional to the development from AK to SCC [21, 63], and therefore its inhibi-
tion is used as a therapeutic target preventing AK transformation to SCC. For the 
treatment of AKs, a combination of topical diclofenac gel and hyaluronic acid is on 
the market [60, 61]. It is recommended for superficial and non-hyperkeratotic AKs 
and shall be administered twice a day for 8–12 weeks [59, 60].

2.7.4	 �Ingenol Mebutate

Ingenol mebutate gel is a newer substance derived from the so-called Euphorbia 
peplus plant [59]. It seems to lead not only to cytotoxicity but also to expression of 
inflammatory cytokines and may be used in non-hyperkeratotic areas of less than 
25 cm2; a lower dose is applied once daily for three consecutive days on the scalp 
and face, whereas on the trunk, a higher dose is to be administered for 2 days only 
[59, 61].

2.7.5	 �Photodynamic Therapy (PDT)

The photodynamic reaction depends on the simultaneous presence of a photosensi-
tizer, visible light, and oxygen. In the treatment of actinic keratosis, a cream con-
taining 5-aminolevulinic acid (5 ALA), or its methyl ester, is applied to the target 
lesions, eventually resulting in the accumulation of the photosensitizer protopor-
phyrin IX in tumor cells. After 3 h of incubation, the irradiation with visible light 
(blue or red light), in the presence of oxygen within the tumor, induces reactive 
oxygen species, resulting in cytotoxicity [60, 62]. PDT is ideal for patients with 
multiple actinic keratosis or field cancerization [61]; however, it can be painful 
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during irradiation. Less painful is the so-called daylight PDT, whereby daylight is 
used instead of red light to induce the photodynamic reaction. It has been shown 
that treatment responses appear to be similar to conventional PDT for AK grade I 
and II.

2.7.6	 �Treatment: Cutaneous Squamous Cell Cancer

As actinic keratoses are precursor lesions of SCC, it is not surprising that the clini-
cal appearance may be very similar. SCCs have a broad range of clinical appear-
ance; usually they present either as hyperkeratotic plaque, crusty, or ulcerous lesion 
[17]. In any case where a clinical differentiation between hyperkeratotic AK and 
invasive SCC is not possible, a histological evaluation (see Tables 2.2 and 2.3) is 
recommended [17, 61]. Clinical staging should be based on the TNM staging, as in 
other invasive tumors. The latest TNM classification for cutaneous SCCs was pub-
lished in 2010 by AJCC (Table 2.6) [64]. Breuninger et al. called for a more detailed 
histological description of SCCs: (1) histological grading, (2) statement concerning 
resection margins, (3) maximum longitudinal diameter, and (4) vertical tumor diam-
eter to guarantee a guideline-specific treatment [17].

Clearly surgical excision is the first-line therapy; in those tumors that cannot be 
resected completely, radiotherapy should be performed [17]. If a vertical tumor 
thickness more than 2 mm is present, a lymph node ultrasound should be performed 
[17]. If metastases are present, a clinical staging with additional imaging tests and 
systemic treatment should be done [65]. To date, no clear recommendations can be 

Table 2.6  AJCC TNM staging

AJCC TNM classification (based on Breuninger et al. [17] and Bonerandi et al. [62])

T classification

T1 Tumor <2 cm at largest horizontal width

T2 Tumor <2 cm at largest horizontal width

+2–5 high-risk features

Or tumor >2 cm at largest horizontal width

T3 Infiltration of facial and cranial bone

T4 Infiltration of skeletal bone or skull base

N classification

N1 No regional lymph node metastases

N2a Solitary, ipsilateral lymph node metastasis, maximum diameter >3 cm to max. 6 cm

N2b Multiple, ipsilateral lymph node metastases, all with a maximum diameter 6 cm

N2c Multiple, ipsilateral or contralateral lymph node metastases, all with a maximum 
diameter 6 cm

N3 Lymph node metastasis, diameter >6 cm

M classification

M0 No distant metastases

M1 Distant metastases
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made for systemic invasive metastasized SCC, and patients should be treated in 
centers under clinical studies once the patient is informed and has given consent 
[62, 65]. A polychemotherapy with cisplatin and 5 FUO is called the first line by 
Breuninger et al.; however, various chemotherapeutic agents (platins, 5 FUO, bleo-
mycin, methotrexate, gemcitabine, etc.) have been used for the treatment of SCC, 
and no clear recommendation can be made from those reports [65].

2.8	 �Future (Targeted) Therapies or Treatment Options Used 
in Clinical Studies

2.8.1	 �Anti-epidermal Growth Factor Receptors (EGFR)

EGFR is a tyrosine kinase receptor, the activation of which may lead to keratinocyte 
proliferation, angiogenesis, and resistance to apoptosis and therefore leads to tumor 
progression [63, 66]. EGFR seems to be overexpressed in a multitude of SCCs and 
in all metastatic forms of it [66]. There exist various agents that are used for treat-
ment. Cetuximab is a chimeric human-murine monoclonal antibody [62], and prom-
ising results for cutaneous squamous cell cancer have been published (mainly case 
reports) [65]. Both gefitinib and erlotinib inhibit EGFR and are currently under 
investigation [66]. Those inhibitors should be kept in mind as second-line treatment 
due to Stratigos et al. [65].

Insulin-like growth factor 1 receptor inhibition Picropodophyllin is a potent 
inhibitor of IGF-1R, and has been studied only in murine models [67], but showed 
promising results in combination with EGFR.

�Conclusion

Actinic keratosis and cutaneous squamous cell cancer belong to the most com-
mon cancers all over the world, with a still rising incidence. Their clinical impact 
is mostly based on the amount of affected people, but a better understanding of 
the pathogenesis and insights into molecular processes are inevitable for future 
(pathogenetic and therefore therapeutic) concepts.
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Abstract
Bone tumours constitute a rare tumour entity, thus comprising many subtypes, 
such as cartilage tumours, haematopoietic tumours, Ewing sarcomas, giant cell 
tumours, chordomas and tumours with undefined neoplastic features. Various 
genes and derived proteins are involved in the development of bone tumours and 
sarcomas. Some genes are unique for one neoplasm, whereas others are altered 
in different subtypes. Most bone sarcomas arise de novo. Dedifferentiation of 
benign bone neoplasms towards sarcomas has been observed, especially in 
hereditary tumour syndromes. These syndromes are characterised by mutations 
of specific genes that are involved in the development of bone neoplasms.

The following chapter will give an insight into the molecular pathogenesis of 
bone tumours by covering different genes, their regular function and their pos-
sible role during tumorigenesis. Different tumour types and hereditary tumour 
syndromes accompanied by increased likelihood of developing bone neoplasms 
will be discussed as well.

3.1	 �Introduction

Information about benign bone tumours is rather limited, as research has mainly 
concentrated on their malignant counterparts. Bone sarcomas are a rare tumour 
entity, as they account for only 0.2% of all malignancies. The most common repre-
sentative is osteosarcoma, present in nearly 35% of cases, followed by 
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chondrosarcoma (25%) and Ewing sarcoma (16%) [1]. A typical pattern of inci-
dence is present in most entities of bone sarcomas: Around the second decade, the 
risk of developing osteosarcoma and Ewing sarcoma is the highest, followed by a 
second peak between 60 and 70 years of age. Chondrosarcomas, however, present 
with an increasing incidence up to the age of 75. For most bone sarcomas, a pre-
ferred region of appearance can be found: Whilst osteosarcomas mainly arise in the 
metaphysis, Ewing sarcomas are more common in the diaphysial area.

Although most bone sarcomas arise de novo, there is increasing evidence that 
some of them emerge from benign precursor lesions. This phenomenon can be 
observed in hereditary tumour syndromes, such as Maffucci syndrome, where 
patients present with multiple enchondromas and haemangiomas. These patients are 
at a high risk of developing haemangiosarcomas and chondrosarcomas [2].

The molecular pathogenesis of bone malignancies is very heterogeneous, as is the 
histological variety of bone tumour entities. A cascade of activating and inactivating 
mutations is necessary to promote development of bone tumours. Moreover, specific 
chromosomal translocations contribute to tumorigenesis of some bone malignancies. 
The FISH (fluorescence-in-situ-hybridisation) method is used to detect these translo-
cations in order to differentiate between tumour entities. Microscopically, different 
bone and soft tissue tumours are quite difficult to differentiate. Therefore, immuno-
histochemistry and FISH constitute useful tools to define a tumour subtype.

3.2	 �Tumour Types

3.2.1	 �Cartilage Tumours

About 30% of all malignant bone neoplasms are of cartilage origin. The incidence of 
benign cartilage-forming bone tumours is not clear, as most of them remain undetected [3].

The most common benign cartilage-forming bone tumour is enchondroma, typi-
cally located in the metaphyseal area of long bones of the hand. Multifocal appear-
ance of enchondromas is associated with Ollier disease and Maffucci syndrome. 
Especially in these syndromes, transformations from benign enchondromas to 
chondrosarcomas have been observed [3].

Osteochondromas constitute another benign cartilage-forming tumour entity, 
predominantly arising around the knee joint and pelvis. These tumours are com-
posed of a bony “trunk” and a cartilage cap growing away from the joints [4]. 
Patients affected by the multiple hereditary osteochondromatosis disease present 
with multifocal appearance of osteochondromas [5].

Chondromyxoid fibroma and chondroblastoma are rather uncommon tumour 
entities. The former has to be distinguished from giant cell tumour of bone, and the 
latter is sometimes associated with aneurysmal bone cysts [6].

The second most common primary malignant bone tumour is chondrosar-
coma, predominantly arising in the pelvis, femur and shoulder girdle [7]. 
Although most enchondromas can be found in the hand, chondrosarcomas in this 

3  Molecular Pathogenesis of Bone Tumours



44

area are uncommon. Whilst osteosarcomas have the highest incidence in children 
and young adults, chondrosarcomas predominantly arise in the sixth decade of 
life [3].

3.2.2	 �Osteogenic Tumours

Enostosis, osteoma, osteoblastoma and osteoid osteoma constitute the group of 
benign bone-forming tumours [8].

Osteomas arise from the periosteum and are localised on the bone cortex. They 
grow very slowly and can be found in the final stage of fibrous dysplasia, though the 
detailed aetiology is still unknown [8]. Most osteomas are detected in the third to 
fifth decades of life with a slight preference to the male gender.

The enostosis, also known as bone island, can be found in the spongiosa of the 
bone. Enostoses are often incidental findings; therefore, the incidence is not 
known [9].

Osteoid osteomas account for about 13% of all benign osteogenic tumours [10]. 
Patients typically report pain at night that can be relieved by salicylates. Osteoid 
osteomas are composed of a centrally located nidus that is surrounded by a sclerotic 
area [11]. The highest incidence can be found in young adults, with males affected 
three times as often as females [8].

Osteoblastomas were described as “giant osteoid osteomas” in the past, as they 
resemble osteoid osteomas despite a larger nidus (over 1.5 cm in size) [12]. They 
constitute a very rare entity of benign osteogenic tumours. The clinical presentation 
of osteoid osteomas is asymptomatic, though dull pain and pain-related scoliotic 
posture are often present [13].

Osteosarcomas are the most common primary malignant bone tumours. The 
highest incidence can be found in children and young adolescents, followed by 
another peak in the fifth decade [14]. The majority of osteosarcomas consist of 
osteoblastic cells, with varying chondroblastic and fibroblastic-fibrohistiocytic tis-
sue [15]. A huge amount of hereditary syndromes is associated with increased inci-
dence of developing an osteosarcoma, given the relatively low incidence of this 
sarcoma in the general population [16].

3.2.3	 �Ewing Sarcoma

Ewing sarcoma is the second most common bone malignancy in children and 
young adults after osteosarcoma. The origin of Ewing sarcoma is neurogenic tis-
sue, which is why tumour cells exhibit morphological features as rosette forma-
tions typical for neural differentiation [17]. Eighty-five percent of Ewing 
sarcomas exhibit the EWS-FLI1 fusion gene, leading to the production of onco-
genic proteins [18]. FLI1, together with ETV1, ETV4 and FEV, belongs to the 
ETS family of transcription factors [19]. The EWS amino-terminal domain has a 
ubiquitously activated promoter and an amino-terminal domain with transactiva-
tional potential [20].
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3.2.4	 �Haematopoietic Tumours

The plasma cell myeloma, also known as plasmocytoma, is characterised by bone 
pain, osteolytic lesions, hypercalcemia, deposition of amyloid and a monoclonal 
gammopathy [21]. In 99% of patients, monoclonal proteins can be found in serum 
and urine of patients. In 50% of cases, IgG is present, followed by IgA in 20–25% 
and IgM, IgE or IgD in a few cases. Moreover, about 75% of patients have mono-
clonal light chains in their serum, known as Bence-Jones proteins [22].

The risk for progression to multiple myeloma is raised in solitary plasmocytoma. 
Therefore, surgical excision followed by chemotherapy is considered as a treatment 
option [23].

Though the aetiology is not known in detail, chronic infections, such as osteomy-
elitis and rheumatoid arthritis, are thought to trigger the development of plasmocy-
toma [22]. The incidental peak is around the sixth decade of life, with both sexes 
affected equally [24]. Whilst patients with low-grade extramedullary plasmocytoma 
develop multiple myeloma about 120 months after treatment, the time in high-grade 
tumours is significantly lower (26 months) [25].

Malignant lymphoma can affect the bone, especially at sites where persistent 
red marrow is present. Patients can be of any age group, though more cases have 
been reported in the later decades of life [26]. Interestingly, B symptoms are often 
absent in malignant lymphoma of bone, whereas pain is the predominant symp-
tom. Neurological symptoms may occur due to involvement of the spine [27].

3.2.5	 �Giant Cell Tumours

Giant cell tumours of bone (GTCB) predominantly arise in the third and fourth 
decades of life. Typical localisations are the knee joint, axial skeleton and wrist. 
Patients usually present with painful swellings located in the epiphyses of long bones. 
However, joint involvement may be present, indicating a more aggressive type [28].

Histologically, GCTB are composed of bone erosions lined by mononuclear cells 
originating from macrophages, multiloculated giant cells and surrounding stroma. 
The latter is thought to be the malignant part of GCTB [29].

The receptor activator of nuclear factor kappa-B ligand (RANKL) plays a critical 
role in the development of GCTB, as it is overexpressed. This leads to the produc-
tion of giant cells by fusion of monocytes. The giant cells work as osteoclasts and 
cause lysis of the bone [30]. The monoclonal RANKL inhibitor Denosumab is used 
in the treatment of GCTB where surgery cannot be performed [31].

3.2.6	 �Notochordal Tumours (Chordoma)

Chordomas constitute a rare tumour entity, accounting for only 1–4% of all primary 
bone malignancies [32]. This low-grade and slow-growing malignancy arises from 
embryonic remnants of the notochord and presents with an epithelial-mesenchymal 
presentation. Chordomas are most commonly found around the sacrum, followed 
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by the skull base, cervical and thoracolumbar vertebrae [32]. Metastases arise in 
patients with advanced disease to the lungs, lymph nodes, skin and soft tissues, 
though surgical techniques have improved outcome [33].

3.2.7	 �Tumours of Undefined Neoplastic Nature

3.2.7.1	 �Aneurysmal Bone Cysts
Aneurysmal bone cysts (ABCs) are composed of intraosseous cavities without 
endothelial membranes that are filled with blood. ABCs predominantly occur 
around the knee joint, but also the pelvis, humerus and vertebral bodies can be 
affected [34]. Primary ABCs arise de novo, whereas secondary ABCs are associated 
with other benign or malignant bone neoplasms [35]. The ABCs are often painful, 
and radiologically, they present as expansile and lytic masses with defined margins 
not crossing the growth plates [36].

3.2.7.2	 �Simple Bone Cyst
Simple bone cysts, also known as juvenile bone cysts, are composed of a single 
serous or sero-sanguineous fluid-filled cavity. The preferred sites of occurrence are 
the same as for ABCs. As in ABCs, patients present with painful swellings, but the 
pain is often caused by pathological fracture [37].

3.2.7.3	 �Fibrous Dysplasia
Activating mutations in the GNAS1 gene cause fibrous dysplasia. It can be present 
in a monostotic or polyostotic form [38]. Patients may present with pain, though 
pathological fractures are sometimes the cause for admission to hospital. The poly-
ostotic form, together with café-au-lait spots and endocrine abnormalities, is called 
McCune-Albright syndrome [39].

3.2.7.4	 �Osteofibrous Dysplasia
Osteofibrous dysplasia (OFD) most commonly affects the middle third of the tibia 
and is often diagnosed in children [28]. OFD arises in the cortex of the affected bone 
and leads to a deformation of the affected limb. The prognosis is good, as the lesion 
stops growing around the age of 15 and heals [38].

3.2.7.5	 �Langerhans Cell Histiocytosis
The Langerhans cell histiocytosis, also named eosinophilic granuloma, is a very rare 
bone neoplasm, accounting for less than 1% of all bone tumours. It arises in every 
age group, predominantly affecting the calvarium, femur, mandible and pelvis [40]. 
Immunohistochemically, Langerhans cells express the S100 protein and membrane-
based CD1a but lack CD45 [41]. Patients present with a swelling and pain around the 
lesion. The prognosis is good for the monostotic and polyostotic form [40].

3.2.7.6	 �Erdheim-Chester Disease
The Erdheim-Chester disease (ECD) is diagnosed between the fifth and seventh 
decades of life. Long bones of the limbs, but also flat bones, can be affected by the 
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infiltration of lipid-loaded histiocytes causing osteosclerosis and fibrosis [42]. 
Extraskeletal involvement is present in 50% of cases, leading to renal, pulmonary, 
CNS and cardiovascular complications [43].

3.2.7.7	 �Chest Wall Hamartoma
Chest wall hamartomas present as masses of the thorax and are composed of mesen-
chymal tissue. The lesion is very rare, and most cases diagnosed affected toddlers. 
Predominantly, the lesion consists of cartilage tissue, mixed with elements of ABCs. 
The prognosis is excellent, as surgical removal of the lesion results in cure [44].

3.3	 �Molecular Pathogenesis

3.3.1	 �AEG-1

The astrocyte-elevated gene-1 (AEG-1) encodes for the AEG-1 protein, also known 
as MTDH (metadherin) [45]. AEG-1 is known to promote invasion of different 
tumour cells, such as Hela cells, glioma cells and non-small cell lung cancer [46].

Gene Pattern
Osteo-
sarcoma

Chondro-
sarcoma

Ewing’s 
Sarcoma Remarks

AEG-1 Overexpression Yes

ATRX Underexpression Yes

CTGF Overexpression Yes Yes

ET-1 Overexpression Yes

EXT1 Underexpression Yes

GNAS Overexpression Yes In parosteal 
osteosarcoma 55% 
exclusively!

IDH1 Underexpression Yes

MDM2 Overexpression Yes Not in periosteal 
osteosarcoma and 
high-grade osteo
sarcoma without 
low-grade 
osteosarcoma precursor

MEF2D Overexpression Yes

MET Overexpression Yes Yes

NKD2 Underexpression Yes

p16/CDKN2A Underexpression Yes

PRIM1 Overexpression Yes

RUNX2 Overexpression Yes

RUNX3 Overexpression Yes

SATB2 Overexpression Yes

TP53 Overexpression Yes Mutant type

WIF-1 Underexpression Yes
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In osteosarcoma, AEG-1 is overexpressed and correlates with the clinical param-
eters of the tumour [47]. Osteosarcoma cell invasion is promoted by AEG-1 through 
the JNK/c-Jun/MMP-2 pathway [48]. This is caused by the fact that matrix metal-
loproteinases (MMPs) are important for the destruction of the extracellular matrix 
in order to allow tumour growth, angiogenesis and invasion [49].

Moreover, AEG-1 regulates endothelin-1 (ET-1) expression at the transcriptional 
level [50]. Over the ETAR receptor, ET-1 then mediates the functions of AEG-1 on 
osteosarcoma cell invasion, as ET-1/ETAR signalling is located downstream of 
PI3K [51].

3.3.2	 �ATRX

The ATRX gene, located at Xq13.3, encodes for ATRX protein [52]. ATRX consists 
of two highly conserved regions, the N-terminal ADD domain and the C-terminal 
ATPase/helicase, resembling Swi2-/Snf2-like chromatin remodellers [53]. 
Therefore, the protein acts as a chromatin remodeller, but is also a repressor of the 
alternative lengthening of telomeres (ALT) pathway [54]. Inactivating mutations of 
ATRX are commonly found in paediatric osteosarcoma and positively correlate with 
ALT expression. Tumour cells with mutations of ATRX have considerably longer 
telomeres, indicating their immortalisation [55].

3.3.3	 �CDKN2A

The CDKN2A gene locus encodes for both the p16 and p14 proteins [56]. 
MDM2 acts as a negative regulator of p53 and is inhibited by p14 [57]. The p16 
protein stops cyclin-dependent kinase-mediated phosphorylation of retinoblas-
toma (RB) and therefore cell-cycle progression [58]. A loss of CDKN2A there-
fore leads to unimpeded cellular growth, as both the p53 and RB inhibitors are 
absent [56].

The p16 mutation constitutes an important event in the pathogenesis of 
chondrosarcomas, as loss of p16/CDKN2A is present in approximately two 
thirds of patients with high-grade chondrosarcomas. In low-grade chondrosar-
comas and enchondromas, however, no aberrant copy number of p16/CDKN2A 
is present [59].

3.3.4	 �CTGF

The CTGF gene encodes for the connective tissue growth factor (CTGF) protein, 
also known as CCN2 [60]. Belonging to the CCN family, CTGF—together with 
CCN1 and CCN3—is a matrix signalling modulator [61]. It is important for chon-
drogenesis, angiogenesis and wound healing, as it promotes cell proliferation, dif-
ferentiation, migration and survival [62].
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In osteosarcoma, overexpression of CTGF is associated with increased cell 
migration [63]. Moreover, CTGF promotes migration of chondrosarcoma cells by 
upregulating the MMP-13, FAK, MEK, NF-κB and ERK pathways [64].

3.3.5	 �ET-1

Endothelin-1 (ET-1), encoded by the ET-1 gene, is expressed in various cells and 
promotes tumour cell survival and proliferation over the ET A receptor (ETAR) as 
an autocrine/paracrine growth factor. ET-1, as well as its receptors ETAR and 
ETBR, is also expressed in osteosarcoma tissue [65].

In osteosarcoma cells, the ET-1/ETAR signalling pathway induces cell survival 
and invasion against cisplatin-induced apoptosis, as the production of matrix metal-
loproteinases is enhanced, resulting in increased tumour cell invasion [66]. 
Moreover, ET-1 and the astrocyte-elevated gene-1 (AEG-1) interact with each other 
and promote tumour cell invasion over MMP-2 [47].

3.3.6	 �EXT1

The EXT1 gene is located on chromosome 8 and encodes for the exostosin-1 (EXT) 
protein. It combines the functions of a glucuronic acid sugar-based transfer enzyme 
and an N-acetyl glucosamine glycosyltransferase [67]. The second function enhances 
the polymerisation of heparan sulphate (HS) chains, which is an important component 
of extracellular matrix glycoproteins [68]. HS controls cell adhesion, receptor ligand 
binding processes and signal transduction on the surface of cells [69].

EXT1 belongs to the EXT family, which comprises six proteins (exostosin (EXT) 
1, 2 and 3; exostosin-like (EXTL) 1, 2 and 3) and plays a critical role in the patho-
genesis of hereditary multiple exostosis (HME) and solitary osteochondromas [70]. 
Mutations of the tumour suppressor gene EXT1 and EXT2 cause impaired synthesis 
of HS in the growth plates, leading to an intracellular accumulation of HS core pro-
teins. Therefore, inactivating mutations of EXT1 and EXT2 can be found in solitary, 
as well as in hereditary osteochondromas and in chondrosarcomas [71].

3.3.7	 �GNAS

The GNAS (guanine nucleotide-binding protein/alpha-subunit) gene encodes for the 
GNAS protein. Germline mutations of GNAS—predominantly at codon 201—cause 
the McCune-Albright syndrome and another variant, the Mazabraud syndrome [72]. 
These mutations lead to activation of the G protein-dependent adenylate cyclase, 
resulting in accumulated levels of intracellular cAMP [73].

One study discovered GNAS mutations in 55% of cases with parosteal osteosar-
coma. This could be related to the fact that parosteal osteosarcoma histologically 
resembles malignant fibro-osseous tumours of the bone [72].
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3.3.8	 �IDH1

The isocitrate dehydrogenase 1 (IHD1) gene is commonly mutated in acute 
myeloid leukaemia, gliomas and secondary glioblastomas [74, 75]. These muta-
tions lead to specific amino acid changes near the active sites of the enzyme, 
resulting in a disability to convert isocitrate to α-ketoglutarate [76]. Moreover, 
the enzyme gains a new function leading to an accumulation of δ-2-
hydroxyglutarate, and as an oncometabolite, this product enhances tumour-
inducing processes [77].

IDH1 mutations are present in about 50% of cartilaginous tumours, including 
enchondromas, periosteal chondromas and chondrosarcomas. In other connective 
tissue neoplasms, however, no mutations of IDH1 are present [78]. Interestingly, 
90% of acral-based tumours present with an IDH1 mutation, compared to 53% of 
long-bone tumours and only 35% of tumours in flat bones [78].

3.3.9	 �MDM2

The mouse double minute 2 homolog (MDM2) encodes for the protein MDM2. 
Amplification of MDM2 is often accompanied by amplification of cyclin-dependent 
kinase 4 (CDK4) and DNA primase 1 (PRIM1), leading to deregulation of the cell 
cycle [79]. MDM2 is a negative regulator of the tumour suppressor p53 and an inac-
tivator of the tumour suppressor protein pRB [80, 81].

In low-grade osteosarcoma (including parosteal osteosarcoma, dedifferentiated 
low-grade osteosarcoma and low-grade central osteosarcoma), overexpression of 
MDM2 and CDK4 is present [82]. On the contrary, in periosteal osteosarcoma, 
MDM2 and CDK4 are underexpressed, implicating the particular role of these two 
proteins in the tumorigenesis of osteosarcomas [83]. Moreover, in high-grade osteo-
sarcoma, overexpression co-expression of the two genes indicates low-grade osteo-
sarcoma as the precursor lesion [84].

3.3.10	 �MEF2D

Four different genes named MEF2A, MEF2B, MEF2C and MEF2D encode for the 
myocyte enhancer factor-2 (MEF2) family proteins. These transcription factors are 
important for cellular division, differentiation and death by interacting with various 
co-factors of transcription [85]. The MEF2C protein is important for bone develop-
ment by inducing expression of osterix and Runx2  in osteoblasts [86]. MEF2D 
promotes cellular proliferation by inducing the c-jun promoter, which is a positive 
regulator of cell-cycle progression [87].

In osteosarcoma, high expression levels of MEF2D are associated with poor 
prognosis. This is caused by enhancement of the G2/M transition in the cell cycle 
through suppression of CDKN1A and RPRM [88].
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3.3.11	 �MET

The MET gene on chromosome 7 encodes for the receptor tyrosine kinase MET 
[89]. The protein consists of three subunits: the tyrosine kinase domain, a juxta-
membrane domain and an extracellular sema domain (a region with homology to 
semaphorins). The only known MET ligand is the hepatocyte growth factor (HGF) 
[90]. Other functions of MET include fast tyrosine kinase phosphorylation, activa-
tion of the phosphatidylinositol 3 (PI3K)/Akt kinase pathway and the extracellular 
signal-regulated kinase (Erk) pathway [91].

High expression levels of MET can be found in Ewing sarcoma. The outcome for 
patients with Ewing sarcoma is poorer, when more membranous staining of the 
protein is present [91]. This could be related to the fact that only the MET receptors 
at the cell membrane are involved in signal transduction [91].

Also in osteosarcoma, MET is usually overexpressed [92]. The protein may 
transform osteo-progenitor cell populations lacking the ability of self-renewal into 
cell lines with the potential of self-renewal [93].

3.3.12	 �NKD2

The naked cuticle homolog (NKD) family includes the NKD1 and NKD2 pro-
tein. They are involved in regulation of the transforming growth factor (TGF)-α 
and Wnt pathways [94]. NKD2 usually represses tumour growth and metastatic 
spread in osteosarcoma cell lines. Therefore, downregulation of NKD2 is asso-
ciated with decreased overall survival [B]. Although NKD2 is an important 
inhibitor of the Wnt pathway, inactivating mutations of alternative Wnt inhibi-
tors (e.g. Wnt5a) seem to be necessary for enhanced activation of the Wnt 
pathway. In metastatic osteosarcoma, increased Wnt activity is present, though 
the detailed mechanisms by which Wnt enhances metastatic spread are still 
unknown [94].

3.3.13	 �PRIM1

The DNA primase 1 (PRIM1) gene is located on the short arm of chromosome 12 
and encodes for PRIM1 [95]. It is necessary for initiation of DNA synthesis as it 
catalyses the elongation of primers. Therefore, together with CDK4 and MDM2, 
PRIM1 plays a role in the cell cycle by promoting transition from G1 into S phase 
[96]. Its mRNA expression is regulated during the cell cycle by transcriptional acti-
vation/repression and posttranscriptional degradation [97].

In about 40% of osteosarcoma cells, an overexpression of PRIM1 is present, 
indicating its potential role in tumorigenesis. However, it is unknown whether the 
co-amplification of PRIM1, CDK4 and MDM2 might have a synergistic effect on 
cell-cycle transition [96].
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3.3.14	 �RUNX Family

The RUNX family consists of three proteins. They constitute the DNA-binding 
α-components of the core-binding factor (CBF) complex [98]. The CBF-β is neces-
sary for a proper function of the RUNX proteins [99]. RUNX1 is important for 
haematopoiesis; RUNX2 is involved in osteogenesis, whereas neurogenesis and GI 
development are influenced by RUNX3 [100].

3.3.14.1	 �RUNX2
The RUNX2 gene is located on chromosome 6 and encodes for RUNX2. This 
protein plays a key role in osteoblast differentiation by regulating gene expres-
sion during osteogenesis [101]. RUNX2 enhances gene transcription mainly 
in T-lymphocytes during development of the thymus. The protein is important 
for osteoblast differentiation during osteogenesis, as it interacts with various 
activating and repressing proteins [102]. Expression of RUNX2 during bone 
formation is stimulated by different factors, such as ETS1, ELK1 and SP1 
[103].

Overexpression of RUNX2 is present in osteosarcoma, and high levels of the 
protein are associated with poor response to neoadjuvant chemotherapy (<90% 
necrosis) [104].

3.3.14.2	 �RUNX3
The RUNX3 protein has oncogenic and tumour suppressing functions, depend-
ing on the type of malignancy. In colorectal, lung and breast cancer RUNX3 acts 
as a tumour suppressor [105, 106]. In basal cell carcinoma, head and neck squa-
mous cell carcinoma and ovarian cancer, oncogenic functions have been 
described [107, 108]. RUNX3 and RUNX2 interact with the EWS-FLI fusion 
protein, which is characteristic of Ewing sarcoma. In this specific tumour type, 
RUNX3 acts as an oncogene, as suppression of RUNX3 leads to reduced cellu-
lar growth [109].

3.3.15	 �SATB2

The special AT-rich-binding protein 2 (SATB2) belongs to the SATB transcription 
factor family. It regulates chromatin organisation and remodelling through binding 
to AT-rich DNA sequences [110]. SATB2 induces osteoblast differentiation by 
repressing Hoxa2 and interacting with ATF4 and RUNX2 [111].

In over 90% of osteosarcomas, high expression levels of SATB2 are present, 
whereas in other sarcoma types, only 1% of tumours are positive for this protein 
[112]. It is involved in the actin cytoskeleton dynamics by regulating specific genes 
and proteins, like EPLIN. As a result, SATB2 promotes cell adhesion and invasion 
in osteosarcoma tissue [112].
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3.3.16	 �TP53

The TP53 gene is located on chromosome 17 and encodes for a wild type and 
a mutant type of p53. Whilst the wild type acts as a tumour suppressor, the 
mutant type has oncogenic functions [113]. The latter promotes tumorigenesis 
by inducing cell proliferation and transformation and has anti-apoptotic effects 
[114]. The wild-type p53 induces expression of growth inhibition genes by 
interacting with the p53-binding site. The mutant type lacks these abilities 
[115].

In patients with osteosarcoma, high levels of mutant p53 positively correlate 
with a poor prognosis and negatively correlate with the apoptotic index (AI) 
[116].

3.3.17	 �WIF-1

The Wnt signalling pathway consists of a variety of Wnt ligands, frizzled receptors 
and lipoprotein receptor-related proteins (LPRPs), leading to the accumulation of 
Wnt effectors. High levels of beta-catenin in the nucleus induce expression of onco-
genes important for the development of osteosarcoma, such as c-Myc, Cyclin D1 
and c-Met [117].

The Wnt inhibitory factor-1 (WIF-1) protein directly binds to ligands of the Wnt 
pathway. WIF-1 inhibits the Wnt signalling pathway; thus, it constitutes a tumour 
suppressor protein [118]. In osteosarcoma tissue, WIF-1 is commonly downregu-
lated, resulting in loss of inhibition of the Wnt signalling pathway [117]. On the 
contrary, experimental overexpression of WIF-1 significantly reduces the number of 
transcriptional targets of the Wnt pathway, such as metalloproteinases [117]. These 
proteins are important for tumorigenesis by inducing cellular migration and metas-
tasis [119].

3.4	 �Syndromes

3.4.1	 �Li-Fraumeni Syndrome

The Li-Fraumeni syndrome (LFS) is the classic cancer predisposition syndrome, 
caused by a germline mutation in the TP53 gene [120]. It is inherited in an autosomal-
dominant way. Patients with LFS are at high risk of developing bone and soft tissue 
sarcomas, but also breast cancer, leukaemia, adrenocortical carcinoma and brain 
tumours [121].

About 95% of TP53 mutations can be detected by sequencing the whole coding 
region from exon 2 to 11 [122]. Mutations lead to the production of a mutant type 
of p53 with oncogenic functions [113].
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3.4.2	 �Mazabraud Syndrome

The combination of polyostotic fibrous dysplasia and multiple myxomas is called 
Mazabraud syndrome [123]. It is often associated with the McCune-Albright syn-
drome, where patients present with café-au-lait spots, endocrine abnormalities and 
fibrous dysplasia. Both conditions are caused by a mutation in the GNAS1 gene 
[124].

The incidence of Mazabraud syndrome is twice as high in females than in males. 
The myxomas may be painful and limit movement, but they can be clinically inap-
parent as well [123].

3.4.3	 �McCune-Albright Syndrome

The McCune-Albright syndrome (MAS) is caused by an activating mutation in the 
GNAS1 gene. GNAS1 encodes for the G-protein alpha stimulator subunit and is 
located on chromosome 20 [124]. MAS patients have polyostotic fibrous dysplasia 
and present with extraskeletal manifestations like café-au-lait spots and hyperfunc-
tioning endocrinopathies [39]. Inactivating mutations of GNAS1 can be found in 
endocrine disorders with hormone resistance, whereas activating mutations are 
present in fibrous dysplasia and associated hyperactive endocrinopathies [125].

3.4.4	 �Ollier Disease (Enchondromatosis)

Ollier disease, also known as enchondromatosis, is characterised by asymmetrically 
distributed multiple enchondromas [126]. Patients present with painless masses pre-
dominantly located in the phalanges and metacarpals, whereas involvement of car-
pal bones is a rarity [127].

The pathophysiology of the syndrome is complicated and multifactorial. 
Mutations in the isocitrate dehydrogenases 1 and 2 (IDH1, IDH2) are associated 
with Ollier disease [128]. Parathyroid-related peptide type 1 receptor (PTHR1) 
mutations may be the cause for the development of enchondromas [129].

3.4.5	 �Paget’s Disease of Bone

The characteristic of Paget’s disease of bone (PDB) is disturbed bone turnover at 
one or more skeletal sites [130]. Three molecules, namely, receptor activator of 
nuclear factor kappa-B (RANK), RANK ligand (RANKL) and osteoprotegerin 
(OPG), regulate osteoclast differentiation. RANK is encoded by the TNFRSF11A 
gene, the RANKL by TNSF11 and OPG by the TNFRSF11B gene [131]. Usually, 
the binding of RANKL to its receptor induces differentiation of osteoclasts, and 
bone resorption takes place. OPG acts as the counterpart by constituting a decoying 
receptor for RANKL [132].
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In PDB, osteoclasts are more sensitive to RANKL, resulting in increased bone 
resorption. Increased bone formation follows the resorption, leading to abnormal 
new bone matrix with high risk of pathological fracture [133].

Activating mutations in the TNFRSF11A gene lead to early development of 
familial PDB and inactivating mutations on the gene of OPG cause juvenile PDB 
[132].

3.4.6	 �Retinoblastoma

The RB1 gene encodes for the nuclear phosphoprotein (pRB), acting as a tumour 
suppressor. It plays a critical role in the regulation of the cell cycle between the G1 
and S phase [134]. Germline mutations of RB1 cause the retinoblastoma syndrome. 
Patients affected by this syndrome are at an extremely high risk of developing reti-
noblastoma, a malignant tumour of the eye [135].

Defective RB1 leads to an increase in osteosarcoma incidence [136]. It has been 
reported that retinoblastoma patients are at higher risk of developing an osteosar-
coma. This could be caused by the local radiotherapy administered due to a retino-
blastoma [137]. Moreover, the risk of developing other malignancies, such as soft 
tissue sarcomas, brain tumours, cutaneous melanomas and breast or lung cancer, is 
elevated in these patients [138].

3.4.7	 �Rothmund-Thomson Syndrome

The Rothmund-Thomson syndrome is caused by a mutation in the RECQL4 gene, 
located on chromosome 8 [139]. Patients affected by the syndrome present with 
poikiloderma, skeletal abnormalities, sparse facial hair, juvenile cataracts and a 
short stature [140]. The risk of developing cancer is raised, as for cutaneous neo-
plasms and osteosarcoma. Osteosarcomas occur earlier than in the general popula-
tion, though they do not differ from sporadic cases of osteosarcoma [141].

Altogether, there are five RECQ helicases involved in the DNA replication, and 
mutations of the respective genes cause different syndromes. The RECQL4 gene 
encodes for the RECQ protein-like 4 (RECQL4), an ATP-dependent DNA helicase 
domain similar to the RECQ helicase of Escherichia coli [142]. RECQL4 is overex-
pressed in the S phase of the cell cycle and after exposure to reactive oxygen species 
(ROS). This indicates that RECQL4 plays a role in the regulation of DNA expres-
sion as well as involvement in the reaction to oxidative stress [143, 144].

3.4.8	 �Werner Syndrome

The gene encoding the RECQ helicase 3, RECQ3, is mutated in Werner syndrome. 
Although the underlying genetic defect is the same in Rothmund-Thomson syn-
drome and Werner syndrome, the clinical presentation is rather different [140].
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The Werner syndrome is an autosomal recessive disorder, leading to premature 
ageing of the affected patients. Clinical features are atrophic and tight skin, short 
stature, development of cataract and premature ageing [145].

Patients are at higher risk of developing various malignancies, such as soft tissue 
sarcomas, thyroid carcinomas, meningiomas, melanomas and osteosarcomas [146].
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Abstract
Colorectal cancer is one of the most intensively studied cancers with well-
documented precursor lesions. The acquisition of genomic instability plays a 
central role in its development. In the majority of cases, tumor growth results 
from different combinations of sporadic genetic events and epigenetic 
alterations, resulting in increased cell proliferation and decreased cell death. 
Three main pathways have been identified: chromosomal instability (CIN) 
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pathway, microsatellite instability (MSI) pathway, and CpG island hyper-
methylation phenotype (CIMP) pathway. Within these pathways, somatic 
BRAF and/or KRAS mutations have been identified as major players. Up to 
5% of colorectal cancers develop in the setting of inherited syndromes, such 
as Lynch syndrome, familial adenomatous polyposis, MUTYH-associated 
polyposis, and certain hamartomatous polyposis conditions, including Peutz-
Jeghers syndrome and juvenile polyposis syndrome. In this chapter, we 
describe the above-mentioned pathways and syndromes in detail, referring to 
different molecular events and different precursor lesions. In the last part, we 
address possible future perspectives in colorectal carcinogenesis.

4.1	 �Introduction

Colorectal cancer (CRC) ranks the third most frequent cancer in men (after lung 
and prostate cancer) and second in women (after breast cancer), representing 
approximately 9.7% of all new cancer cases diagnosed worldwide [1, 2]. In 
2012, an estimated 746.000 men and 614.000 women were diagnosed with 
CRC, and 694.0000 died of the disease [1, 2]. In the last decade (2001–2010), 
the global incidence rate decreased by approximately 3% per year [3].

On the molecular level, CRC is one of the most intensively studied cancers. The 
existence of well-documented precursor lesions indicates multistep cancer develop-
ment. In fact, this type of cancer represents a very heterogeneous disease regarding 
the clinical presentation, likelihood of cure, pattern of extension, and response to 
treatment [4]. The acquisition of genomic instability plays a central role in its devel-
opment. In the majority of cases, CRC results from different combinations of spo-
radic genetic events and epigenetic alterations, resulting in increased cell 
proliferation and decreased cell death [5]. Kindred and twin studies, also studies 
based on family clusters, estimated that approximately 30% of all CRC cases are 
inherited [6, 7].

In the last decade, a growing body of scientific evidence demonstrated that dif-
ferent CRC subtypes can be separated based upon combinations of different genetic 
markers. Three major signaling pathways have been recognized, all characterized 
by specific precursor lesions, mechanisms of carcinogenesis, and natural history: 
the chromosomal instability (CIN) pathway, the microsatellite instability (MSI) 
pathway, and the CpG island hypermethylation phenotype (CIMP) pathway [5, 8] 
(Fig.  4.1). Within these pathways, somatic BRAF and/or KRAS mutations have 
been identified as major players [5]. Up to 5% of CRCs develop in the setting of 
inherited syndromes like Lynch syndrome (LS), familial adenomatous polyposis 
(FAP), MUTYH-associated polyposis (MAP), and certain hamartomatous polypo-
sis conditions [9].
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4.2	 �Molecular Classification of Colorectal Cancer

In this chapter, we will describe the three major pathways responsible for CRC: 
chromosomal instability (CIN), microsatellite instability (MSI), and CpG island 
hypermethylation phenotype (CIMP). We will also refer to the MAP and to hamar-
tomatous polyposis syndrome, such as Peutz-Jeghers syndrome (PJS) and juvenile 
polyposis syndrome (JPS), and will finally address possible future perspectives.

4.2.1	 �The Chromosomal Instability (CIN) Pathway

The CIN pathway, also called the “traditional pathway,” is characterized by imbal-
ance in chromosomal number (aneuploidy), subsequent loss of heterozygosity 
(LOH) of genes, and subchromosomal genetic amplifications [10]. The time of 
tumor development via this pathway is approximately 10–15 years. The initial 
lesion in this pathway is the dysplastic aberrant crypt focus (ACF) [11]. It is a 
microscopic mucosal lesion that develops into conventional adenomas, i.e., tubular 

Fig. 4.1  Three major carcinogenic pathways have been identified in colorectal cancer (CRC): 
chromosomal instability (CIN), microsatellite instability (MSI), and CpG island methylator pheno-
type (CIMP)
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adenomas, tubulovillous, and villous adenomas (Fig.  4.2), which are the macro-
scopically discernable precursor lesions of sporadic CRCs arising via this pathway 
[12]. It is of note that traditional adenomas are also considered to be the precursor 
lesions in the hereditary cancers, namely, LS and FAP [12, 13].

Already in 1990, Fearon and Vogelstein [14] proposed a multistep model of 
sequential genetic alterations, responsible for adenoma and ultimately carcinoma 
formation within the colorectum (Fig. 4.3). Mutation in the adenomatous polyposis 
coli (APC) tumor-suppressor gene located on chromosome 5q21 has been identi-
fied as the first step of this model [15]. Both copies of the APC gene must be func-
tionally inactivated for adenomas to develop. Specifically, APC mutation interferes 
with phosphorylation of β-catenin, a component of the Wnt signaling pathway that 
regulates apoptosis, growth, and differentiation. Consequently, β-catenin is not 
ubiquitinated and destroyed by the proteasome. It accumulates in the cytosol and is 
translocated to the nucleus, where it interacts with T-cell factor (TCF)/lymphoid 
enhancer factor (LEF), converting these effectors into transcriptional activators 
[16]. Activation of the Wnt pathway is present in up to 80% of adenomas [11].

The second molecular event is an activating mutation of Kirsten-rat sarcoma 2 
viral oncogene (KRAS), which is, however, not unique for this pathway. This 

a b

Fig. 4.2  Tubular colorectal adenoma with low-grade dysplasia, characterized by well-formed 
glands and pseudostratified, polarized, hyperchromatic nuclei (a). High-grade dysplasia character-
ized by increased architectural complexity and more severe atypia with loss of nuclear polarity (b)

Fig. 4.3  Multistep genetic model of colorectal carcinogenesis (adenoma-carcinoma sequence): 
chromosomal instability is observed in benign adenomas and increases in conjunction with tumor 
progression (from [12], S. Karger AG, with permission)
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mutation is found in approximately 45% of CRCs and constitutively activates the 
MAPK signaling pathway [17]. The genomic change in adenoma-carcinoma 
sequence also includes LOH of chromosome 18q, which is present in up to 60% of 
tumors [18]. Many important tumor-suppressor genes are located at 18q21.1—DCC, 
SMAD2, and SMAD4, the latter being involved in TGF-β signaling, responsible for 
regulation of growth and apoptosis. Mutational inactivation of the tumor-suppressor 
TP53 (17p13) occurs as a late event (at the transition from high-grade adenoma to 
invasive cancer) in up to 80% of CRC [17]. Mutational activation of phosphati-
dylinositol-4, 5-bisphosphate 3-kinase catalytic subunit alpha (PIK3CA) occurs also 
in the late phase, but in a small number of cases [10].

Recognition of the central role of APC mutations in tumorigenesis has improved 
our understanding of FAP, the second most common inherited CRC syndrome. APC-
associated polyposis conditions also include attenuated FAP, Gardner syndrome (FAP 
with epidermoid cysts, osteomas, dental anomalies, and/or desmoid tumors), and 
Turcot syndrome (colonic polyps with central nervous system tumors) [9, 19]. FAP is 
characterized by the development of hundreds to thousands of conventional adenomas 
beginning in early adolescence (Fig.  4.4). The disease inevitably leads to CRC, 
thereby prompting prophylactic colectomy. This syndrome accounts for only <1% of 
all CRCs. The neoplastic polyps are distributed among the colorectum and can also be 
observed in the stomach and small bowel, in particular the duodenum. Attenuated 
FAP is a less severe form, characterized by <100 colonic adenomatous polyps with 
tendency for proximal location. In individuals with attenuated FAP, adenoma and 
CRC development is delayed by 15 years when compared to classic FAP [20].

4.2.2	 �Microsatellite Instability (MSI) Pathway and Lynch 
Syndrome (LS)

Errors that occur during DNA replication are corrected by the mismatch repair 
(MMR) system, which includes the following proteins: MLH1, PMS2, MSH2, and 
MSH6. This system is necessary for maintaining genomic stability. During mismatch 
repair, the MMR proteins form heterodimers, that is, MLH1 builds a complex with 

Fig. 4.4  Gross presentation 
of familial adenomatous 
polyposis (FAP): the 
colectomy specimen shows 
numerous adenomatous 
polyps
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PMS2, and MSH2 builds another with MSH6 [21, 22]. It is well known that the 
MLH1 and MSH2 proteins are the dominant components of their heterodimers. In 
consequence, mutations in MLH1 or MSH2 gene lead to proteolytic degradation of 
the corresponding dimer and subsequent loss of both, the main and the auxiliary 
partner proteins (Fig. 4.5) [23]. If a mutation occurs in one of the auxiliary genes, i.e., 
PMS2 or MSH6, this results in a loss of the respective PMS2 or MSH6 protein, but 
does not cause secondary loss of the dominant protein, that is, MLH1 or MSH2 [3].

When the MMR system does not function properly, the cells accumulate genetic 
errors. These may happen also in so-called microsatellites, that is, repetitive segments 
of DNA (two to five nucleotides in length), which are found scattered throughout the 
genome in the noncoding regions between genes or within genes [24]. MSI is defined 
as a change of any length of these repeating units, due to deletion or insertion [25].

For MSI testing, different panels of microsatellite markers have been used. The 
first consensus of the National Cancer Institute (NCI) recommended the use of a 
panel of five markers for MSI testing [26]. This included two mononucleotide 
repeats (BAT-25 and BAT-26) and three dinucleotide repeats (D5S346, D2S123, 
and D17S250) [27]. Other panels are solely based upon mononucleotide repeat 
markers, which can be amplified and analyzed in a single assay [28, 29]. Tumors 
with instability in two or more of the five markers qualify for high-level MSI (MSI-
H; Fig. 4.6), whereas those with instability at one repeat qualify for low-level MSI 

a

c d

b

Fig. 4.5  Mismatch repair (MMR) protein expression in a cancer with high-level microsatellite 
instability (MSI-H): MLH1 (a) and PMS2 (b) staining is lost in the tumor cell nuclei, while the 
expression of MSH2 (c) and MSH6 (d) is retained. Nonneoplastic stromal and inflammatory cells 
serve as internal positive control (serial sections)
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(MSI-L). When all markers are stable, the lesion is called microsatellite stable 
(MSS) [4, 28].

Approximately 15% of CRCs are genetically instable due to MSI [30]. The 
majority of these tumors (80%) are sporadic and arise due to hypermethylation of 
the MLH1 gene promoter [31]. Other 20% of tumors are inherited, that is, caused by 
germ line mutation in one of the MMR genes and associated with LS [32]. This 
syndrome follows an autosomal dominant trait of inheritance and accounts for 
2–4% of all CRCs [33, 34]. Specifically, mutations in MLH1 and MSH2 account for 
most cases (approximately 40% each), while mutations in MSH6 and PMS2 account 
for only 10% and 5%, respectively [33, 35].

CRCs in LS usually occur at early age (approximately 45 years) and are right-
sided (approximately 70% proximal to the splenic flexure) [33]. In addition, they 
may be multifocal with syn- and/or metachronous tumor development, and there is 
also a higher risk for extracolonic tumors [36]. These mainly include endometrial, 
ovary, and gastric tumors [9].

The lifetime risk of cancer in LS is depending on sex and the mutated MMR 
gene [37–44]. In patients with MLH1 or MSH2 mutation, the risk of CRC has been 
calculated 27–74% for males and 22–53% for females, respectively, with mean age 
at diagnosis varying from 27 to 46 years (69 years for sporadic cancers). The risk 
of endometrium cancer is 14–54% [45]. When MSH6 is mutated, the CRC risk 
appears to be lower (18%), while the endometrium cancer risk is not changed. 
Smaller studies reported a lower PMS2 mutation penetrance for CRC and endome-
trium cancer as compared with MLH1 and MSH2 mutation carriers and similar or 
even lower risks as compared with MSH6 mutation carriers [46]. A large European 
cohort recently reported a cumulative risk of CRC of 19% for males and 11% for 
females, while the risk of endometrium cancer was 12%. In this cohort, the mean 
age at diagnosis for both CRC and endometrium cancer was higher as compared 
with MLH1 or MSH2 mutation carriers. When compared with MSH6, the mean age 
at diagnosis of CRC was lower, and the mean age at diagnosis of endometrium 
cancer was similar [46].

Several tools are available to assist the clinical diagnosis of LS, including 
analyses of family history, tumor testing, mutation prediction models, and 
genetic testing. The Amsterdam criteria were created first in 1990 and then rees-
tablished in 1999 as Amsterdam criteria II defining clinical criteria needed for 
the diagnosis of HNPCC [45, 47–51]. These criteria include individual patient 
and family history of colonic and extracolonic tumors. They are listed in 
Table 4.1.

The revised Bethesda guidelines are a third set of clinicopathologic criteria 
developed to identify individuals that should be investigated for LS by evaluation of 
MSI and/or immunohistochemical (IHC) testing (Table 4.2) [52].
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Adenomas and CRCs in LS arise earlier and at more proximal location when 
compared to sporadic neoplasm. The rate of adenoma development is similar to the 
rate of adenoma development in the sporadic setting, but progression to cancer 
occurs at increased rate. This is in contrast to FAP, which has an increased rate of 
adenoma formation, while progression to cancer is believed to occur at a similar rate 
to that of sporadic adenomas. In LS, the germ line inactivation of one of the mis-
match repair genes, coupled with somatic inactivation of the remaining allele, 
increases the mutation rate and, subsequently, the rate of progression from adenoma 
to cancer (Fig. 4.7) [12, 53].

Table 4.1  Amsterdam criteria I and II for the diagnosis of Lynch syndrome [45, 47–51]

Amsterdam criteria I

1. �Three or more relatives with histologically verified CRC, one of which is a first-degree 
relative of the other two

2. Two or more generations should be affected

3. One or more patients with CRC should be diagnosed before the age of 50 years

4. Familial adenomatous polyposis (FAP) should be excluded

Amsterdam criteria II

1. �Three or more relatives with histologically verified Lynch syndrome-associated cancer 
(CRC, cancer of the endometrium, small bowel, ureter, or renal pelvis), one of which is a 
first-degree relative of the other two

2. Two or more generations should be affected

3. One or more cancer patients should be diagnosed before the age of 50 years

4. Familial adenomatous polyposis (FAP) should be excluded

Table 4.2  The revised Bethesda Guidelines [45, 49–52]. Colorectal cancers (CRCs) should be 
tested for microsatellite instability (MSI) in the following settings:

1. CRC diagnosed in a patient who is less than 50 years of age

2. �Presence of synchronous or metachronous CRC or other Lynch syndrome-associated 
tumora, regardless of age

3. CRC with MSI-H histology diagnosed in a patient who is less than 60 years of age

4. �Patient with CRC and CRC or Lynch syndrome-associated tumora diagnosed in at least one 
first-degree relative less than 50 years of age

5. �Patient with CRC and CRC or Lynch syndrome-associated tumora diagnosed in two 
first-degree or second-degree relatives, regardless of age

aLynch syndrome-associated tumors: cancers of the colorectum, endometrium, stomach, ovary, 
pancreas, biliary tract, small bowel, ureter, and renal pelvis; brain tumors (usually glioblastoma as 
seen in Turcot syndrome); sebaceous gland adenomas; and keratoacanthomas (in Muir-Torre 
syndrome)
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4.2.3	 �CpG Island Methylator Phenotype (CIMP) and Serrated 
Pathway

CpG dinucleotides (cytosine nucleotide followed by a guanine nucleotide) are 
uncommon in the human genome. However, in the promoter region of about half of 
all genes, clusters of these nucleotides, called CpG islands, are found [54]. Aberrant 
(hyper)methylation of CpG-rich promoters leads to epigenetic silencing of tumor-
suppressor genes and ultimately cancer. The methylation status of the tumor can be 
assessed according to the degree of methylation as CIMP high, CIMP low, or CIMP 
negative [55]. However, molecular analysis of CIMP and classification of methyla-
tion level appear to be poorly standardized. Hence, up to date, no precise definition 
of CIMP and no consensus recommendation are available [3].

Sporadic MSI-H CRCs occur in patients without germ line mutation in a MMR 
gene. These tumors occur preferably in the right colon. They are diagnosed more 
commonly in women, often at advanced age [56, 57]. These cancers develop from 
serrated precursor lesions [31] through the CIMP or “serrated pathway” (Fig. 4.8), 
characterized by BRAF mutation (characteristically V600E) and hypermethylation 
in CpG-rich gene promoters, which leads to silencing of distinct tumor-suppressor 
genes, including the MMR gene MLH1, as well as p16, MGMT, and IGFB7 
[58–62].

Fig. 4.7  Relative effects of germ line mutations on the rate of tumor initiation and progression: In 
sporadic tumors, adenoma formation and cancer development are rate-limiting steps. In familial 
adenomatous polyposis, adenoma formation occurs at an increased rate, while adenomas progress 
to cancer at a rate similar to the sporadic setting. The mutation rate within adenomatous polyps 
and, subsequently, the rate of progression from adenoma to cancer are increased in Lynch syn-
drome (from [12], S. Karger AG, with permission)

I. Brčić et al.
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Sessile serrated adenomas/polyps (SSA/P) are considered to be the main pre-
cursor lesions of the serrated pathway. They account for approximately 5–25% of 
all serrated lesions occurring in the colorectum [13, 63, 64]. They may arise from 
large microvesicular hyperplastic polyps or develop de novo from normal colonic 
mucosa. Uncomplicated SSA/Ps do not show dysplasia. Dysplasia may, however, 
occur during neoplastic progression (Fig. 4.9). There appears to be a histological 
continuum from non-dysplastic ACF to microvesicular hyperplastic polyps to 
SSA/P to SSA/P with cytological dysplasia and ultimately to invasive (“serrated”) 
adenocarcinoma [12].

Serrated lesions can also occur in familial setting. Serrated polyposis syndrome 
is a rare condition characterized by multiple and/or large serrated polyps of the 
colon. Guarinos et al. [65] identified BRAF mutations in 63% and KRAS mutations 
in 10% of lesions occurring in this syndrome; 43% of the lesions were CIMP high. 
A single per patient analysis showed that all patients had BRAF or KRAS mutation 
in more than 25% of the polyps, and 84.8% of patients had a mutation in BRAF or 
KRAS in more than 50% of their polyps [65]. Germ line loss-of-function mutations 
in oncogene-induced senescence pathways may play an additional role in the dis-
ease [66].

Traditional serrated adenomas (TSAs) are much less common than the other ser-
rated lesions, accounting for approximately 1% of colorectal polyps (Fig. 4.10). The 
majority of lesions are detected in the distal colon [12]. TSAs may originate from 
preexisting non-dysplastic serrated polyps, including hyperplastic polyps and SSA/Ps. 

Fig. 4.8  Colorectal carcinogenesis according to the “serrated (CIMP) pathway”: sporadic colorec-
tal adenocarcinomas with high-level microsatellite instability (MSI-H) develop from serrated pre-
cursor lesions due to promoter hypermethylation of the MLH1 gene (from [12], S. Karger AG, with 
permission)
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a b

c d

Fig. 4.9  Sessile serrated adenoma/polyp (SSA/P) with increased serration of non-dysplastic 
crypts, with T-shaped (“anchor”) crypts and mature goblet cells at the crypt bases (a). Cytological 
dysplasia is not present in uncomplicated SSA/P, but develops with progression toward carcinoma 
(b), often in conjunction with promoter hypermethylation of the MLH1 gene, as illustrated by loss 
of nuclear MLH1 expression (c). The proliferation rate (MIB-1) is markedly increased in the dys-
plastic glands (d)

a b

Fig. 4.10  Traditional serrated adenoma (TSA) with slit-like serration, cytoplasmic eosinophilia, 
and proliferative “ectopic crypts” (a). In high-grade dysplasia, marked architectural complexity 
and nuclear atypia with increased nuclear/cytoplasmic ratio are observed (b)
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On the molecular level, these lesions are characterized by BRAF mutations, giving 
rise to BRAF-mutated MSS CRCs [67, 68]. TSAs may alternatively develop de 
novo. These lesions mainly show mutations in the KRAS gene. Malignant progres-
sion occurs via TP53 mutation and Wnt pathway activation regardless of mutation 
status [67–69].

4.2.4	 �MUTYH-Associated Polyposis (MAP)

MAP is a hereditary condition caused by biallelic germ line mutations in MUTYH 
gene and has an autosomal recessive pattern of inheritance [70]. It is characterized by 
the development of multiple neoplastic polyps in the colorectum and increased risk of 
CRC [9]. The colonic phenotype of MAP mimics FAP—however, in addition to mul-
tiple adenomatous polyps, hyperplastic polyps and SSA/Ps can also be found [71].

The MUTYH gene product is involved in the base-excision repair pathway and 
protects against oxidative DNA damage. Individuals with >10 colorectal adenomas 
who do not have mutation in APC should undergo genetic testing for MAP [9].

4.2.5	 �Hamartomatous Polyposis Conditions

Hamartomatous polyposis conditions include PJS, JPS, hereditary mixed polyposis 
syndrome, Cowden syndrome, Bannayan-Riley-Ruvalcaba syndrome, and 
Cronkhite-Canada syndrome [72]. This group of disorders is characterized by the 
development of multiple benign-appearing polyps in the gastrointestinal tract. 
Affected individuals bear an increased risk of cancer, not only in the gastrointestinal 
tract but also in other organs [9]. Carcinogenesis, that is, progression of the hamar-
tomatous polyps to cancer or cancer development de novo, is still largely unclear, 
suggesting different pathways from adenomatous polyposis. In this chapter, we will 
concentrate on the two most common conditions, that is, PJS and JPS. They can 
both be sporadic or familial, in the hereditary setting having an autosomal dominant 
pattern of inheritance.

In PJS the key clinical features are hyperpigmentation (melanosis) of the lips, 
mouth, and oral mucosa and polyposis of the small intestine. Affected individuals 
harbor a mutation in the STK11 gene [73]. Lifetime cancer risk is as high as 81–93%, 
with 50% risk for breast cancer and 39% risk for colon cancer [74].

JPS is caused by germ line mutations in either MADH4 (SMAD4, DPC4) or 
BMPR1A, which can be found in 18.2% or 20.8% of affected individuals, respec-
tively [75]. The condition is characterized by multiple hamartomatous polyps, most 
commonly arising in the colon but rarely also in the stomach, duodenum, and small 
bowel. For both sporadic and familial JPS, mean age of CRC diagnosis is 37 years 
[76]. Lifetime cancer risk has been estimated 38% for colonic and 21% for upper GI 
cancers, including the stomach, pancreas, and small bowel [77].
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4.3	 �Future Perspectives

Recent data indicate an even greater complexity of cancer development in the col-
orectum. Thus, germ line exonuclease domain mutations (EDMs) of POLE and 
POLD1 have been shown to confer high risk of multiple colorectal adenomas and 
carcinoma, a condition named polymerase proofreading-associated polyposis 
(PPAP). Somatic POLE EDMs have also been found in sporadic CRCs and endo-
metrial cancers. It is believed that both the germ line and the somatic mutations 
cause impair polymerase proofreading resulting in “ultramutated,” yet microsatel-
lite stable (MSS), tumors [78].

In addition, Guinney et al. [79] reported four “consensus molecular subtypes” 
(CMS) of colorectal cancer: CMS1 (MSI immune, 14%), hypermutated, microsatel-
lite unstable, and strong immune activation; CMS2 (canonical, 37%), epithelial, 
marked WNT, and MYC signaling activation; CMS3 (metabolic, 13%), epithelial 
and evident metabolic dysregulation; and CMS4 (mesenchymal, 23%), prominent 
transforming growth factor-β activation, stromal invasion, and angiogenesis. It is of 
note that 13% of samples tested showed mixed features, which could be explained 
by intratumoral heterogeneity or by a transition phenotype. The significance of this 
“consensus” publication is, however, currently unclear.

�Conclusion
Different molecular and cellular mechanisms of carcinogenesis have been identi-
fied in the large bowel. These mainly include CIN, MSI, and CIMP pathways. 
Familial cancers may arise within FAP, LS, and MAP syndromes. Hamartomatous 
polyposis syndromes likewise harbor increased cancer risk. Four consensus 
molecular subtypes (CMS1-CMS4) have been described recently, awaiting vali-
dation by other groups.
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Abstract
Pancreatic cancer (PC) is a lethal disease with a devastating prognosis. This is 
due to the late occurrence of clinical symptoms in advanced cases, where opera-
tive cure is seldom possible. PC is divided into subtypes, which include pancreatic 
ductal adenocarcinoma (PDAC), colloid carcinoma (CC), pancreatoblastoma, 
cystadenocarcinoma, and histologically-mixed types. PDAC is the most com-
mon and aggressive subtype, comprising 95% of PC cases. It evolves by a series 
of molecular aberrations that lead to malignant transformation. The precursor 
lesions pancreatic intraepithelial neoplasia (PanIN), intraductal papillary muci-
nous neoplasm (IPMN), and mucinous cystic neoplasm (MCN) can evolve into 
PDAC.  In most cases, however, PanINs are the precursors of PDAC. IPMN 
progresses to either PDAC or CC, depending on the histologic subtype of the 
underlying IMPN. The microscopically visible PanINs are well characterized 
molecularly and genetically, which has helped in determining the sequence of 
changes that occur during pancreatic carcinogenesis. IPMNs and MCNs are 
macroscopic lesions that are seen with standard imaging techniques and often 
present with a cystic morphology and symptoms attributable to ductal obstruc-
tion. Activating KRAS mutations are the most common mutation in PanINs and 
IPMNs. Studies have shown that constitutively active KRAS leads to changes 
that involve not only increased growth of tumor cells but also gives precursor 
lesions a survival advantage by promoting tumor desmoplasia, anabolic metab-
olism, and immunologic tumor tolerance. Furthermore, the occurrence of TP53 
mutations in PanINs with mutant KRAS has been shown to be essential for the 
transformation to PDAC. Multiple pathways are altered in pancreatic carcino-
genesis. These include MAPK/ERK, PI3K/AKT, Wnt/β-catenin, TGF-β, hedge-
hog, chromatin regulation, autophagy, and G1/S-phase transition. Moreover, 
noncoding RNA has been shown to be involved in almost all steps of pancreatic 
carcinogenesis.

5.1	 �Pancreatic Carcinogenesis

Pancreatic cancer (PC) is a lethal disease with a dismal prognosis. Annually, PC 
is the cause of more than 40,000 deaths in the European Union (EU) and is the 
fourth most common cancer death in the United States and the EU [1, 2]. The late 
occurrence of symptoms often leads to the correct diagnosis in late clinical 
stages, when curative therapy is impossible [3]. The most common type of PC is 
pancreatic ductal adenocarcinoma (PDAC), accounting for over 95% of cases 
[3]. The second most common type of PC is acinar-cell carcinoma (ACC), which 
accounts for 2–3% of cases in adults, but is more common in the pediatric popu-
lation [4]. Other types include colloid carcinoma (CC), pancreatoblastoma, cyst-
adenocarcinoma, and overlapping phenotypes, such as mixed acinar-ductal 
adenocarcinoma and mixed acinar-neuroendocrine-ductal carcinoma [5]. 
Although a minor increase of overall survival of PDAC patients has been achieved 
in recent years, inoperable PDAC still conveys an expected survival of less than 
1 year after diagnosis [6].
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5.1.1	 �Pancreatic Ductal Adenocarcinoma (PDAC)

PDAC accounts for the vast majority of PC cases and is also the most aggressive 
subtype [3]. Although it represents the most intensively investigated subtype of PC, 
the survival of PDAC patients has not increased substantially in recent years [3]. 
Macroscopically, PDAC presents as a firm fibrotic tumor, with a white-yellow 
appearance and loss of normal pancreatic architecture [7]. Microscopically, infiltra-
tive PDAC is characterized by glandular components with intraluminal necrosis in 
the pancreatic parenchyma without abiding to the normal glandular architecture [7]. 
Furthermore, invasion into extrapancreatic structures, such as perineural or vascular 
invasion, is often found and is diagnostic of PDAC [8, 9]. It has been recognized for 
some time that PDAC develops out of precursor lesions, a process that will be dis-
cussed thoroughly in this chapter.

5.1.2	 �Risk Factors for PDAC

Although risk factors for PDAC, such as chronic pancreatitis (CP) and hepatitis B virus 
(HBV) infection, have been acknowledged, most cases develop in persons without 
obvious risk factors [10–12]. Research has shown that the risk factors most strongly 
associated with PDAC are CP, diabetes, smoking, helicobacter pylori infection, and 
longterm alcohol consumption over 30 gramms per day [13, 14]. Studies have shown 
that these risk factors also apply to early- and very-early-onset PDAC, i.e., before the 
age of 60 or 45 years, respectively [15, 16]. Allergic diseases, such as asthma and aller-
gic rhinitis, decrease the risk of PDAC significantly, highlighting the role of the immune 
response in pancreatic carcinogenesis [14]. Genetic predisposition to PDAC is caused 
by germline mutations of BRCA1, BRCA2, CDKN2A, ATM, PALB, and mismatch-
repair genes, leading to familial pancreatic cancer syndromes in some cases if trans-
mission to the next generation occurs. Moreover, a number of single-nucleotide 
polymorphisms (SNPs) are associated with increased risk for PDAC, including ABO, 
PDX1, NR5A2, and KLF5 [17]. In patients with PDAC, BRCA2 germline mutations are 
found in approximately 10% [18], highlighting the importance of familial pancreatic 
cancer to the overall incidence of PDAC cases.

5.1.3	 �Acinar-Cell Carcinoma (ACC)

Compared to PDAC, this type of cancer is characterized by different mutations and 
alterations. Interestingly, over 30% of ACCs do not have any somatic mutations, but 
are solely characterized by chromosomal aberrations. This is demonstrated by a 
high value of fractional allelic losses (FAL) of 0.27 (range, 0–0.89), indicating that 
27% of information carrying chromosomal arms are affected by loss of heterozy-
gosity [19]. Rigaud et  al. have demonstrated that 12 chromosomes show loss of 
heterozygosity in over 50% of cases, with chromosomes 4q, 1p, and 17p in over 
70% of cases. Amplification of GATA5 and the mTOR-associated LKB1 has also 
been reported [20]. ACCs commonly harbor changes in β-catenin-related signaling, 

5  Pancreatic Carcinogenesis



86

such as adenomatous polyposis coli (APC), and express pancreatic exocrine 
enzymes, such as trypsinogen [3, 4]. Alterations in the APC/β-catenin pathway 
commonly include APC deletions and promoter hypermethylation and result in 
underexpression in 58% of cases [21]. Recent mouse-model-based data have shown 
that the mTOR pathway may be crucial for ACC development [22]. TP53 mutations 
or deletions have been found in roughly 50% of cases and are found especially in 
metastases and are therefore thought to come along with malignant change [23].

5.1.4	 �Colloid Carcinoma

Colloid Carcinoma (CC), also referred to as mucinous non-cystic carcinoma, is a 
variant of pancreatic cancer that is characterized by substantial mucin production 
within large parenchymal pools. Floating tumor material is found within these 
pools, which represent a barrier for metastasis, explaining the relatively benign 
nature of the disease in comparison with PDAC [24]. Moreover, the tumor cells may 
have a diverging appearance [25]. CCs are largely located in the head of the pan-
creas, but may also affect all anatomic regions of the pancreas in a multinodular 
fashion [25]. Whereas the average 5-year survival of PDAC patients does not exceed 
20% [26], the average 5-year survival of CC patients is >50% [25]. CCs are thought 
to arise from intraductal papillary mucinous neoplasms (IPMNs), although mainly 
from intestinal-type IPMNs and possibly from mucinous cystic neoplasms (MCNs) 
[25, 27]; however, the data is still inconclusive in this matter.

5.1.5	 �Precursors of PDAC

PDACs are thought to develop by a series of genetic and epigenetic alterations from 
nonneoplastic pancreatic epithelium (NNE), to precursor lesions, to invasive cancer 
[28]. These lesions include pancreatic intraepithelial neoplasia (PanIN), IPMN, and 
MCN [29–31]. PanIN has been shown to be the most important precursor lesion in the 
development of most PDACs [32]. PanINs are categorized into three grades, accord-
ing to their histologic degree of cellular atypia into PanIN-1A, PanIN-1B, PanIN-2, 
and PanIN-3 lesions [33]. PanIN-1 lesions are found frequently in normal human 
pancreata, whereas higher-grade PanINs are rarely found in the absence of PDACs 
and IPMN-associated carcinomas [28, 34]. Moreover, case reports have shown that 
PanIN-3 lesions may advance to PDACs [28, 35, 36].

5.1.5.1	 �Pancreatic Intraepithelial Neoplasia (PanIN)
PanINs are the most important and best investigated PDAC precursor lesions that are 
categorized into three histologic grades, according to their degree of cellular atypia 
[33]. PanINs are flat microscopic intraepithelial lesions that develop out of acinar cells 
in a process termed acinar-to-ductal metaplasia (ADM) Conversely, ductal epithelium 
is rarely the origin of PanINs [37, 38]. PanINs are characterized by varying degrees of 
intracellular mucin, pseudo-papillary or papillary structures and nuclear atypia, 
according to the histologic grade of PanIN. In the ADM model, chronic inflammatory 
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stresses, such as smoking, HBV infection, and recurring flares of CP, lead to metaplas-
tic acinar cells by the acquisition of activating KRAS mutations, which then transform 
into PanINs by a series of genetic and epigenetic alterations [37, 39]. However, PanINs 
often harbor different variants of KRAS mutations, indicating low clonality of these 
precursors, while established PDACs normally harbor the similar mutations [40]. 
Although most people are thought to harbor low-grade PanINs in a considerable fre-
quency, high-grade PanIN-3 lesions are found mainly in the surrounding area of a 
PDAC [34, 41]. With respect to IPMN, PanIN progresses exclusively to PDAC [33, 
42]. Furthermore, recent studies have shown that PanIN-associated PDACs are more 
aggressive than IPMN-associated PDACs [43] (Tables 5.1).

5.1.5.2	 �Intraductal Papillary Mucinous Neoplasm (IPMN)
IPMNs are rare macroscopic tumors that can progress to tubular adenocarcinoma 
(i.e., PDAC) and colloid type in 50% of cases, respectively [33, 42]. With respect to 
PanINs, IPMNs are symptomatic in up to 45% of cases because of the substantial 
tumor size, leading to compression of local anatomical structures, such as the com-
mon bile duct or pancreatic duct [44]. Common symptoms therefore include jaun-
dice, abdominal pain, weight loss, steatorrhea, new-onset diabetes, and acute 
pancreatitis [4, 44–46]. IPMN is graded into three grades according to the degree of 
intraepithelial atypia: IPMN with low-grade dysplasia, IPMN with intermediate-
grade dysplasia, and IMPN with high-grade dysplasia [33]. Microscopically, IPMNs 
are characterized by vast papillary formations and tall epithelial cells with abundant 
apical mucin [33]. In addition, IPMNs arise in different histologic phenotypes, 
which comprise gastric, intestinal, oncocytic, and pancreatobiliary phenotypes [33]. 
Interestingly, tumors in the main pancreatic duct commonly harbor infiltrative com-
pounds, i.e., PC at higher frequency than branch-duct IPMNs [47]. The most com-
monly mutated genes in IPMN, in descending order, are KRAS, GNAS, TP53, 
RNF43, SMAD4, SMARCA4, and ARID1A [42]. However, the frequencies of differ-
ent gene mutations and alterations of protein expression diverge significantly 
between the different histologic subtypes [42]. Some authors have listed RNF43 
mutations as being the third most frequently mutated gene in IPMNs [48]. Evidence 
shows that there are significant statistical correlations between the prevalence of 
IPMNs and extrapancreatic diseases, especially autoimmune diseases, such as 
inflammatory bowel disease, systemic lupus erythematosus, and rheumatoid arthri-
tis [49]. Moreover, IPMNs may be associated with an increased incidence for extra-
pancreatic carcinomas of the colon, prostate, stomach, bile duct, and breast [50–53]. 

Table 5.1  Histopathologic grades of PanIN

PanIN-1A Flat lesion with tall columnar mucinous epithelium with normally shaped nuclei

PanIN-1B Papillary lesion, otherwise same morphology as PanIN-1A

PanIN-2 Papillary lesion showing nuclear pseudostratification and crowding, focal loss of 
polarity, and sometimes cellular abnormalities such as hyperchromatic nuclei or 
enlargement can be present

PanIN-3 Pronouncedly papillary lesion with diffuse loss of polarity and cribriform 
structures. Enlarged nuclei with increased nuclear to cytoplasm ratio and 
polymorphisms similar to a well-differentiated adenocarcinoma
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However, a recent systematic review has questioned the conclusiveness of the 
respective data [54] (Table 5.2).

5.1.5.3	 �Mucinous Cystic Neoplasm (MCN)
MCNs are even rarer than IPMNs and are hitherto poorly investigated. They repre-
sent macroscopic lesions that are characterized by intensive mucin production, a 
highly mucinous columnar epithelium, and an ovarian-type stroma underlying the 
dysplastic epithelium and may progress to mucinous cystadenocarcinoma [33, 55]. 
MCNs are more common in woman than in men and are associated with cystadeno-
carcinoma in about 20% of cases [55].

5.1.5.4	 �Molecular Alterations in PDAC
PDACs harbor hundreds of mutations in genes involved in diverse pathways and 
cellular functions; however, some alterations have proven essential, while others 
represent passenger mutations that are not considered crucial for pancreatic carcino-
genesis [56–59]. A good example is mutations in TTN encoding titin, which are 
present in up to 20% of cases, although some cytoskeletal proteins, such as paladin 
and α-catenin, which interact with titin, have been shown to have influence on 
PDAC cells [60]. The most commonly mutated genes in PDAC are KRAS, CDKN2A, 
TP53, SMAD4, MLL3, ARID1A, and SF3B1 [58]. In ACC, over 30% of cases do not 
harbor any specific mutation. Instead, this type of cancer is characterized by severe 
chromosomal changes [19]. Other common aberrations are SMAD4 (26%), TP53 
(13%), and JAK1 (17%) [19].

5.1.5.5	 �Common Mutations in PDACs, PanINs, MCNs, and IPMNs
Many mutations occur during pancreatic carcinogenesis to PDAC. Whole-exome 
sequencing-studies have found diverging frequencies of several mutations, which 
may be due to insufficient case numbers in some studies [40, 58, 61, 62]. However, 
the frequencies of some major mutations are largely consistent among different 
studies.

Activating mutations (e.g., G12D or G12V) in KRAS on chromosome 12 are 
found in most cases of PanINs, with frequencies up to 90% in PanIN-3 lesions. 
These mutations lead to increased MAPK/ERK and PI3K/AKT signaling and are 
thought to be initiating events in the progression from NNE to PanIN [40, 63]. 
Epigenetic mechanisms, such as the downregulation of KRAS-suppressing 

Table 5.2  Histopathologic grades of IPMN

IPMN with low-grade 
dysplasia

Tall columnar epithelium with abundant apical mucin, usually gastric 
type. More commonly found in branch ducts

IPMN with 
intermediate-grade 
dysplasia

Complex architecture only focal loss of polarity. Nuclear enlargement 
and hyperchromasia. Commonly found in main ducts

IPMN with high-
grade dysplasia

Cribriform/pseudopapillary lesion with severe loss of polarity. 
Budding of cells into the lumen. Severely dysplastic cells with nuclear 
polymorphisms and intestinal-type epithelium. Commonly found in 
main ducts
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microRNAs, have also been acknowledged [64]. For example, Lohr et  al. have 
reported frequencies of KRAS mutations of 36%, 44%, and 87% of PanIN-1a, 
PanIN-1b, and PanIN-2 and PanIN-3 lesions, respectively, which represents a sig-
nificant increase in progression toward higher-grade lesions (p  <  0.001) [63]. 
Although KRAS mutations belong to the most frequent mutations in IPMN, they are 
significantly less common than in PanINs [63, 65]. However, data suggests a grad-
ual increase of KRAS mutation in the progression of IMPN to PDAC. In IPMN with 
high-grade dysplasia and IPMN with associated carcinoma, KRAS mutations are 
found in 40–57% and 50–57%, respectively [66, 67]. These data suggest that KRAS 
mutations are associated with a more malignant phenotype. Moreover, KRAS muta-
tions are also more common in gastric- and pancreatobiliary-type IPMNs than other 
types [42]. Other authors have found little to no increase of KRAS mutations in the 
progression of IPMN, leading to the assumption that KRAS mutations are not related 
to progression but are early changes associated with the formation of the lesion [42, 
68]. Hence, there is still disagreement in the scientific community about the signifi-
cance and frequency of KRAS mutations in IMPN. KRAS mutations are also found 
in about one third of MCNs [69, 70]. KRAS mutations are thought to be a prerequi-
site for the progression of PanINs to PDACs, which is eventually caused by aberra-
tions in TP53, SMAD4, and CDKN2A [71]. Collins et al. have demonstrated in a 
murine model that oncogenic KRAS is necessary for the formation and mainte-
nance of PanINs [72, 73]. KRAS signaling leads to increased expression of cyclo-
oxygenase 2 (COX2) by increased nuclear factor kappa B (NF-κB) signaling, which 
furthermore enhances KRAS activity [74]. KRAS mutations lead to a chronic state 
of inflammation by upregulation of inflammation-associated chemokines and 
reduced T-cell immunity against neoplastic cells [75, 76].

p53 overexpression is found in up to 57% of PanIN-3 lesions and 85% of PDACs, 
which correlates well with TP53 mutation. Overexpression is caused by accumula-
tion of the dysfunctional protein in the nucleus, leading to insufficient recognition 
by the ubiquitin-protein ligase Mdm2 and JNK [32, 77]. Deletion of TP53 alleles, 
on the other hand, would not lead to accumulation, although in most cases of PDAC 
mutation is present [57, 78]. TP53 mutations are believed to be an important factor 
in the development of a malignant phenotype and represent a variety of SNPs in 
different genomic regions and loss of heterozygosity [32, 40]. This is due to the 
tumor-suppressive function of p53, which allows the acquisition of additional 
genetic aberrations and leads to increased proliferation and reduced apoptosis. It 
may also be due to a gain-of-function character of TP53 mutations, although this is 
still debated [79]. However, early studies have shown that mice with TP53 muta-
tions suffered more frequently from distant metastases than did mice with TP53-
allele deletion, indicating a gain-of-function quality of TP53 mutation [80, 81]. 
Studies have shown that the aggressive nature of p53-mutant tumors in mice is due 
to increased PDGF receptor-β signaling and that PDGF receptor-β expression is 
correlated to poor disease-free survival in PDAC patients postoperatively [82]. p53 
dysfunction is also a cause for impaired function of p21, which leads to increasing 
G1/S-phase progression [32]. Germline TP53 polymorphisms have been shown to 
correlate with increased risk for PDAC in men, but not in women [83]. Studies on 
murine models have shown that activating KRAS mutations and TP53 mutations 
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lead to the development of PDAC in 75% of cases when occurring in rapid sequence 
[84]. This highlights the importance of these two mutations in the development of 
PDAC. p53 overexpression is found in 17–38% of IPMNs with high-grade dyspla-
sia [85–89] and in about 10% of IPMNs in total [65]. TP53 mutation is predomi-
nantly found in IPMN with high-grade dysplasia and IPMN carcinoma, indicating 
that TP53 mutations are associated with the development of a more malignant phe-
notype in IPMNs [42]. IPMN-associated PDACs and colloid-type carcinomas show 
p53 overexpression and TP53 mutation in lower frequencies than “common,” i.e., 
PanIN-associated PDACs [25, 42]. MCNs commonly do not exhibit p53 overex-
pression before invasive carcinoma has developed, indicating that TP53 mutation is 
associated with malignant behavior in these lesions [90].

Downregulation of p16 is frequently observed in PanINs, with frequencies of 
29%, 55%, and 71% in PanIN-1, PanIN-2, and PanIN-3, respectively [91]. PDACs 
do not express p16 on the protein level in almost 80–100% of cases [88, 91]. 
Therefore, downregulation of p16 is thought to be one of the intermediate events 
in pancreatic carcinogenesis after KRAS mutation and before or contemporane-
ously with TP53 mutations. Downregulation of p16 is caused by point mutations, 
homozygous deletions, or epigenetic silencing in the CDKN2A promoter region 
[57, 92], leading to accelerated cell growth because of lack of p16-mediated 
repression of the G1/S-phase transition in the cell cycle [93]. Increasing loss of 
p16 expression is seen in the progression of IPMN to carcinoma. IPMN with low-
grade dysplasia and IPMN with high-grade dysplasia display loss of p16 expres-
sion in 20% and 80–100% of cases, respectively [88, 94, 95]. In MCNs, loss of 
p16 expression has also been reported; however, only small study samples have 
been investigated [96].

SMAD4 mutations are among the late events in pancreatic carcinogenesis via the 
development of PanIN, and downregulation of SMAD4 is seen in >90% of PDAC 
cases [88]. The reported frequencies of SMAD4 mutations have varied substantially 
among different studies. Deletion and point mutation cause loss of SMAD4 expres-
sion [57, 58, 61]. SMAD4 inactivating mutations by point mutation or homozygous 
deletion lead to the switch from growth-inhibitory signaling of the TGF-β pathway 
to growth-promoting signaling in affected cells. Furthermore, in this context, TGF-β 
signaling also leads to promotion of invasive behavior and epithelial mesenchymal 
transition (EMT) [97, 98]. In PanINs, studies have consistently shown normal 
expression in PanIN-1 and PanIN-2 lesions and reduced or lost expression in 
30–55% of PanIN-3 cases [88, 99]. This is in accordance with experimental data 
that show that SMAD4 mutations are sufficient to initiate PDAC formation in the 
context of oncogenic KRAS [100]. IPMN with low- and intermediate-grade dyspla-
sia consistently shows normal SMAD4 expression, while IPMN with high-grade 
dysplasia and IPMN carcinoma shows loss of SMAD4 expression in 7–75% of 
cases [94, 101]. A problem with reported expression frequencies is the use of differ-
ent positivity criteria in the analysis of SMAD4 positivity by different study authors, 
a general problem in immunohistochemistry-based studies. However, it may indi-
cate lower frequencies of SMAD4 mutation or deletion in IPMN-associated PDACs. 
In MCNs, loss of SMAD4 is found frequently in cases with invasive carcinoma, but 
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not in noninvasive lesions, pointing toward a causative role of SMAD4 mutations in 
the malignant transformation of MCNs [102, 103].

GNAS mutations are common in intestinal-type IPMN and colloid-type carci-
noma compared to pancreatobiliary-type IPMN and PanIN-associated PDAC, 
reflecting a discrete pathway in pancreatic carcinogenesis [42, 61, 62, 69, 70]. In 
total, they are among the most common mutations in IPMNs, together with KRAS 
mutations [65]. The GNAS gene encodes the α-subunit of the stimulatory G-protein 
(Gαs), which is responsible for activating the enzyme protein kinase A (PKA) upon 
receptor activation and downstream signaling molecules, such as cAMP response 
element-binding protein 1 (CREB1). Thus, GNAS mutation leads to constitutive 
activation of G-protein-coupled receptor (GPCR) signaling [104]. Studies have 
shown that GNAS mutations concur with increased expression of MUC2 and 
MUC5AC, without increasing tumor cell proliferation [105]. In PanINs and PDAC, 
GNAS mutations are found only sporadically [70, 106]. In contrast, GNAS muta-
tions are found in frequencies of 41–66% of IPMNs, without significant differences 
between grades [62, 69, 70, 107]. However, in cases with wild-type KRAS, BRAF, 
and PI3KCA, mutations of GNAS are much more common [61]. Some authors have 
demonstrated decreasing frequencies of GNAS mutations in the progression of 
IPMN, indicating that GNAS mutations may be important in the early stages of dis-
ease, but malignant change is less likely in these tumors [70].

Myeloid/lymphoid or mixed-lineage leukemia protein 3 (MLL3) is an enzyme 
encoded by the MLL3 gene, which is member of a histone-methylation complex. In 
PDAC, it is inactivated by homozygous deletion or point mutations in roughly 10% 
of cases [57]. Mutations or deletions in MLL and MLL2, which are all involved in 
chromatin regulation, are found with lower frequency. Interestingly, mutations in 
the MLL genes do not overlap, indicating that alteration in one of these interacting 
molecules is sufficient for disruption of normal chromatin regulation [108].

Brahma-related gene 1 (Brg1), encoded by the SMARCA4 gene, is a catalytic 
subunit of the SWI/SNF-chromatin remodeling complexes. It is underexpressed in 
28% of IPMNs with low-grade dysplasia, in 52% with intermediate-grade dyspla-
sia, and in 76% with high-grade dysplasia [109–111]. Mutations of SMARCA4 are 
also found in 1–8% of PDAC cases [58], but with frequencies of up to 12–15% in 
IPMN-associated carcinomas [42]. Mouse model data have shown that loss of Brg1 
leads to formation of IPMNs that progress to carcinoma in the presence of activating 
KRAS mutation. Brg1 inhibits dedifferentiation and malignant transformation [110, 
111]. However, IPMN-associated PDAC exhibits higher levels of Brg1 expression, 
and in vitro data have shown that Brg1 leads to increased malignant behavior of 
tumor cells when overexpressed in PDAC. This shows a dual role of Brg1 in IPMN 
and IPMN-associated PDAC [42].

RNF43 is the third most frequently mutated gene in IPMNs and is also frequently 
mutated in MCNs [48], although some authors have listed TP53 mutations as the 
third most common mutations in IPMN [42]. RNF43 encodes a ubiquitin ligase that 
resides mostly in the endoplasmatic reticulum and the nuclear membrane and pro-
motes tumor cell proliferation [112]. Springer et al. found RNF43 mutations in 38% 
of IMPNs [48]. Similar results were obtained by Wu et  al. [113]. Amato et  al. 
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showed that RNF43 mutations are more common in intestinal-type IPMNs, com-
pared to pancreatobiliary or gastric-type IPMNs, suggesting that these mutations 
represent a discrete pathway in pancreatic carcinogenesis [65]. However, only 
STK11 (serine/threonine kinase 11) mutations are infrequently found in PDAC but 
are more common in IPMNs [114, 115]. Germline STK11 mutations lead to the 
Peutz-Jeghers syndrome, which is characterized by the predisposition to develop-
ment of gastrointestinal polyps, pigmented mucocutaneous macules, and IPMNs 
[115]. Loss of STK11 expression is more common in higher-grade IPMNs and in 
lesions with deletion of both alleles. STK11 mutation is found in 27–32% of IPMNs, 
but only in 7% of PDAC cases [114].

MUC16 has been shown to be mutated in PanINs, prior to the progression to 
PDAC. In PDAC, MUC16 upregulation is found frequently and is associated with 
increased mTOR signaling. However, mutations of MUC16 were not found fre-
quently in next-generation sequencing studies. Jones et al. found MUC16 mutations 
in only 5–8% of PDAC cases, overall ranking it the seventh most common 
mutation [57].

5.1.5.6	 �Chromosomal Aberrations
Apart from typical mutations, PDAC is characterized by genomic instability and 
chromosomal alterations, although less extensively than ACC.  These alterations 
include structural aberrations, such as nonreciprocal translocations, deletions, and 
amplifications [19, 116, 117]. Mouse model data have shown that mutations in 
KRAS and TP53 increase the likelihood of chromosome fusion in murine PDACs, 
without significantly reduced telomere length [118]. Common chromosomal altera-
tions in ACC are found on chromosomes 11p, 15, 17p, 18q and 22 [19]. Commonly, 
gains of chromosome material are more frequent than deletions [116]. Telomere 
shortening by telomere breakage is one of the earliest changes in pancreatic carci-
nogenesis and is found in PanIN-1A lesions and even nonneoplastic epithelium in 
surrounding area of PanINs [119]. This may lead to chromosomal fusion, DNA 
fragmentation, or unstable ring chromosomes, promoting the acquisition of further 
chromosomal aberrations. Furthermore, chromosomal aberrations go along with 
telomerase expression [120], indicating that chromosomal instability may contrib-
ute to immortalization of tumor cells. Telomere shortening has also been shown to 
affect virtually all IPMN cases [121]. EGFR, HER-2, and topoisomerase II (TOP2A) 
amplification or, in some cases, deletion have been reported in PDAC [122–124]. 
IPMN shows different chromosomal aberrations with respect to PDAC.  These 
include alterations of chromosomes 5, 6, 11, and 18 [125–127].

5.1.5.7	 �Signaling Pathways in PDAC
Many signaling pathways are altered in pancreatic carcinogenesis to PDAC. Jones 
et al. have determined that 14 signaling pathways are altered in PDAC, which are 
KRAS signaling, TGF-β signaling, apoptosis, JNK signaling, integrin signaling, 
Wnt/Notch signaling, hedgehog signaling, G1/S-phase transition, DNA damage 
control, small GTPase signaling, invasion and hemophilic cell adhesion, chromatin 
remodeling, SWI-SNF, and ROBO/SLIT [57, 128].
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MAPK/ERK and PI3K/AKT signaling is one of the cornerstones of pancreatic 
carcinogenesis [63]. This is due to early occurrence of activating KRAS mutations 
and downregulation of several miRNAs that inhibit KRAS expression [63, 129, 
130]. Moreover, oncogenic KRAS has been shown to alter activation of many 
intracellular pathways, such as PI3K/AKT, RalGDS/p38 MAPK, Rac and Rho, 
NF-κB, chromatin modification, and Rassf1 signaling [131, 132]. MAPK/ERK 
signaling is characterized by a cascade of sequential phosphorylation in which a 
RAS protein (e.g., KRAS or HRAS) cooperates with phosphorylate and activates 
MEK, which phosphorylates MAPK/ERK. MAPK activates transcription factors, 
such as c-myc and CREB, leading to increased transcription of growth-promoting 
factors and uncontrolled tumor proliferation in the case of PDAC [133]. In vitro 
studies with PanIN-derived cell lines have shown that the MAPK/ERK pathway is 
highly active at all stages, indicated by increased expression of p-MAPK, EGFR, 
and HER-2 [134]. Mouse model data have shown that activation of the MAPK/
ERK pathway is caused by increased activation of HER-2 and not by EGFR. This 
is also suggested by the frequent finding of HER-2 overexpression compared to 
EGFR overexpression [118]. In addition, MUC4, which is overexpressed in >90% 
of PDACs and high-grade PanINs, leads to increased MAPK/ERK signaling by 
agonistic function on the HER-2 receptor [135]. Activating KRAS mutations also 
leads to increased PI3K/AKT signaling, which has been shown to considerably 
promote pancreatic carcinogenesis [136–138]. In this signaling pathway, receptor 
tyrosine kinase activation leads to phosphorylation and association of the enzyme 
subunits p85 and p110 to form the fully active PI3K molecule. PI3K phosphory-
lates PIP2 to PIP3 and promotes AKT phosphorylation by PDK1 kinase and 
mTOR. In the nucleus, AKT exerts its function by phosphorylating various tran-
scription factors, which leads to a switch of gene expression towards expression of 
anti-apoptotic and growth- and invasion-promoting molecules [139]. Constitutively 
active PI3K leads to the formation of a large quantity of preneoplastic and neoplas-
tic lesions in murine pancreata, from ADM and PanIN lesions to PDACs [136]. 
Eser et al. demonstrated in a murine model that overactive PI3K signaling, together 
with deactivation of cellular senescence inducing p16 expression, leads to the pro-
gression to PDAC [136].

Wnt/β-catenin signaling is not among the most strongly dysregulated pathways in 
PDAC, but contributes to tumor growth substantially [140, 141]. Murine models 
have shown that constitutive activation of the Wnt/β-catenin pathway inhibits the 
development of murine PanIN (mPanINs) lesions [142]. Conversely, most PDAC 
cases harbor mutations and altered promoter methylation in genes encoding mem-
bers of the Wnt/β-catenin pathway [57, 143]. In PanINs, β-catenin alteration, includ-
ing nuclear β-catenin expression and loss of membranous β-catenin, is a late change 
[141, 144], although other authors have demonstrated aberration of Wnt/β-catenin 
signaling in early-grade PanINs [134]. As seen in PDAC, these changes may be 
largely attributable to promoter hypermethylation of members of the Wnt/β-catenin 
pathway, such as the genes encoding Wnt ligands WNT5A and WNT7A or the cyto-
plasmic molecules WNT9A and APC2, SOX1, SOX7, ROBO1, ROBO2, SLIT2, 
RNF43, and WIF-1 [143].
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TGF-β signaling is altered in all cases of PDAC and has been shown to be crucial 
for pancreatic carcinogenesis [57]. TGF-β signaling is a highly important signaling 
pathway that is involved in numerous physiologic processes in both embryogenesis 
and adult cells. Receptor activation leads to phosphorylation of SMAD proteins that 
regulate downstream gene expression. [145]. In PDACs, members of the TGF-β 
pathway are mutated in 100% of cases, especially SMAD3, SMAD4, TGFBR1, and 
TGFBR2 [57, 61]. In addition, the newly discovered cancer-associated gene 
ACVR1B, which is also part of the TGF-β pathway, is mutated in some PDACs [61]. 
The common mediator-SMAD SMAD4, which interacts with receptor-regulated 
SMADs, transduces growth-inhibitory stimuli in non-neoplastic epithelial cells. 
Point mutation and homozygous deletion abrogate proper SMAD4 signaling in 
PDACs [57], leading to increased G1/S-phase transition and loss of pro-apoptotic 
signaling [100, 146, 147]. Studies have shown that apoptosis is commonly inhibited 
in PDAC cells. Inactivation of at least one of the following genes that encode the 
apoptosis-associated molecules CASP10, VCP, CAD, and HIP1 [57] has been 
reported in PDAC. Expression of anti-apoptotic molecules of the inhibitor of apop-
tosis family (IAP) is found in PanINs, such as cellular inhibitor of apoptosis protein 
1 (cIAP1) and (cIAP2), which act by inhibition of caspases 3, 7, and 9 but also by 
inhibition of TRAIL receptors CD95 and collaboration with anti-apoptotic tran-
scription factor NF-κB [148, 149]. PDAC cells are also insensitive to TRAIL and 
CD95 (TRAIL receptor)-mediated apoptosis, caused by increased activation of pro-
tein kinase C (PKC) and NF-κB, leading to inhibition of the mitochondrial apopto-
sis pathway by upregulation of BCL-XL [150, 151]. The anti-apoptotic molecule 
BCL-2 is regulated by intact p53 signaling. Its underexpression correlates with 
PDAC grade and poor survival [152]. However, in PDACs, TP53 mutation com-
monly leads to p53 overexpression, which may be the cause of this paradoxical 
finding, as mutant p53 has been considered as having oncogenic function and not 
merely being dysfunctional [81]. NF-κB, STAT-3, and MAPK/ERK signaling also 
upregulate anti-apoptotic molecules BCL-2, BCL-XL, and MCL-1 in the majority 
of PDACs [153–155]. PI3K/AKT signaling is hyperactive in virtually all PDAC 
cases and also inhibits apoptosis by upregulation of anti-apoptotic molecules (e.g., 
BCL-XL) and downregulation of pro-apoptotic molecules (e.g., BAD) [156–158].

G1/S-phase transition is commonly dysregulated in PDAC cells. This is caused 
by various upstream signaling pathways that lead to increased activation of cyclin-
dependent kinases (CDKs) [77, 91, 106, 159–161]. Cyclin D1 is overexpressed with 
increasing frequency in the progression of PanINs and in most PDAC cases. This is 
caused by gene amplification and overactive signaling pathways, such as KRAS 
[32, 162, 163]. Cyclin D1 is encoded by the proto-oncogene CCND1 that regulates 
the G1/S-phase transition by interacting with CDK4 and CDK6, leading to phos-
phorylation and inactivation of retinoblastoma protein (Rb) [163, 164]. CCND1 and 
CDK4 amplifications have been found frequently in PDACs [61]. CDKN2A, which 
encodes for p16, counteracts cyclin D1 function by blocking its association with 
CDKs and phosphorylation of Rb [93]. Many PanINs and most PDAC exhibit p16 
underexpression caused by homozygous deletion, point mutation, or promoter 
hypermethylation [57, 159, 165, 166]. PDACs harbor mutations in G1/S-phase 
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transition-associated genes FBXW7, CHD1, and APC2 [57]. The tumor suppressor 
FBXW7 is a recognition protein that aggregates to target molecules to propagate 
degradation by the Skp1-Cul1, F-box (SCF) ubiquitin-ligase complex. These mol-
ecules include growth-promoting molecules c-MYC, cyclin E, c-JUN, and Notch 
[167, 168]. In PDAC, FBXW7 has been shown to be present mostly in its inactive 
form, which is caused by phosphorylation at Thr205 by ERK-1, leading to ubiquiti-
nation and degradation in the proteasome [167]. The Wnt signaling member APC is 
not thoroughly investigated in PDAC. However, studies have shown that function-
ing APC may be needed in pancreatic carcinogenesis to PDAC [169]. This may be 
reflected by the low prevalence of APC mutations in PDACs [170].

DNA damage control is crucial for the integrity and function of the genome and 
inhibits tumorigenesis in normal cells [171]. In PDAC, many genes that are impli-
cated in DNA damage control are mutated, including ERCC4, RANBP2, EP300, 
and TP53 [57]. TP53 mutations, as discussed above, are important factors that con-
tribute to the malignant transformation of PanIN to PDAC and are present in most 
PDACs [32, 84]. P53 is activated upon cellular stresses, such as DNA damage or 
oxidative stress, leading to apoptosis or growth arrest and DNA repair [172]. 
Moreover, downstream molecules, such as p21 and associated miRNAs, most 
prominently miR-34, are altered in pancreatic carcinogenesis [32, 173–175]. 
CDKN2A mutation also leads to dysfunction of the alternate transcript p14ARF, 
which cooperates with p53 by inhibiting p53 degradation by Mdm2 [176]. 
Downregulation of p14ARF is a common finding in PDACs that correlates with the 
presence of distant metastases [177]. The histone acetyltransferase EP300 regulates 
gene transcription by chromatin remodeling and interacts with p53 to mediate 
growth arrest upon DNA damage by acetylation of the p53 C-terminal domain 
[178]. Downregulation of EP300 is found especially in highly metastatic tumors 
and is caused by increased expression of EP300-targeting miRNAs, such as miR-
194, miR-200b, miR-200c, and miR-429 [179]. In PanINs, mutations of DNA dam-
age control-associated genes TOP2A, CHEK2, POLH, and APLF have found to be 
mutated as well [40]. A recent study investigating PanIN genetics found that ataxia 
telangiectasia mutated (ATM) is mutated in PanINs, especially in cases with wild-
type TP53 [40], indicating that the disruption of DNA damage control is necessary 
for pancreatic carcinogenesis.

Chromatin remodelling is an important epigenetic mechanism that regulates 
gene expression and is substantially altered in PDAC [128, 180]. Transcriptional 
regulation is achieved by dynamic manipulation of chromatin structure, which is 
carried out by chromatin-modifying enzymes. Histone acetylation at lysine resi-
dues, which is an important part of chromatin regulation, is mediated by enzymes 
named histone acetyltransferases (HATs), while histone deacetylation is carried out 
by histone deacetylases (HDACs). Histone methylation works in concert with his-
tone acetylation to regulate chromatin state [181]. Another important factor that 
affects transcriptional activity is gene promoter methylation by DNA methyltrans-
ferases, which cooperate with histone-modifying enzymes to regulate gene expres-
sion [181, 182]. Several genes encoding chromatin-remodeling enzymes are 
mutated in PDAC, such as EPC1, ARID1A, and the histone-methylating enzyme 
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MLL3 [58]. The Switch/sucrose nonfermentable (SWI/SNF) complex is a large 
tumor-suppressive multiunit complex containing more than ten molecules that regu-
lates transcription of growth and differentiation-related genes by chromatin remod-
eling [183]. ARID1A, encoding one of the subunits of the SWI/SNF complex, is 
mutated in 4–8% of PDAC cases [58]. Another subunit, SMARCA4, is also mutated 
in a small proportion of cases [58]. High-mobility group A protein 2 (HMGA2) is a 
nuclear chromatin modifying factor that is overexpressed in PDAC tissue, which 
correlates negatively with the expression of the cell-adhesion molecule E-cadherin 
and positively with expression of EMT-associated molecule vimentin. HMGA2 has 
also been shown to be an effector molecule of the KRAS pathway [132].

Hedgehog signaling comprises a family of molecules that make up the three 
hedgehog signaling pathways: sonic hedgehog (SHH), Indian hedgehog (IHH), and 
desert hedgehog (DHH), which are named after their respective activating ligands 
and are utterly important in vertebrate organogenesis [184]. The stimulation of 
hedgehog ligands is transduced by a pair of co-activating receptors located on the 
cellular membrane. These include Patched (Ptc), which inhibits the activation of 
Smoothened (Smo) in the absence of ligand stimulation. Upon stimulation, Ptc is 
inactivated, leading to the translocation of Gli proteins into the nucleus to propagate 
the expression of target genes [185]. Hedgehog signaling has been shown to be an 
important factor in the development of PDAC-associated fibrosis by stimulation of 
pancreatic stellate cells (PSCs), whereas it affects the PDAC cell compartment only 
to a small extent [186–188]. This finding has also been observed in PanINs, which 
stimulate stromal cells by the secretion of SHH as well [189]. In vitro and in vivo 
knockout of SHH leads only to minimal fibrotic tissue in comparison to cells with 
wild-type SHH, which show a massive desmoplastic reaction. This is explained by 
reduced proliferation of stromal cells and little to no production of type I collagen 
or fibronectin. Mechanistically, Bailey et al. found that knockout of SHH leads to 
the absence of paracrine stimulation of stromal cells by tumor cells with 
SHH. Additionally, the authors found that their results are attributable to impaired 
transformation and proliferation of PSCs [186]. Conversely, IHH does not promote 
the proliferation or transformation of PSCs, but instead leads to increasing motility 
of PSCs in Matrigel™ assays. This is explained by IHH-dependent inhibition of 
tissue inhibitor of metalloproteinases 2 (TIMP-2) and consecutive production of 
matrix metalloproteinase 14 (MMP14 or MT1-MMP) that cleaves extracellular 
ECM components, such as collagen, fibronectin, laminin, and proteoglycans [190].

Notch signaling has also been shown to play a role in pancreatic development as 
well as in early pancreatic carcinogenesis [191]. Notch signaling controls cell dif-
ferentiation through lateral inhibition in embryogenesis. Thus, Notch signaling 
determines the differentiation of progenitor cells into endocrine or exocrine cells 
[192]. The Notch proteins are transmembrane receptors that share structural simi-
larities with EGFR and include Notch-1 to Notch-4 [193]. Upon receptor activa-
tion, proteolytic release of the Notch intracellular domain (Notch ICD) and 
consecutive nuclear translocation leads to the activation of target genes [193]. 
Bailey et  al. have reported frequent amplification of Notch signaling members, 
such as Notch-1 and E3 ubiquitin-protein ligase MIB1 (MIB1) [128]. Furthermore, 
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multiple members of the Notch pathway, such as Notch-1, Delta-1, and preseni-
lin-1, are overexpressed in PDACs [194, 195]. Experiments have shown that 
Notch-2 is especially needed for the development of PanINs, causing increased 
expression of c-myc and epithelial-to-mesenchymal transition (EMT) by upregula-
tion of TGF-β. Conversely, knockout of Notch-1 was shown to have less influence 
on pancreatic carcinogenesis [191]. Miyamoto et al. have also shown that TGF-α-
induced ADM is caused by upregulation of Notch signaling members, such as 
Hes-1 [196]. Therefore, the importance of Notch signaling seems to be highest in 
early stages of pancreatic carcinogenesis, although members of the Notch pathway 
are also expressed in PDACs [196].

5.1.5.8	 �Tumor Metabolism and Autophagy
Knowledge of the metabolism of malignant tumors has been shown to be utterly 
important for the understanding of tumors, which was accounted for in the new 
version of the “hallmarks of cancer” by D.  Hanahan and R.  Weinberg [197]. 
Normal cells produce energy by oxidative phosphorylation of adenosine mono-
phosphate (AMP) or adenosine diphosphate (ADP) to adenosine triphosphate 
(ATP). Fast-growing tumors are characterized by increased glycolysis and uptake 
and production of nucleotides, lipids, and amino acids, which are required for cell-
cycle progression [198]. Moreover, the synthesis of cell-membrane-bound lipids 
requires disproportionally high amounts of glucose to provide the necessary car-
bon atoms [198]. In PDAC, the excess glucose uptake is mediated by oncogenic 
KRAS and its stimulation of MAPK/ERK and mTOR signaling [199]. Oncogenic 
KRAS also promotes proliferation by increased production of DNA ribose back-
bone molecules in the pentose phosphate pathway. Energy production, however, is 
largely dependent on glutamine as fuel of the citric acid cycle [199]. As oncogenic 
KRAS mutations belong to the first mutations found in pancreatic carcinogenesis 
[63], it is clear that the metabolic derangement of PDAC is evident before malig-
nant transformation.

Macroautophagy is a cellular process that leads to the disassembly and recycling 
of damaged intracellular structures, such as misfolded proteins or malfunctioning 
organelles, which are altered differentially in pancreatic carcinogenesis [200]. 
Macroautophagy enables the efficient production of energy, amino acids, nucleo-
tides, and lipids in nutrient-deprived locations, such as the desmoplastic environ-
ment of PDACs [201]. In PanIN-3 lesions, macroautophagy has been observed in up 
to 80% of cases [200]. In PDACs, macroautophagy increases tumor proliferation 
and viability, while its inhibition leads to increased resistance to ionizing radiation 
and chemotherapeutics gemcitabine and 5-flourouracil [202, 203]. In addition, 
expression of macroautophagy-associated molecules correlates with stem-cell-like 
characteristics, poor overall survival, and decreased progression-free survival in 
PDAC patients [204]. Mouse model data shows that the progression of PanINs is 
dependent on functional macroautophagy, while loss of macroautophagy capability 
leads to cellular senescence and only sporadic progression to high-grade PanINs 
[205]. Conversely, loss of macroautophagy capability increases tumor growth in 
established PDACs in the context of TP53 mutation, by stimulating glucose uptake, 
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glycolysis, and activation of the citric acid and pentose phosphate pathway [205]. 
Furthermore, loss of macroautophagy may promote the acquisition of additional 
chromosomal and genetic aberrations [206].

Macropinocytosis describes a process in which extracellular fluids and mole-
cules are imported into the cytosol in the form of vesicles, i.e., macropinosomes 
[207]. Macropinocytosis was shown to be induced in the presence of oncogenic 
KRAS in PanINs and PDACs, which leads to the increasing degradation of albumin 
and its degradation to amino acids [207].

Furthermore, amino acids have been shown to increase PDAC growth by direct 
activation of the mTOR pathway [208]. Moreover, increased serum levels of amino 
acids are found early even before the first diagnosis, which is caused by catabolic 
effects attributable to oncogenic KRAS [209]. In addition, overexpression of the 
c-myc-regulated L-type amino-acid transporter 1 (LAT1) is a typical finding in 
many tumors, especially PDAC [210, 211]. LAT1 is a transporter for large neutral 
amino acids, such as leucine, valine, phenylalanine, and histidine, which are over-
expressed in over 50% of cases, indicating that the increased uptake of amino acids 
is dependent on expression of the respective transporters [212]. LAT1 is also over-
expressed in PDAC precursor IPMN [213].

5.1.5.9	 �Tumor Macro- and Microenvironment
The pancreatic tumor environment in PDAC patients is characterized by progressive 
fibrosis and desmoplastic transformation, which makes up to 80% of the macro-
scopic tumor volume, and has increasingly been shown to be crucial for the viabil-
ity, proliferation, and invasive capability of PDAC cells [214–216]. In PanINs, 
desmoplasia is not found in low-grade lesions, whereas it is found increasingly in 
PanIN-3 lesions [217]. Desmoplastic transformation is fundamentally dependent on 
lost growth-suppressive TGF-β signaling, whereas knockout of the TGF-β receptor 
(TGFBR) leads to suppression of tumor-associated fibrosis by proliferation of pan-
creatic cancer-associated fibroblasts (CAFs) and increased killing of PDAC cells by 
CD8+ T cells [218]. Hedgehog signaling has also been shown to be a central factor 
in cancer-associated pancreatic fibrosis by the stimulation of PSCs [186–190]. The 
inhibition of CAFs is an important factor in PDAC development and maintenance 
[219]. Pancreatic CAFs have been shown to have different cellular origins, pre-
dominantly PSCs, but may also originate from bone marrow or resident fibroblasts 
[220]. The role of PSCs has emerged as important part of PDAC biology in recent 
years [214, 220–222]. PSCs are cells similar to hepatic stellate cells that express 
mesenchymal and myogenic markers, such as vimentin and desmin. When acti-
vated, PSCs transform into myofibroblast-like cells that produce extracellular 
matrix (ECM) components, such as collagen, laminin, and fibronectin [216]. PSCs 
induce oncogenic behavior in PDAC cells and promote the expression of stem-cell-
associated markers ABCG2, Nestin, and LIN28 [223]. PSCs also secrete growth-
promoting factors, such as platelet-derived growth factor (PDGF), cyclooxygenase 
2 (COX-2), trefoil factor family (TFF) peptides, fibroblast growth factor 2 (FGF2), 
and periostin [224–228]. PSCs are thought to suppress the development and pro-
gression of pancreatic neoplasms by the engulfment and degradation of damaged 
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pancreatic cells [216]. In established PDACs, however, stellate cells substantially 
support the desmoplastic change and promote PDAC metastasis and peripheral 
nerve infiltration [188, 229]. The interaction of PSCs with PDAC cells leads to 
dose-dependent proliferation of PDAC cells in vitro and may promote PDAC cell 
invasion by the expression of matrix metalloproteinase 3 (MMP-3) and MMP-14 
[190, 215, 216]. For example, studies have shown, as explained above, that PDAC 
cells recruit stellate cells by secreting SHH in a paracrine manner to increase tumor 
desmoplasia [186]. This has also been observed in murine PanINs, indicating that 
the interaction with the pancreatic stroma is important even in early pancreatic car-
cinogenesis [189]. Decreased occurrence of apoptosis is also found in PSC-rich 
tumors [224]. Studies have also shown that a subset of PSCs expressing surface 
marker CD10 are of particular importance and are increased in PDAC environment 
[215]. Interestingly, PSCs do not only facilitate metastasis of PDAC cells, but have 
been shown to metastasize along with PDAC cells into distant organs in a PDGF 
dependent manner [230].

The expression of vascular endothelial growth factor (VEGF) in PDAC cells has 
long since been recognized as marker of poor prognosis and increased frequency of 
distant metastasis [231]. Moreover, the level of VEGF expression correlates with 
microvessel density in PDACs, which has been linked to impaired survival follow-
ing curative resection [232]. The hypoxic environment of PDACs leads to the 
expression of angiogenic growth factors and promotes the migratory and invasive 
behavior of PSCs and PDAC cells [233, 234]. Ide et al. have shown that hypoxia 
leads to expression of the transcription factors c-Met in PDAC cells and angiogenic 
hepatocyte growth factor (HGF) in stromal cells. The expression of HGF was shown 
to correlate significantly with c-Met expression, implying a stroma-induced activa-
tion of HGF/c-Met signaling [234]. Moreover, VEGF, MMP-2, MMP-7, and MMP-
14 were also significantly overexpressed [234]. Studies have shown that PSCs 
promote the formation of in vitro tubes, which is an in vitro marker for tumor angio-
genesis while this process is inhibited by the addition anti-VEGF antibodies [230]. 
In addition, increased angiogenesis was found in murine xenograft models under 
treatment with hypoxic culture mediums, which was determined to be due to 
increased VEGF secretion [233]. Conversely, other authors have shown that, when 
compared to other solid tumors, PDACs are characterized by high interstitial fluid 
pressure due to elevated hyaluronic acid production, which causes collapse of blood 
vessels and impairs the diffusion of chemotherapeutic drugs [235]. However, the 
fibrotic tumor environment has shown to restrict tumor progression in animal mod-
els as well [236–238], highlighting the complexity of the tumor stroma relationship 
in PDAC.

5.1.5.10	 �Immunomodulation by PDACs
Immunomodulation is found early in pancreatic carcinogenesis and leads to 
increased resistance of the tumor to the host’s immune system. The three phases of 
the cancer immunomodulation: elimination, equilibrium, and escape are an impor-
tant part of tumor evolution [239]. Moreover, the immune system switches to a 
tumor-promoting state in many tumors, especially in PDAC [240]. T-cell targeting 
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of tumor cells is inhibited by different factors, including marked parenchymal and 
tumor invasion by immunosuppressive macrophages and leukocytes [241–244]. 
This accumulation of immunosuppressive CD11b+ and Gr-1+ myeloid cells and 
CD4+Foxp3+CD25+ regulatory T cells is already seen in PanINs in genetically 
engineered mouse models and inhibits the targeting of tumor cells by CD8+ T cells 
[76, 244]. This process has been shown to be dependent on tumor-derived 
granulocyte-macrophage colony-stimulating factor (GM-CSF) [245], and the secre-
tion of other factors. The extremely desmoplastic tumor environment itself also 
contributes to the immune escape of PDAC cells [218]. Intratumoral release of cyto-
kines, such as tumor necrosis factor-α (TNFα), interferon-γ (IFN-γ), and interleu-
kin-6 (IL-6), is low in PDACs compared to other tumor entities [246]. Moreover, 
production of antibodies is also significantly lower than observed in other tumors 
[247]. Pylayeva-Gupta et al. have shown that activating KRAS mutations leads to 
upregulation of GM-CSF production as a result of increased activation of the MAPK 
and PI3K pathways [76]. In another study, Pylayeva-Gupta et al. showed that the 
attraction of IL-35-producing B-cells by CAFs, mediated by secretion of the che-
moattractant CXCL13, leads to increased growth of murine PanINs. Moreover, 
overexpression of CXCL13 was noted in human PanINs as well [248]. Gunderson 
et al. showed that B cells lead to increased differentiation of T cells toward the TH2 
phenotype, thereby reducing the production of CD8+ T cells that attack tumor cells. 
This is caused by action of the B-cell Bruton tyrosine kinase (BTK), which may be 
partially abrogated with the use of BTK inhibitors [249].

5.1.5.11	 �Noncoding RNA
Noncoding RNA (ncRNA) is a relatively young research field, but studies have 
demonstrated that the behavior and sometimes evolution of malignant tumors are 
substantially influenced by ncRNA. ncRNA comprises noncoding RNA transcripts 
of highly variable size, which is the cornerstone for the current classification system 
of ncRNA. Of these, micro RNA (miRNA) and long non-coding RNA (lncRNA) 
had the highest impact in scientific research in recent years. miRNAs regulate gene 
expression by targeting of certain “seed regions” on mRNA in the cytoplasm, lead-
ing to inhibition of translation. lncRNAs exert their function by altering gene 
expression in the nucleus in different ways. In the world of ncRNA, the importance 
of KRAS is indisputable as well. Recent research has shown that at least 500 miR-
NAs are abnormally regulated in PDAC [250]. Moreover, at least 107 miRNAs are 
abnormally regulated in PanINs, indicating that aberration of miRNAs is important 
in the earliest stages of pancreatic carcinogenesis [251]. Many miRNAs are induced 
by KRAS signaling, such as miR-155, miR-21, and miR-221 [252–254]. These 
miRNAs suppress the expression of various tumor-suppressive molecules, such as 
Foxo3a, TP53INP1, PTEN, p27, and p57 [253, 255–257]. Other miRNAs with 
tumor-suppressive function, such as miR-217, miR-143, miR-206, miR-145, and 
Let-7, are suppressed by active KRAS signaling [129, 130, 258, 259]. miRNAs also 
interfere in other pathways, such as TGF-β, STAT, PI3K/AKT, chromatin regula-
tion, and DNA damage control [129, 260–262]. Knowledge of the functions and the 
significance of lncRNAs is still evolving. However, some lncRNAs have shown to 
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influence PDAC cell growth substantially. At least 319 lncRNAs have shown to be 
dysregulated in PDACs, but only a handful have been investigated in detail [263]. In 
accordance with the highlighted significance of the MAPK/ERK pathway in PDAC, 
many lncRNAs have been shown to influence this important pathway as well [264]. 
The lncRNA HOTAIR has been shown to increase oncogenic behavior of PDAC 
cells by increasing gene expression of target genomic regions by chromatin regula-
tion [265, 266]. The lncRNA H19 has been shown to increase malignant behavior 
of PDAC cells by disrupting the tumor-suppressive function of the miRNA let-7, 
thus increasing the expression of HMGA2 [261]. The only thoroughly investigated 
tumor-suppressive lncRNA is ENST00000480739, which inhibits HIF-1α expres-
sion [267].

5.2	 �Integrated Progression Model of PDAC

5.2.1	 �Pancreatic Intraepithelial Neoplasia

The first change that initiates PanIN-associated tumorigenesis of PDAC is ADM, 
caused by various exogenic and endogenic stresses, such as smoking and CP flares 
[37, 39]. These stresses lead to ADM through the repression of the GATA6 pro-
moter, which is essential for proper differentiation of pancreatic cells [268]. ADM 
is accompanied by expression of ductal-specific markers CK19 and Sox9 and loss 
of p21 expression [269, 270]. However, the exact mechanisms are still unclear, 
although research has shown that Notch signaling is essential for this process [191, 
196]. ADM may then progress to form PanINs in the context of oncogenic KRAS 
mutation [39, 88]. Murine models have shown that CP may lead to ADM and con-
secutive PanIN and PDAC development [271]. In PanINs, the first changes found 
are KRAS mutations, causing increased MAPK/ERK, STAT, and AKT/PI3K sig-
naling. KRAS mutations have been shown to be crucial for PanIN formation and 
maintenance in experimental models [72, 73, 134]. MUC4 leads to stabilization of 
the HER-2 receptor and further increases KRAS signaling. HER-2 amplification 
and overexpression furthermore enhance KRAS signaling [124, 135]. KRAS muta-
tion leads to upregulation of oncogenic proteins c-MYC, NFATc1, EGFR, and 
SPINK1 and downregulation of the senescence inducer p21 [32, 272–274]. 
Moreover, oncogenic KRAS promotes the expression of oncogenic microRNAs, 
such as miR-155, miR-21, and miR-31, which are all upregulated in PanINs and 
often target multiple tumor-suppressor proteins on mRNA level, such as the tumor 
suppressors PTEN, Foxo3a, and Bcl-2 [251, 252, 275]. Oncogenic KRAS also 
represses the expression of tumor-suppressive miRNAs [129, 261, 276, 277]. 
Hedgehog signaling induces the desmoplastic transformation of the neighboring 
stroma, and the proliferation of PSCs in PanINs, which becomes more pronounced 
in progression to PanIN-3 and PDAC [189]. These alterations significantly contrib-
ute to malignant behavior of tumor cells. Telomere shortening is found early in 
pancreatic carcinogenesis, which may promote the acquisition of chromosomal 
alterations, such as deletions or fusion of chromosomes [119]. Moreover, it may 
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lead to selection pressure toward cells that express telomerase, thus promoting 
immortalization of tumor cells. Early PanIN lesions are characterized by increased 
proliferation, but no anchorage-independent growth, as are PDAC cells [134]. The 
expression of COX-2 as a mediator of local inflammation is already found in 
PanIN-1 and PanIN-2 lesions and functions by increasing KRAS activity further 
[278, 279]. Late changes that initiate invasive behavior and further increases of 
proliferation and cell division are SMAD4 and TP53 mutations [134]. Mutations in 
SMAD4 lead to reprogramming of TGF-β signaling from growth repression to 
growth promotion [97]. SMAD4 mutations also lead to increased Wnt/β-catenin 
signaling, which promotes EMT and proliferation [280] and is typical in high-
grade PanINs and PDAC, which is indicated by reduced membranous β-catenin 
and E-cadherin staining [144]. SMAD4 and TP53 mutations probably occur 
together in a short time frame. Together with oncogenic KRAS signaling, TP53 
and SMAD4 mutations have individually been shown to accelerate pancreatic car-
cinogenesis to PDAC [84, 100], indicating the importance of these two alterations 
as late steps in pancreatic carcinogenesis. PanINs show increased levels of macro-
autophagy, which increases PanIN and PDAC-cell viability in states of oxygen and 
nutrient deprivation [200, 202, 204]. Whereas it increases survival of PanINs and 
early PDAC, loss of macroautophagy eventually increases cellular anaerobic glu-
cose-dependent metabolism and propels tumor proliferation [205]. The immune 
response increases PanIN proliferation by secretion of proinflammatory cytokines 
and chemokines, such as interleukin-35 (IL-35) [248].

5.2.2	 �Mucinous Cystic Neoplasm

Because of the relative rarity of MCNs and associated cancer, it is still poorly 
investigated. Common changes include EGFR overexpression, which is present in 
most MCN carcinomas (61.2%), but not in non-invasive MCNs [281]. KRAS muta-
tions have been found in different frequencies in the progression of MCN lesions 
[282, 283]. Jimenez et al. found a gradual increase of KRAS mutations, with virtu-
ally all malignant cases being affected by KRAS mutation, indicating that tumori-
genicity in MCNs is promoted by active KRAS signaling. RNF43 mutations are 
found frequently in MCNs, similar to IPMNs [48]. Late changes associated with 
malignant behavior are TP53 and SMAD4 mutations, similarly to conventional 
PDAC [103, 282, 284]. Moreover, increased expression of the Notch signaling 
pathway-associated molecules Jagged1 and Hes1 is seen in high-grade MCNs 
[285]. Interestingly, genetically engineered mouse models have shown that activat-
ing KRAS mutations and heterozygous loss of SMAD4 lead to the formation of 
different pancreatic lesions, including PanIN-3 lesions. However, many mice 
develop lesions that resemble human MCNs, which progress to PDAC in many 
cases [284]. These carcinomas are characterized by spontaneous mutations in 
TP53 and CDKN2A, showing that tumorigenesis from established MCN lesions to 
PDAC may involve similar mechanisms and cellular pathways as in PanIN-
associated tumorigenesis [284].
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5.2.3	 �Intraductal Papillary Mucinous Neoplasm

In IPMNs, the first changes observed in intestinal-type IPMNs are GNAS muta-
tions, resulting in constitutive activation of Gαs, while KRAS mutations are an 
early finding in pancreatobiliary-type IPMNs [70]. KRAS mutations are found 
early, but are not significantly increased in the progression [68]. This shows that 
increased MAKP/ERK signaling is typical for pancreatobiliary-type IPMNs, 
which more commonly progress to PDAC, while intestinal-type IPMNs and col-
loid-carcinoma are characterized by increased GPCR signaling [105]. Germline 
mutations of STK11 convey an increased risk of IPMN development. Moreover, 
they are found in IPMNs in one third of patients that do not harbor SKT11 muta-
tions [114]. Chromatin remodeling pathway alterations are frequent in IPMN 
lesions. SMARCA4 mutations and downregulation of the gene product Brg1 are 
associated with formation of IPMNs and cooperate with oncogenic KRAS to pro-
mote formation of carcinoma [109–111]. Telomere shortening with decreasing 
telomere length in progression to carcinoma is common, indicating a role in malig-
nant transformation [121]. In contrast to PanINs, expression of S100P is a constant 
finding in IPMNs with low-grade dysplasia, implying a fundamental role of cal-
cium-signaling in the formation of IPMN lesions [286, 287]. Reduced p16 staining 
is found frequently in IPMNs with low-grade dysplasia, similar to PanINs [85]. 
RNF43, which encodes a ubiquitin ligase that promotes tumor cell proliferation, is 
mutated in up to 38% of IPMNs [48, 112]. Telomere shortening is found with 
increasing frequency and severity in IPMNs [121], indicating that chromosomal 
damage is already present in early stages. This goes along with increased telomer-
ase expression [121], indicating that immortalization of tumor cells occurs at early 
stages of the disease. IPMN with intermediate-grade dysplasia is characterized by 
increasing expression of c-myc and cyclin D1, indicating that increased cell-cycle 
progression is found at this grade [85, 88, 94, 95, 288]. Moreover, fist numerical 
chromosomal aberrations are commonly found in IPMN with intermediate-grade 
dysplasia [127]. Late changes that promote progression to carcinoma include TP53 
and SMAD4 mutations, although there are differences with respect to the histologic 
type of IPMN [85, 101].
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6.1	 �Human HCC Research

Liver cancer is the second leading cause of cancer mortality worldwide, with 
approximately 600,000 cancer related deaths [1, 2]. The most common type of liver 
cancer is hepatocellular carcinoma (HCC). In the United States, its incidence has 
increased over the last few years and is expected to double in the next 10–20 years 
[3, 4]. Despite progressive achievements in management and diagnosis, the mean 
survival of patients with HCC is less than 8 months, and thus, HCC is still one of the 
most fatal cancers [2, 3]. The relevant treatment strategies for HCC are surgical 
resection, liver transplantation, and local ablation. Recurrence occurs in up to 70% 
of patients within 5 years after resection [2, 5, 6].

Two pronounced types of recurrence are known in HCC. The early recurrence 
develops from primary cancer cells spreading to the surrounding liver and is usually 
observed within the first 2 years after surgery. In comparison, late recurrence, which 
is typically monitored more than 2 years after surgery, appears to be a result of 
chronic liver damage, known as the field effect, creating de novo tumors irrespective 
of resected primary tumors [5]. The two types of recurrence follow different clinical 
courses and presumably appear in distinct biological contexts [7]. To improve dis-
ease treatment, it is therefore important to recapitulate and understand the biological 
characteristics of each type of recurrence and to generate distinct molecular prognos-
tication systems that are capable of determining patients at high risk of developing 
either type. Treatment of recurrences is of utmost importance. Our knowledge of the 
genetic alterations of these two types, in particular late recurrence, is incomplete [2].

Inflammation and chronic injury are known to benefit from tumor development. 
HCC is one of the best examples, and more than 90% of HCCs arise from hepatic 
injury and inflammation [8, 9]. Chronically unresolved inflammation is often asso-
ciated with continuing hepatic injury and simultaneous regeneration, which makes 
the liver susceptible to developing HCC.  This process resembles a continuing 
wound-healing response, regardless of the differences among various etiological 
factors, such as alcohol, viruses, and fatty liver [10, 11]. However, the coexistence 
of cirrhosis and inflammation complicates early diagnosis of HCC. Therefore, bio-
markers differentiating HCC from inflammation and cirrhosis are needed in order to 
improve prognosis of the respective patients. Besides, biomarkers may influence the 
design of novel chemopreventive strategies during HCC surveillance of patients 
with liver cirrhosis.

A perfect biomarker for HCC might be one that allows clinicians to reliably and 
robustly diagnose asymptomatic patients and can be largely used in a screening 
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procedure. Usually, a biomarker useful for clinical use has to reach a level of sensi-
tivity and specificity of ≥90% and is cost-effective and invasive to enable broad use. 
Therefore, the most worthwhile biomarker should be tumor specific and simply 
detectable in body fluids, such as plasma, serum, and bile [12].

6.2	 �Biomarkers in HCC

6.2.1	 �Alpha-Fetoprotein and Alpha-Fetprotein-L3

Alpha-fetoprotein (AFP) is considered the most valuable biomarker for HCC evalu-
ation, since it was already found in serum of HCC patients in 1964 [12, 13]. AFP is 
used as a reference biomarker to screen and relief the diagnosis of HCC. There are 
three forms of AFP (AFP-L1, AFP-L2, and AFP-L3). AFP-L3 appears to differenti-
ate HCC from chronic liver diseases and may be an indicator of HCC with total 
serum AFP levels ≥200 ng/mL [14]. For early HCC detection, AFP-L3 has been 
suggested as biomarker as it has higher specificity than AFP [12]. The use of AFP 
levels to diagnose HCC is based on a threshold value of 200 ng/mL, a specificity of 
0.960, a sensitivity of 0.310 and an area under the curve (AUC) of 0.835 [15, 16].

6.2.2	 �Des-y-Carboxyprothrombin

Des-y-carboxyprothrombin (DCP) is a deviant prothrombin molecule that is 
increased in HCC, a defect in posttranslational carboxylation that leads to the pro-
duction of DCP. In this context, DCP loses its normal prothrombin function, but 
can take on a major role in promoting malignant proliferation in HCC. The level of 
serum DCP in patients with benign and malignant liver diseases differs signifi-
cantly from normal, and its diagnostic sensitivity is probably higher compared to 
AFP [17, 18].

At a 125 mAU/mL threshold, DCP has high sensitivity (89%), specificity (95%), 
and an AUC of 0.797 in the prediction of HCC. Altogether, for an early stage of 
HCC, DCP can be regarded as an excellent biomarker [14, 17].

6.2.3	 �Glypican-3

Glypican-3 (GPC3) is a cell surface-linked heparin sulfate proteoglycan and is 
involved in cell proliferation, survival, and tumor suppression, but is not expressed 
in healthy and nonmalignant hepatocytes. As GPC3 is detected in HCC cells but not 
in benign liver tissues, it has the capability of a biomarker for the diagnosis of early 
stage HCC [19, 20]. GPC3 is not limited in its capability as serum biomarker. GPC3 
is also tested as an immune specific target. Corresponding immune responses and 
antitumor efficacy with high tolerance were shown in a phase I clinical trial of a 
GPC3 peptide vaccine for patients with advanced HCC [21].
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6.2.4	 �Osteopontin

Osteopontin (OPN) is an integrin-binding glycophosphoprotein which is involved 
in many cellular functions, for example, in the regulation of survival, invasion, 
migration, and metastasis of tumor cells [22]. OPN is expressed in bile duct epithe-
lium, stellate cells, and Kupffer cells, but not in hepatocytes [23]. Compared with 
cirrhosis, chronic hepatitis B, chronic hepatitis C, or healthy controls, OPN plasma 
levels were significantly increased in HCC patients [24].

6.2.5	 �Golgi Protein 73

Golgi protein 73 (GP73) is a Golgi-specific membrane protein and can be detected 
in serum of patients with liver disease, notably HCC [25]. Studies showed signifi-
cantly higher serum GP73 levels in patients with HCC compared to healthy adults 
and hepatitis B virus carriers without hepatic diseases [26]. GP73 was considered as 
a potential biomarker also for early HCC diagnosis. Serum GP73 levels demon-
strated improved sensitivity relative to AFP in detecting early stage HCC [27].

6.2.6	 �Squamous Cell Carcinoma Antigen

Squamous cell carcinoma antigen (SCCA) is highly expressed in epithelial tumors 
and has a role in protecting tumor cells from apoptosis. SCCA levels are increased 
in HCC patients with normal, physiological-AFP levels. This characteristic is help-
ful in the early detection and follow-up diagnoses for patients treated for HCC [14, 
28]. At a threshold of 0.368 ng/mL, SCCA has a sensitivity of 84.2%, a specificity 
of 48.9%, and an AUC of 0.705 [29].

A potential alternative biomarker is the IgM immune complex. SCCA has been 
observed to bind to IgM (SCCA-IgM IC). Its expression was increased in the early 
phase of hepatocarcinogenesis. SCCA-IgM has a higher diagnostic performance 
than the free biomarker and was therefore undetectable in the serum of a healthy 
adult. SCCA-IgM IC was increased in patients with cirrhosis progressing toward 
HCC development, and the sensitivity was higher than AFP. Therefore, SCCA-IgM 
IC may be a useful serum marker for early HCC detection in some cases [30].

6.2.7	 �Annexin A2

Annexin A2 is upregulated in many tumor types and has multiple roles in tumorigenic 
processes, proliferation, apoptosis, cell migration, invasion and adhesion processes, 
which are essential for cancer metastasis [31, 32]. The serum concentration of annexin 
A2 in HCC was found to be frequently raised compared to healthy controls and indi-
viduals with benign liver disease or other malignant tumors [33]. In combination with 
AFP, it might be an important independent and discriminative serological biomarker 
for evaluating early stage HCC in patients with normal serum AFP.
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6.2.8	 �Midkine

Midkine (MDK) is a heparin-binding growth factor, firstly identified as retinoic acid 
responsive gene. It plays a role in cell growth, migration, survival, angiogenesis, 
and carcinogenesis [34]. MDK levels were found to be higher in cases of HCC 
compared to cirrhosis or healthy controls [35]. Therefore, MDK can be used in 
HCC patients to diagnose tumor recurrence [36].

6.2.9	 �AXL

It is a receptor tyrosine kinase that is involved in the proliferation, chemoresistance 
and survival of many malignancies. An increased AXL expression has been identi-
fied as a poor prognostic factor for recurrence-free survival, as well as overall sur-
vival in colon and pancreatic cancer [37]. The diagnostic value in early stage 
diagnosis of HCC was analyzed in a multicenter study [38]. The sensitivity of AXL 
was found to be much higher than that of AFP in early stage HCC. AXL and AFP 
together have been reported to reach an extraordinarily high AUC in detecting early 
stage HCC, with a sensitivity of 80.8% and specificity of 92.3% [39].

6.2.10	 �Thioredoxins

Thioredoxins (TRXs) are involved in several biological processes, such as apoptosis 
and proliferation, regulation of protein states, and protection against oxidative stress 
[39]. The TRX expression is increased in many neoplasms and shows correlation 
with prognosis, specifically in colorectal and lung carcinoma [40] and is currently 
under investigation for detection of early stage HCC.

6.2.11	 �Nucleic Acids

The technology of microarray is a powerful tool to test nucleic acids for the identi-
fication of various clinically relevant molecular biomarkers and brings a new dimen-
sion to the diagnosis. Three genes were associated with HCC development, 
chemokine (C-X-C motif) receptor 2 (CXCR2), C-C chemokine receptor type 2 
(CCR2), and E1A-binding protein P400 (EP400). Combined measurements of these 
three gene markers increased the accuracy in the detection of early stage HCC [12].

6.2.12	 �MicroRNA

MicroRNAs (miRNAs) are endogenous, small, noncoding RNAs that bind to com-
plementary sequences in 3′-untranslated regions of target mRNAs to induce their 
degradation. miRNAs have been found to regulate diverse processes in worms, flies, 
and mammals, including humans [41]. Around 500 miRNA genes have been 
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identified and found to be important components of complex functional pathways 
controlling important cellular processes, such as proliferation, differentiation, and 
apoptosis. In human cancer development, miRNAs have been determined to func-
tion both as oncogenes and as tumor suppressor genes. Each single type of miRNA 
is stable and can downregulate hundreds of genes at a time. Such diversity in func-
tional roles enables miRNAs to be used as diagnostic tool for early cancer detection, 
risk and prognosis assessment, and as new therapeutic targets [42].

miRNAs connected with HCC development have been investigated as biomark-
ers to diagnose the disease. Several studies have indicated miR 200a and miR 200b, 
two members of the miR 200 family, as deregulated during the development of both 
HCC and liver fibrosis [43]. The increased levels of serum miR-21 have been used 
to characterize cases of HCC from chronic hepatitis and healthy controls. Also 
serum miR-15b and miR-130b are additional potential miRNA markers that are 
significantly upregulated in HCC. A panel of seven miRNAs (miR-122, miR-192, 
miR-21, miR-223, miR-26a, miR-27a, and miR-801) has been shown to have high 
diagnostic potential in the early diagnosis of HBV-related HCC [44].

In addition to their expression profiles, miRNAs are particularly attractive as 
potential biomarkers. One point is that miRNAs are highly stable and readily 
detected in serum and plasma in HCC patients. The second point is that miRNAs 
arise in the urine, which represents a noninvasive and easily obtainable resource for 
biomarkers. Five deregulated miRNAs (miR-625, miR-532, miR-618, miR-516-5P, 
and miR-650) have already been detected in urine and have been used for screening 
of high-risk patients for early detection of HCC [45]. Further investigations are 
necessary to establish specific circulating miRNA(s) as reliable biomarkers for 
detecting HCC at an early stage.

In conclusion, advances in technologies hold great promises for the identification 
of novel early diagnostic HCC biomarkers. Circulating miRNAs are particularly 
intriguing as a whole new class of biomarkers and may outperform traditional serum 
protein markers. Finally, novel biomarkers may provide important clues as to our 
understanding of hepatic oncogenesis and ultimately lead to establishing better 
treatment strategies. Simultaneous advancement in many medical disciplines will 
hopefully change the poor prognosis of HCC patients.

6.3	 �Animal Models in HCC Research

Due to the increasing incidence of HCC and its high mortality, there is a special 
need for successful animal models reflecting the human pathogenesis of 
HCC. Animal models provide the opportunity to mimic the multistep process of 
hepatocarcinogenesis. Researchers can study tumor-host interactions, perform drug 
screenings, and implement various therapeutic experiments. Thus, animal models 
are important for both basic as well as translational studies in HCC research.

However, the different risk factors mentioned above and the heterogeneity of 
HCC itself make it impossible to generate an ideal model for all purposes. Each 
animal model recaps only some aspects of hepatocarcinogenesis. Therefore, 
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investigators are forced to select the specific model fitting best to their scientific 
hypothesis.

In general, there are four different groups of HCC models: xenograft models, 
models using carcinogens to induce HCC, genetically engineered models, and mod-
els of spontaneous tumor formation. Details of specific animal models are given in 
Tables 6.1, 6.2 and 6.3. There are also excellent reviews available focusing on either 
xenograft and genetically engineered models [46, 47] models to study tumor-host 
interactions [48], or HCC metastasis and treatment models [49], respectively.

Table 6.1  Subcutaneous and orthotopic xenograft/allograft models for HCC

Mouse strain Cell lines
Total 
volume Injection Cell number References

Subcutaneous xenografts

Female SCID 
mice

PLC/PRF/5 200 μL s.c. 5 × 106 [54]

Balb/c nude 
mice

SK-Hep 100 μL s.c. 5 × 106 [55]

Balb/c nude 
mice

HepG2 100 μL s.c. 1 × 106 [56]

Female 
BALB/c nude 
mice

BEL7404 s.c. 2 × 106 [57]

Balb/c nude 
mice

QGY-7703 s.c. 1 × 106 [58]

Male 
BALB/C 
nude mice

HCCLM6 100 μL s.c. 3 × 106 [59]

Male NCr 
athymic mice

Huh7 100 μL s.c. 1 × 106 [60]

Male athymic 
nude mice

PLC/PRF/5 100 μL s.c. 1 × 106 [52]

Male 
BALB/c nude 
mice

Huh7 100 μL s.c. 5 × 106 [61]

Male 
BALB/c nude 
mice

Hep3B 100 μL s.c. 5 × 106 [61]

Female 
BALB/c nude 
mice

SMMC-7721 s.c. 1 × 107 [62]

Orthotopic xenografts

Athymic 
nude mice

PLC/PRF/5 20 μL Intrahepatic 1 × 106 [52]

Male 
BALB/c nude 
mice

Huh7 Intrahepatic 2 × 106 [61]

(continued)
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6.3.1	 �Xenograft Models

There are two types of xenograft models for HCC. Subcutaneous xenografts are 
performed by implanting HCC cells or tissue fragments subcutaneously, usually 
into the flanks of immunodeficient mice. As a fast model, subcutaneous xenografts 
are widely used to test new drugs or genes affecting tumor growth. Details of cell 
lines used can be found in Table 6.1.

Table 6.1  (continued)

Mouse strain Cell lines
Total 
volume Injection Cell number References

Male 
BALB/c nude 
mice

Huh7 50 μL Intrahepatic 1 × 106 [63]

Male 
BALB/c nude 
mice

Hep3B 30–50 μL Intrahepatic 2 × 106 [64]

Male nude 
mice

HepG2 25 μL Intrahepatic 5 × 105 [65]

Male nude 
mice

SMMC7721 200 μL Intrasplenic 5 × 106 [53]

Male 
BALB/c nude 
mice

QGY-7703 25 μL Intrahepatic 2 × 106 [66]

Male nude 
mice

MHCC97L 30 μL Intrahepatic 2 × 106 [67]

C57BL/6J Hepa1.6 100 μL Portal vein 2.5 × 106 [68]

AFP/βGal HepaβGal 100 μL Portal vein 2 × 106 [69]

C57BL/6 Hepatocytes from 
SV40 T-Ag tg 
MTD2 mice

Splenic vein 5 × 105 [70]

BALB/c H22 30–50 μL Intrahepatic 1 × 106 [71]

C3H/He Hepa129 50 μL Intrahepatic 1.25 × 105 [72]

Table 6.2  Chemically induced HCC models

Diet/carcinogene
Time to tumor 
formation (week) References

Diethylnitrosamine (DEN) ± phenobarbital 20–40 [83–87]

Choline-deficient ethionine-supplemented diet (CDE) 30–35 [75, 88, 89]

Ciprofibrate 60 [84, 85, 90]

Thioacetamide (TAA) 43 [81, 91]

Carbon tetrachloride (CCl4) 15–20 [79, 87, 92]

Aflatoxin B 52 [93]
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In orthotopic xenograft models, tumor cells are intrahepatically injected or 
implanted (Table 6.1). In contrast to subcutaneous xenografts, orthotopic xenograft 
tumor models allow to study the effects of tumor microenvironment on tumor devel-
opment and growth. By using imaging methods, such as magnetic resonance imag-
ing (MRI) [50], positron emission tomography (PET) [51], and bioluminescence or 
fluorescence imaging (BLI/FLI) [52, 53], primary tumors and metastasis can be 
monitored.

6.3.2	 �Chemically Induced HCC Models

Most of the HCC models using carcinogens (Table  6.2) act via a genotoxic 
mechanism [73]. Diethylnitrosamine (DEN) is the most commonly used car-
cinogen for modeling hepatocarcinogenesis. It was first used in the 1960s to 
induce HCC in rodents [74]. DEN is an alkylating agent, which is activated by 
enzymes of the cytochrome P (CYP) 450 family and leads to mutagenic DNA 
adducts. If injected into animals not older than 2 weeks, DEN acts as a complete 
carcinogen since hepatocytes are still proliferating in young mice [75]. Treatment 
of older mice needs the additional application of a promoting agent like pheno-
barbital to induce hepatocarcinogenesis [76]. For the DEN model, differences in 
the susceptibility caused by sex and/or strain differences have been reported 
[77, 78]. Compared to human hepatocarcinogenesis, DEN-induced HCC devel-
opment follows a slow multistep sequential process. Histopathological changes 
from basophilic foci to hyperplastic nodules and adenomas finally leading to 
HCC occur [78].

The most commonly used compound for fibrotic liver disease is carbon tetra-
chloride (CCl4), which can also be combined with DEN to induce cirrhosis-
associated HCC. Similar to DEN, CCl4 is metabolized by CYP450, leading to liver 
damage by reactive oxygen species and peroxidative degeneration of membrane 
phospholipids [79]. Other chemicals like thioacetamide or diets, such as the choline-
deficient ethionine-supplemented diet (CDE), damage hepatocytes by inducing 
fibrotic changes and oxidative stress [80–82].

6.3.3	 �Genetically Engineered HCC Models

The development of transgenic mice and gene targeting approaches opened new 
possibilities for cancer research. Specific molecular events which happen during 
tumor development and progression can be studied in detail. Genetic models are 
important tools to understand interactions among genes and other factors to study 
HCC susceptibility, development, disease progression, and potential therapies.

Transgenic mice are established to overexpress oncogenes or mutated tumor 
suppressor genes using an ectopic promoter and enhancer elements [94, 95]. 
Nowadays, conditional gene targeting models are available enabling temporal 
control of gene expression, either as transgenic or knockout models. In addition, 
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tissue-specific promoters, such as those for albumin [96, 97], metallothionein 
[98], transthyretin [99], and liver-activating protein [100], control expression 
restricted to the liver.

6.3.4	 �HCC Models of Spontaneous Tumor Formation

As is known for other tumor types, different genetic backgrounds carry a different 
susceptibility to spontaneous HCC development. For example, C3H and CBA mice 
are commonly recognized to be more prone, while LP, 129sv, DBA2, BALB/c, and 
C57BL6 are more resistant to spontaneous HCC development. The fatty liver 
Shionogi (FLS) mouse is a relatively new inbred strain, which develops steatosis, 
hepatic inflammation, and HCC mostly in males with an incidence of 40% within 
16 months of age [153].

In general, spontaneous HCC models are not widely used due to their unpredict-
able and low tumor incidence.

�Conclusion

Animal models are widely used in HCC research. Still, there is a need for addi-
tional models reflecting human hepatocarcinogenesis. Depending on the specific 
issue, the best fitting model has to be chosen. However, if used appropriately, the 
existing models display important predictive tools for HCC research.

References

	 1.	 International Agency for Research on Cancer. GLOBOCAN 2012: estimated cancer inci-
dence, mortality and prevalence worldwide in 2012. Lyon: Inerational Agency for Research 
on Cancer; 2013.

	 2.	Kim JH, Sohn BH, Lee HS, Kim SB, Yoo JE, et al. Genomic predictors for recurrence pat-
terns of hepatocellular carcinoma: model derivation and validation. PLoS Med. 
2014;11:e1001770.

	 3.	El Serga HB. Hepatocellular carcinoma: recent trends in the United States. Gastroenterology. 
2004;127:S27–34.

	 4.	Davila JA, Morgan RO, Shaib Y, McGlynn KA, El Serage HB. Hepatitis C infection and the 
increasing incidence of hepatocellular carcinoma: a population-based study. Gastroenterology. 
2004;127:1372–80.

	 5.	 Imamura H, Matsuyama Y, Tanaka E, Ohkuba T, Hasegawa K, et al. Risk factors contributing 
to early and late phase intrahepatic recurrence of hepatocellular carcinoma after hepatectomy. 
J Hepatol. 2003;38:200–7.

	 6.	Llovet JM, Fuster J, Bruix J. Intention-to-treat analysis of surgical treatment for early hepa-
tocellular carcinoma: resection versus transplantation. Hepatology. 1999;30:1434–40.

	 7.	Poon RT, Fan ST, Ng IO, Lo CM, Lui CL, et al. Different risk factors and prognosis for early 
and late intrahepatic recurrence after resection of hepatocellular carcinoma. Cancer. 
2000;89:500–7.

	 8.	Mantovani A, Allavena P, Sica A, Balkwill F.  Cancer-related inflammation. Nature. 
2008;454:436–44.

	 9.	Bosch FX, Ribes J, Cleries R, Diaz M. Epidemiology of hepatocellular carcinoma. Clin Liver 
Dis. 2005;9:191–211.

6  Hepatocellular Carcinogenesis



132

	 10.	Sun B, Karin M. Inflammation and liver tumorigenesis. Front Med. 2013;7:242–54.
	 11.	Dvorak HF. Tumors: wounds that do not heal. Similarities between tumor stroma generation 

and wound healing. N Engl J Med. 1986;315:1650–9.
	 12.	Tsuchiya N, Sawada Y, Endo I, Saito K, Uemura Y, et al. Biomarkers for the early diagnosis 

of hepatocellular carcinoma. World J Gastroenterol. 2015;21:10573–83.
	 13.	Tatarinov I, Tatarinov S. Detection of embryo-specific alpha-globulin in the blood serum of a 

patient with primary liver cancer. Vopr Med Khim. 1964;10:90–1.
	 14.	Khattab M, Fouad M, Ahmed E. Role of biomarkers in the prediction and diagnosis of hepa-

tocellular carcinoma. World J Hepatol. 2015;7:2474–81.
	 15.	Hu B, Tian X, Sun J, Meng X. Evaluation of individual and combined applications of serum 

biomarkers for diagnosis of hepatocellular carcinoma: a meta-analysis. Int J  Mol Sci. 
2013;14:23559–80.

	 16.	Trevisani F, DÍntino PE, Morselli-Labate AM, Mazzella G, Accogli G, et al. Serum alpha-
fetoprotein for diagnosis of hepatocellular carcinoma in patients with chronic liver disease: 
influence of HBsAg and anti-HCV status. J Hepatol. 2001;34:570–5.

	 17.	Tsuchiya N, Sawada Y, Endo I, Saito K, Uemura Y, et al. Biomarkers for the early diagnosis 
of hepatocellular carcinoma. World J Gastroenterol. 2015;37:10573–83.

	 18.	Naraki T, Kohno N, Saito H, Fujimoto Y, Ohhira M, et al. Gamma-Carboxyglutamic acid 
content of hepatocellular carcinoma-associated des-gamma-carboxy prothrombin. Biochim 
Biophys Acta. 2002;1586:287–98.

	 19.	Libbrecht L, Severi T, Cassiman D, Vander Borght S, Pirenne J, et al. Glypican-3 expression 
distinguishes small hepatocellular carcinomas from cirrhosis, dysplastic nodules, and focal 
nodular hyperplasia-like nodules. Am J Surg Pathol. 2006;30:1405–11.

	 20.	Shafizadeh N, Ferrell LD, Kakar S. Utility and limitations of glypican-3 expression for the 
diagnosis of hepatocellular carcinoma at both ends of the differentiation spectrum. Mod 
Pathol. 2006;21:1011–8.

	 21.	Motomura Y, Senju S, Nakatsura T, Matsuyoshi H, Hirata S, et  al. Embryonic stem cell-
derived dendritic cells expressing glypican-3, a recently identified oncofetal antigen, induce 
protective immunity against highly metastatic mouse melanoma. Cancer Res. 
2006;66:2414–22.

	 22.	Shevede LA, Das S, Clark DW, Samant RS. Osteopontin: an effector and an effect of tumor 
metastasis. Curr Mol Med. 2010;10:71–81.

	 23.	Kawashima R, Mochida S, Matsui A, YouLu TuZ Y, Ishikawa K, et al. Expression of osteo-
pontin in Kupffer cells and hepatic macrophages and Stellate cells in rat liver after carbon 
tetrachloride intoxication: a possible factor for macrophage migration into hepatic necrotic 
areas. Biochem Biophys Res Commun. 1999;256:527–31.

	 24.	Shand S, Plymoth A, Ge S, Feng Z, Rosen HR, et al. Identification of osteopontin as a novel 
marker for early hepatocellular carcinoma. Hepatology. 2012;55:483–90.

	 25.	Kladney RD, Cui X, Bulla GA, Brunt EM, Fimmel CJ, et al. Expression of GP73, a resident 
Golgi membrane protein, in viral and nonviral liver disease. Hepatology. 2002;35:1431–40.

	 26.	Mao Y, Yang H, Xu H, Lu X, Sang X, et al. Golgi protein 73 (GOLPH2) is a valuable serum 
marker for hepatocellular carcinoma. Gut. 2010;59:1687–93.

	 27.	Hu JS, Wu DW, Liang S, Miao XY. GP73, a resident Golgi glycoprotein, is sensibility and 
specificity for hepatocellular carcinoma of diagnosis in a hepatitis B-endemic Asian popula-
tion. Med Oncol. 2010;27:339–45.

	 28.	Hussein MM, Ibrahim AA, Abdella HM, Montasser IF, Hassan MI.  Evaluation of serum 
squamous cell carcinoma antigen as a novel biomarker for diagnosis of hepatocellular carci-
noma in Egyptian patients. Indian J Cancer. 2008;45:167–72.

	 29.	Giannelli G, MArinosci F, Trerotoli P, Volpe A, Quaranta M, et al. SCCA antigen combined 
with alpha-fetoprotein as serologic marker of HCC. Int J Cancer. 2005;117:506–9.

	 30.	Pontisso P, Quarta S, Caberlotto C, Beneduce L, Marino M, et al. Progressive increase of 
SCCA-IgM immune complexes in cirrhotic patients is associated with development of hepa-
tocellular carcinoma. Int J Cancer. 2006;119:735–40.

N. Golob-Schwarzl et al.



133

	 31.	Sharma MC, Koltowski L, Ownbey RT, Tuszynski P, Sharam MC. Angiogenesis-associated 
protein annexin II in breast cancer: selective expression in invasive breast cancer and contri-
bution to tumor invasion and progression. Exp Mol Pathol. 2006;81:146–56.

	 32.	Shiozawa Y, Havens AM, Jung Y, Ziegler AM, Pedersen EA, et al. Annexin II/annexin II 
receptor axis regulates adhesion, migration, homing, and growth of prostate cancer. J Cell 
Biochem. 2008;105:370–80.

	 33.	Hollas H, Aukrust I, Grimmer S, Strand E, Flatmark T, et al. Annexin A2 recognises a spe-
cific region in the 3′-UTR of its cognate messenger RNA.  Biochim Biophys Acta. 
2006;1763:1325–34.

	 34.	Muramatsu T. Midkine and pleiotrophin: two related proteins involved in development, sur-
vival, inflammation and tumorigenesis. J Biochem. 2002;132:359–71.

	 35.	Shaheen KY, Abdel-Mageed AI, Safwat E, AlBreedy AM. The value of serum midkine level 
in diagnosis of hepatocellular carcinoma. Int J Hepatol. 2015;2015:146389.

	 36.	Zhu WW, Guo L, Guo JJ, Jia HL, Zhu M, et al. Evaluation of midkine as a diagnostic serum 
biomarker in hepatocellular carcinoma. Clin Cancer Res. 2013;19:3944–54.

	 37.	Rankin EB, Fuh KC, Taylor TE, Krieg AJ, Musser M, et al. AXL is an essential factor and 
therapeutic target for metastatic ovarian cancer. Cancer Res. 2010;70:7570–9.

	 38.	Reichl P, Fang M, Starlinger P, Staufer K, Nenutil R, et al. Multicenter analysis of soluble Axl 
reveals diagnostic value for very early stage hepatocellular carcinoma. Int J  Cancer. 
2015;137:385–94.

	 39.	Nordberg J, Arnér ES. Reactive oxygen species, antioxidants, and the mammalian thiore-
doxin system. Free Radic Biol Med. 2001;31:1287–312.

	 40.	Kakolyris S, Giatromanolaki A, Koukourakis M, Powis G, Souglakos J, et al. Thioredoxin 
expression is associated with lymph node status and prognosis in early operable non-small 
cell lung cancer. Clin Cancer Res. 2001;7:3087–91.

	 41.	Ferracin M, Veronese A, Negrini M. Micromarkers: miRNA in cancer diagnosis and progno-
sis. Expert Rev Mol Diagn. 2010;10:297–308.

	 42.	Schütte K, Schulz C, Link A, Malfertheiner P. Current biomarkers for hepatocellular carci-
noma: surveillance, diagnosis and prediction of prognosis. World J Hepatol. 2015;7:139–49.

	 43.	Murakami Y, Yasuda T, Saigo K, Urashima T, Toyoda H, et al. Comprehensive analysis of 
microRNA expression patterns in hepatocellular carcinoma and non-tumorous tissues. 
Oncogene. 2006;25:2537–45.

	 44.	Zhou J, Yu L, Gao X, Hu J, Wang J, et al. Plasma microRNA panel to diagnose hepatitis B 
virus-related hepatocellular carcinoma. J Clin Oncol. 2011;29:4781–8.

	 45.	Abdalla MA, Haj-Ahmad Y. Promising candidate urinary microRNA Biomarkers for early 
detection of hepatocellular carcinoma among high-risk hepatitis C virus Egyptian patients. 
J Cancer. 2012;3:19–31.

	 46.	He L, Tian DA, Li PY, He XX. Mouse models of liver cancer: progress and recommenda-
tions. Oncotarget. 2015;6(27):23306–22. doi:10.18632/oncotarget.4202.

	 47.	Newell P, Villanueva A, Friedman SL, Koike K, Llovet JM. Experimental models of hepato-
cellular carcinoma. J Hepatol. 2008;48(5):858–79. doi:10.1016/j.jhep.2008.01.008.

	 48.	Bakiri L, Wagner EF.  Mouse models for liver cancer. Mol Oncol. 2013;7(2):206–23. 
doi:10.1016/j.molonc.2013.01.005.

	 49.	Li Y, Tang Z-Y, Hou J-X. Hepatocellular carcinoma: insight from animal models. Nat Rev 
Gastroenterol Hepatol. 2012;9(1):32–43.

	 50.	Kim SM, Im GH, Lee DG, Lee JH, Lee WJ, Lee IS. Mn(2+)-doped silica nanoparticles for 
hepatocyte-targeted detection of liver cancer in T1-weighted MRI.  Biomaterials. 
2013;34(35):8941–8. doi:10.1016/j.biomaterials.2013.08.009.

	 51.	Baek S, Mueller A, Lim Y-S, Lee HC, Lee Y-J, Gong G, Kim JS, Ryu J-S, Oh SJ, Lee SJ, 
Bacher-Stier C, Fels L, Koglin N, Schatz CA, Dinkelborg LM, Moon DH. (4S)-4-(3-18F-
fluoropropyl)-l-glutamate for imaging of xC transporter activity in hepatocellular carcinoma 
using PET: preclinical and exploratory clinical studies. J  Nucl Med. 2013;54(1):117–23. 
doi:10.2967/jnumed.112.108704.

6  Hepatocellular Carcinogenesis

http://dx.doi.org/10.18632/oncotarget.4202
http://dx.doi.org/10.1016/j.jhep.2008.01.008
http://dx.doi.org/10.1016/j.molonc.2013.01.005
http://dx.doi.org/10.1016/j.biomaterials.2013.08.009
http://dx.doi.org/10.2967/jnumed.112.108704


134

	 52.	Matouk IJ, DeGroot N, Mezan S, Ayesh S, Abu-Lail R, Hochberg A, Galun E. The H19 non-
coding RNA is essential for human tumor growth. PLoS One. 2007;2(9)

	 53.	Zheng T, Yin D, Lu Z, Wang J, Li Y, Chen X, Liang Y, Song X, Qi S, Sun B, Xie C, Meng X, 
Pan S, Liu J, Jiang H, Liu L. Nutlin-3 overcomes arsenic trioxide resistance and tumor metas-
tasis mediated by mutant p53  in Hepatocellular Carcinoma. Mol Cancer. 2014;13:133. 
doi:10.1186/1476-4598-13-133.

	 54.	Liu L, Cao Y, Chen C, Zhang X, McNabola A, Wilkie D, Wilhelm S, Lynch M, Carter 
C. Sorafenib blocks the RAF/MEK/ERK pathway, inhibits tumor angiogenesis, and induces 
tumor cell apoptosis in hepatocellular carcinoma model PLC/PRF/5. Cancer Res. 
2006;66(24):11851–8. doi:10.1158/0008-5472.CAN-06-1377.

	 55.	Fuchs BC, Fujii T, Dorfman JD, Goodwin JM, Zhu AX, Lanuti M, Tanabe KK. Epithelial-to-
mesenchymal transition and integrin-linked kinase mediate sensitivity to epidermal growth 
factor receptor inhibition in human hepatoma cells. Cancer Res. 2008;68(7):2391–9. 
doi:10.1158/0008-5472.can-07-2460.

	 56.	Li Y, Yu DC, Chen Y, Amin P, Zhang H, Nguyen N, Henderson DR.  A hepatocellular 
carcinoma-specific adenovirus variant, CV890, eliminates distant human liver tumors in 
combination with doxorubicin. Cancer Res. 2001;61(17):6428–36.

	 57.	Pei Z, Chu L, Zou W, Zhang Z, Qiu S, Qi R, Gu J, Qian C, Liu X. An oncolytic adenoviral 
vector of Smac increases antitumor activity of TRAIL against HCC in human cells and in 
mice. Hepatology. 2004;39(5):1371–81. doi:10.1002/hep.20203.

	 58.	Yoo BK, Emdad L, Su ZZ, Villanueva A, Chiang DY, Mukhopadhyay ND, Mills AS, Waxman 
S, Fisher RA, Llovet JM, Fisher PB, Sarkar D. Astrocyte elevated gene-1 regulates hepatocel-
lular carcinoma development and progression. J  Clin Invest. 2009;119(3):465–77. 
doi:10.1172/JCI36460.

	 59.	Chen L-D, Liu J, Yu X-F, He M, Pei X-F, Tang Z-Y, Wang Q-Q, Pang D-W, Li Y. The bio-
compatibility of quantum dot probes used for the targeted imaging of hepatocellular carci-
noma metastasis. Biomaterials. 2008;29(31):4170–6.

	 60.	doi:http://dx.doi.org/10.1016/j.biomaterials.2008.07.025
	 61.	Chen K-F, Yeh P-Y, Yeh K-H, Lu Y-S, Huang S-Y, Cheng A-L. Down-regulation of phospho-

Akt is a major molecular determinant of bortezomib-induced apoptosis in hepatocellular car-
cinoma cells. Cancer Res. 2008;68(16):6698–707. doi:10.1158/0008-5472.can-08-0257.

	 62.	Hu J, Dong A, Fernandez-Ruiz V, Shan J, Kawa M, Martinez-Anso E, Prieto J, Qian 
C. Blockade of Wnt signaling inhibits angiogenesis and tumor growth in hepatocellular car-
cinoma. Cancer Res. 2009;69(17):6951–9. doi:10.1158/0008-5472.CAN-09-0541.

	 63.	Zhu LM, Shi DM, Dai Q, Cheng XJ, Yao WY, Sun PH, Ding Y, Qiao MM, Wu YL, Jiang SH, 
Tu SP. Tumor suppressor XAF1 induces apoptosis, inhibits angiogenesis and inhibits tumor 
growth in hepatocellular carcinoma. Oncotarget. 2014;5(14):5403–15.

	 64.	Peng H, Dara L, Li TW, Zheng Y, Yang H, Tomasi ML, Tomasi I, Giordano P, Mato JM, Lu 
SC. MAT2B-GIT1 interplay activates MEK1/ERK 1 and 2 to induce growth in human liver 
and colon cancer. Hepatology. 2013;57(6):2299–313. doi:10.1002/hep.26258.

	 65.	Yao X, Hu JF, Daniels M, Yien H, Lu H, Sharan H, Zhou X, Zeng Z, Li T, Yang Y, Hoffman 
AR. A novel orthotopic tumor model to study growth factors and oncogenes in hepatocar-
cinogenesis. Clin Cancer Res. 2003;9(7):2719–26.

	 66.	Yang XZ, Dou S, Sun TM, Mao CQ, Wang HX, Wang J. Systemic delivery of siRNA with 
cationic lipid assisted PEG-PLA nanoparticles for cancer therapy. J  Control Release. 
2011;156(2):203–11. doi:10.1016/j.jconrel.2011.07.035.

	 67.	Wang R, Zhao N, Li S, Fang JH, Chen MX, Yang J, Jia WH, Yuan Y, Zhuang 
SM. MicroRNA-195 suppresses angiogenesis and metastasis of hepatocellular carcinoma by 
inhibiting the expression of VEGF, VAV2, and CDC42. Hepatology. 2013;58(2):642–53. 
doi:10.1002/hep.26373.

	 68.	Yan XL, Jia YL, Chen L, Zeng Q, Zhou JN, Fu CJ, Chen HX, Yuan HF, Li ZW, Shi L, Xu YC, 
Wang JX, Zhang XM, He LJ, Zhai C, Yue W, Pei XT. Hepatocellular carcinoma-associated 

N. Golob-Schwarzl et al.

http://dx.doi.org/10.1186/1476-4598-13-133
http://dx.doi.org/10.1158/0008-5472.CAN-06-1377
http://dx.doi.org/10.1158/0008-5472.can-07-2460
http://dx.doi.org/10.1002/hep.20203
http://dx.doi.org/10.1172/JCI36460
http://dx.doi.org/10.1016/j.biomaterials.2008.07.025
http://dx.doi.org/10.1158/0008-5472.can-08-0257
http://dx.doi.org/10.1158/0008-5472.CAN-09-0541
http://dx.doi.org/10.1002/hep.26258
http://dx.doi.org/10.1016/j.jconrel.2011.07.035
http://dx.doi.org/10.1002/hep.26373


135

mesenchymal stem cells promote hepatocarcinoma progression: role of the S100A4-miR155-
SOCS1-MMP9 axis. Hepatology. 2013;57(6):2274–86. doi:10.1002/hep.26257.

	 69.	Gauttier V, Judor JP, Le Guen V, Cany J, Ferry N, Conchon S. Agonistic anti-CD137 antibody 
treatment leads to antitumor response in mice with liver cancer. Int J  Cancer. 
2014;135(12):2857–67. doi:10.1002/ijc.28943.

	 70.	McIlroy D, Barteau B, Cany J, Richard P, Gourden C, Conchon S, Pitard B. DNA/amphiphi-
lic block copolymer nanospheres promote low-dose DNA vaccination. Mol Ther. 
2009;17(8):1473–81. doi:10.1038/mt.2009.84.

	 71.	Avella DM, Li G, Schell TD, Liu D, Zhang SSM, Lou X, Berg A, Kimchi ET, Tagaram HRS, 
Yang Q, Shereef S, Garcia LS, Kester M, Isom HC, Rountree CB, Staveley-O’Carroll 
KF. Regression of established hepatocellular carcinoma is induced by chemoimmunotherapy 
in an orthotopic murine model. Hepatology. 2012;55(1):141–52. doi:10.1002/hep.24652.

	 72.	Zhao W, Zhang L, Xu Y, Zhang Z, Ren G, Tang K, Kuang P, Zhao B, Yin Z, Wang X. Hepatic 
stellate cells promote tumor progression by enhancement of immunosuppressive cells in an 
orthotopic liver tumor mouse model. Lab Invest. 2014;94(2):182–91. doi:10.1038/
labinvest.2013.139.

	 73.	Kornek M, Lukacs-Kornek V, Limmer A, Raskopf E, Becker U, Klockner M, Sauerbruch T, 
Schmitz V. 1,2-dioleoyl-3-trimethylammonium-propane (DOTAP)-formulated, immune-
stimulatory vascular endothelial growth factor a small interfering RNA (siRNA) increases 
antitumoral efficacy in murine orthotopic hepatocellular carcinoma with liver fibrosis. Mol 
Med. 2008;14(7–8):365–73. doi:10.2119/2008-00003.Kornek.

	 74.	Pitot HC, Dragan YP.  Facts and theories concerning the mechanisms of carcinogenesis. 
FASEB J. 1991;5(9):2280–6.

	 75.	Rajewsky MF, Dauber W, Frankenberg H. Liver carcinogenesis by diethylnitrosamine in the 
rat. Science. 1966;152(3718):83–5.

	 76.	Solt DB, Medline A, Farber E. Rapid emergence of carcinogen-induced hyperplastic lesions 
in a new model for the sequential analysis of liver carcinogenesis. Am J  Pathol. 
1977;88(3):595–618.

	 77.	Farber E, Sarma DS.  Hepatocarcinogenesis: a dynamic cellular perspective. Lab Invest. 
1987;56(1):4–22.

	 78.	Diwan BA, Rice JM, Ohshima M, Ward JM. Interstrain differences in susceptibility to liver 
carcinogenesis initiated by N-nitrosodiethylamine and its promotion by phenobarbital in 
C57BL/6NCr, C3H/HeNCrMTV- and DBA/2NCr mice. Carcinogenesis. 1986;7(2):215–20.

	 79.	Vesselinovitch SD, Mihailovich N. Kinetics of diethylnitrosamine hepatocarcinogenesis in 
the infant mouse. Cancer Res. 1983;43(9):4253–9.

	 80.	McCay PB, Lai EK, Poyer JL, DuBose CM, Janzen EG. Oxygen- and carbon-centered free 
radical formation during carbon tetrachloride metabolism. Observation of lipid radicals 
in vivo and in vitro. J Biol Chem. 1984;259(4):2135–43.

	 81.	Ghoshal AK, Ahluwalia M, Farber E. The rapid induction of liver cell death in rats fed a 
choline-deficient methionine-low diet. Am J Pathol. 1983;113(3):309–14.

	 82.	Li X, Benjamin IS, Alexander B. Reproducible production of thioacetamide-induced mac-
ronodular cirrhosis in the rat with no mortality. J Hepatol. 2002;36(4):488–93.

	 83.	Rushmore TH, Ghazarian DM, Subrahmanyan V, Farber E, Ghoshal AK. Probable free radi-
cal effects on rat liver nuclei during early hepatocarcinogenesis with a choline-devoid low 
methionine diet. Cancer Res. 1987;47(24 Pt 1):6731–40.

	 84.	Coulouarn C, Gomez-Quiroz LE, Lee J-S, Kaposi-Novak P, Conner EA, Goldina TA, 
Onishchenko GE, Factor VM, Thorgeirsson SS. Oncogene-specific gene expression signa-
tures at preneoplastic stage in mice define distinct mechanisms of hepatocarcinogenesis. 
Hepatology. 2006;44(4):1003–11. doi:10.1002/hep.21293.

	 85.	Groos J, Bannasch P, Schwarz M, Kopp-Schneider A. Comparison of mode of action of four 
hepatocarcinogens: a model-based approach. Toxicol Sci. 2007;99(2):446–54. doi:10.1093/
toxsci/kfm183.

6  Hepatocellular Carcinogenesis

http://dx.doi.org/10.1002/hep.26257
http://dx.doi.org/10.1002/ijc.28943
http://dx.doi.org/10.1038/mt.2009.84
http://dx.doi.org/10.1002/hep.24652
http://dx.doi.org/10.1038/labinvest.2013.139
http://dx.doi.org/10.1038/labinvest.2013.139
http://dx.doi.org/10.2119/2008-00003.Kornek
http://dx.doi.org/10.1002/hep.21293
http://dx.doi.org/10.1093/toxsci/kfm183
http://dx.doi.org/10.1093/toxsci/kfm183


136

	 86.	Lee JS, Chu IS, Mikaelyan A, Calvisi DF, Heo J, Reddy JK, Thorgeirsson SS. Application of 
comparative functional genomics to identify best-fit mouse models to study human cancer. 
Nat Genet. 2004;36(12):1306–11. doi:10.1038/ng1481.

	 87.	Poirier LA.  Hepatocarcinogenesis by diethylnitrosamine in rats fed high dietary levels of 
lipotropes. J Natl Cancer Inst. 1975;54(1):137–40.

	 88.	Tamano S, Merlino GT, Ward JM.  Rapid development of hepatic tumors in transforming 
growth factor alpha transgenic mice associated with increased cell proliferation in precancer-
ous hepatocellular lesions initiated by N-nitrosodiethylamine and promoted by phenobarbi-
tal. Carcinogenesis. 1994;15(9):1791–8.

	 89.	Yaswen P, Goyette M, Shank PR, Fausto N. Expression of c-Ki-ras, c-Ha-ras, and c-myc in 
specific cell types during hepatocarcinogenesis. Mol Cell Biol. 1985;5(4):780–6.

	 90.	Nagy P, Evarts RP, Marsden E, Roach J, Thorgeirsson SS. Cellular distribution of c-myc 
transcripts during chemical hepatocarcinogenesis in rats. Cancer Res. 1988;48(19):5522–7.

	 91.	Rao MS, Lalwani ND, Watanabe TK, Reddy JK. Inhibitory effect of antioxidants ethoxyquin 
and 2(3)-tert-butyl-4-hydroxyanisole on hepatic tumorigenesis in rats fed ciprofibrate, a per-
oxisome proliferator. Cancer Res. 1984;44(3):1072–6.

	 92.	Sakurai T, Kudo M, Umemura A, He G, Elsharkawy AM, Seki E, Karin M. p38α inhibits 
liver fibrogenesis and consequent hepatocarcinogenesis by curtailing accumulation of reac-
tive oxygen species. Cancer Res. 2013;73(1):215–24. doi:10.1158/0008-5472.can-12-1602.

	 93.	Fujii T, Fuchs BC, Yamada S, Lauwers GY, Kulu Y, Goodwin JM, Lanuti M, Tanabe 
KK. Mouse model of carbon tetrachloride induced liver fibrosis: histopathological changes 
and expression of CD133 and epidermal growth factor. BMC Gastroenterol. 2010;10(1):1–
11. doi:10.1186/1471-230x-10-79.

	 94.	Ghebranious N, Sell S. The mouse equivalent of the human p53ser249 mutation p53ser246 
enhances aflatoxin hepatocarcinogenesis in hepatitis B surface antigen transgenic and p53 
heterozygous null mice. Hepatology. 1998;27(4):967–73. doi:10.1002/hep.510270411.

	 95.	Tuveson DA, Jacks T. Technologically advanced cancer modeling in mice. Curr Opin Genet 
Dev. 2002;12(1):105–10. doi:10.1016/S0959-437X(01)00272-6.

	 96.	Frese KK, Tuveson DA. Maximizing mouse cancer models. Nat Rev Cancer. 2007;7(9):645–
58. doi:10.1038/nrc2192.

	 97.	Kamegaya Y, Hiasa Y, Zukerberg L, Fowler N, Blackard JT, Lin W, Choe WH, Schmidt 
EV, Chung RT. Hepatitis C virus acts as a tumor accelerator by blocking apoptosis in a 
mouse model of hepatocarcinogenesis. Hepatology. 2005;41(3):660–7. doi:10.1002/
hep.20621.

	 98.	Lerat H, Honda M, Beard MR, Loesch K, Sun J, Yang Y, Okuda M, Gosert R, Xiao S, 
Weinman SA, Lemon SM. Steatosis and liver cancer in transgenic mice expressing the struc-
tural and nonstructural proteins of hepatitis C virus. Gastroenterology. 2002;122(2):352–65.

	 99.	Jhappan C, Stahle C, Harkins RN, Fausto N, Smith GH, Merlino GT. TGFα overexpression 
in transgenic mice induces liver neoplasia and abnormal development of the mammary gland 
and pancreas. Cell. 1990;61(6):1137–46. doi:10.1016/0092-8674(90)90076-Q.

	100.	Lou DQ, Molina T, Bennoun M, Porteu A, Briand P, Joulin V, Vasseur-Cognet M, Cavard 
C. Conditional hepatocarcinogenesis in mice expressing SV 40 early sequences. Cancer Lett. 
2005;229(1):107–14. doi:10.1016/j.canlet.2004.12.032.

	101.	Shachaf CM, Kopelman AM, Arvanitis C, Karlsson Å, Beer S, Mandl S, Bachmann MH, 
Borowsky AD, Ruebner B, Cardiff RD, Yang Q, Bishop JM, Contag CH, Felsher DW. MYC 
inactivation uncovers pluripotent differentiation and tumour dormancy in hepatocellular can-
cer. Nature. 2004;431(7012):1112–7. doi:10.1038/nature03043.

	102.	Chisari FV, Filippi P, Buras J, McLachlan A, Popper H, Pinkert CA, Palmiter RD, Brinster 
RL. Structural and pathological effects of synthesis of hepatitis B virus large envelope poly-
peptide in transgenic mice. Proc Natl Acad Sci U S A. 1987;84(19):6909–13.

	103.	Chisari FV, Klopchin K, Moriyama T, Pasquinelli C, Dunsford HA, Sell S, Pinkert CA, 
Brinster RL, Palmiter RD. Molecular pathogenesis of hepatocellular carcinoma in hepatitis B 
virus transgenic mice. Cell. 1989;59(6):1145.

N. Golob-Schwarzl et al.

http://dx.doi.org/10.1038/ng1481
http://dx.doi.org/10.1158/0008-5472.can-12-1602
http://dx.doi.org/10.1186/1471-230x-10-79
http://dx.doi.org/10.1002/hep.510270411
http://dx.doi.org/10.1016/S0959-437X(01)00272-6
http://dx.doi.org/10.1038/nrc2192
http://dx.doi.org/10.1002/hep.20621
http://dx.doi.org/10.1002/hep.20621
http://dx.doi.org/10.1016/0092-8674(90)90076-Q
http://dx.doi.org/10.1016/j.canlet.2004.12.032
http://dx.doi.org/10.1038/nature03043


137

	104.	Chisari FV, Pinkert CA, Milich DR, Filippi P, McLachlan A, Palmiter RD, Brinster RL. A 
transgenic mouse model of the chronic hepatitis B surface antigen carrier state. Science. 
1985;230(4730):1157–60.

	105.	Koike K, Moriya K, Iino S, Yotsuyanagi H, Endo Y, Miyamura T, Kurokawa K. High-level 
expression of hepatitis B virus HBx gene and hepatocarcinogenesis in transgenic mice. 
Hepatology. 1994;19(4):810–9.

	106.	Toshkov I, Chisari FV, Bannasch P. Hepatic preneoplasia in hepatitis B virus transgenic mice. 
Hepatology. 1994;20(5):1162–72. doi:10.1016/0270-9139(94)90752-8.

	107.	Koike K, Moriya K, Kimura S. Role of hepatitis C virus in the development of hepatocellular 
carcinoma: transgenic approach to viral hepatocarcinogenesis. J  Gastroenterol Hepatol. 
2002;17(4):394–400. doi:10.1046/j.1440-1746.2002.02763.x.

	108.	Fan CY, Pan J, Usuda N, Yeldandi AV, Rao MS, Reddy JK.  Steatohepatitis, spontaneous 
peroxisome proliferation and liver tumors in mice lacking peroxisomal fatty acyl-Coa oxi-
dase: implications for peroxisome proliferator-activated receptor α natural ligand metabo-
lism. J Biol Chem. 1998;273(25):15639–45. doi:10.1074/jbc.273.25.15639.

	109.	Geller SA, Nichols WS, Kim S, Tolmachoff T, Lee S, Dycaico MJ, Felts K, Sorge 
JA. Hepatocarcinogenesis is the sequel to hepatitis in Z#2 α1-antitrypsin transgenic mice: 
histopathological and DNA ploidy studies. Hepatology. 1994;19(2):389–97.

	110.	Colnot S, Decaens T, Niwa-Kawakita M, Godard C, Hamard G, Kahn A, Giovannini M, 
Perret C. Liver-targeted disruption of Apc in mice activates β-catenin signaling and leads to 
hepatocellular carcinomas. Proc Natl Acad Sci U S A. 2004;101(49):17216–21. doi:10.1073/
pnas.0404761101.

	111.	Harada N, Oshima H, Katoh M, Tamai Y, Oshima M, Taketo MM. Hepatocarcinogenesis in 
mice with β-catenin and Ha-ras gene mutations. Cancer Res. 2004;64(1):48–54. 
doi:10.1158/0008-5472.CAN-03-2123.

	112.	Conner EA, Lemmer ER, Sánchez A, Factor VM, Thorgeirsson SS. E2F1 blocks and c-Myc 
accelerates hepatic ploidy in transgenic mouse models. Biochem Biophys Res Commun. 
2003;302(1):114–20. doi:10.1016/S0006-291X(03)00125-6.

	113.	Dalemans W, Perraud F, Le Meur M, Gerlinger P, Courthey M, Pavirani A. Heterologous 
protein expression by transimmortalized differentiated liver cell lines derived from transgenic 
mice (hepatomas/α1 antitrypsin/ONC mouse). Biologicals. 1990;18(3):191–8. 
doi:10.1016/1045-1056(90)90006-L.

	114.	Perraud F, Dalemans W, Gendrault JL, Dreyer D, Ali-Hadji D, Faure T, Pavirani 
A.  Characterization of trans-immortalized hepatic cell lines established from transgenic 
mice. Exp Cell Res. 1991;195(1):59–65. doi:10.1016/0014-4827(91)90500-T.

	115.	Sandgren EP, Quaife CJ, Pinkert CA, Palmiter RD, Brinster RL.  Oncogene-induced liver 
neoplasia in transgenic mice. Oncogene. 1989;4(6):715–24.

	116.	Santoni-Rugiu E, Nagy P, Jensen MR, Factor VM, Thorgeirsson SS. Evolution of neoplastic 
development in the liver of transgenic mice co- expressing c-myc and transforming growth 
factor-α. Am J Pathol. 1996;149(2):407–28.

	117.	Santoni-Rugiu E, Jensen MR, Thorgeirsson SS.  Disruption of the pRb/E2F pathway and 
inhibition of apoptosis are major oncogenic events in liver constitutively expressing c-myc 
and transforming growth factor α. Cancer Res. 1998;58(1):123–34.

	118.	Murakami H, Sanderson ND, Nagy P, Marino PA, Merlino G, Thorgeirsson SS. Transgenic 
mouse model for synergistic effects of nuclear oncogenes and growth factors in tumorigene-
sis: interaction of c-myc and transforming growth factor α in hepatic oncogenesis. Cancer 
Res. 1993;53(8):1719–23.

	119.	Conner EA, Lemmer ER, Omori M, Wirth PJ, Factor VM, Thorgeirsson SS. Dual functions 
of E2F-1  in a transgenic mouse model of liver carcinogenesis. Oncogene. 
2000;19(44):5054–62.

	120.	Tonjes RR, Lohler J, O’Sullivan JF, Kay GF, Schmidt GH, Dalemans W, Pavirani A, Paul 
D. Autocrine mitogen IgEGF cooperates with c-myc or with the Hcs locus during hepatocar-
cinogenesis in transgenic mice. Oncogene. 1995;10(4):765–8.

6  Hepatocellular Carcinogenesis

http://dx.doi.org/10.1016/0270-9139(94)90752-8
http://dx.doi.org/10.1046/j.1440-1746.2002.02763.x
http://dx.doi.org/10.1074/jbc.273.25.15639
http://dx.doi.org/10.1073/pnas.0404761101
http://dx.doi.org/10.1073/pnas.0404761101
http://dx.doi.org/10.1158/0008-5472.CAN-03-2123
http://dx.doi.org/10.1016/S0006-291X(03)00125-6
http://dx.doi.org/10.1016/1045-1056(90)90006-L
http://dx.doi.org/10.1016/0014-4827(91)90500-T


138

	121.	Kitisin K, Ganesan N, Tang Y, Jogunoori W, Volpe EA, Kim SS, Katuri V, Kallakury B, 
Pishvaian M, Albanese C, Mendelson J, Zasloff M, Rashid A, Fishbein T, Evans SRT, Sidawy 
A, Reddy EP, Mishra B, Johnson LB, Shetty K, Mishra L. Disruption of transforming growth 
factor-β signaling through β-spectrin ELF leads to hepatocellular cancer through cyclin D1 
activation. Oncogene. 2007;26(50):7103–10. doi:10.1038/sj.onc.1210513.

	122.	Tang Y, Katuri V, Dillner A, Mishra B, Deng CX, Mishra L.  Disruption of transforming 
growth factor-β signaling in ELF β-spectrin-deficient mice. Science. 2003;299(5606):574–7. 
doi:10.1126/science.1075994.

	123.	Sakata H, Takayama H, Sharp R, Rubin JS, Merlino G, LaRochelle WJ. Hepatocyte growth 
factor/scatter factor overexpression induces growth, abnormal development, and tumor for-
mation in transgenic mouse livers. Cell Growth Differ. 1996;7(11):1513–23.

	124.	Shiota G, Wang TC, Nakamura T, Schmidt EV. Hepatocyte growth factor in transgenic mice: 
effects on hepatocyte growth, liver regeneration and gene expression. Hepatology. 
1994;19(4):962–72.

	125.	Santoni-Rugiu E, Preisegger KH, Kiss A, Audolfsson T, Shiota G, Schmidt EV, Thorgeirsson 
SS. Inhibition of neoplastic development in the liver by hepatocyte growth factor in a trans-
genic mouse model. Proc Natl Acad Sci U S A. 1996;93(18):9577–82. doi:10.1073/
pnas.93.18.9577.

	126.	Shiota G, Kawasaki H, Nakamura T, Schmidt EV. Characterization of double transgenic mice 
expressing hepatocyte growth factor and transforming growth factor α. Res Commun Mol 
Pathol Pharmacol. 1995;90(1):17–24.

	127.	Rogler CE, Yang D, Rossetti L, Donohoe J, Alt E, Chang CJ, Rosenfeld R, Neely K, Hintz 
R. Altered body composition and increased frequency of diverse malignancies in insulin-like 
growth factor-II transgenic mice. J Biol Chem. 1994;269(19):13779–84.

	128.	Harris TM, Rogler LE, Rogler CE. Reactivation of the maternally imprinted IGF2 allele in 
TGFα induced hepatocellular carcinomas in mice. Oncogene. 1998;16(2):203–9.

	129.	Haybaeck J, Zeller N, Wolf MJ, Weber A, Wagner U, Kurrer MO, Bremer J, Iezzi G, Graf R, 
Clavien P-A, Thimme R, Blum H, Nedospasov SA, Zatloukal K, Ramzan M, Ciesek S, 
Pietschmann T, Marche PN, Karin M, Kopf M, Browning JL, Aguzzi A, Heikenwalder M. A 
lymphotoxin-driven pathway to hepatocellular carcinoma. Cancer Cell. 2009;16(4):295.

	130.	Katzenellenbogen M, Pappo O, Barash H, Klopstock N, Mizrahi L, Olam D, Jacob-Hirsch J, 
Amariglio N, Rechavi G, Mitchell LA, Kohen R, Domany E, Galun E, Goldenberg D. Multiple 
adaptive mechanisms to chronic liver disease revealed at early stages of liver carcinogenesis 
in the Mdr2-knockout mice. Cancer Res. 2006;66(8):4001–10. doi:10.1158/0008-5472.
CAN-05-2937.

	131.	Mauad TH, CMJ VN, Dingemans KP, JJM S, Schinkel AH, RGE N, Van Den Bergh Weerman 
MA, Verkruisen RP, Groen AK, RPJ OE, Van Der Valk MA, Borst P, GJA O. Mice with 
homozygous disruption of the mdr2 P-glycoprotein gene a novel animal model for studies of 
nonsuppurative inflammatory cholangitis and hepatocarcinogenesis. Am J  Pathol. 
1994;145(5):1237–45.

	132.	Tward AD, Jones KD, Yant S, Siu TC, Sheung TF, Chen X, Kay MA, Wang R, Bishop 
JM. Distinct pathways of genomic progression to benign and malignant tumors of the liver. 
Proc Natl Acad Sci U S A. 2007;104(37):14771–6. doi:10.1073/pnas.0706578104.

	133.	Wang R, Ferrell LD, Faouzi S, Maher JJ, Michael Bishop J. Activation of the Met receptor by 
cell attachment induces and sustains hepatocellular carcinomas in transgenic mice. J Cell 
Biol. 2001;153(5):1023–33. doi:10.1083/jcb.153.5.1023.

	134.	Takami T, Kaposi-Novak P, Uchida K, Gomez-Quiroz LE, Conner EA, Factor VM, 
Thorgeirsson SS. Loss of hepatocyte growth factor/c-Met signaling pathway accelerates early 
stages of N-nitrosodiethylamine-induced hepatocarcinogenesis. Cancer Res. 
2007;67(20):9844–51. doi:10.1158/0008-5472.CAN-07-1905.

	135.	Jacks T, Remington L, Williams BO, Schmitt EM, Halachmi S, Bronson RT, Weinberg 
RA. Tumor spectrum analysis in p53-mutant mice. Curr Biol. 1994;4(1):1–7. doi:10.1016/
S0960-9822(00)00002-6.

N. Golob-Schwarzl et al.

http://dx.doi.org/10.1038/sj.onc.1210513
http://dx.doi.org/10.1126/science.1075994
http://dx.doi.org/10.1073/pnas.93.18.9577
http://dx.doi.org/10.1073/pnas.93.18.9577
http://dx.doi.org/10.1158/0008-5472.CAN-05-2937
http://dx.doi.org/10.1158/0008-5472.CAN-05-2937
http://dx.doi.org/10.1073/pnas.0706578104
http://dx.doi.org/10.1083/jcb.153.5.1023
http://dx.doi.org/10.1158/0008-5472.CAN-07-1905
http://dx.doi.org/10.1016/S0960-9822(00)00002-6
http://dx.doi.org/10.1016/S0960-9822(00)00002-6


139

	136.	Lewis BC, Klimstra DS, Socci ND, Xu S, Koutcher JA, Varmus HE. The absence of p53 
promotes metastasis in a novel somatic mouse model for hepatocellular carcinoma. Mol Cell 
Biol. 2005;25(4):1228–37. doi:10.1128/MCB.25.4.1228-1237.2005.

	137.	Chen YW, Klimstra DS, Mongeau ME, Tatem JL, Boyartchuk V, Lewis BC. Loss of p53 
and Ink4a/Arf cooperate in a cell autonomous fashion to induce metastasis of hepatocel-
lular carcinoma cells. Cancer Res. 2007;67(16):7589–96. doi:10.1158/0008-5472.
CAN-07-0381.

	138.	Xue W, Zender L, Miething C, Dickins RA, Hernando E, Krizhanovsky V, Cordon-Cardo C, 
Lowe SW. Senescence and tumour clearance is triggered by p53 restoration in murine liver 
carcinomas. Nature. 2007;445(7128):656–60. doi:10.1038/nature05529.

	139.	Campbell JS, Hughes SD, Gilbertson DG, Palmer TE, Holdren MS, Haran AC, Odell MM, 
Bauer RL, Ren HP, Haugen HS, Yeh MM, Fausto N. Platelet-derived growth factor C induces 
liver fibrosis, steatosis, and hepatocellular carcinoma. Proc Natl Acad Sci U S A. 
2005;102(9):3389–94. doi:10.1073/pnas.0409722102.

	140.	Horie Y, Suzuki A, Kataoka E, Sasaki T, Hamada K, Sasaki J, Mizuno K, Hasegawa G, 
Kishimoto H, Iizuka M, Naito M, Enomoto K, Watanabe S, Mak TW, Nakano T. Hepatocyte-
specific Pten deficiency results in steatohepatitis and hepatocellular carcinomas. J Clin Invest. 
2004;113(12):1774.

	141.	Watanabe S, Horie Y, Kataoka E, Sato W, Dohmen T, Ohshima S, Goto T, Suzuki A. Non-
alcoholic steatohepatitis and hepatocellular carcinoma: lessons from hepatocyte-specific 
phosphatase and tensin homolog (PTEN)-deficient mice. J  Gastroenterol Hepatol. 
2007;22(Suppl. 1):S96–S100. doi:10.1111/j.1440-1746.2006.04665.x.

	142.	Dubois N, Bennoun M, Allemand I, Molina T, Grimber G, Daudet-Monsac M, Abelanet R, 
Briand P. Time-course development of differentiated hepatocarcinoma and lung metastasis in 
transgenic mice. J Hepatol. 1991;13(2):227–39. doi:10.1016/0168-8278(91)90819-W.

	143.	Manickan E, Satoi J, Wang TC, Liang TJ. Conditional liver-specific expression of simian 
virus 40 T antigen leads to regulatable development of hepatic neoplasm in transgenic mice. 
J Biol Chem. 2001;276(17):13989–94.

	144.	Messing A, Chen HY, Palmiter RD, Brinster RL. Peripheral neuropathies, hepatocellular car-
cinomas and islet cell adenomas in transgenic mice. Nature. 1985;316(6027):461–3. 
doi:10.1038/316461a0.

	145.	Schirmacher P, Held WA, Yang D, Biempica L, Rogler CE. Selective amplification of peri-
portal transitional cells precedes formation of hepatocellular carcinoma in SV40 large tag 
transgenic mice. Am J Pathol. 1991;139(1):231–41.

	146.	Sepulveda AR, Finegold MJ, Smith B, Slagle BL, DeMayo JL, Shen RF, Woo SLC, Butel 
JS. Development of a transgenic mouse system for the analysis of stages in liver carcinogen-
esis using tissue-specific expression of SV40 large T-antigen controlled by regulatory ele-
ments of the human α-1-antitrypsin gene. Cancer Res. 1989;49(21):6108–17.

	147.	Farazi PA, Glickman J, Horner J, DePinho RA. Cooperative interactions of p53 mutation, 
telomere dysfunction, and chronic liver damage in hepatocellular carcinoma progression. 
Cancer Res. 2006;66(9):4766–73. doi:10.1158/0008-5472.CAN-05-4608.

	148.	Lee GH, Merlino G, Fausto N. Development of liver tumors in transforming growth factor α 
transgenic mice. Cancer Res. 1992;52(19):5162–70.

	149.	Sandgren EP, Luetteke NC, Palmiter RD, Brinster RL, Lee DC. Overexpression of TGFα in 
transgenic mice: induction of epithelial hyperplasia, pancreatic metaplasia, and carcinoma of 
the breast. Cell. 1990;61(6):1121–35. doi:10.1016/0092-8674(90)90075-.

	150.	Sanderson N, Factor V, Nagy P, Kopp J, Kondaiah P, Wakefield L, Roberts AB, Sporn MB, 
Thorgeirsson SS. Hepatic expression of mature transforming growth factor β1 in transgenic 
mice results in multiple tissue lesions. Proc Natl Acad Sci U S A. 1995;92(7):2572–6. 
doi:10.1073/pnas.92.7.2572.

	151.	Schnur J, Nagy P, Sebestyén A, Schaff Z, Thorgeirsson SS. Chemical hepatocarcinogenesis 
in transgenic mice overexpressing mature TGFβ-1 in liver. Eur J Cancer. 1999;35(13):1842–
5. doi:10.1016/S0959-8049(99)00224-5.

6  Hepatocellular Carcinogenesis

http://dx.doi.org/10.1128/MCB.25.4.1228-1237.2005
http://dx.doi.org/10.1158/0008-5472.CAN-07-0381
http://dx.doi.org/10.1158/0008-5472.CAN-07-0381
http://dx.doi.org/10.1038/nature05529
http://dx.doi.org/10.1073/pnas.0409722102
http://dx.doi.org/10.1111/j.1440-1746.2006.04665.x
http://dx.doi.org/10.1016/0168-8278(91)90819-W
http://dx.doi.org/10.1038/316461a0
http://dx.doi.org/10.1158/0008-5472.CAN-05-4608
http://dx.doi.org/10.1016/0092-8674(90)90075-
http://dx.doi.org/10.1073/pnas.92.7.2572
http://dx.doi.org/10.1016/S0959-8049(99)00224-5


140

	152.	Schnur J, Oláh J, Szepesi Á, Nagy P, Thorgeirsson SS. Thioacetamide-induced hepatic fibro-
sis in transforming growth factor beta-1 transgenic mice. Eur J  Gastroenterol Hepatol. 
2004;16(2):127–33. doi:10.1097/00042737-200402000-00002.

	153.	Soga M, Kishimoto Y, Kawamura Y, Inagaki S, Makino S, Saibara T. Spontaneous develop-
ment of hepatocellular carcinomas in the FLS mice with hereditary fatty liver. Cancer Lett. 
2003;196(1):43–8.

N. Golob-Schwarzl et al.

http://dx.doi.org/10.1097/00042737-200402000-00002


141© Springer International Publishing AG 2017
J. Haybaeck (ed.), Mechanisms of Molecular Carcinogenesis – Volume 2, 
DOI 10.1007/978-3-319-53661-3_7

N. Gantenbein, Msc 
Department of Pathology, Medical University of Graz, Auenbruggerplatz 25, 8036 Graz, Austria 

J. Haybaeck, M.D., Ph.D. (*) 
Department of Pathology, Medical Faculty, Otto von Guericke University Magdeburg,  
39120 Magdeburg, Germany 

Institute of Pathology, Medical University of Graz, 8036 Graz, Austria
e-mail: johannes.haybaeck@med.ovgu.de

7Neuroendocrine Tumorigenesis

Nadine Gantenbein and Johannes Haybaeck

Contents

7.1  �MEN-1�   143
7.2  �DAXX/ATRX�   143
7.3  �mTOR Signaling�   143
7.4  �Biomarkers of Neuroendocrine Neoplasms�   144
�References�   144

Before the year 2000, gastroenteropancreatic neuroendocrine tumors (GEP NETs) 
were not well characterized [3]. The GEP NET incidence has increased worldwide 
over the last decades [2, 4]. Considering the constantly evolving imaging technol-
ogy, small asymptomatic lesions in the gut can be identified [5]. NETs are a hetero-
geneous group found in different locations of the body, e.g., pancreas, foregut, 
midgut, hindgut, and lung [5, 6]. The regional distribution of NETs over the entire 
body is schematically displayed in Fig. 7.1. Gastroenteropancreatic (GEP) NETs 
are with two thirds the most common primary NETs [4, 7]. With one quarter of 
NETs, they occur in the lung as the second most location [2].

NETs arise from neuroendocrine-programmed cells, which are found throughout 
the body and are known to excessively produce and secrete molecules like neuro-
peptides and biologically active neuramines, such as insulin, serotonin, and 
somatostatin [7–9]. An overview of neuroendocrine-programmed cells is displayed 
in Fig. 7.2.
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Fig. 7.1  Overview of NET occurrence in the human body (Adapted of Yao) [4]. NETs are found 
all over the body; the gastropancreatic system is with 58% the most frequent region, followed by 
27% NETs in the lung
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Fig. 7.2  Schematic overview of neuroendocrine-programmed cells (Adapted from Tischler and 
DeLellis) [10]
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The classification of neuroendocrine tumors is based on size, tissue invasion, Ki67 
index, and mitotic activity, according to the current WHO classification [5]. KI-67 is 
a proliferation marker and helps to determine tumor grade and prognosis [11].

There is still no balanced therapy for NETs [5]. Total resection in early stages is 
unchallenged in curative treatment compared to therapies, such as those with soma-
tostatin analogues, radiotherapy, and chemotherapy, because they are still insufficient 
[4, 7, 12]. Knowledge on how to suppress hypersecretion or neoplastic growth could 
lead to a new therapeutic and palliative approach [13]. Due to the lack of mechanistic 
insights regarding this disease, many whole-genome sequencing approaches on NET 
patient tissues were initiated in order to identify mutations, which correlate with the 
development, prediction, or diagnosis of NETs [14]. The most frequent gene alterations 
in NET patients were found in the following genes: MEN-1 (encodes menin), DAXX 
(death domain-associated protein), ATRX (alpha thalassemia/mental retardation syn-
drome X linked), and mTOR (mammalian target of rapamycin) with the related path-
way members [14–17].

7.1	 �MEN-1

NETs occur either sporadically or as manifestation of a syndrome, like the multiple 
endocrine neoplasia type 1 (MEN-1) syndrome [16]. A germline mutation in the 
MEN-1 tumor suppressor gene, located on the chromosome 11q13, causes this auto-
somal dominantly inherited condition [15, 16]. This gene encodes the 610 amino 
acid nuclear protein menin, which is associated with regulation of transcription, 
genomic stability, cell division, and cell cycle control [10, 18–20]. Over 450 differ-
ent germline mutations have been identified to date. About two thirds of these muta-
tions are predicted to lead to truncations on the protein [18]. Either truncations or 
missense in Men-1 leads to lower protein levels because of proteolytic degradation 
via the ubiquitin pathway [16, 21]. Mutations in MEN-1 are associated with a pro-
longed survival compared to patients without MEN-1 mutation [14].

7.2	 �DAXX/ATRX

Likewise, NET patients with mutations in DAXX/ATRX have a better survival rate 
[17, 22]. These mutations affect incorporation of the histone H3.3 complex into 
telomeres by inducing alternative lengthening of telomeres and chromosomal insta-
bility [17, 22].

7.3	 �mTOR Signaling

Some NET patients were reported to have mutations in the PTEN, PI3K, and TSC2, 
genes of the mTOR pathway [14]. It seems that these mutations are relevant only for 
few NET patients because alterations in expression of mTOR pathway members are 
found in most patients [14, 23, 24]. Therefore, whole-genome sequencing of NETs can 
help to identify patients which would benefit from therapy with mTOR inhibitors [14].
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Chromosomal instability in NET patients is associated with tumor progression. 
As the extent of genomic changes seems to correlate with disease stage, indicating 
alterations accumulate during tumor progression [10, 19].

7.4	 �Biomarkers of Neuroendocrine Neoplasms

At the beginning of their formation, NETs usually do not show specific symptoms 
over a long time period. The low proliferation rate of most NETs might be an 
explanation for this phenomenon [25]. Due to their origin, NETs secrete different 
molecules. This might be a way to look for a tumor marker. Four biomarkers for 
NETs have been established: chromogranin A (CgA), synaptophysin (SYP), 
neuron-specific enolase (NSE), and urinary 5-hydroxyindole-3-acetic acid 
(5-HIAA) [26].

Neuroendocrine cells secrete their products via large dense-core or small 
synaptic-like vesicles. Those vesicles store proteins like CgA and synaptophysin 
and therefore serve as markers for neuroendocrine cells [11]. CgA is a member of 
the chromogranin family and is often observed to be elevated in serum of patients 
[27]. Immunohistochemistry for CgA can confirm the origin in the tissue [11]. It 
also seems that CgA is a prognostic marker because it positively correlates with 
disease progression, liver metastases, and treatment efficiency [8, 11].

For the histopathological diagnosis of NETs, CgA and synaptophysin have to be 
present [28]. SYP is a calcium-binding integral membrane glycoprotein [11]. It is 
present in epithelial and neuronal types [10]. SYP is expressed independently from 
other NET biomarkers [28].

Neuron-specific enolase (NSE) plays a role in glucose metabolism. This enzyme 
was shown to be present in thyroid and prostatic carcinoma, neuroblastoma, small 
cell lung carcinoma, carcinoid, gastropancreatic tumor, and neoplasms with a neu-
roendocrine differentiation [26, 29]. Based on its lacking sensitivity and specificity 
as biomarker, it is mostly used to confirm the diagnosis or to control the treatment 
efficacy during follow-up [29].

Serotonin is one of the most hypersecreted hormones in NETs. 
5-Hydroxyindoleacetic acid (5-HIAA) has serotonin as substrate and is excreted via 
the urine, where high levels of 5-HIAA are detected in patients with NETs [30, 31]. 
Although tryptophan- or serotonin-rich food can elevate 5-HIAA levels, the speci-
ficity of this marker is about 88% in NETs [31].
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Abstract
Approximately 8% of all non-Hodgkin lymphomas are extranodal marginal zone 
B-cell lymphomas of mucosa-associated lymphoid tissue, also known as MALT 
lymphomas. MALT lymphomas arise at several different extranodal sites, with 
the highest frequency in the stomach, followed by the lung, ocular adnexa and 
thyroid, and with a low percentage in the small intestine. Interestingly, at least 
three different, apparently site-specific, chromosomal translocations and mis-
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sense and frameshift mutations, all affecting the NF-κB signal pathway-related 
genes, have been implicated in the development and progression of MALT lym-
phoma. However, these genetic abnormalities alone are not sufficient for malig-
nant transformation. There is now increasing evidence suggesting that the 
oncogenic product of translocation cooperates with immunological stimulation 
in oncogenesis, i.e. the association with chronic bacterial or autoaggressive 
infections. This chapter mainly discusses the genetic aberration and the associa-
tion with chronic infections of MALT lymphomas and summarizes recent 
advances in the molecular pathogenesis and therapeutic advances of MALT 
lymphoma.

8.1	 �Introduction

Approximately 8% of all non-Hodgkin lymphomas (NHL) are extranodal mar-
ginal zone B-cell lymphomas of mucosa-associated lymphoid tissue (MALT), 
also known as MALT lymphomas, which were first described in 1983 by Isaacson 
and Wright [1, 2]. They found out that compared to peripheral lymph nodes, pri-
mary low-grade gastric B-cell lymphomas and immunoproliferative small intesti-
nal disease had more histological features in common with mucosa-associated 
lymphoid tissue [1]. Other extranodal low-grade lymphomas arising in mucosal 
organs, including the salivary gland, lung and thyroid, showed the same histologi-
cal and clinical features [3–6]. This led to the introduction of the term “MALT 
lymphoma”. MALT lymphomas arise at a wide range of different extranodal 
sides, including the stomach (70% of cases), lung (14%), ocular adnexa (12%), 
thyroid (4%) and small intestine (including immunoproliferative small intestinal 
disease (IPSID), 1%) [7].

The histological feature of MALT lymphoma is an infiltration around B-cell 
follicles in the region corresponding to the Peyer’s patch marginal zone, spread-
ing diffusely into the surrounding tissue. MALT lymphoma cells share the same 
cytological features and immunophenotype (cluster of differentiation (CD) 20+, 
CD21+, CD35+, IgM+, IgD−) like marginal zone B cells. This is the reason why 
the World Health Organisation lymphoma classification of 2001 designates this 
lymphoma as “extranodal marginal zone B cell lymphoma of mucosa associated 
lymphoid tissue (MALT lymphoma)” [8]. The lymphoma cells can resemble 
either follicle centre centrocytes, small lymphocytes or so-called monocytoid B 
cells. Another important histological feature is the presence of lymphoepithelial 
lesions formed by invasion of individual mucosal glands or other epithelial 
structures by lymphoma cells. Transformed blasts and plasma cells are present 
and scattered beneath the surface epithelium, indicating that MALT lymphoma 
might participate in the immune response. The lymphoma cells also enter the 
germinal centres of non-neoplastic B-cell follicles—so-called follicular coloni-
zation [9].

In the case of gastric MALT lymphoma, the disease is remarkably indolent and 
tends to remain localized to the stomach for long periods. The 10-year survival rate 
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for gastric MALT lymphoma is close to 90% with a disease-free survival of 
approximately 70% [10, 11]. However, MALT lymphoma can progress and trans-
form into aggressive high-grade tumours—extranodal diffuse large B-cell lym-
phoma (eDLBCL)—whereby the 10-year survival rate drops to approximately 
42% [10]. eDLBCLs express B-cell lymphoma protein (BCL)-6 more frequently 
than do nodal cases, having also a better overall survival rate than the latter [12]. 
eDLCBL shows different features with respect to MALT lymphoma components: 
foci of extranodal DLBCL may be seen in MALT lymphoma, suggesting transfor-
mation from one to the other. Identification of identically rearranged Ig gene 
between the low- and the high-grade components of the same cases confirmed that 
transformation processes take place [13]. Some cases of extranodal DLBCL, in 
which the MALT lymphoma component cannot be detected, are transformed 
MALT lymphomas that have been completely overgrown by the extranodal 
DLBCLs. Others are primary extranodal DLBCLs with a germinal centred-like 
phenotype (CD10 and BCL6 positive) [10]. Transformed MALT lymphomas are 
CD10 and BCL2 negative [14], but, in contrast to MALT lymphomas, usually 
express BCL6. Notably, there is no difference in clinical behaviour between trans-
formed MALT lymphoma and extranodal DLBCL [10].

8.2	 �Clinical Diagnosis and Staging

The initial staging procedure to assess dissemination of lymphomas must include 
an esophagogastroduodenoscopy (EGD) with multiple biopsies (at least ten from 
macroscopic visible lesions) but also from regions with normal appearance, i.e. 
each region of the stomach, duodenum and gastroesophageal junction, respec-
tively [15, 16]. Following diagnosis, further work-up should include physical 
examination (including Waldeyer’s ring and peripheral lymph nodes), lab param-
eters (complete blood count, LDH, beta-2 macroglobulin levels, serum immuno-
fixation, HIV, hepatitis B and C serologically) and CT scans involving the 
abdominal, pelvic and thoracic region. Endoscopic ultrasound (EUS) is also rec-
ommended for the initial evaluation of regional lymph nodes and the depth of the 
gastric wall infiltration [15–17], parameters which are of highly prognostic value 
for the response to H. pylori eradication [18]. EUS is the only investigation able 
to differentiate between the stages I1E, I2E and II1E according to the modified 
Ann Arbor classification system. A bone marrow biopsy is also recommended (but 
no longer judged mandatory in current guidelines), particularly in case of failure 
to eradication therapy or before initiating systemic hemato-oncological treatment 
[15], although the percentage of patients with bone marrow involvement may be 
as little as 2% in some series. Because of frequent multifocal involvement [17], an 
ileocolonoscopy should also be considered in patients with gastric MALT 
lymphoma.

The question on the optimal staging system in gastrointestinal MALT lym-
phomas remains controversial. The most widely used system is the Ann Arbor 
staging system modified according to Musshoff [19] and Radaszkiewicz [20]. 
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This staging system differentiates between the prognostically relevant dissemi-
nation extent, i.e. involvement of adjacent (II1E) and distant lymph (II2E) nodes, 
and the depth of infiltration of the gastric wall, i.e. mucosa and submucosa (I1E) 
versus the muscularis propria and submucosa (I2E). The Paris staging system is 
based on the TNM classification but has not been validated in prospective studies 
so far [21].

8.3	 �Genetic Aberrations

8.3.1	 �Molecular Mechanisms to Generate Antibody Diversity 
Are Responsible for Genetic Aberrations

As indispensable components of adaptive immunity, B cells are responsible for the 
humoral immune response by producing antibodies in response to antigens. B cells 
express special surface markers termed B-cell receptors (BCRs). B cells are pro-
duced in the bone marrow as immature B cells, which further migrate to secondary 
lymphoid tissues where they develop into mature B cells. The maturation process of 
B cells is accompanied by the changing presence of differentiation markers on the 
cell surface [22, 23].

During different stages of B-cell maturation, BCRs undergo high levels of 
genetic rearrangement in V (variable), D (diversity) and J (joining) segments of 
variable regions of heavy and light chains of immunoglobulins called VDJ recom-
bination, thereby generating a rich repertoire of diverse antibodies providing a 
broad-spectrum cover against the majority of antigens [24, 25].

The next steps of B-cell maturation take place in secondary lymphoid organs 
where the B-cell response is dependent on T cells. The secondary lymphoid 
organs consist of a germinal centre (GC), including dark and light zones. B-cell 
maturation in secondary lymphoid organs initiates in the dark zone, and B cells 
mature during their migration towards the light zone. Movement of B cells through 
the GC is thought to be managed by chemotaxis [26]. B cells first enter the cen-
troblast (CB) of the dark zone of GC, where the variable regions of BCRs undergo 
somatic hypermutation (SHM) to increase the diversity of immunoglobulins. 
Cells then migrate to centrocytes (CC) of the GC light zone to experience a pro-
cess called class switching recombination (CSR) in order to create different 
classes of immunoglobulins (IgG, IgM, IgE, IgA). Afterwards, B cells can be 
activated in a T-cell-dependent manner for effective response to foreign antigens. 
However, not all B cells require T-cell-dependent mechanisms to respond to anti-
gens [27, 28].

The VDJ recombination occurs at early B-cell development stages in the bone 
marrow. During this process, three gene segments (V, D and J) of the variable region 
of the heavy chains and two (V and J) of the variable region of the light chains are 
assembled. The DNA located between the rearranging gene segments is deleted by 
two endonucleases called recombination-activating genes (RAG) 1 and 2 causing 
double-strand breaks. The heavy chain assembly occurs in two steps. In the first 

A.JA. Deutsch et al.



151

step, a DH gene segment is rearranged to a JH segment, and in the second step, VH 
segment is rearranged to a DH joint (Fig. 8.1) [27, 28].

The SHM introduces point mutations, deletions and duplications in the rear-
ranged variable regions of heavy and light chains and their flanking sequences 
(Fig. 8.1) [25]. In the CSR, the expressed heavy chain constant region (CH) gene 
(usually Cμ and Cδ) is replaced by a downstream CH gene. The recombination 
involves deletion of the DNA between repetitive regions (switch regions sμ, sγ and 
sα) upstream of the recombining CH genes (Fig. 8.1) [29]. The enzyme activation-
induced cytidine deaminase (AID) is required for SHM and CSR. In the first phase 
of both molecular processes, AID deaminates cytidine to uracil to generate a U-G 
mismatch. U-G mismatches normally are corrected by base excision repair (BER) 
and mismatch repair (MMR) pathways. In the second phase of SHM, U-G mis-
matches are repaired by error-prone BER and MMR pathway in order to generate 
mutations [30]. BER and MMR are facilitated by the action of uracil-DNA glyco-
sylase (UNG) and mutS homolog (MSH)2/MSH6, respectively. CSR is initiated by 

a

b

c

Fig. 8.1  Molecular 
mechanisms being involved 
in the diversity of antibodies. 
(a) VDJ recombination, (b) 
somatic hypermutation, and 
(c) class switch 
recombination
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AID-mediated cytidine deamination on the opposing DNA strands within the switch 
region. The action of UNG and apurinic/apyrimidinic endonuclease 1 or MSH2/
MSH6 activity cause double-strand breaks. Further processing and joining of bro-
ken switch regions are facilitated by factors involved in classic and alternative non-
homologous end joining [31].

The fact that VDJ recombination, SHM and CSR cause double-strand breaks and 
that the majority of the translocations in lymphoid malignancies involve the Ig gene 
locus clearly demonstrates the crucial role of these molecular mechanisms in 
lymphomagenesis.

8.3.2	 �Translocations

There are four main recurrent chromosomal translocations associated with the 
pathogenesis of MALT lymphomas: t(1;14)(p22;q32), t(11;18)(q21;q21), t(14;18)
(q32;q21) and t(3;14)(p14.1;q32) [32–35]. The frequency of genetic aberrations is 
also dependent on the primary site of disease. Translocation t(11;18)(q21;q21) was 
mainly found in pulmonary and gastric tumours, whereas t(14;18)(q32;q21) was the 
most detected one in the ocular adnexa, orbit, skin and salivary glands MALT lym-
phoma [36].

The t(3;14)(p14.1;q32) translocation is the most recently described and estab-
lished juxtaposition of the transcription factor forkhead box protein (FOX)P1 next 
to the enhancer region of the Ig heavy chain genes [34]. Overexpression of FOXP1 
followed by chromatin immunoprecipitation in lymphoma cells demonstrated that 
FOXP1 acts as transcriptional repressor of multiple proapoptotic genes and that it 
suppresses caspase-dependent apoptosis [37].

The t(11;18)(q21;q21) translocation is the most common translocation, occur-
ring in 15–40% of all MALT lymphomas [32, 36]. It is restricted to MALT lympho-
mas and has not been found in nodal or splenic marginal zone lymphomas. In most 
of these translocation-positive cases, it is the sole chromosomal aberration, and only 
exceptionally has it been detected in de novo DLBCL arising at mucosal sites [38–
40]. The t(11;18)(q21;q21) has been found in MALT lymphomas at a number of 
anatomic sites, including the lung, stomach and intestine and, less commonly, the 
skin, orbit and salivary gland [36, 41]. It has also been associated with cases that do 
not response to H. pylori eradication [42, 43], and it is rarely seen in transformed 
MALT lymphomas [40]. The t(11;18) translocation represents the fusion of the 
apoptosis inhibitor 2 (API2) gene on chromosome 11 and the MALT lymphoma-
associated translocation 1 (MALT1) gene on chromosome 18 [32]. Breakpoints 
observed in this translocation are clustered in the region of intron 7 and exon 8 of 
the API2 gene and intron 4, 6, 7 and 8 of the MALT1 gene. High frequencies of dele-
tions and duplications in both genes are also found, implying that multiple double-
strand DNA breaks (DSBs) must have occurred during the translocation process, 
being apparently the product from illegitimate non-homologous end joining after 
DSBs [44]. The resulting fusion transcript always comprises the N-terminal API2 
with three intact baculovirus inhibitors of apoptosis repeat (BIR) domains and the 
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C-terminal MALT1 region containing an intact caspase-like domain [32, 41, 45]. 
t(11;18) cases show a nuclear overexpression of BCL10 protein (Fig. 8.2) [46].

The t(1;14)(p22;q32) translocation occurs in 1–2% of MALT lymphomas and 
has been reported in the stomach, lung and skin [36]. The entire coding sequence of 
the BCL10 gene on chromosome 1 is relocated to the immunoglobulin heavy chain 
(IgH) enhancer region on chromosome 14. This results in the nuclear overexpres-
sion of the BCL10 protein. The t(1;14) translocation has exclusively been reported 
in MALT lymphomas, whereby these cases typically display additional genomic 
alterations. Patients with advanced stage show this translocation, and they do not 
respond to H. pylori eradication (Fig. 8.2) [46].

The t(14;18)(q32;q21) translocation occurring in 15–20% of MALT lymphomas 
brings the MALT 1 gene under the control of the IGH enhancer region on chromo-
some 14 [33]. This translocation occurs more frequently in non-gastrointestinal 
MALT lymphomas. In contrast to t(11;18), the t(14;18) is associated with other 
cytogenetic abnormalities [36]. t(14;18)-positive cases also show an overexpression 
of BCL10 protein, but with a cytoplasmic localisation in contrast to t(1;14) and 
t(11;18) [47, 48].

t(11;18), t(14;18) and t(1;14) indicate an association of these three translocations 
and BCL10 and MALT1  in activating the NF-кB pathway in lymphocytes as an 
oncogenic event [49, 50]. Physiologically, BCL10 binds to the Ig-like domain of 
MALT1, thereby inducing the MALT1 oligomerization. The BCL10-MALT1 com-
plex promotes ubiquitylation of IкB kinase-γ, release of NF-кB and subsequent 
translocation to the nucleus, where it transactivates genes, such as those encoding 
factors for cytokines and growth factors for cellular activation, proliferation and 
survival [51]. In MALT lymphoma with t(1;14)(p22;q32), BCL10 is believed to 
form oligomers through its caspase recruitment domain (CARD), triggering the 
MALT1 oligomerization and aberrant NF-кB activation without the need for 
upstream signalling. In lymphoma cases with t(14;18)(q32;q21), MALT1 is overex-
pressed. MALT1 does not have a structural domain so that it can mediate self-
oligomerization, and it does not activate NF-кB in vitro [49, 50]. It is likely that 
MALT1 interacts with and stabilizes BCL10, causing an accumulation in the cyto-
plasm of t(14;18)-positive tumour cells. The resulting oligomerization of MALT1 
activates NF-кB [52]. In MALT lymphomas with the t(11;18)(q21;q21), the baculo-
virus inhibitor of apoptosis repeat (BIR) domain of the API2-MALT1 mediates self-
oligomerization, which leads to activation of NF-кB (Fig. 8.2) [53, 54].

8.3.3	 �Numeric Chromosomal Aberrations: Trisomies 
and Deletions

Other cytogenetic alterations are trisomies 3, 12 and/or 18, which are present as a 
sole abnormality in 22% of the cases, but they are often associated with one of the 
four translocations [36].

Taji et al. [55] detected trisomy 3 as the most frequent aberration in gastrointes-
tinal MALT lymphomas with a frequency of up to 35%. Also partial trisomies of 

8  Molecular Etiopathogenesis of Extranodal Marginal Zone B-Cell Lymphoma



154

IL1R

IL1R

IL1R

IL1R

MyD
88

MyD
88

TLRs

TLRs

TLRs

TLRs

IRAK

TAK1

IRAK

IKK-
α

IKK-
α

IKK-
α

IKK-
α

IKK
-

β

IKK
-

β

IKK
-

β

IKK
-

β

TRAF6

IkBs
Degradation

IkBs
Degradation

IkBs
Degradation

IkBs
Degradation

IkBs IkBs

IkBsIkBs

IkBs IkBs

IkBsIkBs

NK-kB
p65 p50

NK-kB
p65 p50

NK-kB
p65p50

NK-kB
p65p50

NK-kB
p65p50

NK-kB
p65p50

NK-kB
p65p50

NK-kB
p65 p50

Transcription

Transcription

Transcription

Transcription

P

P

P

PP

P

P

P

U
b

b b
bU U
U

U
b

b b
bU U
U

U
b

b b
bU U
U

IKK-γ

IKK-γ

IKK-γ

IKK-γ

TCR

TCR

TCR

TCR

T(1;14)

T(14;18)

T(11;18)

BCR

BCR

BCR

BCR

A20

CARD11

MALT1

MALT1

MALT1

MALT1API2

BCL10

BCL10

a

b

c

d
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affecting the NF-κB 
activation pathway: (a) 
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activates the canonical 
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of the IKK complex, 
phosphorylation and 
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chromosomes 3 and 18 have to be taken into account, which was proven by 
Krugmann et al. [56]. In contrast, Ott et al. reported an incidence of only 20% of 
trisomy 3 in low-grade MALT lymphoma and an even lower rate in high-grade ones 
[41]. The genetic mechanism by which trisomy 3 may contribute to lymphomagen-
esis has not yet been experimentally addressed. However, an increased gene dosage 
effect resulting from higher-copy numbers of genes relevant to lymphoma develop-
ment is likely to explain the biological consequences underlying chromosomal tri-
somies. Several promising candidate genes are located on chromosome 3 which 
have been implicated in lymphomagenesis, such as the proto-oncogene BCL6 and 
the transcription factor FOXP1 [38]. One of our previous studies describes that 
CCR4—a chemokine receptor genomically located on chromosome 3 (3p24)—was 
highly expressed in trisomy 3 + MALT lymphomas, whereas transcripts for this 
chemokine receptors were missing in trisomy 3 − MALT lymphomas [57].

Apart from the typical chromosomal translocation tumour necrosis factor, alpha-
induced protein 3 (A20, TNFAIP3) has been identified to be frequently deleted in 
ocular adnexal MALT lymphoma detected by array comparative genomic hybrid-
ization [58–60]. As a key player in the NF-κB pathway, A20 acts as a tumour sup-
pressor gene in lymphomas. In ocular adnexal MALT lymphomas, complete A20 
inactivation is associated with poor lymphoma-free survival [58, 61]. A20 deletion 
occurred in MALT lymphoma of the ocular adnexa (19%), salivary gland (8%), 
thyroid (11%) and liver (1/2), but not or with rather undetectable frequencies in the 
lung, stomach and skin [58, 59, 61]. However, A20 inactivation alone is not suffi-
cient for malignant transformation, but it may represent a promising therapeutical 
target for future investigations [62].

8.3.4	 �Somatic Mutations

To our knowledge, the number of studies investigating somatic mutations in MALT 
lymphomas is low, and whole-genome sequencing approach has not been performed 
until now. Our group reported somatic missense mutations in PIM1 and cMyc 
(v-Myc avian myelocytomatosis viral oncogene homolog) in 46 and 30% of MALT 
lymphomas (gastric and extragastric origin), 30 and 41% of transformed MALT 
lymphomas and 9.1% of 8 of 11 primary cutaneous marginal zone B-cell lympho-
mas (PCMZL) [63]—considered as part of the group of MALT lymphomas [64, 
65]. Du et al. [66] detected missense and frameshift mutations in p53 in 20.8% of 
MALT lymphomas and 30% of transformed MALT lymphoma (both mainly gastric 
origin).

Mutation analysis of NF-κB signalling pathway-related genes—A20, Card11, 
CD79B and Myd88, known to be frequently mutated in aggressive lymphomas 
[67–70]—demonstrated that 6% of MALT lymphoma cases exhibited missense or 
frameshift mutations in the Myd88 locus, and 28.6% of ocular adnexal MALT lym-
phomas were mutated in the A20 locus [61, 71, 72]. Liu et al. [73] reported that 
Card11 and CD79B were not affected in their cohort of ocular adnexal MALT 
lymphomas.
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8.3.5	 �Epigenetics

Min et al. [74] demonstrated CpG hypermethylation of the tumour suppressor genes 
p16 and p57  in 41.7% and 29.2% of low-grade MALT lymphoma cases, 
respectively.

Additionally, CpG hypermethylation of A20 is detected in 26% of MALT lym-
phomas investigated, including ocular adnexal cases and lymphomas located in the 
salivary and thyroid glands [61].

8.4	 �The Connection to Long-Lasting Chronic Infection

MALT lymphomas and splenic marginal zone (MZ) lymphomas, two lymphomas 
originating from MZ B cells, are often associated with long-lasting infection of 
microbial species that do not infect or transform lymphoid cells. These microbial 
pathogens trigger a sustained lymphoid proliferation, giving a selective advantage 
to lymphoid clones that still remain dependent on antigen stimulation. MZ cells are 
anatomically positioned in the lymphoid organs and in the mucosa-associated lym-
phoid tissue to function as first defence mechanism against invading pathogens. MZ 
B cells participate in T-cell-independent “innate-like” immune responses to micro-
bial pathogens and can rapidly proliferate and differentiate into IgM or even class 
switch to other isotype-secreting plasma cells, producing the bulk of primary anti-
bodies. The low activation threshold of these cells may predispose them to neoplas-
tic transformation [75].

Gastric MALT lymphomas show a strong association with chronic H. pylori 
infection, which is an association that satisfies Koch’s postulates for an etiologic 
agent [76]. Other infectious associations, though not fulfilling these criteria, have 
been reported for Borrelia burgdorferi (skin) [77], Campylobacter jejuni (intes-
tine) [78] and hepatitis C virus (splenic marginal zone lymphoma) [79]. Other 
chronic inflammatory reactions or autoimmune diseases have been further associ-
ated with MALT lymphomas, including Sjogren’s disease [80]. Especially in ocu-
lar adnexa MALT lymphoma, representing 5–15% of all extranodal lymphomas, 
the occurrence of Chlamydia psittaci is of special interest. Ferreri et al. [81] dem-
onstrated an association between ocular adnexa MALT lymphomas and infection 
with Chlamydia psittaci in Italian patients. Presence of Chlamydia psittaci DNA 
was detected in 80% of lymphoma samples. Moreover, bacterial DNA was found 
in 43% of peripheral blood mononuclear cells of patients, but not in healthy donors. 
More than 80% of these patients went into lymphoma regression when Chlamydia 
psittaci was successfully eradicated by doxycycline administration [82]. In a large 
study of 142 cases, Chanudet et  al. [83] described an overall prevalence of 
Chlamydia psittaci infection in ocular adnexa MALT lymphoma in 22%, but 
marked geographic variation, with highest incidences in Germany (47%), the East 
Coast of the United States (35%) and the Netherlands (29%). In our small Austrian 
study, we detected Chlamydia psittaci in 7 out of 13 samples of ocular adnexal 
MALT lymphomas; in contrast, only one of 17 gastrointestinal specimens was 
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tested positive [84]. Additionally, we detected an almost 100% frequency, depen-
dent on different sites of lymphoma manifestation, of Chlamydia psittaci in non-
gastrointestinal MALT lymphomas, suggesting a possible involvement of this 
pathogen [85].

A role for antigen-driven clonal expansion of the lymphoma cells is shown by the 
evidence of the ongoing somatic hypermutation in the immunoglobulin V (IgV) 
genes [86]. The involvement of an antigen is further supported by evidence of clonal 
evolution within the tumour, suggesting pressure to increase affinity of the immuno-
globulin for the antigen [87]. The early stages of gastric lymphoma development 
may be facilitated by antigen-driven T cells, specific for the H. pylori organism [88]. 
Eradication of the infection causing a cure rate up to 75% is consistent with this 
postulate [89] . However, less is known about the role of the host immune response, 
as demonstrated by the fact that only a minority of infected patients develop gastric 
MALT lymphomas, [90] as MALT lymphomagenesis may correlate with different 
cytokines and HLA polymorphisms [91, 92].

8.5	 �Pathogenesis of MALT Lymphomas

The evolution of gastric MALT lymphomas is a multistage process starting with the 
infection of H. pylori resulting in the recruitment of B, T cells and other inflamma-
tory cells to the gastric mucosa. The infiltrated B cells are stimulated by the H. 
pylori-specific T cells and undergo malignant transformation due to acquisition of 
genetic abnormalities. One example is the association between H. pylori infection 
and gastric MALT lymphomas. H. pylori has been shown to stimulate tumour cell 
growth with the help of T cells [88]. Epithelial cells are activated by chronic infec-
tious stimuli, expressing high levels of HLA-DR and co-stimulatory molecules, 
including CD80, on their surface. These cells may be able to present antigens along 
with HLA molecules to T cells. CD40 ligand molecules expressed on the activated 
T cells can react with CD40 molecules on B cells, upregulating the expression of 
CD20 on B cells. CD20, in turn, reacts with the CD28 molecule on CD4 T cells, 
strongly activating the latter. Activated CD4 T cells can stimulate B cells through 
CD40 ligand (CD40L)-CD40 interaction, in conjunction with the action of various 
cytokines and chemokines. In this interaction among epithelial cells, T cells and B 
cells may allow these cells to live cooperatively in lymphoepithelial lesions (LEL) 
and not to undergo apoptosis [93]. Lymphoepithelial lesions are thought to be the 
origin of lymphomas [94]. The transition from a polyclonal to a monoclonal lesion 
is thought to be facilitated by chronic stimulation with exogenous or autoantigens, 
thus increasing the frequency of transformation [95–97]. MALT lymphomas with 
H. pylori-dependent alterations at least in the early phases like trisomies 3, 12 and 
18 can progress and become H. pylori independent, transforming into high-grade 
tumours following the mechanism already described above. Complete inactivation 
of the tumour suppressor gene p53, homologous deletion of the p16 gene and chro-
mosomal translocation of cMYC and BCL6 are associated with the transformation 
of the MALT lymphomas [66, 98–101]. MALT lymphomas which do not show a 
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t(11;18) and have an amplification at 3q27 may be a source of high-grade transfor-
mation [102]. MALT lymphomas with t(11;18) are H. pylori independent like cases 
in contrast to t(1;14), which are able to transform [7].

8.6	 �MALT Lymphomas Are Targeted by the Aberrant 
Somatic Hypermutation

The aberrant somatic hypermutation (ASHM), which was first described in 
DLBCL, has been identified to crucially contribute to the development of lym-
phoid neoplasms. In DLBCL the physiological process of the somatic hypermuta-
tion, occurring in the rearranged V genes to generate antibody diversity of germinal 
centre B cells and of all germinal centre-derived B-cell tumours [103, 104], aber-
rantly targets the 5′ sequences of several proto-oncogenes relevant to lymphoma-
genesis, including PIM1, PAX5, RhoH/TTF and cMYC. This phenomenon occurs 
in >50% of DLBCL, but is rare in indolent lymphomas like MALT lymphomas 
[64, 104–108]. The pathogenesis of most B-NHLs is associated with distinct 
genetic lesions, including chromosomal translocations and aberrant somatic hyper-
mutation, which arise from mistakes during CSR and SHM occurring in the germi-
nal centre [103, 104, 109, 110]. AID is an enzyme required for SHM and CSR, and 
mistargeting of AID to known proto-oncogenes, linked to B-cell tumorigenesis in 
germinal centre B cells, combined with a breakdown of protective high fidelity 
repair mechanism, has been shown to be a principal contributor to the pathogenesis 
of B-NHL [109, 110]. Our group described that 13 (76.5%) of 17 cases of MALT 
lymphomas and all of 17 (100%) cases of extranodal DLBCL—still exhibiting a 
low-grade MALT lymphoma component (transformed MALT lymphoma)—were 
targeted by the ASHM. Expression levels of AID were associated with the muta-
tional load caused by the ASHM [64]. Additionally, 8 of 11 PCMZL (72.7%)—
considered as part of the group of MALT lymphomas [65]—displayed the 
molecular features typical for the ASHM [63]. Interestingly, H. pylori infection 
upregulates AID expression via NF-κB in gastric cells in vitro and in vivo. The H. 
pylori-mediated AID upregulation causes an accumulation of p53 mutation in vitro 
[111]. Thus, it might be hypothesised that H. pylori infection causes an upregula-
tion of AID in B cells and that it has an impact on MALT lymphomagenesis by 
causing genetic alterations.

8.7	 �B-Cell Receptor Signalling in MALT Lymphoma

The B-cell receptor (BCR) signalling pathway, physiologically involved in devel-
opment and differentiation of normal B cells, has been identified to play a crucial 
role in lymphomagenesis and acts as an important target for therapeutical interven-
tions [112]. Activation of this pathway is driven by multiple factors, including 
chronic exposure to antigens, for instance, H. pylori. Together with the chronical 
inflammatory status caused by H. pylori, antigens may drive MALT 
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lymphomagenesis; however, a direct connection between the BCR pathway and H. 
pylori has not been identified [113]. Nonetheless, early stage H. pylori-positive 
MALT lymphomas can be cured by eradication of H. pylori infection alone, sup-
porting a causative role [78].

The downstream target of the BCR signalling, NF-κB, can be activated indepen-
dently of BCR signalling by the MALT1 fusion protein and BCL10 overexpression 
[32]. The MALT1 fusion protein is a result of t(11;18)(q21;q21), occurring in more 
advanced cases of MALT lymphomas. Many MALT lymphomas require MALT1 
for NF-κB activation. The importance of MALT1 protease activity was shown 
recently by the dependency of NF-κB-restricted B-cell lymphomas on this proteo-
lytic activity. Consequently, therapeutic targeting of MALT1 protease activity might 
therefore become a promising approach for the treatment of MALT lymphomas and 
other B-cell lymphomas associated with deregulated NF-κB signalling [114] as 
MALT lymphomas, harbouring these translocations, show impaired response to 
antibiotic eradication therapy [115].

8.8	 �Chemokine Receptors in MALT Lymphomas

Chemokines, also known as proinflammatory, chemotactic cytokines, represent a 
huge superfamily of peptides with diverse biological functions. Chemokines inter-
act with a target cell by binding to chemokine receptors. There exists numerous 
chemokines and chemokine receptors, but no single chemokine is assigned to a 
single receptor. Chemokine signalling can coordinate cell movement during 
inflammation, as well as the homeostatic transport of haematopoietic stem cell, 
lymphocytes and dendritic cells [116–118]. The homeostatic transport of the pre-
cursor B cell to secondary lymphoid tissue is essential for B-cell development. 
CCR6, CCR7, chemokine (C-X-C motif) receptor (CXCR)3, CXCR4 and CXCR5 
play a crucial role in this homing process; therefore, the group of these five chemo-
kine receptors is called B-cell homeostatic chemokine receptors [119–121]. The 
group of activation-dependent chemokine receptors, which are expressed on effec-
tor leukocytes (including activated effector/memory T cells), play an essential role 
in inflammatory processes responsible for migration towards chemokines produced 
by inflamed cells [117]. Our expression analysis of 19 well-characterized chemo-
kine receptors in MALT lymphomas demonstrated a distinct signature of the che-
mokine receptor expression pattern of extragastric MALT lymphomas compared to 
gastric MALT lymphomas. Comparing gastric with extragastric MALT lympho-
mas, upregulation of CXCR1 and CXCR2 accompanied by downregulation of 
CCR8 and chemokine (C-X3-C motif) receptor (CX3CR)1 and loss of chemokine 
(C motif) receptor (XCR)1 expression in extragastric MALT lymphomas appear to 
be key determinants for the site of origin of MALT lymphomagenesis [57]. In our 
second study on the chemokine receptors in MALT lymphomas, we found that 
CXCR4 expression was missing in gastric MALT lymphomas or gastric eDLBCL 
compared to nodal lymphomas, nodal marginal B-cell lymphomas and nodal 
DLBCL, which exhibited a strong expression [122], indicating that CXCR4 
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expression is associated with nodal manifestation. Additionally, we found that 
CXCL12 and CXCR7—a CXCL12 receptor—were upregulated during progres-
sion of gastric MALT lymphomas to gastric eDLBCL [122], suggesting at least in 
part an implication of this signalling pathway in high-grade transformation of gas-
tric MALT lymphomas.

8.9	 �Treatment

Independent of stage, H. pylori eradication by antibiotic therapy is the established 
first-line therapy of gastric MALT lymphomas [15, 16]. Eradication therapy in 
patients with localized disease leads to complete lymphoma remission in 60–90% 
and a 10-year overall survival of almost 90%, respectively [123, 124]. In case of H. 
pylori reinfection/recrudescence with or without a relapsing lymphoma component, 
further eradication is indicated [15]. Negative predictive factors for the regression of 
gastric MALT lymphomas after H. pylori eradication are t(18;11) positivity, H. 
pylori negativity and lymph node involvement [18]. In addition, the presence of an 
underlying autoimmune condition [125, 126] has also been suggested as a negative 
prognostic parameter for lymphoma regression after H. pylori eradication. However, 
patients with gastric MALT lymphomas refractory to H. pylori eradication, persis-
tent lymphoma manifestations or patients with disseminated disease are candidates 
for further systemic or local oncological treatment:

Radiotherapy is a curative option for patients with stage I and II disease not 
achieving lymphoma regression after successful H. pylori eradication [15]. 
Radiotherapy showed a higher remission rate compared to chemotherapy, being 
similar to surgery. They conclude that radiotherapy seems to be the most suitable 
treatment in these patients [127] as MALT lymphomas are highly susceptible to 
radiation [128]. Risk factors for treatment failure were a large-cell component and 
an exophytic growth pattern [129].

In the presence of disseminated or advanced disease, chemotherapy and/or 
immunotherapy with the anti-CD 20 antibody rituximab is the treatment of choice, 
but no standard chemotherapy has been defined so far. Recently, chemotherapy is 
also increasingly being used in localized disease as already discussed. Only a few 
compounds have been tested specifically in gastric MALT lymphomas. Oral alkylat-
ing agents such as chlorambucil or cyclophosphamide administered for a median 
treatment duration of 1 year can result in a high rate of disease control [130], but 
they are less effective in t(11;18)-positive gastric MALT lymphomas [131]. The 
compound with the best documented long-term follow-up is the purine analogue 
cladribine (2-CdA), which exerts excellent antitumour activity [132]. However, 
concerns have been raised because of the (rare) development of a treatment-related 
myelodysplastic syndrome in a patient cohort [133]. Aggressive anthracycline-
containing chemotherapy (R-CHOP (cyclophosphamide, doxorubicine, Oncovin, 
prednisolone)) is discouraged in this indolent disease and should be reserved for 
patients with a high-tumour burden or “transformed” MALT lymphomas with an 
additional large-cell component. The activity of rituximab has also been 
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demonstrated in several phase II studies with an overall response rate up to 77%, 
and the t(11;18)(q21;q21) translocation seems not to be a predictive marker of 
response or subsequent relapse [134].

�Conclusion

MALT lymphomas represent a heterogeneous group of lymphoid neoplasms 
with a large number of different genetic alterations depending on the site of ori-
gin [32–36]. Interestingly, most of the genetic alterations affect NF-κB signalling 
pathway-related genes causing constitutive activation of the NF-κB pathway [49, 
50, 53, 114]. This, together with the fact that treatment of MALT lymphoma 
patients with bortezomib [135, 136]—a proteasome inhibitor with inhibitory 
effects on the NF-κB signal pathway [137]—is sucessful demonstrates the cru-
cial role of NF-κB in MALT lymphomagenesis. To our knowledge, activated 
NF-κB is also found in MALT lymphoma patients without any translocation or 
mutation in one of the NF-κB signalling pathway-related genes. Hence, more 
studies on genetic alterations with a whole-genome/transcriptome approach are 
needed to clarify the molecular mechanism of NF-κB activation.

The development of MALT lymphomas is strongly associated with chronic 
infection by pathogens or autoantigens [76, 77, 79, 80, 138]. Eradication of the 
causing bacterial pathogen by antibiotics causes remission in the majority of 
MALT lymphoma patients [82, 89]. However, from our point of view, more stud-
ies on bacterial and viral pathogens screening by using a next-generation 
sequencing approach and additionally analysing the potentially restricted usage 
of variable gene of the immunoglobulin genes will elucidate the connection of 
MALT lymphomagenesis and chronic infections especially in the setting of 
extragastric origin.
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Abstract

With a lifetime risk of 17%, prostate cancer is the second most common malig-
nancy in men. Although the vast majority of patients will have an excellent prog-
nosis, a rapid progression of disease with metastatic spread is seen in some. 
Therefore, therapy may vary from active surveillance over hormone therapy and 
chemotherapy to radical prostatectomy. Thus, the molecular heterogeneity of 
prostate cancer is supposed to alter the tumour’s biological behaviour.

This section starts with a brief introduction of prostate cancer in order to give 
readers a quick overview. Main signalling pathways, genes and proteins involved 
in the molecular pathogenesis of prostate cancer will be discussed in the second 
part. One emphasis is placed on the interactions between the different proteins, 
genes and signalling pathways. Another focus is on the characterisation of the 
impact of aberrant molecular profiles on the prognosis of patients with prostate 
cancer.

9.1	 �Introduction

Following lung cancer, prostate cancer (PC) is the second most common malig-
nancy in men. The lifetime risk for being diagnosed with PC is 17%, with a steadily 
increasing incidence during life. An estimated 180,890 new cases are going to be 
diagnosed in the USA in 2016 [1]. Among these patients, 84% are predicted to sur-
vive the next 10 years, indicating that prostate cancer has a quite differing clinical 
course [2]. Epidemiology indicates that the major risk factors for PC are advanced 
age, black race and a family history of prostate cancer.

Since the initiation of screening men for PC by measuring prostate-specific anti-
gen (PSA) levels in 1985, the lifetime risk for men being diagnosed with PC has 
nearly doubled. This may be caused by the fact that PC is not a homogenous disease. 
Slow-growing tumours that would not cause any problems during the man’s life are 
often detected via PSA screening. However, also highly aggressive carcinomas sig-
nificantly impairing the patient’s prognosis are found [3]. As a consequence, treat-
ment may vary from active surveillance, over radical prostatectomy and radiotherapy, 
to hormonal therapy and chemotherapy in late-stage patients. Interestingly, in certain 
subpopulations, large clinical trials were unable to show a better prognosis for PC 
patients following radical prostatectomy in comparison to active surveillance [4].

9.1.1	 �Histological Subtypes

The World Health Organization (WHO) differentiates between epithelial, neuroen-
docrine, mesenchymal, haematolymphoid and prostatic stromal tumours. The most 
common subtype is the “classic” acinar adenocarcinoma, accounting for more than 
90% of histologically confirmed PCs. Rare subtypes include the ductal 

M.A. Smolle et al.



173

adenocarcinoma, urothelial carcinoma, squamous cell carcinoma and small cell car-
cinoma [5]. The Gleason scoring system is generally used to determine the differen-
tiation of the tumour based on the glandular architecture, which is also a 
histopathological prognosticator of aggressiveness and commonly used in risk strat-
ification tools [6].

9.1.2	 �Principles of Therapy

PCs limited to the prostate itself are subdivided into three risk groups, depending on 
tumour stage, PSA levels and the Gleason score. The treatment options in this group 
are chosen with regard to patient’s comorbidities, patient’s age, biological behav-
iour of the tumour and the patient’s individual preferences. Radical prostatectomy 
may be suitable for patients without significant comorbidities, young age and low- 
to intermediate-risk disease [7]. However, surgical complications, including impo-
tence and urinary incontinence, are common. Radical radiotherapy is an option for 
patients with older age, multi-morbid PC patients and can be either achieved by 
external beam therapy or brachytherapy [8]. Results are comparable to surgery, yet 
a direct comparison in a prospective clinical controlled trial is still missing. 
Hormonal therapy by androgen deprivation used in localised disease has a tempo-
rary effect, as hormone-refractory disease may develop [8]. Active surveillance by 
routinely performed blood tests for PSA, clinical examination and biopsies of the 
prostate every 2 years may be suitable for low-risk PC patients [9].

In patients with metastatic disease, hormonal therapy with LHRH agonists or 
antagonists may be chosen as first-line therapy. However, this long-standing gold 
standard was revised recently when results of two large prospective clinical trials 
(STAMPEDE and CHAARTED trial) were published. Based on these novel results, 
first-line therapy in metastatic PC should be hormonal therapy plus cytotoxic che-
motherapy with Taxotere 75 mg/m2 for six cycles until disease progression [10, 11]. 
Although initial tumour response rates are often good, most patients will develop 
castration resistance, first commonly noticed by increasing PSA levels, followed by 
clinical or radiological features of progressive disease [8]. In this clinical scenario, 
treatment with the CYP17A1 inhibitor abiraterone or the selective androgen-
receptor blocker enzalutamide may be effective [12, 13].

Though surgical castration for metastatic PC decreases the levels of circulating 
androgens, side effects, such as fatigue, loss of libido and osteoporosis as a long-
term toxicities, may not be acceptable to all patients [8]. External beam radiother-
apy is chosen for local symptom palliation, whereas intravenous application of 
radioactive radium-223 chloride is the treatment of choice for patients with multiple 
bone metastases, as median overall survival can be prolonged significantly [14]. 
Other therapeutic options include second-line chemotherapy with cabazitaxel, a 
novel taxane-based agent which was associated with an overall survival benefit in 
patients previously treated with Taxotere [15, 16].
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9.2	 �Molecular Pathogenesis

Various proteins, genes and signalling pathways are involved in the pathogenesis of 
PC. Table 9.1 gives an overview of genes and gene products involved in tumour 
development. In Fig.  9.1, the interactions between proteins and pathways are 
outlined.

9.2.1	 �Cancer-Testis Antigens (CTAs)

The cancer-testis antigens (CTAs) constitute a family of tumour-associated antigens 
that are normally only expressed in testicular germ cells. However, upregulation of 
these specific antigens is also frequently seen in PC [17]. Due to few antigen-
presenting cells within the prostate, lack of MHC molecules on the surface of tes-
ticular cells and the natural blood-testis barrier, CTAs are thought to be privileged 
regarding the body’s immune response [18]. The CTA superfamily includes mem-
bers from the MAGE and NY-ESO-1 family of antigens that are both found in meta-
static malignant melanoma [19]. SSX proteins constitute another subgroup of CTAs 

Table 9.1  Genes involved in the pathogenesis of prostate cancer

Gene Protein Function Protein expression

Akt Akt Oncogene Overexpression

AR Androgen receptor Oncogene Overexpression

AURKA Aurora kinase A Oncogene Overexpression

CCND1 Cyclin D1 Oncogene Overexpression

CCND2 Cyclin D2 Oncogene Overexpression

CDKN1B p27 Tumour suppressor gene Underexpression

ERG ERG Oncogene Overexpression

ESR1 ER-alpha Oncogene Overexpression

ESR2 ER-beta Tumour suppressor gene Underexpression

HOXB13 HOXB13 Function unknown Overexpression

HOXC6 HOXC6 Oncogene Overexpression

MAGI2 MAGI2 Function unknown

MAK2K MEK Oncogene Overexpression

mTOR mTOR Oncogene Overexpression

MYCN N-Myc Oncogene Overexpression

p53 p53 Tumour suppressor gene Underexpression

PTEN PTEN Tumour suppressor gene Underexpression

RAF-1 Raf Oncogene Overexpression

RB1 pRB Tumour suppressor gene Underexpression

SIX1 SIX1 Oncogene Overexpression

SSX2 SSX2 Function unknown Overexpression

TGF-beta TGF-beta Oncogenic potential Overexpression
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and are aberrantly expressed in colon cancer, lymphoma, breast cancer, ovarian car-
cinoma and prostate cancer [20, 21]. All of these proteins are possible targets for 
cancer immunotherapy [19].

9.2.1.1	 �SSX Family
Synovial sarcoma X chromosome breakpoint (SSX) proteins belong to the CTA 
superfamily [22]. Their detailed function is still unknown. Altered expression of 
SSX family members is present in different tumour types, including PC [21, 23].

Not only SSX2, but also SSX1 and SSX5, can be upregulated in PC cell lines 
under treatment with 5-aza-2′-deoxycytidine (=azacitidine) [24]. In human PC tis-
sue, SSX2 is almost exclusively expressed in metastatic lesions, whereas it seems to 
be absent in primary tumours [25]. This is concordant with the observation that 
SSX2 p103-111 peptide-specific T-cell levels are higher in blood samples of PC 
patients with metastases [26]. Therefore, SSX2 might serve as an immunotherapeu-
tic target in advanced stages of PC for future clinical trials.

9.2.2	 �HOX Family Members

The human genome comprises four HOX clusters, located on chromosome 2 
(HOXD), 12 (HOXC), 7 (HOXA) and 17 (HOXB) [27]. Genes of the HOX clusters 
are expressed at different stages during human development.
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Fig. 9.1  Proteins involved in the pathogenesis of prostate cancer
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9.2.2.1	 �HOXB13
The HOXB13 is a homeobox transcription factor gene located on chromosome 17. 
All homeobox superfamily members are characterised by the so-called homeodo-
main, a highly conserved DNA-binding domain. HOX13 gene members, for exam-
ple, are necessary during the embryonal development of the prostate. In adult tissue, 
HOXB13 is still expressed at a high level in healthy prostate cells [28]. HOXB13 
actively interacts with the androgen receptor (AR), which is why a potential role of 
this HOX family member in the development of PC is supposed. Experiments have 
shown that PC cell growth is both mediated by an overexpression and suppression 
of HOXB13 [29, 30]. However, it seems more likely that HOXB13 acts as an onco-
gene rather than a tumour suppressor gene [31].

9.2.2.2	 �HOXC6
The gene for the transcription factor HOXC6 is located on chromosome 12 together 
with HOXC4 and HOXC5, all encoding two isoforms. Comparing all HOXC genes, 
the HOXC6 gene seems to be upregulated most in PC [32]. Suppression of HOXC6 
leads to a decreased cell proliferation rate, thus exerting oncogenic functions. 
However, altered expression levels of HOXC6 are not associated with the patient’s 
prognosis [32].

9.2.3	 �SIX1

SIX1, a member of the Six family of homeodomain transcription factors, is upregu-
lated in cancers of different origin, including rhabdomyosarcoma, hepatocellular 
carcinoma and breast cancer [33, 34].

In PC, relative overexpression of SIX1 is present in comparison to surrounding 
healthy prostate tissue [35]. As the expression levels increase with ongoing 
tumour dedifferentiation, high levels of SIX1 are associated with a poorer patient’s 
prognosis [35]. Although the exact mechanism of SIX1 in the pathogenesis of PC 
is still unclear, a possible oncogenic role of this transcription factor is plausible.

9.2.4	 �Cell Cycle

9.2.4.1	 �Cyclins and Cyclin-Dependent Kinases (CDKs)
Cyclin-dependent kinases (CDKs) constitute a family of serine-threonine protein 
kinases. With their regulatory subunits, the cyclins, CDKs play a crucial role in the 
regulation of the cell cycle [36]. The G1 phase is controlled by the three members 
of D cyclins by binding to the retinoblastoma protein (pRB) [37].

In PC pathogenesis, overexpression of cyclin D1 is commonly found [38]. PTEN 
usually targets cyclin D1, both impairing its protein stability and inhibiting translo-
cation of cyclin D1 into the nucleus [39]. In absence of PTEN, the consecutive 
overexpression of cyclin D1 leads to increased proliferation of PC cells [40].
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Cyclin D2 is known for its oncogenic potential in gastric and colon cancer, 
as overexpression of this specific cyclin correlates with cancer progression [41, 
42]. On the other hand, depletion of cyclin D2 induced by promoter hypermeth-
ylation is associated with a poor prognosis in breast, pancreatic and lung can-
cer [43].

In the AR-positive PC cell line LnCaP, high cyclin D2-levels seem to have a 
protective effect, whilst no inhibitory effect emerges for PC3 cells [44]. Therefore, 
an AR-dependent mechanism is supposed.

9.2.4.2	 �Cyclin-Dependent Kinase Inhibitors (CKIs)
The two cyclin-dependent kinase inhibitor (CKI) families Cip/Kip and INK4 exert 
their regulatory function by inactivating cyclin/CDK complexes [45]. Two proteins 
are encoded by the INK4a/ARF locus, namely, p16INK4a and p14ARF (p19INK4d), 
both members of the INK4-inhibitor group. They are involved in the regulation of 
the pRB- and p53-pathway and pointedly inhibit the catalytic domains of CDK4 and 
CDK6 [45].

P21, p27 and p57 all belong to the Cip/Kip family of CKIs. P27 usually prevents 
the transition from G1 into S-phase. Therefore, p27 facilitates cell cycle exit under 
normal conditions. Decreased levels of the tumour suppressor p27 are commonly 
found in PC and correlate with aggressive potential, high Gleason grades and a poor 
prognosis [46].

9.2.4.3	 �Retinoblastoma Protein (pRB)
The retinoblastoma protein (pRB) is involved in the transition from G1 into S-phase 
of cell cycle. It normally binds members of the E2F family of transcription factors, 
thus preventing cell cycle progression [47]. Inactivation of pRB by its phosphoryla-
tion leads to a release of E2F members. Therefore, genes responsible for cell cycle 
progression are expressed [47]. Raf-1 directly phosphorylates pRB and induces 
upregulation of cyclin D1 [48]. Moreover, inactivation of pRB is also an effect of 
the Ras/PI3K/Akt pathway [49].

9.2.5	 �Tumour Suppressor Genes

9.2.5.1	 �MAGI2
The synaptic scaffolding molecule MAGI2 belongs to the membrane-associated 
guanylate kinase superfamily. It collects and merges specific cellular signalling 
proteins, including PTEN and atrophin-1 [50]. MAGI2 interacts with the 
C-terminal end of PTEN, therefore enabling the conversion of PIP3 into PIP2 
[51]. MAGI2 positively influences the activity of PTEN by suppressing its protein 
degradation [50].

However, MAGI2 downregulation is not associated with PTEN expression levels, 
indicating that different genomic events are responsible for changes in the two 
genes [52].
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9.2.5.2	 �P53
The human p53 protein is built up of 393 amino acids, with the first 42 amino acids 
constituting the domain for transcriptional activation. P53 is both essential for cell 
cycle regulation and initiation of cellular apoptosis [53]. MDM2 is a negative regu-
lator of p53, as MDM2 has a E3 ubiquitin ligase activity. Therefore, the formation 
of the MDM2-p53 complex leads to ubiquitination and proteasome degradation of 
p53 [54].

Mutations of p53 are present in more than half of human cancers, also in PC [55]. 
Inactivating mutations of p53 result in a dysregulated cell cycle and impaired apop-
tosis, hence strongly influencing tumour progression [56].

The presence of the Arg72Pro functional polymorphism in the TP53 gene, how-
ever, is associated with a decreased PC risk [57]. When the single-nucleotide poly-
morphism (SNP) 309 in the MDM2 gene is present, a protective joint effect together 
with Arg72Pro polymorphism emerges, resulting in a favourable prognosis for 
patients with PC [57].This may be explained by the fact that the SNP309 reduces 
MDM2 protein expression, whilst the Arg72Pro polymorphism leads to an increased 
transcriptional activity of p53 [58].

9.2.6	 �Oncogenes

9.2.6.1	 �AURKA
The Aurora kinase A (AURKA) gene is located on chromosome 20, a commonly 
amplified gene region in human solid tumours. It is responsible for centrosome 
maturation and separation, as well as centrosomal microtubule stabilisation and 
nucleation in the cell cycle [59]. Thus, upregulation of AURKA results in a perma-
nently active kinase during all stages of the cell cycle. The upregulation is then seen 
both in the nucleus and the cytoplasm [60]. Overexpression of AURKA induces 
activity of several transcription factors with oncogenic potential [61].

In “conventional” PC (i.e., prostatic adenocarcinoma), amplification of AURKA 
is present in about 5% of cases, most often accompanied by upregulation of MYCN. 
Moreover, in 40% of primary neuroendocrine prostate cancers (NEPCs) or 
treatment-related neuroendocrine prostate cancers (t-NEPCs), co-amplification of 
AURKA and MYCN can be found [62]. Interestingly, AURKA and MYCN amplifica-
tion was present in 65% of prostatic adenocarcinoma tissue samples from patients 
who later developed t-NEPCs [63]. Moreover, these alterations were present in PC 
tissue independently from Gleason scores, PSA levels and pathological tumour 
stages. Therefore, AURKA and MYCN amplifications could serve as prognostic and 
predictive biomarkers in PC, as patients harbouring this genetic aberration seem to 
be at high risk of developing extremely aggressive t-NEPCs [63].

9.2.6.2	 �MYCN
Amplification of the MYCN gene on the short arm of chromosome 2 is a frequent 
event in PC [64]. Overexpression of the N-Myc protein induces glutaminolysis, thus 
adapting the mitochondrial metabolism in a glutamine-dependent manner [65]. 
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AURKA stabilises N-Myc by inhibiting its Fbxw7-mediated degradation [66]. 
N-Myc is essential for proper brain development, as it induces proliferation of gran-
ule neuron precursors in the hindbrain and forebrain [67]. Amplification of the 
MYCN region is found in nearly 20% of neuroblastoma cases, positively correlating 
with an aggressive biological pattern, advanced tumour stages and thus a poor 
patient’s prognosis [68].

Not surprisingly, co-amplification of AURKA and MYCN is a common condition 
in PC, especially in those tumours harbouring the potential of transdifferentiating 
into a neuroendocrine subtype [63].

9.2.6.3	 �ERG
One of the 30 ETS-family genes of transcription factors is ERG (ETS-related gene), 
located on chromosome 21 [69]. ETS genes either act as repressors or activators of 
transcription, therefore being important for embryogenesis and early neuronal 
development, as well as lifelong haematopoiesis [70]. ERG is not expressed in nor-
mal prostate cells [71]. However, consistent upregulation of ERG is found in PC, 
caused by a gene fusion with the androgen-driven promoter of the TMPRSS2 gene 
[72]. The TMPRSS2 promotor contains androgen-sensitive elements, causing the 
overexpression of ERG in presence of androgens [73].

ERG plays a crucial role in the epithelial to mesenchymal transformation (EMT). 
ERG-induced upregulation of the FZD4 gene encoding for a receptor of the frizzled 
family leads to reduction of epithelial markers and concurrent induction of mesen-
chymal ones [74]. Loss of E-cadherin, activation of metalloproteases and upregula-
tion of the vimentin gene are all consequences of ERG overexpression, leading to 
increased invasive potential of tumour cells [75].

ERG impairs AR-related transcription. It represses two promoters of PSA, 
namely, trefoil factor 3 and prostein, which are both normally induced by AR [76]. 
Moreover, upregulation of MYC is seen in ERG-positive PC cells, whilst high AR 
levels block the promoter of MYC in ERG-deprived cells [77].

Although data on ERG as a prognostic and predictive biomarker in PC are rather 
conflicting, most authors conclude that the ERG-TMPRSS2 fusion constitutes an 
early event in the development of PC [70].

9.2.7	 �Oestrogen-Receptor Pathway

Oestrogens affect the pathogenesis of PC by interacting with the oestrogen-receptor 
alpha (ER-alpha) and ER-beta. ER-alpha is encoded by the ESR1 gene and expressed 
mainly in the prostatic stroma. On the other hand, ESR2 encodes for ER-beta, which 
is predominantly found in the epithelium of the prostate [78].

9.2.7.1	 �ESR1
In the healthy prostate, ER-alpha is necessary for proper development and mainte-
nance of fibroblast proliferation in the stroma [79]. Prostatic dysplasia is promoted 
by ER-alpha through induction of massive proliferation and inflammation [80]. 
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ER-alpha expression is only present in the stroma of benign and malignant prostatic 
tissue samples. Following hormone therapy with LHRH analogues (e.g., degarelix), 
in 25% of cases, an overexpression of ER-alpha in the epithelium will develop. 
Moreover, expression levels of ER-alpha increase constantly during prolonged hor-
monal castration using degarelix. The overexpression of ER-alpha positively cor-
relates with proliferation of PC cells [81].

9.2.7.2	 �ESR2
ER-beta expression is constantly lowered with increasing dedifferentiation from 
prostatic intraepithelial neoplasia over low Gleason scores to poorly differentiated 
tumours [82]. ER-beta seems to have a potential as suppressor, because the overex-
pression of the receptor is associated with decreased proliferation rates and inva-
siveness in PC cell lines [83].

Loss during the pathogenesis of PC is epigenetically regulated by hypermethyl-
ation of the ER-beta promoter CpG islands, resulting in transcriptional silencing [84].

Loss of PTEN is associated with decreased levels of ER-beta. PTEN deletion 
induces the polycomb complex protein BMI-1. High levels of BMI-1 impede 
ER-beta transcription in PC cells and therefore induce HIF-1/VEGF signalling. In a 
positive feedback loop, the activation of HIV-1/VEGF signalling sustains BMI-1 
expression [85].

9.2.8	 �Androgen-Receptor Pathway

The AR belongs to the superfamily of steroid hormones. Heat-shock proteins 
(HSPs) bind ARs when they are inactive, i.e., free from ligands as dihydrotestos-
terone. After binding a ligand to the ligand-binding domain (LBD), the AR dimer-
ises. Its N-terminal domain is then phosphorylated, resulting in a release of the 
HSP. Next, the receptor dimer is located into the nucleus and binds to specific 
elements of the DNA, thus enhancing transcription and activation of signalling 
pathways [86].

In PC, AR gene amplification is usually low at baseline. Especially androgen 
deprivation therapy with substances, such as leuproline, triptorelin and goserelin, 
enhances AR gene amplification [87]. Moreover, patients with castration-resistant 
prostate cancer (CRPC) present with consistently high androgen levels within the 
tumour tissue. Therefore, AR-related signalling pathways are overactive [88]. Both 
the transformation of “weak” androgens into “potent” ones (e.g., dihydrotestoster-
one) and the enhanced production of androgens in general within the tumour may 
cause the increased androgen levels [89].

During hormonal therapy, a conversion from hormone-sensitive tumours into 
CRPCs is commonly seen. The novel therapeutic drugs enzalutamide and arbi-
raterone are effective in 60% of these patients. However, about 40% show primary 
resistance to these drugs, and almost all patients treated with the novel therapeutics 
will develop a secondary resistance [90]. Enzalutamide directly binds to the AR as 
an antagonist, thus impeding AR translocation into the nucleus [91]. The production 
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of testosterone precursors, including dehydroepiandrostenedione (DHEA) and 
androstenedione, is impaired by arbiraterone, as it irreversibly inhibits CYP17A1 
[92]. Interestingly, the metabolic product of arbiraterone, D4A (delta-4-abiraterone), 
seems to antagonise the AR similarly to enzalutamide [93].

Point mutations of the AR are predominantly found in CRPC samples. They may 
result in loss of function, no change or gain in function [94]. Many AR splice vari-
ants have been described lacking the LBD, resulting in an independent and constitu-
tive activation of AR-related signalling pathways [95]. Therefore, PCs harbouring 
specific AR splice variants, such as ARV7, are resistant to enzalutamide and arbi-
raterone [96].

9.2.9	 �PI3K/Akt/mTOR Pathway

Phosphoinositide 3-kinases (PI3Ks) are proteins important for several cellular 
mechanisms, including growth and proliferation, vesicle trafficking, glucose 
homeostasis and metabolism [97]. Most PI3K members bind to regulatory subunits 
in order to exert their specific functions. They are subdivided into three classes: 
Vps34, the only representative of PI3K class III, is important for trafficking of ves-
icles and interacts with class I PI3Ks by regulating mTORC1 signalling [98]. Class 
II PI3Ks are effective without binding to a regulatory subunit. They are activated by 
receptor tyrosine kinases, cytokine receptors and integrins, thus inducing internali-
sation of receptors and intensifying membrane trafficking [97].

The functions of class I PI3Ks are best known. Whilst PI3K1A (subtype IA) is 
activated by receptor tyrosine kinases, PI3K1B (subtype IB) is induced by G-protein-
coupled receptors [99].

9.2.9.1	 �Akt
PI3Ks catalyse the formation of phosphatidylinositol-3,4,5-triphosphate (PIP3) in 
the membrane of cells. PIP3 itself activates several downstream targets, including 
Akt. This serine-threonine protein kinase is involved in the regulation of the cell 
cycle, cell survival, protein synthesis and cellular growth [100]. During the cell 
cycle, Akt-mediated phosphorylation of FOXO proteins results in cyclin D1 expres-
sion, which is why cell cycle inhibition is impaired [101].

9.2.9.2	 �mTOR
Akt activates the mammalian target of rapamycin (mTOR) through phosphorylation 
and inhibition of tuberin, a product of the tuberous sclerosis complex-2 (TSC2) 
[102]. mTOR induces protein translation by activating the ribosomal S6 kinase 
(S6K1) and concurrently inhibiting the eukaryotic translation initiation factor 4E 
(eIF4E) [103]. Targeting mTOR with the mTOR-inhibitor rapamycin and its deriva-
tives results in decreased proliferation of tumour cells, both in vitro and in vivo 
using xenograft models [104]. In PC, however, a chronic inhibition of the PI3K/Akt/
mTOR pathway leads to increased AR and PSA levels, resulting in a robust resis-
tance to enzalutamide [105].
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9.2.9.3	 �PTEN
Loss of heterozygosity (LOH) or inactivation of phosphate and tensin homologue 
(PTEN) is one of the most common genetic alterations in PC [106]. The tumour 
suppressor gene encoding for PTEN is located on chromosome 10. The main func-
tion of PTEN is reformation of PIP2 out of PIP3. Therefore, the PI3K/Akt/mTOR 
pathway is blocked [107].

High Gleason scores, an aggressive behaviour and advanced tumour stages are 
associated with this genetic aberration [108]. PTEN deletion leads to overexpression 
of the polycomb complex protein BMI-1. This protein, in turn, represses oestrogen-
receptor (ER)-beta transcription in PC cells. Suppression of ER-beta enables activa-
tion of HIF-1/VEGF signalling, causing even higher levels of BMI-1 [85].

Moreover, loss of PTEN leads to an uncontrolled activation of the PI3K/Akt/
mTOR pathway. About 40% of primary and up to 70% of metastatic PC are partially 
driven by this pathological pathway activation [64].

In PTEN-negative PCs, a two-way crosstalk between the PI3K/Akt/mTOR and 
AR pathway has been observed [109]. Whilst blockage of the AR leads to an activa-
tion of PI3K through increased Akt phosphorylation, the inhibition of the PI3K/Akt/
mTOR pathway results in enhanced AR protein levels [109]. As a consequence, tar-
geting one or the other signalling pathway is less effective than a simultaneous inhi-
bition of AR and PI3K, both in hormone-sensitive and castration-resistant PCs [105].

9.2.10	 �Transforming Growth Factor-Beta Pathway

The transforming growth factor-beta (TGF-beta) exerts its function by binding to 
the transmembrane receptors TbetaR-I and TbetaR-II, thus inducing several down-
stream signalling pathways [110]. TGF-beta suppresses cellular growth in healthy 
tissues, whereas it develops oncogenic potential in tumours by overexpression 
[111]. This sounds contradictory, as high levels of this tumour suppressor should 
induce growth arrest. However, studies have shown that PC cells did not respond to 
high TGF-beta levels, whilst concurrent activation of the Akt pathway was observed 
[112]. This may be due to frequent loss of PTEN in PC, promoting activation of the 
PI3K/Akt/mTOR pathway [64].

TGF-beta exerts oncogenic functions by promoting EMT [113]. In normal ecto-
dermal epithelium, selected cells, from time to time, undergo EMT by forming 
stress actin fibres, losing epithelial polarity and removing cellular adhesion markers 
from the outer membrane, including E-cadherin and integrin beta-1 [114, 115]. 
EMT is associated with tumour invasion and metastasis, as transformed cells breach 
the extracellular matrix [112]. Interestingly, both TGF-beta activation and PI3K/
Akt/mTOR activation are required for sufficient EMT, thus enhancing invasiveness 
and metastatic potential of PC cells [112].

9.2.11	 �Ras/Raf/MAPK Pathway

The activation of the Ras/Raf/MAPK pathway leads to proliferation of PC cells 
both in an AR-independent and AR-dependent manner [116]. The activation of Raf 
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by specific members of the Ras GTPase family leads to initiation of the MAPK 
cascade by induction of the mitogen-activated protein kinase (MAPKK, MEK).In a 
positive feedback loop, the mitogen-activated protein kinase (MAPK) sustains high 
Raf levels [117]. Both MEK and Raf are frequently overexpressed in localised and 
advanced stages of PC [117].

MAPK and Raf independently phosphorylate and thus activate the transcription 
factors AP-1 (c-Jun) and c-myc [118]. Activated AP-1 induces AR-associated genes, 
therefore bypassing AR-dependent signalling [119]. However, Raf is able to circum-
vent the MAPK pathway through direct phosphorylation and inactivation of pRB, 
leading to cell cycle progression [118]. As a consequence, high levels of MAPK and 
Raf-1 correlate with an aggressive behaviour and progression into CRPC.

�Conclusion

Several genes, proteins and signalling pathways are involved in the molecular 
pathogenesis of PC. Their interactions have an influence on the tumour’s biologi-
cal behaviour and aggressiveness. Moreover, the adaptability of PC to specific 
therapeutic agents is facilitated by heavily interconnected pathways. Therefore, 
the tumour’s variability should be kept in mind at any time during treatment, and 
prompt action may be necessary once disease progression is apparent.
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Abstract

Since the 1970s, research on molecular carcinogenesis of urinary bladder cancer 
(UBC) has concentrated on the dual-track mode, which describes the genesis of 
papillary tumors on the one hand and invasive, non-papillary carcinomas on the 
other hand [1, 2]. This model was for a long term the basic meshwork of molecu-
lar UBC categorization and research design. Sjödahl et al. [3] recently proposed 
a novel approach describing a molecular taxonomy for bladder cancer based on 
gene expression profiling data obtained from tumors of all grades and stages. 
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This milestone work introduced five new categories into which UBC cases can 
be divided. Based on these insights, it was possible to catch up with other tumor 
entities, behind which the knowledge about molecular carcinogenesis in UBC 
was lacking for a long time. This chapter introduces the classic dual-track model 
of papillary versus non-papillary urinary bladder carcinogenesis followed by 
the molecular taxonomy developed in the last few years, highlighting the five 
novel subcategories of UBC introduced recently: urobasal A (UroA), UroB, 
genomically unstable (GU), squamous cell carcinoma-like (SCCL), and 
“infiltrated.”

10.1	 �Incidence and Morphology

Almost half a million people worldwide are diagnosed with UBC every year, and 
more than 165,000 individuals succumb to the disease. The gender ratio of male to 
female UBC patients is 3 to 1 [4]. After prostate, lung, and colorectal cancers, UBC 
is the fourth most common cancer in males worldwide. Correspondingly, UBC is 
the ninth most common cancer in world’s females [5]. The incidence rate, as well as 
the mortality of UBC, has remained relatively stable within the last two decades. 
Nevertheless, with an increasing expectancy of life, the number of incidence cases 
and deaths is also on the rise. The rate of UBC development increases sharply with 
age, with nine out of ten new cases diagnosed in patients older than 65 years [6].

The urinary bladder is a hollow organ lined with urothelium. The urothelium, 
earlier also known as transitional epithelium, is a multilayered epithelium lining the 
inner wall of the urinary bladder. The special organization within the urothelium 
correlates with the cells’ level of differentiation. The basal cells top the basement 
membrane and are separated from the umbrella cells facing the bladder lumen by 
four to six layers of intermediate cells [7, 8]. UBC patients are stratified by patho-
logic stage and grade, the basis of clinical decision-making. The staging differenti-
ates between non-muscle-invasive (Tis, Ta, and T1) and muscle-invasive (T2, T3, 
and T4) tumors according to their invasion depth, where Ta tumors are restricted to 
the urothelium, T1 tumors invade the lamina propria, and T2, T3, and T4 tumors 
invade the superficial muscle, perivesical fat layer, and surrounding organs, respec-
tively (Fig.  10.1). The carcinomas in situ, stage Tis, are poorly understood and 
believed to be a precursor of muscle-invasive tumors [2].

The urothelium as inner bladder lining, being a reservoir for urine, is inevitably 
exposed to carcinogens. The highest risk factor identified is tobacco, which can be 
associated with ~50% of all UBC cases [1, 9]. The vast majority of UBC cases con-
sist of the transitional cell carcinoma (TCC) or urothelial carcinoma (UC) type. 
Approximately 1% each can be classified as squamous cell carcinomas, adenocarci-
nomas, small cell carcinomas, or sarcomas. The tumors of the squamous cell carci-
noma category show a different morphology, resembling flat cells as found on the 
surface of the skin. These tumors are commonly associated with an invasive growth 
pattern. Adenocarcinomas of the urinary bladder are also invasive tumors that 
resemble gland-forming cells as involved in colon cancer. Small cell carcinomas 
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originate from nerve-like neuroendocrine cells. These tumors are also characterized 
by fast growth and early disease progression, which requires harsh chemotherapeu-
tic treatment. Sarcomas are a rare group of tumors that progress from muscle cells 
of the urinary bladder. In general, all kinds of tumors occurring in the urinary blad-
der undergo similar treatments in their early stages and only require a different, 
specific chemotherapeutic regimen in advanced stages [9].

10.2	 �Dual-Track Model of Carcinogenesis

Eighty percent of all UBC cases follow a developmental pattern of low-grade papil-
lary urothelial carcinomas. These are characterized by urothelium of increased 
thickness (>7 cell layers) and papillary growth, where slender, fingerlike extensions 
grow toward the hollow bladder center [9]. The other 20% of UBC cases generally 
arise from a carcinoma in situ (CIS), which is a flat lesion that does not show any 
growth toward the hollow part of the bladder. Indeed, these tumors tend to grow into 
deeper layers of the urothelium. Therefore, the growth pattern is referred to as inva-
sive non-papillary (Fig. 10.1). This morphological differentiation into invasive non-
papillary urothelial carcinomas and papillary tumors provides the basis for the 
categorization of single UBC cases. Research conducted in the field of UBC aimed 
at a molecular description and discrimination of exactly these two subgroups.

The tumorigenic papillary growth of urothelial cells is triggered by abnormal and 
excessive activation of signals that lead to an increased or accelerated cell prolifera-
tion. In this sense, the fibroblast growth factor receptor (FGFR)3-rat sarcoma (RAS) 
signaling network ([10, 11]) (Fig.  10.2) is of high importance for papillary 
carcinomas.

Fig. 10.1  UBC tumors 
are staged by their 
invasiveness. Tis/CIS 
betoken superficial tumors 
and also Ta tumors are 
restricted to the 
urothelium. T1 tumors 
invade the lamina propria, 
T2 tumors invade the 
superficial muscle layer, 
T3 tumors go completely 
beyond the muscle layer 
into the perivesical fat, and 
T4 tumors reach from 
inside the bladder through 
all denoted layers and also 
affect other organs
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FGFR3 is a receptor tyrosine kinase that is mutated in 30–40% of low-grade 
papillary bladder tumors. Mutations most frequently (50–80%) affect exon 5 and 
thereby the receptor’s extracellular domain [12, 13]. FGFR3 phosphorylation initi-
ates a wide range of signaling cascades, the most predominant being the RAS/RAF/
MEK/ERK pathway, controlling cell growth and proliferation. The RAS protein 
naturally occurs in three different isotypes: HRAS, KRAS, and NRAS. All three are 
expressed and can be mutated in UBC, but mutations are rather rare (<10%) and 
show no correlation to tumor subgroups, stage, or grade [11, 14]. HRAS mutations 
were reported to be more frequent than mutations in KRAS and NRAS and, further-
more, could be correlated to the development of superficial tumors of low histo-
pathological grade [15–17]. As is shown in Fig. 10.2, FGFR3 signaling also activates 
PI3K and STAT pathways that can crucially influence cell proliferation, differentia-
tion, and growth. Noninvasive papillary tumors are relatively harmless compared to 
their invasive counterpart and can be commonly treated with transurethral resection. 
Nevertheless, in about 15% of cases, tumors that have shown a noninvasive papil-
lary growth pattern, probably for years, suddenly alter their behavior and proliferate 
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Fig. 10.2  Molecular pathways orchestrating urinary bladder carcinogenesis and their interrela-
tions. FGFR3 activates downstream signaling pathways upon extracellular growth factor trigger-
ing. Among the effectors are STAT proteins that will initiate gene expression to promote cellular 
survival. More important for UBC is activation of the RAS/RAF/MEK/ERK signaling cascade, 
which drives cellular proliferation. ERK can be inhibited by activated Notch. A second down-
stream target of RAS important for UBC is PI3K, which activates AKT and therewith protein 
translation, proliferation, and tumor expansion via the mTOR signaling network. AKT also sup-
ports the translocation of NF-κB to the nucleus where it can act as a transcription factor. The TSC1/
TSC2 complex is also activated by WNT signaling, which drives nuclear translocation of β-catenin, 
especially in muscle-invasive tumors. In the nucleus, the cell cycle is regulated by p53 and Rb. p53 
is ubiquitinated by MDM2. MDM2 is inhibited by p14 expression, so that p53 is released to acti-
vate p21. p21 and p16 act as CDK inhibitors and set cyclins free to further release Rb from E2F 
and drive the cell cycle into progression
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in an aggressive manner comparable to muscle-invasive non-papillary tumors [18]. 
A key question in research was, and still is, to determine a predictor to early detect 
such a “switch” scenario and eventually provide protection.

In the dual-track model of urinary carcinogenesis, the non-papillary branch was 
recently introduced, characterized by FGRF3 and HRAS mutations and involving 
these signaling cascades [2]. The second branch, representing tumors that grow in a 
non-papillary but highly aggressive and invasive manner, is associated with two dif-
ferent proteins: tumor suppressor p53 and retinoblastoma (Rb) protein [1, 2].

An urothelial CIS evolving into an invasive non-papillary bladder tumor fre-
quently shows mutations targeting a potent tumor suppressor, such as p53 or the 
retinoblastoma susceptibility gene Rb. These two genes are well known for their 
control of a normal cell cycle and their wide spectrum of target genes, regulating 
cellular pathways ranging from development, proliferation, differentiation, and 
DNA repair to apoptosis and controlled cell death (Fig. 10.2). Tumors that have 
lost the activity of p53 and/or Rb have no chance to protect the genome from fur-
ther damage and thereby trigger this highly aggressive, muscle-invasive cancer 
progression.

10.3	 �Pathways Orchestrating Urinary Bladder Carcinogenesis

The two-stranded model or urinary bladder carcinogenesis was the basic scheme of 
classification for many years. The best described marker genes are FGFR3 and 
HRAS for the papillary strand and p53 and Rb for the non-papillary strand. Of 
course, the literature contains many more markers and molecular pathways involved 
in the fine-tuning of cancer development and progression. The most important path-
ways and marker genes/proteins are summarized in the following section and graph-
ically represented in Fig. 10.2.

10.3.1	 �FGFR3: Transducer of Extracellular Signals

FGFR3 belongs to the family of receptor tyrosine kinases and is the most frequently 
mutated oncogene in UBC, with mutations occurring in more than 70% of noninva-
sive and up to 20% of invasive tumors [19]. FGFR3 activation is strongly associated 
with low-grade noninvasive, papillary tumors. The constitutive receptor activation 
is established most commonly by mutations in FGFR3s extracellular domain, lead-
ing to dimerization and stimulation of tyrosine kinase activity. Overexpression of a 
wild-type FGFR3 is another frequent feature of UBC but tends to appear rather in 
invasive tumors [20].

FGFR3 is physiologically activated by the extracellular binding of FGFs, initiat-
ing an intracellular downstream cascade that can ultimately influence cell growth, 
migration of tumor cells, differentiation, and angiogenesis. The most important 
downstream pathways are the RAS followed by PI3K and STAT signaling cascades. 
RAS and PI3K pathways are discussed below, STAT pathways are only beginning 
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to be investigated in UBC, but there is no clear evidence of an involvement in tumor 
development or progression [21, 22]. In this respect, STAT1 activation and STAT3 
expression, with emphasis on cancer stem cell fate, are subject to ongoing research 
[7]. The future of UBC research will be influenced by breast cancer-related knowl-
edge, as explained at the end of this chapter. STAT signaling is the key to under-
standing molecular carcinogenesis of breast cancer [23, 24] and therefore presents 
an interesting future field also in UBC research.

As mentioned above, FGFR3 is important in the regulatory network orchestrating 
angiogenesis. The formation of tumor microvessels is an essential step in the develop-
ment of invasive and metastatic tumors. Matrix metalloproteinases (MMP) 2 and 9, 
which are secreted to disintegrate basement membranes as a preparative step of inva-
sion, are overexpressed in high-grade and high-stage UBC cases. They can activate 
FGFs, which increase FGFR3 signaling and consequently the angiogenic potential of 
tumor cells. In parallel, aberrant p53, present in most high-grade UBC cases, is associ-
ated with lacking regulation of the antiangiogenic regulator thrombospondin-1 (TSP-1). 
These two strands are the major triggers of tumor angiogenesis in UBC [25].

The FGFR3 isoform expressed also influences its activity. Normal urothelium 
usually harbors the IIIb isoform, which has a preference for FGF1. A typical splice 
variant (Δ8–10) is secreted and lacks the transmembrane domain, therefore acting 
as a negative regulator capturing FGFs or blocking full-length receptors [26]. A 
SNP in the genetic vicinity of FGFR3 is implicated to increase the risk of FGFR3-
driven bladder cancer development, although the underlying mechanisms could not 
have been explained to date [27].

As a gate between extracellular signals and the many facets of intracellular response, 
FGFR3 is a prominent target for novel tumor therapeutic approaches [19, 28].

10.3.2	 �RAS Signaling

RAS proteins function in cellular signaling as small GTPases. This family com-
prises 39 proteins encoded in the human genome. The spectrum of cellular mecha-
nisms co-orchestrated by RAS signaling is wide and ranges from growth, 
proliferation, and differentiation over cytoskeletal rearrangements to adhesion and 
motility [29]. RAS proteins localize to the plasma membrane, where they are acti-
vated upon extracellular stimuli by GTPase-activating proteins (GAPs), of which 14 
are known to be encoded in our genome [30].

It has been known for three decades that in bladder cancer, the HRAS subtype of 
RAS oncogenes is frequently mutated and that UBC is therewith among the rare dis-
eases primarily associated with HRAS mutations and not NRAS or KRAS mutations, 
which frequently occur in lymphoid malignancies and melanomes or in lung, pan-
creas, or colon carcinomas, respectively [29, 31]. Most mutations driving carcino-
genesis by a RAS protein affect their ability to hydrolyze GTP, such as the codon 12 
and 13 substitutions. In HRAS, important for bladder cancer, mutation patterns are a 
bit different to KRAS or NRAS, with the highest incidence in codon 12 (more than 
50%) followed by codon 61, and less than 10% of mutations occur in codon 13 [32]. 
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In general, RAS mutations are detected at lower rates than in other entities, with 
approximately 15% of cases presenting HRAS mutations, of which 60% show the 
predominant G12V substitution [32]. In UBC, next to the mutation of RAS, their 
protein overexpression seems to play a crucial role, as in ~80% of cases, one of the 
three subtypes is expressed at an increased level [32]. The oncogenic transforma-
tions of RAS provoke a constant activation of signaling and therefore an overreac-
tion in downstream effects.

Among RAS effectors, the Ser/Thr kinase RAF was the first to be identified in 
1993 [33, 34]. RAF is able to signal trough the mitogen-activated protein kinase 
(MAPK)/extracellular signal-regulated kinase (ERK1/2) and MAPK kinase (MEK), 
which is a kind of prototype for plasma membrane to nucleus signaling. A second 
effector of RAS proteins is phosphoinositide 3-kinases (PI3K), which can further sig-
nal to the Ser/Thr kinase AKT, protein kinase B, and the transcription factor nuclear 
factor-κB (NF-κB), thereby rearranging gene expression profiles on the translation 
and transcription level. Karnoub and Weinberg summarized the RAS signaling net-
work and gave a comprehensive overview of RAS’ “split personalities” [29].

A recent insight revealed an interesting role of Notch signaling in bladder cancer, 
where activated Notch reduces ERK phosphorylation and therefore RAS down-
stream signaling. Therewith, loss of function in Notch signaling, respective altera-
tions of which were identified in up to 60% of UBC cases, could be identified as 
driving event in UBC. Impaired Notch signaling leads to upregulation of epithelial-
mesenchymal transition (EMT) effectors, such as SNAIL, SLUG, or ZEB2, parallel 
to a concomitant suppression of E-cadherin [35–37].

10.3.3	 �PI3K Signaling

PI3K is one target of RAS signaling that can contribute to the molecular carcinogenesis 
of UBC. Upon activation of PI3K, its p110 catalytic subunit executes phosphorylation 
of phosphatidylinositol-4,5-bisphosphate (PIP2) to phosphatidylinositol-3,4,5-trispho-
sphate (PIP3), which then recruits AKT to the plasma membrane, where it can be acti-
vated by mammalian target of rapamycin complex 2 (TORC2). Downstream of AKT, 
the PI3K pathway branches significantly and may regulate a multitude of cellular pro-
cesses. One of these is the negative regulation of tuberous sclerosis complex1 (TSC1)/
TSC2, triggering mTOR activation [38]. Via mTOR and eukaryotic initation factors 
(eIFs) protein translation is regulated. Of note, eIF3a was suggested to play a role in 
UBC also beyond its translation initiating activity [39].

The mutational spectrum of PIK3CA alterations in UBC is different to other 
tumor entities, featuring mutations in the helical domain E542K and E545K, which 
require RAS binding [40].

Phosphatase and tensin homolog (PTEN) is a tumor suppressor, essential for 
PI3K signaling, catalyzing the PIP3 to PIP2 reaction. In UBC, PTEN expression 
levels are commonly found to be reduced [41]. This is, on the one hand, due to low 
expression levels per se in urothelium, and, on the other hand, associations were 
made to p53 alterations which might lead to a decrease in PTEN levels [38].
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Further downstream in the PI3K pathway, we find AKT, which is mutated only 
in rare cases of UBC and has not yet been associated with the development or pro-
gression of these tumors [38]. AKT phosphorylates TSC2 in the TSC1/TSC2 com-
plex, thereby releasing the suppression of mTOR activation. TSC1, encoded on the 
chromosomal arm 9q, is frequently lost in UBC cases. This loss of TSC1 function, 
due to chromosomal loss of heterozygosity (LOH), has been reported for no other 
human malignancies than UBC [38, 42].

A common expression pattern in UBC is a reduction in the PTEN levels and 
increased phosphorylated AKT with a strong nuclear expression of β-catenin, 
revealing a putative link of PI3K and WNT signaling in UBC genesis. In general, 
WNT pathway components are altered in papillary and muscle-invasive UBC cases, 
with the most frequent event being increased nuclear localization of β-catenin in 
muscle-invasive tumors [43–45].

10.3.4	 �Gross DNA Integrity

Chromosomal aberrations occur frequently in UBC and range from abnormal num-
bers of chromosomes to deletions and amplifications that can affect all chromo-
somes. Especially with expression of altered p53 and/or Rb proteins, it is not easy 
to define if chromosomal alterations are causes or consequences, but there are some 
scenarios where research revealed the details of the associated molecular 
carcinogenesis.

Low-grade non-muscle-invasive UBC cases commonly have near-diploid karyo-
types and low rates of genomic rearrangements. On the contrary, high-grade muscle-
invasive tumors are frequently aneuploid, harboring a multitude of genetic 
alterations. In this second case, many DNA repair and damage checkpoint, as well 
as chromosome maintenance genes, are reported to be frequently altered in muscle-
invasive tumors.

The earliest detected and most common chromosomal aberration in UBC is LOH 
of chromosome 9. LOH of 9q is a characteristic feature of low-grade and noninva-
sive tumors but is rare in CIS or invasive tumors [13, 46]. Localized on chromosome 
9 are several potent cell-cycle regulating genes, like cyclin-dependent kinase inhibi-
tor 2A (CDKN2A), encoding for p16 and p14ARF, patched 1 (PTCH1), TSC1, and 
several others [47]. As for CDKN2A, heterozygous and homozygous deletions are 
found in up to 50% of UBC cases [48]. Other genetic loci that are altered in UBC 
include LOH of 15q, which is present in about 40% of UBC cases, and loss of 8p in 
up to 30% of primarily high-grade cases [49, 50]. Majewski et al. analyzed UBC 
using a genomic mapping approach and related their findings to the dual-track 
model of urinary bladder carcinogenesis. Besides the above introduced genetic 
alterations, they highlighted a set of six genetic regions (3q22-q24, 5q22-q31, 9q21-
q22, 10q26, 13q14, 17p13) and their gene products which also include novel target 
genes referred to as forerunner genes. They found similar frequencies in the loss of 
these genetic regions for both papillary and non-papillary tumors, suggesting that 
both branches derive from contrastable low-grade intraurothelial lesions [18].
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Tumors with lost Rb activity and resulting increased E2F-driven transcription 
have induced MAD2 gene activation, which plays a critical role in controlling 
mitotic spindles and chromosome segregation, running the cells to aneuploidy. 
Another mechanism frequently affecting chromosome segregation and sister chro-
matid cohesion is mutation of STAG2, encoding a subunit of cohesin [51, 52]. Loss 
of STAG2 expression occurs rather in chromosomally stable tumors and is sug-
gested not to provoke aneuploidy [53].

10.3.5	 �p53, Rb, and Cell-Cycle Regulation

p53 is probably the most famous tumor suppressor and well-studied cellular 
regulator of DNA repair and apoptosis, as well as a major cell-cycle gate-
keeper. Genetic changes in the p53 gene are found in almost every kind of 
human cancer. In UBC, p53 mutations are strongly associated with high tumor 
grade, invasive behavior, increased risk of recurrence, and adverse clinical out-
come. Structural and/or functional defects are recorded in more than half of 
UBC cases [13, 47]. As already mentioned, among others, the gene loci of p53, 
on chromosome 17p13, as well as Rb, on chromosome 13q14, are frequently 
deleted in high-grade muscle-invasive tumors. Therefore, alterations in the 
p53/Rb cell-cycle regulatory network are described as a characteristic feature 
especially of the group of invasive UBC cases [54]. To regulate the cell cycle, 
p53 activates transcription of the cyclin-dependent kinase (CDK) inhibitor p21 
that blocks cyclin/CDK interaction. Release of CDKs enables Rb phosphoryla-
tion and the release of E2F. E2F proteins are transcription factors which, on the 
one hand, drive cell cycle to progression and, on the other hand, reduce p53 
activity. A loss-of-function mutation of p53 is detectable in approximately 60% 
of invasive bladder tumors; inactive p53 is reported in up to 80% of cases [55]. 
Most of the mutations in the p53 gene affect its DNA-binding domain, hamper-
ing correct transcriptional activation of target genes. Mutated p53 proteins may 
also disable functional execution of wild-type p53 proteins by dimerization 
with them [12]. Besides the genetic or mutational inactivation of p53, its func-
tion can be inactivated by overexpression of MDM2. MDM2 binds p53, induc-
ing its ubiquitination and degradation. This physiological autoregulatory loop 
fails upon MDM2 overexpression in about 30% of UBC cases, predominantly 
in high-grade tumors [56].

Rb is in its phosphorylated state an essential regulator of cell-cycle progression. 
Active, dephosphorylated Rb binds and blocks the transcription factor E2F. Upon 
phosphorylation, E2F is released to induce transcription of genes necessary for 
S-phase progression. In UBC, Rb mutations and concomitant hyperphosphorylation 
are reported, the latter also being due to lost CDKI p16 expression or cyclin D1 
overexpression [57]. With the cell-cycle control of Rb missing, cells accumulate 
genetic aberrations and are associated with genetic instability.

The three pillars of genetic instability, p53, and Rb alterations greatly interact 
and push each other toward more aggressive and adverse tumor phenotypes.
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10.4	 �New Approaches to UBC Classification

The two-pathway model described at the beginning of this section has dominated the 
literature on bladder cancer, but cannot provide explanations for the distinct hetero-
geneity within the two categories in respect to their clinical behavior. In an attempt 
to answer the long-pending question for a better subgrouping, Sjödahl et al. [3] intro-
duced five major subtypes of bladder cancer stages, based on mRNA expression 
analysis of 308 tumor cases. The groups are termed urobasal A (UroA), UroB, 
genomically unstable (GU), squamous cell carcinoma-like (SCCL), and “infiltrated,” 
which refers to a tumor infiltration by non-tumor cells and the corresponding 
increased presence of immune cells. The molecular subtypes are also prognostic fea-
tures, as UroA tumors were associated with longer survival. GU and the infiltrated 
group showed intermediate prognosis, whereas that of UroB and SCCL cases was 
the worst. This differential behavior of molecular subgroups keeps its evidence 
across all tumor stages and grades, so that even high-grade, G3 tumors of immanent 
adverse prognosis could be split into groups of better (UroA), intermediate (GU, 
infiltrated), and worse (UroB, SCCL) survival [3]. Not only with respect to survival 
should the molecular subtypes be seen as a characterization independent of patho-
logical stratification. Nevertheless, it can be reported that Ta tumors are frequently of 
the UroA subtype, T1 tumors of UroA and GU subtype, and T2–T4 tumors of any 
subtype. As for tumor grading, low-grade G1 and G2 tumors are commonly of the 
UroA subtype. For high-grade tumors, no predominance was analyzed. Consequently, 
the molecular subtypes can aid in a finer differentiation of tumors within every 
pathologically predefined category. For the installment of the five molecular sub-
types, a wide range of mRNA expression profiles was evaluated, and protein levels 
were compared. Key features that best describe the single subtype are listed below.

UroA tumors are characterized by increased expression of FGFR3, TP63, 
CCND1, and KRT5. FGFR3 is frequently mutated; the FGFR3 gene signature is 
strongly expressed, including FGFR3, TP63, IRS1, SEMA4B, PTPN13, and 
TMPRSS4. UroA tumors express CCND1, RBL2, and ID genes. KRT5 can be over-
expressed, in addition to the fact that UroA tumors generally express keratins KRT5, 
KRT13, KRT15, and KRT17  in a pattern resembling normal urothelium. These 
tumors show a very good prognosis [3].

GU tumors are characterized by frequent TP53 mutation and expression of CCNE, 
CDH1, and ERBB2 on reduced cytokeratin expression. Genes frequently overex-
pressed in GU tumors include KPNA2, HMOX1, CTSL1, and CTSL2. PTEN is char-
acteristically downregulated. From a cell-cycle point of view, genes important for 
later stages, including CCNA, CCNB, and CDC20, are expressed. GU tumors have 
lost physiological keratin expression patterns and commonly present only with 
KRT20, a marker of umbrella cells. This supports the hypothesis that the tumor cells 
lost stromal contact. GU tumors are predominantly of high tumor grade. With 40% of 
GU tumors being muscle-invasive, this subtype represents a high-risk group [3, 47].

SCCL tumors are characterized by an aberrant expression of keratins (KRT4, 
KRT6A, KRT6B, KRT6C, KRT14), not typical for the urothelium. These keratins 
are associated with basal cells and squamous cell differentiation. Other proteins 
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expressed comprise EGFR and P-cadherin [47]. SCCL tumors have a poor progno-
sis and seem to affect women more than men [3] (Sjödahl et al. 2013).

UroB tumors show similarities to UroA tumors, including high FGFR3 expres-
sion and mutation frequency, as well as high expression of CCND1 and the FGFR3 
gene signature. A vast disparity is the frequent TP53 mutation in UroB tumors along 
with expression of SCCL-specific keratins. Nonetheless, it is supposed that UroB 
progressed out of UroA tumors [3].

The infiltrated tumors are per se characterized by the infiltrated non-tumorous 
cells. The gene expression profiles of these tumors are compromised by the infil-
trates of T lymphocytes, myofibroblasts, and, to a lesser extent, endothelial cells [3].

Other groups working on gene expression profiling of bladder cancer introduced 
a different nomenclature for the single subtypes, discussed and summarized by 
McConkey et  al. [58], pointing out that urinary bladder cancer can be generally 
divided into two more basal and two rather luminal intrinsic subtypes. The luminal 
subtypes occur with different labels, including “papillary,” “p53-like,” “genetically 
unstable,” or according to the Cancer Genome Atlas research network “cluster I” 
and “cluster II.” The basal subtypes may be referred to as “urobasal,” “squamous,” 
or “cluster III” and “cluster IV” [55, 58, 59].

The discovery of the distinct molecular subtypes by gene expression profiling 
was found to strikingly resemble molecular subtypes established for breast cancer. 
In 2000, Perou et al. [60] presented with their “molecular portraits” the first whole-
genome approach to molecular profiling of a cancer entity. Analyzing the whole-
genome messenger RNA expression profile, they discovered the intrinsic subtypes 
of breast cancer based on shared gene expression patterns: claudin-low, human epi-
dermal growth factor receptor 2 (HER2)-enriched, luminal A, and luminal B. Many 
parallels between the intrinsic subtypes of bladder cancer and breast cancer were 
drawn [58, 59, 61]. The claudin-low subtype of breast cancer is characterized by 
low expression of claudin tight junction proteins claudin 3, 4, and 7, as well as 
induced EMT markers. Damrauer et al. [61] discovered a subset of basal UC cases 
that display the expression pattern indicative of claudin-low breast cancer. This adds 
another feature to the great similarity of especially high-grade UC tumors with 
breast cancer. The claudin-low subtype does not alter subtype characteristics in 
respect to overall survival to the remaining basal-type UC cases [61].

As stated by Choi et al. [59], who compared the clinical behavior of different UC 
subtypes with the corresponding breast cancer subtypes, it will be of great interest 
and relevance to apply the huge knowledge on breast cancer to the respective sub-
types in future bladder cancer research.
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Abstract
Breast cancer is the most common cancer in women worldwide and accounted for 
1.7 million new cases in 2012, which is a quarter of all new cases of cancer. In 2014, 
the American Cancer Society reported 235,030 new cases of breast cancer and 
40,430 deaths related to breast cancer. Among women in the United States, breast 
cancer is the most common malignancy, the second most common cause of death 
from cancer and a leading cause of premature mortality from cancer in women. 
Ovarian cancer occurs with a lifetime risk of 1.4% in the general female population, 
but with a risk of 15–56% in women carrying a germline mutation of the BRCA1 
and BRCA2 genes. Epithelial ovarian cancer (EOC) is the leading cause of death 
among gynecologic cancers in the western world and the fifth leading cause of 
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cancer-related death in women. Worldwide, about 200,000 women are newly diag-
nosed, with 125,000 disease-related deaths every year. Endometrial cancer is the 
most common gynecologic cancer in the USA, accounting for 40,100 new cases and 
7470 deaths per year. Endometrial cancer shares similar patterns of distribution by 
age and geography with ovarian cancer.
Overall gynecologic malignancies pose a significant disease burden, and novel 
therapeutic strategies are needed to decrease morbidity and mortality from gyne-
cological cancer. Understanding the molecular characteristics of gynecological 
cancer ist crucial to develop new targeted therapies.

11.1	 �Introduction

Breast cancer is the most common cancer in women worldwide and accounted for 1.7 
million new cases in 2012, which is a quarter of all new cases of cancer [1]. In 2014, 
the American Cancer Society reported 235,030 new cases of breast cancer and 40,430 
deaths related to breast cancer [2]. Among women in the United States, breast cancer 
is the most common malignancy, the second most common cause of death from can-
cer and a leading cause of premature mortality from cancer in women [3]. As esti-
mated for the year 2016, 246,660 cases of invasive breast cancer will be newly 
diagnosed in US women, and 40,450 breast cancer-related deaths will occur [4]. 
Notably, overall breast cancer incidence rates were stable from 2004 to 2012 [3].

Ovarian cancer occurs with a lifetime risk of 1.4% in the general female popula-
tion, but with a risk of 15–56% in women carrying a germline mutation of the BRCA1 
and BRCA2 genes [5–7]. Epithelial ovarian cancer (EOC) is the leading cause of death 
among gynecologic cancers in the western world and the fifth leading cause of cancer-
related death in women [8]. Worldwide, about 200,000 women are newly diagnosed, 
with 125,000 disease-related deaths every year [9]. Although primary cytoreductive 
surgery and combination chemotherapy with platinum have improved the patients’ 
prognosis, the 5-year survival rate for those with malignant ovarian cancer is still 
~40% [10, 11]. The fallopian tube epithelium is one of the likely progenitor cell types 
for the most common and deadly ovarian carcinoma histotype, namely, high-grade 
serous carcinoma [12]. Morphological, immunological, and gene expression analysis 
of high-grade serous carcinoma also suggests a close relationship to fallopian tube 
epithelium, rather than ovarian surface epithelium [13, 14]. Risk factors for nonher-
itable ovarian cancer include nulliparity, infertility, the number of lifetime ovulations, 
and the use of estrogen only-hormone replacement therapy [15].

Endometrial cancer is the most common gynecologic cancer in the USA, 
accounting for 40,100 new cases and 7470 deaths per year [16]. Endometrial cancer 
shares similar patterns of distribution by age and geography with ovarian cancer 
[17]. However, endometrial cancer rates drop sharply in the age group >65, while 
ovarian cancer rates continue to rise well into a woman’s 80s. In industrialized and 
Northern European populations, much higher rates of endometrial cancer are 
observed and lower rates in third world countries. Notably, endometrial cancer rates 
correlate with ovarian cancer rates significantly, and both diseases are associated 
with per capita fat intake [18–20].
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Cervical cancer is the second leading cause of cancer-related death in young 
women worldwide [21]. Cervical cancer is very frequent in some countries, count-
ing among the top three leading cancers, for example, in India, with an incidence of 
22/100,000/year [1, 22]. However, the mortality rate declined by 80% in the twen-
tieth century, mainly because of the implementation of screening programs [2]. 
Cervical cancer is caused by high-risk human papillomavirus (HPV) infection [23]. 
Women with early-stage cervical cancer can be potentially cured with radical hys-
terectomy or a combination of radio- and chemotherapy [24]. Unfortunately, up to 
17% of women recur, either locally or distant within the first 2 years after complet-
ing treatment [25, 26]. Local recurrence of cervical cancer after primary surgery is 
problematic, since it occurs oftentimes as central pelvic recurrence, spreading into 
contiguous tissues [27]. Even after recurrence, treatment can be performed with 
curative intent. However, both radiation therapy and pelvic exenteration result in 
suboptimal local tumor control and survival rates [28, 29].

Gynecologic malignancies are a challenge both for clinicians and researchers, 
with the aim to lower incidences and improve the patients’ outcome. Understanding 
the molecular carcinogenesis of gynecologic malignancies will be essential to out-
line new prognostic or predictive biomarkers as well as therapeutic targets and to 
develop novel treatment strategies.

11.2	 �Molecular Biology of Gynecologic Carcinogenesis

11.2.1	 �PTEN

The tumor suppressor gene phosphate and tensin homologue (PTEN) is mutated in 
certain types of cancer, also contributing significantly to the pathogenesis of endo-
metrial cancer. PTEN mutations influence not only cancer progression but also 
response to therapy [30–34]. In fact, PTEN mutations were observed in 40–80% of 
endometrial cancer cases [35–37]. PTEN is located on chromosome 10q23, a gene 
region where loss of heterozygosity is often observed in human cancers. Somatic 
deletions or mutations of PTEN were found in many human sporadic neoplasias, 
among them endometrial cancer, colorectal cancer, and glioblastoma [35, 38, 39]. In 
endometrial cancer, loss of PTEN functionality has been found to happen particu-
larly early [36, 40]. A high intake of ω-3 polyunsaturated fatty acids (PUFAs) has 
been associated with a reduced risk of endometrial cancer. Thus, Pan et al. have 
tried to demonstrate the impact of PUFAs in endometrial cancer of PTEN-mutant 
mice. In this study, a mfat-1 transgene was overexpressed in PTEN +/− mice, allow-
ing endogenous production of ω-3 PUFAs [40]. A fish oil-enriched diet or expres-
sion of mfat-1 transgene significantly inhibited the growth of xenograft tumors 
derived from RL95-2 cells bearing a PTEN null mutation. Moreover, at the cellular 
level, ω-3 PUFA treatment decreased the viability of RL95-2 cells, as well as pro-
tein kinase B (AKT) phosphorylation and cyclin D1 expression [40]. These events 
were mediated by reduction of cylooxygenase-2 (COX-2) expression and prosta-
glandin E2 (PGE2) production. These findings show that ω-3 PUFAs have a protec-
tive effect on endometrial cancer resulting from PTEN mutation.
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The phosphatidyl 3-kinase (PI3K) pathway is often induced in breast cancer 
through loss of the tumor suppressor PTEN [30, 41, 42]. When PTEN loss leads to 
mammary tumorigenesis, elevated PI3K pathway activity and reduced EGFR activity 
are observed [43]. Thus, loss of PTEN has obviously distinct effects on cancer signal-
ing. PTEN can also dephosphorylate certain proteins and can enter and function 
within the nucleus or be secreted from cells to affect their neighbors [44–49]. Loss of 
PTEN, in addition to p53 mutation and the effect on breast tumorigenesis, was also 
investigated by Wang et al. [50]. For this purpose, WAP-Cre:Pten(f/f):p53(lox.stop.
lox_R270H) composite mice were generated in which PTEN is deleted and a p53-
R270H mutation is induced. Combined PTEN deletion plus p53 mutation facilitated 
the formation of four distinct mammary tumors, including poorly differentiated ade-
nocarcinoma, and spindle/mesenchymal-like lesions in the mouse model [50].

It is also known that the PI3K/Akt pathway plays a role in chemoresistance to 
platinum-based neoadjuvant chemotherapy in cervical cancer [51]. In a study by Guo 
et al., genetic polymorphisms in the PI3K/Akt pathway and chemotherapeutic out-
comes following platinum-based therapy were investigated in a subset of 259 patients 
with squamous cell cervical cancer. In total, 17 single nucleotide polymorphisms in 
four genes (PI3KCA, Akt1, Akt2, and PTEN) were associated with response to chemo-
therapy. In another study, the role of the PTEN/PI3K/Akt signaling pathway in 
response to the tyrosine kinase inhibitor gefitinib in cervical cancer was investigated 
[52]. Gefitinib targets the epidermal growth factor receptor (EGFR), and clinical 
response in cervical cancer patients is generally poor. microRNA-221 (miR-221) fea-
tures a significantly increased expression in cervical cancer as compared to adjacent 
normal tissue [52]. Interestingly, upregulation of miR-221 expression in cervical can-
cer cells decreased PTEN expression, resulting in increased pAkt expression. Gefitinib 
sensitivity was decreased by the upregulation of miR-221. This study shows that gefi-
tinib sensitivity of cervical cancer cells is reduced by miR-221 through the PTEN/
PI3K/Akt signaling pathway; and thus miR-221 represents a potential target to 
increase the sensitivity to gefitinib in cervical cancer treatment [52]. Also Yang et al. 
recently showed that the PI3K/Akt signaling pathway is a key regulator in cervical 
carcinogenesis [53]. microRNA-494 (miR-494) was previously shown to directly tar-
get PTEN. The authors aimed at analyzing the significance of miR-494 concerning 
PTEN expression in cervical cancer, correlating miR-494 expression with clinico-
pathological data [53]. Importantly, miR-494 was significantly upregulated in human 
cervical cancer cell lines and tissues, which was associated with PTEN downregula-
tion, adverse clinicopathological characteristics, poor overall and progression-free 
survival, and a poor prognosis. Inhibition of miR-494 suppressed cell proliferation 
and cell growth by targeting the 3′-untranslated region (3′-UTR) of PTEN mRNA. This 
investigation highlights that miR-494 has an essential role in the carcinogenesis and 
progression of cervical cancer by deregulating PTEN functionality [53].

Endometrioid ovarian tumors are characterized by specific molecular alterations, 
namely, mutations of β-catenin [54, 55] and PTEN [56] in one third and 20% of 
cases, respectively. Both mutations are already observed in well-differentiated, 
stage 1 tumors and are thus thought to happen as an early event [57]. The fact that 
loss of heterozygosity (LOH) at 10q23 (the location of PTEN) and PTEN mutation 
were identified both in endometrioid ovarian carcinoma and endometriosis points 
out that endometrioid carcinomas arise from endometriosis implanted on the ovary 
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[56–58]. Also in ovarian clear cell carcinomas, PTEN mutations have been reported 
in 8–40% of cases, based on preliminary studies [58, 59].

Summing up the above-mentioned studies, PTEN strongly influences the patho-
genesis of different entities of gynecologic malignancies. Therefore, components of 
the PTEN/PI3K/Akt signaling pathway may serve as therapeutic targets in the 
future.

11.2.2	 �Cancer-Associated Fibroblasts

Cancer-associated fibroblasts (CAFs) are the most abundant cell type in breast can-
cer stroma, producing a plethora of chemokines, growth factors, and proteins of the 
extracellular matrix (ECM) that may contribute to dissemination and metastasis [60]. 
Increasing evidence suggests that stromal involvement, including the function of 
CAFs, is crucial for carcinogenesis. It was found, for instance, that a positive expres-
sion of matrix metallopeptidase 13 (MMP13) and lectin, galactoside-binding, solu-
ble 1 (LGALS1) in CAFs was associated with an enhanced odds ratio for regional 
metastasis in breast cancer [61, 62]. Also in ovarian cancer, CAFs are one of the 
major components of the tumor stroma and have shown a supportive role for tumor 
progression [63]. Natriuretic peptide B (NPPB), a CAF-specific secretory protein, 
was recently identified as a tumor biomarker for ovarian cancer. It was found that 
NPPB is expressed in 60% of primary ovarian CAF tissues, but not in the healthy 
ovarian stroma [64]. As the unique signaling crosstalk networks of activated CAFs 
are identified, this would provide the possibility of reprogramming activated CAFs 
back to “normal state,” which could be a therapeutic strategy against tumor progres-
sion [65]. It is known that CAFs secrete CAF-specific proteins, cytokines, and growth 
factors and form an ECM which is beneficial for tumor progression, facilitating cell 
growth and angiogenesis [66–69]. Among the commonly known CAF-derived fac-
tors, fibroblast activation protein alpha (FAPα) has been demonstrated to promote the 
proliferation in ovarian cancer, as well as invasion, via α3β1 integrin receptor and the 
upregulation of the extracellular signal-regulated kinases (ERK) signaling pathway 
in ovarian cancer cells [70, 71]. CAF-derived SDF-1, also known as chemokine 
(C-X-C motif) ligand 12 (CXCL12), has been demonstrated to promote tumor 
growth, motility, and tumor angiogenesis in multiple cancer types, including ovarian 
cancer, by interaction with the chemokine (C-X-C motif) receptor 4 (CXCR4) recep-
tor on cancer cells [72–76]. In a study by Lau and colleagues, reciprocal tumor–
stroma interaction in ovarian cancer was reported [77]. According to their study, 
CAFs responded to lymphotoxin via lymphotoxin-β receptor and the NF-κB signal-
ing pathway. Ovarian cancer cell-derived lymphotoxin upregulates chemokine 
(C-X-C motif) ligand 11 (CXCL11) secretion by CAFs, and CXCL11 activates che-
mokine (C-X-C motif) receptor 3 (CXCR3) on the ovarian cancer cells, facilitating 
their proliferation and motility [77]. In a study by McAndrews et al., it was shown 
that stromal fibroblasts are more adherent to invasive ovarian cancer cells, as com-
pared to noninvasive ovarian cancer cells. Such adhesion is mediated by cadherin 11 
and 2, which are highly expressed by invasive cancer cells and CAFs [78].

In a recent study the molecular profiles of fibroblasts from normal ovary and high-
grade serous ovarian tumors were examined to identify novel potential therapeutic 
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targets [79]. Thereby 2300 genes that are significantly differentially expressed in 
CAFs were identified. The expression of one of these genes, connective tissue growth 
factor (CTGF), was also confirmed by immunohistochemistry. The CTGF protein is 
a secretion product of the tumor microenvironment and is currently being pursued as 
a therapeutic target in pancreatic cancer. It was found that CTGF promotes migration 
and peritoneal adhesion of ovarian cancer cells. These effects are blocked by 
FG-3019, a human monoclonal antibody against CTGF, currently under clinical 
investigation as a therapeutic agent [79]. Immunohistochemistry of CTGF expres-
sion in high-grade ovarian serous carcinoma showed that the highest level of tumor 
stromal CTGF expression was correlated with the poorest prognosis. Thus, CTGF 
serves as a therapeutic target for the treatment of high-grade serous ovarian cancer.

An investigation by Huang and colleagues found CD117 expression in fibroblast-
like stromal cells as being an indicator for an unfavorable clinical outcome in ovar-
ian carcinoma patients [80]. The stem cell factor (SCF) receptor CD117 (c-kit) is 
widely used for the identification of hematopoietic stem cells and cancer stem cells. 
In a variety of cancers, it was shown that CD117 expression in carcinoma cells 
indicated an unfavorable prognosis. The authors of this study evaluated the immu-
nohistochemical expression of CD117 in a serial of 242 epithelial ovarian cancer 
cases. Indeed, CD117 expression in fibroblast-like stromal cells was closely linked 
to an advanced FIGO stage, poor differentiation grade, and histological subtype 
(p < 0.05) and was also significantly associated with poor overall survival and pro-
gression-free survival. The CD117-positive fibroblast-like stromal cells were posi-
tive for mesenchymal stem/stromal cell marker CD73 but negative for the fibroblast 
marker fibroblast activation protein (FAP) and also negative for α smooth muscle 
actin (α-SMA), indicating that the CD117+/CD73+ fibroblast-like stromal cells are 
a subtype of mesenchymal stem cells in the tumor stroma [80]. This study highlights 
once again the important influence of tumor stroma cells on cancer progression and 
the patients’ prognosis.

Summing up the above-mentioned data, increasing evidence shows that CAFs 
can modulate cancer phenotypes, cancer cell growth, motility, and invasiveness. 
Thus it is crucial to determine which protein factors are exclusively produced by 
CAFs. With the aid of cell type-specific expression profiles, crosstalk signaling net-
works can be identified, which may contribute to the development of novel targeted 
therapeutics for the treatment of cancer.

11.2.3	 �Galectin-1 Expression in Epithelial Ovarian Cancer 
and in Cervical Cancer

Galectins form a gene family of widely distributed carbohydrate-binding proteins 
characterized by their affinity for β-galactoside-containing glycans [81]. Currently 
14 members of this family are known [82, 83]. Galectin-1 is a 14-kDa laminin-
binding galectin and a member of the galectin family of β-galactoside-binding pro-
teins classified as a prototype galectin [82]. Galectin acts via both intracellular 
sugar-independent interactions with other proteins and extracellular sugar-dependent 
autocrine or paracrine interactions [84]. In some experimental studies, galectin-1 
has been linked to the invasion and metastasis formation of cancer cells [85, 86], as 
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well as to the promotion of angiogenesis [87, 88] and the protection of the tumor 
from host immune responses [89, 90]. Galectin-1 has been reported to be upregulated 
in thyroid carcinoma [91, 92]. Similarly, an increased galectin-1 expression has 
been correlated with the potential to metastasize of tumorigenic cells, most likely by 
affecting cell motility and invasion, altering extracellular matrices [86, 93]. 
Moreover, accumulation of galectin-1 in the peritumoral stroma of breast cancer and 
ovarian cancer regulates both cancer cell proliferation and invasiveness [62, 94]. 
Galectin-1 is also strongly expressed in ovarian cancer, promoting tumor progres-
sion and chemoresistance to cisplatin [95, 96]. According to a recent investigation, 
galectin-1 can be released from ovarian cancer cells and from CAFs, which was 
detected in cell culture [81]. In the peripheral circulation of a majority of patients 
suffering from epithelial ovarian cancer, galectin-1 could be detected. In 140 
patients with epithelial ovarian cancer, galectin-1 serum concentrations were inves-
tigated and compared to serum levels in 70 healthy individuals. Elevated serum 
galectin-1 concentrations were associated with tumor progression. Also, serum 
galectin-1 levels were significantly higher in patients with metastatic disease when 
compared to patients with localized tumors. The authors conclude that increased 
galectin-1 serum levels favor metastasis by enhancing the adhesive interaction 
between tumor cells and proteins of the extracellular matrix and by promoting 
tumor cell embolization through increased cell adhesion and dissemination of tumor 
cells into the circulation [81]. Increased expression levels of galectin-1 were 
observed in ovarian carcinoma samples, as compared to normal ovarian tissue, 
which was confirmed by qRT-PCR and Western blot [81]. Thus, galectin-1 can serve 
as a biomarker for the prognosis of ovarian cancer patients, as its dysregulation 
contributes to tumor progression.

Another study found that the intensity of galectin-1 expression significantly and 
independently correlated with poor survival in cervical cancer, as observed by 
immunofluorescent staining on formalin-fixed, paraffin-embedded tissue samples 
[21]. Disease-specific survival for tumor galectin-1 expression intensity was evalu-
ated by correcting for FIGO stage, lymph node metastasis, and vaso-invasion. 
Altogether, samples of 155 patients were included in this analysis. Tumor galectin-1 
intensity was also an independent predictor of poor disease-free survival. Patients 
with strong tumor galectin-1 expression had increased tumor invasion and received 
postoperative radiotherapy treatment more frequently. Thus, galectin-1 expression 
is associated with a more aggressive tumor behavior, which was also confirmed by 
a study conducted by Huang et al., who reported on a correlation between tumor 
expression of galectin-1 and poor survival in cervical cancer patients who were 
treated with curative-intent radiation therapy [97]. Therefore, also for cervical can-
cer, tumor galectin-1 expression is a biomarker for poor survival [21].

11.2.4	 �Cathepsin D and Cathepsin L

Cathepsin D (CathD) is a soluble lysosomal aspartic endopeptidase primarily 
involved in degrading unfolded or nonfunctional proteins intracellularly [98, 99]. 
Normally, procathepsin D (pCathD), the precursor of active CathD, is not secreted 
extracellularly. However, it has been found that in some conditions pCathD or CathD 

11  Molecular Carcinogenesis in Gynecologic Neoplasias



214

escape the usual pathway and are secreted from cells [100]. Recent data suggests 
that CathD has a potential role in tumor progression, both in its intracellular and 
extracellular form. Intracellular CathD, for example, has a role in apoptosis. 
By  inhibition of enzymatically active cytosolic CathD, using the inhibitor pep-
statin A (pepA), apoptosis induced by IFN-gamma or oxidative stress was delayed 
[101–103]. The role of CathD in apoptosis induction has been found to be related to 
caspases, as the caspase inhibitor Z-VAD-FMK added in combination with pepA 
induced a reduction in cell death, suggesting an association between caspases and 
cytosolic CathD [104, 105]. pCathD and CathD were demonstrated to induce pro-
liferation and migration of cancer cells, fibroblasts, and endothelial cells [106]. 
Interestingly, the acidic pH in tumor microenvironment promotes the conversion of 
pCathD into the mature and biologically active CathD [99]. Hypersecretion of 
CathD has been demonstrated in numerous cancer types including ovarian cancer, 
breast cancer, and endometrial cancer, among others [107–114]. Immunohistochemical 
studies have shown an enhanced CathD expression to be an indicator of malignancy 
in serous ovarian carcinoma [115–117]. In an investigation on omental metastasis of 
ovarian cancer, a higher CathD expression in omental lesions of serous ovarian 
carcinoma was observed, as compared to the omentum of patients with benign ovar-
ian cystadenoma. Moreover, high omental expression of CathD was linked to a poor 
disease-specific survival [118].

CathD was extensively studied in human primary breast cancer. In estrogen 
receptor-positive breast cancer cell lines, upregulation of CathD was observed 
[119]. This data was also supported by experiments with MCF7 cell lines, revealing 
that pCathD/CathD were overexpressed and hypersecreted from these cells. 
Moreover it was found that purified pCathD from MCF-7 breast cancer cells stimu-
lated MCF-7 cell growth [120].

Cathepsin L (CathL) is a ubiquitous cysteine proteinase playing an important 
role in degrading endocytosed proteins and intracellular proteins as well [121, 
122]. CathL has been linked to tumor invasion and metastasis, as it degrades com-
pounds of the ECM such as proteoglycans, elastin, laminin or fibronectin, as well 
as collagens I, II, IX, and XI [123–128]. An increased level of secreted CathL was 
observed in the sera of epithelial ovarian cancer patients, as compared to patients 
with benign ovarian tumors or normal ovaries [129, 130]. Moreover, a significant 
increase in mRNA levels in the ovarian malignancies was observed. CathL has 
been suggested to be involved in invasion and metastasis of ovarian cancer and 
may thus be a marker of advanced disease. This is also supported by a study by 
Winiarski et al., who demonstrated CathL to be increasingly expressed in the endo-
thelium of blood vessels within omentum hosting metastatic ovarian high-grade 
serous carcinoma, whereas an increased CathL expression was not found in the 
omentum of patients with benign ovarian tumors [118]. In SKOV3 ovarian cancer 
cell lines, downregulation of CathL significantly inhibited the proliferative and 
invasive capability [131].

Summing up the results above, CathD and CathL both play a role in cancer, 
especially by breaking down ECM compounds, and thereby facilitating 
invasion.
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11.2.5	 �Biomarkers in Cervical Cancer

Today there are numerous assays for the detection of nucleic acids of oncogenic and 
non-oncogenic human papillomaviruses (HPVs) in the cervical tissue. HPV testing 
has a high sensitivity, with a high negative predictive value, because the absence of 
carcinogenic HPV indicates a very low risk of cervical intraepithelial neoplasia 
grade 3 (CIN3) or cancer [132–134]. However, HPV assays do not discriminate 
between transient and persistent HPV infections [135]. Still, according to long-term 
prospective cohort studies and randomized clinical trials, HPV testing is highly 
effective for the detection of CIN2 or worse in women aged 30 years or older and 
for the diagnosis of adenocarcinoma [136, 137]. There are assays for HPV DNA 
testing, for HPV RNA testing, as well as for the detection of HPV proteins [135].

The functional inactivation of p53 and pRb onco-suppressors by the oncopro-
teins E6 and E7 leads to the alteration of several cellular pathways that are relevant 
for cell transformation and cancer development. E7 expression determines the inac-
tivation of pRb with a consequent increase of free E2F in the cell and an increase of 
cyclin-dependent kinase inhibitor p16 (p16INK4a) and augmented proliferation 
(increased Ki-67 expression) [138, 139]. Thus, p16 overexpression, identified by 
immunohistochemistry or immunosorbent assay (ELISA), can be considered as a 
marker of HPV infection and of activated expression of viral oncogenes and for 
virus-induced cell cycle deregulation [140]. The use of p16INK4 immunohisto-
chemistry also improves diagnostic accuracy, reliability, and quality in histopathol-
ogy of cervical tissue samples [141]. A large meta-analysis of 17 studies showed 
that the pooled sensitivity of p16INK4a to detect CIN2 or worse was 83.2% and 
83.8% in atypical squamous cells of unknown significance (ASCUS) and low squa-
mous intraepithelial lesions (SIL), respectively, and the pooled specificities were 
71% and 65.7%, respectively [142].

The proliferation antigen Ki-67 is usually expressed during the G2 and mitotic 
phases of the cell cycle and was found to be a reliable indicator of the growth frac-
tion of a tumor according to many studies. In a series of 138 cervical cone biopsies, 
it was shown that p16INK4 and Ki-67 are co-expressed in dysplastic lesions only 
[143]. Thus, a dual p16/Ki-67 immunocytochemistry assay is now available as an 
adjunctive test in cervical cancer screening. The sensitivity of this dual assay was 
found to be 92.2% in ASCUS and 94.2 in low SIL, and specificities were 80.6% and 
68%, respectively [144].

The minichromosome maintenance protein 2 (MCM 2) and topoisomerase II 
alpha (TOP2A) proteins are expressed in cells with aberrant S-phases and in HPV-
transformed cells, in association with an elevated expression of the HPV E6/E7 
proteins [145]. There is also an assay based on an antibody cocktail recognizing 
both MCM2 and TOP2A proteins. The use of this assay for the triage of women 
testing positive for high-risk HPVs was found to increase the specificity and the 
positive predictive value of the screening as compared to the high-risk HPV test 
alone [146].

The E6 proteins of oncogenic HPVs promote the transcription of telomerase 
reverse transcriptase (TERT), which stabilizes and repairs the repeated DNA 
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sequences at the telomere end of the chromosomes [147]. Notably, gain of chromo-
some 3q, containing the sequence for the telomerase RNA component (TERC), and 
gain of chromosome 5p, containing the TERT gene, are associated with CIN2 or 
worse, with a specificity of 97% [148]. Evaluating gains of chromosomes 3q and 5p 
with fluorescence in situ hybridization (FISH) and multiplex ligation-dependent 
probe amplification (MLPA) may be a useful marker for the identification of pro-
gressing lesions.

microRNAs might also be involved in the pathogenesis of cervical cancer [149]. 
Specifically, miR-9, miR-127, miR-145, miR-146a, miR-199a, miR-200a, and 
miR-424 have been found to be dysregulated in cervical carcinoma [150, 151]. In an 
analysis by Li et al. on women with CIN, it was shown that miR-218 levels were 
lower in patients with high-risk HPV than in those with low-risk or intermediate-
risk HPVs [152]. Wang et al. demonstrated a significantly decreased expression of 
miR-375 in 170 cervical cancer tissues, compared to samples of normal tissue, sug-
gesting that a downregulation of miR-375 is involved in the progression of cervical 
cancer [153]. Therefore, the evaluation of specific miRNAs could represent novel 
candidate markers for cancer screening and the prognostic evaluation of patients 
with cervical neoplasia.

DNA methylation is one of the epigenetic mechanisms influencing gene tran-
scription, the structure of chromatin, genomic stability, as well as the inactivation of 
imprinted genes and X chromosome [154]. The analysis of the DNA methylation 
pattern as a biomarker in clinical oncology seems to be a promising approach [155]. 
Recently it was found that methylation of viral and cellular DNA is a potential bio-
marker for improving the accuracy of cervical cancer screening [156]. There seems 
to be a direct relationship between the methylation status of the HPV L1 gene and 
diagnosis of CIN2. However, some studies reported a decreased methylation of 
CpG sites within the HPV regulatory region, while others showed an increased 
methylation in this viral region to be associated with CIN2. Two studies have 
described a whole-genome analysis of methylation patterns of HPV16, HPV31, 
HPV18, and HPV45 in a large cohort study [157, 158]. According to these studies, 
elevated DNA methylation on multiple CG sites in the L1, L2, E2, and E4 open 
reading frames (ORFs) is significantly associated with CIN2 or worse [157, 158]. 
The methylation status of several human genes was also shown to be a relevant 
event pointing out cervical carcinogenesis. For instance, the treatment of HPV-
positive cervical cancer cell lines with demethylating agents, coupled to expression 
microarrays, allowed the identification of genes encoding the secreted protein, 
acidic, cysteine-rich (SPARC) and the tissue factor pathway inhibitor 2 (TFPI2) 
protein as being highly methylated in invasive cervical cancer [159]. Another 
approach based on restriction landmark genomic scanning (RLGS) was used to 
identify genes encoding for nucleolar protein 4 (NOL4) and lipoma HMGIC fusion 
partner-like 4 (LHFPL4) as being methylated in cervical cancer [160]. Interestingly, 
aberrant methylation can be detected in cervical cancer smears up to 7 years prior to 
the diagnosis of cervical cancer, suggesting that gene methylation analysis may be 
a valuable strategy for the triage of women positive for high-risk HPVs [161]. 
Moreover, certain genes display specific methylation patterns for cervical 
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adenocarcinoma (in situ), and detecting these in cervical scrapings can therefore be 
a guide for appropriate therapy [162].

11.2.6	 �microRNAs in Breast Cancer

microRNAs (miRNAs, miRs) are a novel class of noncoding, single-stranded RNAs, 
which were first described in 1993 by Lee et al. in C. elegans [163]. When first 
detected it was believed that miRNAs are just “genomic trash.” However, miRNAs 
as small regulatory RNA molecules (with an approximate length of about 22 nucle-
otides) posttranscriptionally inhibit gene expression by degrading or blocking the 
translation of messenger RNA (mRNA) targets [164]. miRNAs suppress the transla-
tion of their target mRNAs by binding to their 3′-untranslated region, but also other 
mechanisms have been described [165–167]. miRNA loci are statistically overrep-
resented at fragile genomic regions commonly amplified or deleted in human can-
cers, which implies a connection of miRNAs with cancer initiation and progression 
[168, 169]. Most miRNAs are thought to be direct suppressor miRs or posttranscrip-
tional repressors of known oncogenes, but some may also act as promotors of 
tumorigenesis (onco-miRs) [170–172]. The relevance of miRNAs in breast cancer 
has been demonstrated by several groups so far [172–174]. Notably, some miRNAs 
were found to be upregulated in breast cancer, as compared to normal breast tissue, 
while others were downregulated, also concordant with the hypothesis that some 
miRNAs act as onco-miRs and others as tumor suppressor miRs [174]. Loss of 
several tumor suppressor miRNAs (miR-206, miR-17-5p, miR-125a, miR-125b, 
miR-200, let-7, miR-34, and miR-31) and overexpression of certain oncogenic 
miRNAs (miR-21, miR-155, miR-10b, miR-373, and miR-520c) have been 
observed in breast cancer [173]. Still, the gene network orchestrated by these miR-
NAs remains largely unknown, although some key targets have been identified, 
which might influence the tumor phenotype. In a study by Schrauder and colleagues, 
153 whole blood samples of early-stage breast cancer patients and healthy control 
individuals were analyzed [172]. The purpose was to outline some potential disease 
biomarker miRNAs for early-stage breast cancer. Using the Geniom® Realtime 
Analyzer microarray platform, 59 deregulated miRNAs were outlined in the whole 
blood samples, compared to healthy controls. Thirteen of these were significantly 
upregulated, and 46 were significantly downregulated. Among the most upregulated 
miRNAs in early-stage breast cancer were miR-4306, miR-202, miR-4257, miR-
1323, miR-335, miR-497, miR-106b, miR-922, and miR-516b [172]. Among the 
most downregulated miRNAs were miR-718, miR-625, miR-1471, miR-193a-3p, 
miR-182, miR-1915, miR-564, miR-107, miR-2355, and miR-3186-3p [172]. It is 
known that several miRNAs are not only aberrantly expressed in human breast can-
cer tissue but also that their expression levels correlate with clinical stage and clini-
copathological variables like hormone receptor status and tumor subtype and 
clinical variables like metastatic potential, progression-free survival, and overall 
survival [174–179]. Tissue-based miRNA expression profiling of the inflammatory 
breast cancer subtype outlined some miRNAs to be associated with the difference 
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between inflammatory and noninflammatory breast cancer. Among others, miR-335 
was found to be increasingly expressed in inflammatory breast cancer [180].

Cai et al. have performed an analysis where the function of miR-205 in breast 
cancer cell lines and its influence on docetaxel sensitivity was investigated [181]. 
Two breast cancer cell lines, MDA-MB-231 and MCF-7, were investigated with and 
without miR-205 overexpression. In MDA-MB-231 cells, as well as in MCF-7 
cells, miR-205 was shown to increase cell sensitivity to docetaxel, as detected with 
a cell proliferation assay [181]. The authors of this study also performed a colony 
formation assay to assess whether miR-205 could inhibit the clonogenic survival of 
the MDA-MB-231 cancer cells. Indeed, the cells treated with miR-205 combined 
with docetaxel showed a significantly decreased colony formation ability. Similar 
results were also observed for the breast cancer cell line MCF-7. Thus, miR-205 
suppresses breast cancer cell proliferation and has a synergistic effect with docetaxel 
treatment. The effect of miR-205 together with docetaxel was also investigated 
in vivo via a mouse xenograft model. MDA-MB-231 cells, and cells stably express-
ing miR-205, were subcutaneously injected into the flank region of athymic nude 
mice, and docetaxel was injected directly into the xenografts from day 9 once every 
3 days. It was found that miR-205 overexpression and docetaxel treatment inhibited 
tumor cell growth in vivo. MiR-205 overexpression and docetaxel treatment alone 
inhibited tumor growth, but an even greater inhibitory effect was observed when 
combining miR-205 with docetaxel [181].

11.2.7	 �microRNAs in Ovarian Cancer

It has been demonstrated that miRNAs are involved in various cellular functions in 
ovarian cancer, ranging from carcinogenesis, cell cycle, apoptosis, proliferation, 
invasion, and metastasis to the development of chemoresistance [182]. The deregula-
tion of cancer-related miRNAs is due to several factors, including chromosomal rear-
rangements, aberrations in genomic copy numbers, epigenetics, abnormal maturation 
pathways and the regulation of miRNAs by transcription factors, as well as miRNA–
miRNA interactions [183]. Various miRNAs have been reported to be differentially 
expressed among different histotypes in ovarian cancer [184]. The abnormally 
expressed miRNAs promote tumorigenesis by inactivating tumor suppressor genes 
and/or by activating oncogenes [61, 185]. The transforming growth factor-β (TGF-β) 
signaling pathway is one of the best characterized pathways which is known to play 
a role in ovarian carcinogenesis and particularly in epithelial–mesenchymal transi-
tion (EMT), modulated by miR-181a [182]. Also the PI3K/AKT pathway, the G-PCR 
signaling pathway, the Wnt/β-catenin pathway, and the ERK5 pathway are known to 
be involved in the formation of ovarian cancer, as these pathways are deregulated by 
miRNAs [186]. The miRNA precursor let-7 targets several oncogenes, such as 
c-Myc, ras, high-mobility group A (HMGA), Janus protein tyrosine kinase (JAK), 
signal transducer and activator of transcription 3 (STAT3), and NIRF. It has also been 
suggested that let-7a promotes tumorigenesis, proliferation, and invasion by regulat-
ing the cell cycle through the NIRF/p53/p21/CDK signaling pathway [187]. In the 
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pathogenesis of ovarian cancer, the transformation of epithelial cells to mesenchymal 
cells marks the inception of cancer development and invasion. This epithelial–mes-
enchymal transition (EMT) is characterized by cellular molecular reprogramming 
and phenotypic changes in cells. This reprogramming occurs when the level of 
E-cadherin protein is reduced [188]. The miR-200 family has been found to play an 
important role in this transition by targeting ZEB-1 and ZEB-2, the transcriptional 
repressors of E-cadherin genes [189]. miR-200a, miR-200b, miR-200c, miR-141, 
and miR-429 belong to the miR-200 family. A strong and positive correlation 
between the expression of E-cadherin and miR-200c has been reported in ovarian 
cancer tissues. Overexpression of miR-200a, miR-200b, and miR-200c and/or over-
expression of miR-141 downregulates ZEB1/ZEB2 levels, which leads to higher lev-
els of E-cadherin and epithelial phenotype [190]. However, another study reported 
that ZEB1/ZEB2 can also block E-cadherin expression by inhibition of the transcrip-
tion of miR-200 family members by binding to clusters of the miR-200 promoter 
[191]. Notably, the downregulation of the miR-200 family leads to increased expres-
sion of β-tubulin III, which results in chemoresistance in ovarian cancer patients on 
paclitaxel-based treatment [192]. A reduced expression of miR-200c is associated 
with recurrence in ovarian cancer. Moreover, miR-200 overexpression also signifi-
cantly inhibits ovarian cancer cell invasiveness and metastasis by downregulating 
matrix metallopeptidase 3 (MMP3) [193]. miR-34a/miR-34b/miR-34c induced by 
p53 is downregulated in ovarian cancer, as the p53 mutation promotes epithelial–
mesenchymal transition of cancer cells by increasing the expression of Snail1 pro-
tein. The miR-34 family of miRNAs suppresses Snail1 activity, binding to highly 
conserved 3′-untranslated region in Snail1 and its regulatory molecules. Thus, 
mutated p53 downregulates miR-34a/miR-34b/miR-34c to maintain the level of 
Snail1 protein [194, 195]. During the progression of ovarian cancer, oxidative stress 
occurs which also affects cancer proliferation and is mediated by miRNAs. MiR-141 
and miR-200a are known to modulate oxidative stress response by targeting p38α. 
Overexpression of these two miRNAs leads to p38α deficiency and increases tumor 
growth. However, overexpression of miR-141 and miR-200a also improves the 
response to chemotherapeutic agents, as demonstrated in mouse models. High-grade 
human ovarian adenocarcinomas with increased miR-200a expression show 
decreased p38α levels and associated oxidative stress [196]. There is also a correla-
tion between the miR200a-dependent stress signature and an improved survival of 
patients, with a better response to treatment [196].

MiR-214 constitutively activates the PTEN/AKT pathway, leading to chemo-
resistance in different types of tumors, including ovarian cancer [197]. An 
increased miR-214 expression is involved in resistance to cisplatin therapy by 
downregulation of PTEN protein and consecutive activation of the PI3K/AKT/
mTOR pathway, which enhances tumor cell survival [197]. MiR-21 also blocks 
apoptosis in cancer cells by targeting PTEN and programmed cell death 4 
(PDCD4), activating the AKT pathway [198]. Similarly, downregulation of miR-
100, a tumor suppressor miRNA, mediates increased sensitivity to everolimus in 
ovarian cancer cell lines and tissues, primarily via the repression of mTOR–AKT 
signaling [199, 200].
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Recently it was found that the aberrant expression pattern of miRNAs can be 
a powerful tool to diagnose ovarian cancer at its primary stage before meta-
static spread occurs. Hypomethylation of miRNA genes is an epigenetic mech-
anism, upregulating miR-21, miR-203, and miR-205  in ovarian cancer, as 
compared to the normal ovary [201]. MiR-30c, miR-30d, and miR-30e are fre-
quently upregulated, whereas miR-493 is usually downregulated in ovarian 
carcinomas compared to normal ovarian cell lines [202]. Expression levels of 
the four miRNAs, miR-30c, miR-30d, miR-30e-3p, and miR-370, were found 
to be significantly higher in ovarian carcinoma than in benign ovarian tissue, 
and miR-181d, miR-30a-3p, and miR-532-5p were significantly different 
between ovarian borderline tumors and ovarian carcinoma. Notably, miR-370, 
which is highly upregulated in early stages of ovarian cancer, can be used as a 
biomarker for the early detection of ovarian cancer. Moreover, downregulation 
of miR-30c, miR-30d, miR-30e-3p, and miR-532-5p is associated with Her2/
neu oncogene overexpression [203].

Recently a study showed the potential of miRNAs as stable blood-based nonin-
vasive biomarkers using serum miRNAs from epithelial ovarian cancer patients. 
Eight miRNAs were differentially expressed between cancer patients and normal 
controls, five (miR-21, miR-92, miR-93, miR-126, and miR-29a) were signifi-
cantly overexpressed, and three (miR-155, miR-127, and miR-99b) were signifi-
cantly downregulated in the serum of cancer patients as compared to their matching 
controls [204].

miRNAs may also serve as prognostic biomarkers in ovarian cancer. For exam-
ple, overexpression of miR-23a, miR-27a, miR-21, and miR24-2 is significantly 
associated with a poor prognosis in patients with progressive disease during first-
line chemotherapy. Overexpression of miR-378 is associated with increased chemo-
sensitivity, whereas its under-expression is associated with chemoresistance among 
patients treated with a platinum-based chemotherapy [205, 206]. Downregulation of 
miR-22 in epithelial ovarian cancer is linked to overall survival and progression-
free survival, serving as an efficient prognostic factor [207]. Three miRNAs (miR-
484, miR-642, and miR-217) have been reported to predict chemoresistance in 
serous epithelial ovarian carcinomas. The response to chemotherapy in association 
with these three miRNAs was shown in a large multicenter cohort, and miR-484 
was also found to be involved in the control of tumor angiogenesis, probably serv-
ing as a future therapeutic target as an anti-angiogenetic agent in serous epithelial 
ovarian cancer [208].

�Conclusion
With this chapter, we have tried to give a brief insight into gynecologic carcino-
genesis on the molecular level, summing up the most recent and most relevant 
studies on this topic.

Evidently there are many pathways, molecules, and even microRNAs provid-
ing potential therapeutic targets in the future for the treatment of gynecologic 
cancer.
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Abstract

Although tumor genotyping is still the most currently used method for categoriz-
ing tumors for clinical decisions, tumor tissues provide only a snapshot or are 
often difficult to obtain. To overcome these issues, methods are needed for a 
rapid, cost-effective, and noninvasive identification of biomarkers at various time 
points during the course of disease. The analysis of circulating tumor cells 
(CTCs), cell-free circulating tumor DNA (ctDNA), circulating RNAs, and exo-
somes, frequently referred to as liquid biopsy, has recently gained enormous 
momentum. Due to technological advances, novel circulating tumor biomarkers 
were shown to have a great potential to improve patient treatment in terms of 
estimation of prognosis, monitoring treatment response, early detection of resis-
tance mechanisms, identification of actionable targets, and detection of minimal 
residual disease. However, despite all efforts, liquid biopsies are not yet routinely 
used mainly due to technological hurdles, lack of analytical and pre-analytical 
standards and conclusive evidence that patients indeed benefit from such analy-
ses. In this chapter, the different entities with respect to state-of-the-art technolo-
gies, potential clinical applications, and their limitations are discussed.

12.1	 �Introduction

Liquid biopsies are noninvasive blood tests that detect and analyze circulating bio-
markers, such as circulating tumor cells (CTCs), cell-free circulating tumor DNA 
(ctDNA), circulating RNAs, and exosomes, released from primary tumors and their 
metastatic deposits. In general, liquid biopsies are highly beneficial compared to 
tissue biopsy since repeated sampling during the entire disease course is easily 
achievable. Here we discuss the current impact and future directions of liquid biop-
sies, including the biology of the different entities, pros and cons, current state-of-
the-art technologies, and their potential clinical applications.

12.2	 �Circulating Tumor Cell

12.2.1	 �Biology of Circulating Tumor Cells (CTCs)

The hematogenous dissemination of tumor cells, either as single cell or as tumor cell 
cluster, is an important step in metastasis formation. Cancer cells can leave their 
primary site already at early stage of disease [1]. As a first step, tumor cells intrava-
sate into the vascular system followed by physical arrest at capillary walls of a distant 
organ and eventually extravasate from the vascular system into the parenchyma of 
target organs [2]. These steps of metastasis formation are shown to be very ineffi-
cient, as the number of CTCs greatly exceed the number of formed metastases [3]. 
Generally, the passage in blood is a very stressful event for CTCs which most of them 
do not survive [2]. Experimental data in mice have shown that CTCs which travel in 
clusters are more protected and more proliferative at the target site, eventually bring-
ing their own tumor stroma [4]. Additionally, platelets which are coating the cell 
surface of CTCs have been shown to promote CTC survival [5]. To progress from a 
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CTC to a full-blown metastasis, several other factors are necessary. Those factors 
include the stemness-like features of CTCs [6], suppression of immune defense [7], 
and a supportive niche by the adjacent stroma to sustain tumor survival and growth 
[8]. In the metastatic cascade, a biological process called “epithelial to mesenchymal 
transition” (EMT) has been described as an important factor [9]. The EMT is linked 
to an upregulation of genes, such as vimentin, N-cadherin, Twist, Snail, and others, 
which are associated with mesenchymal cells [10]. Vice versa, epithelial markers, 
such as cytokeratins, are downregulated [10]. Cells which undergo EMT show a 
stemness-like behavior, being more aggressive in forming a successful metastatic 
lesion [11]. To address the different subtypes of CTCs, such as mesenchymal- or 
epithelial-like phenotypes, a broad array of technologies is in place. In the following 
section, we focus on a few promising technologies, which are described below.

12.2.2	 �Methodological Aspects for the Isolation and Analysis 
of CTCs

CTCs are a group of extremely rare cells, with 1–10 cells in 1 mL of peripheral 
blood which contains few millions of leukocytes and billions of erythrocytes [12]. 
Therefore, technologies for CTC enrichment are required to be highly sensitive and 
specific, which remains technically challenging. Up to now, more than 50 different 
platforms have been described, which are reviewed by Alix-Panabiers et al. [13]. In 
general, two different approaches are used for the detection and isolation of CTCs. 
The first approach is making use of biological properties of CTCs, such as expressed 
epithelial-derived antigens on the cell surface. The second approach is exploiting 
the physical properties that distinguish CTCs from most peripheral blood cells, 
including cell density, cell size, electrical charges on the surface of the cell mem-
brane, and deformability of cells. However, since an efficient isolation of CTCs in a 
viable and intact state is preferable, isolation methods based on physical properties 
provide a compelling advantage over those relying on fixation and extra- or intracel-
lular staining. A representative overview of currently available methods is shown in 
Table 1 and discussed in the next paragraph:

	1.	 Exploiting biological properties
Since CTCs express tumor-associated antigens on their surfaces—that are 

usually not found on blood cells—these biological features can be targeted by 
antibodies. Typically, a CTC is defined as a cell with an intact nucleus, being 
positive for the expression of epithelial cell adhesion molecule (EpCAM) and 
other epithelial markers, such as cytokeratin (CK), and negative for CD45 [27]. 
Therefore, EpCAM is a widely used epithelial marker for positive selection of 
CTCs. In order to obtain a higher specificity, many platforms use combined anti-
body staining of epithelial markers and the leukocyte-specific surface marker 
CD45. To date, the gold standard for CTC detection, the Veridex CellSearch 
system, which was first introduced in 2004, is the only Food and Drug 
Administration (FDA)-cleared CTC detection device for the enumeration of 
CTC in 7.5 mL of blood. Using the CellSearch system, numerous studies indi-
cated the prognostic value of CTCs in metastatic breast, colon, prostate, and lung 
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cancer [28–31]. Another promising technology branch is represented by micro-
fluidic chips which allow isolation of CTCs with high viability. One of the first 
microfluidic chips for CTC isolation was the CTC-chip, based on EpCAM 
expression [16]. Several generations of new microfluidic chips followed [17, 32, 

Table 1  Representative overview of currently available methods

Enrichment 
device/method Technique

Features and 
advantages Limitations Reference

Based on biological features

CellSearch Magnetic-activated 
cell sorting

FDA approved Low 
flexibility for 
research 
applications

Allard et al. 
[14]

AdnaTest, 
AdnaGen

Immunomagnetic 
based

CTC detection and 
further transcript 
analysis

Only 
EpCAM-
positive CTC 
is being 
detected

Antonarakis 
et al. [15]

CTC-chip Microfluidics Gentle CTC 
enrichment → high 
viability

Slow, only 
low volume 
of blood can 
be processed

Nagrath et al. 
[16], Stott 
et al. [17], 
Yoon et al. 
[18], Yu et al. 
[19]

HB-chip

CTC-iChip

Graphene 
oxide-Chip

CellCollector In vivo EpCAM-
based capture

In vivo 
detection → large 
volume of blood

Imaging of 
CTCs on the 
CellCollector 
is challenging

Saucedo-Zeni 
et al. [20]

EPISPOT Assay to detect 
secreted proteins

Viable CTCs can be 
detected

Indirect 
detection, as 
only the 
secreted 
proteins 
remain

Alix-
Panabieres 
[21]

Based on physical features (size, density)

Ficoll, 
Oncoquick™

Density gradient 
centrifugation

Density based Nonspecific 
cell loss

Gertler et al. 
[22], He et al. 
[23]

RosetteSep™ Negative 
enrichment

Simple and can 
capture viable CTCs

Nonspecific 
cell loss

He et al. [23]

ScreenCell Filtration-based 
size exclusion

Simple, no additional 
equipment needed

Size bias, 
small CTCs 
may be lost

El-Heliebi 
et al. [24]

ISET Filtration-based 
size exclusion

Simple and fast Size bias, 
small CTCs 
may be lost. 
Additional 
equipment 
needed

Hou et al. 
[25], Vona 
et al. [26]

A. El-Heliebi et al.



237

33]. Using the CTC-iChip, Yu et al. succeeded in culturing CTCs isolated from 
blood samples of patients with metastatic estrogen receptor (ER)-positive breast 
cancer [19]. Furthermore, making use of established CTC lines, tumorigenic 
tests were performed in mice, which provided encouraging strategies for func-
tional characterization of CTCs in addition to a simple enumeration and one-
time genetic analyses [19]. Another promising EpCAM-based enrichment 
system is the AdnaGen system. The AdnaGen system is an optimized combina-
tion of antibodies for cell selection and subsequent RT-qPCR for tumor-associ-
ated expression patterns. In the first step, CTCs are enriched by magnetic beads 
coupled to EpCAM antibodies. In the following steps, the cells are lysed, the 
RNA is reversely transcribed, and specific targets are analyzed using quantitative 
PCR. For example, in prostate cancer, it was shown that the AdnaGen test could 
reliably detect the androgen receptor splice variant 7 (AR-V7) in CTCs, which is 
associated with resistance to antihormonal therapy [15]. Although this technol-
ogy offers specific molecular characterization of CTCs, it does not support the 
quantification of the original CTC numbers.

Due to the low abundance of CTCs in the circulation, one of the major limita-
tions for their detection is the low volume that can be obtained from one blood 
draw. Therefore, the most effective way to increase the CTC detection rate would 
be to increase the sample volume within the clinically allowable range without 
burdening the patient. In a study of Lalmahomed et al., it was shown that the 
analysis of 30 mL instead of 7.5 mL of blood resulted in 20% more patients hav-
ing detectable CTCs [34]. Another possibility of further increasing the analyz-
able blood volume is an in vivo enrichment of CTCs. The CellCollector is an 
in vivo device, based on a medical wire which is coated with anti-EpCAM anti-
bodies enabling the harvest of CTCs expressing EpCAM on their cell surface. 
The CellCollector is applied by inserting the wire into a cubital vein for 30 min. 
Within 30 min, it is estimated that 1.5–3 L of blood pass the CellCollector, cap-
turing CTCs as they pass by [20, 35]. Recent data show higher detection rates of 
CTCs compared to other technologies [36].

An indirect approach to isolate CTCs is based on a negative enrichment strat-
egy. Negative enrichment involves a red blood cell lysis, followed by depletion 
of CD45+ leukocytes using a magnetic bead separation method [37]. This allows 
an efficient enrichment of the CTC fraction to a maximum of 1% purity (e.g., 1 
CTC to 99 leukocytes) [37]. A similar approach is the RosetteSep system, which 
combines Ficoll density gradient to remove cells from whole blood with a sub-
sequent depletion of unwanted blood cells [23].

Another method for the detection of viable CTCs is the EPISPOT technology 
that detects proteins secreted/released/shed from single epithelial cancer cells. 
After leukocyte depletion, the enriched samples are put into plates that are coated 
with specific antibodies, directed against specific proteins expressed on the CTC 
surface. EPISPOT is targeting secreted proteins of CTCs rather than the CTCs 
themselves [38]. By this technique, viable CTCs can be indirectly counted as 
they leave a “footprint” of their secreted proteins on a membrane, which can be 
visualized.
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	2.	 Exploiting the physical properties
There exist several technologies which exploit the physical properties of 

CTCs for their isolation. Filtration-based size exclusion technologies have been 
developed, such as ISET (isolation by size of epithelial tumor cells) or ScreenCell, 
which allow for antigen-independent isolation of CTCs from blood based on 
their larger size in comparison to hematological cells [24, 25]. CTCs can be iso-
lated from diluted blood using a polycarbonate membrane with 8 μm-sized pores. 
Blood cells can pass the membrane, while CTCs are captured on the filter and 
can then be analyzed by light microscopy and immunocytochemistry [24]. 
Although a promising technology, size filtration-based methods have their limi-
tation in the lack of specificity for CTCs as many non-CTCs are isolated by the 
filtration devices and may lead to false positivity. Downstream analysis of DNA 
or RNA can be performed, but needs labor-intensive technologies, such as laser 
capture microdissection [24, 39–41]. A novel microfluidic platform, called 
Parsortix, utilizes the size and deformability of cells to enrich CTCs from blood 
[42, 43]. The technology is based on a chip with physical “steps” in which tumor 
cells move upward. The CTCs get arrested at the top steps as they get stuck 
between the most upper step and the top lid of the microfluidic chip [43]. Blood 
cells which are smaller and more deformable will pass through [43]. Cells can 
then be forwarded to mRNA and DNA downstream analysis [43], and thereby 
Parsortix represents an attractive EpCAM-independent solution.

12.2.3	 �Clinical Use of CTCs

Established routine procedures to investigate a tumor site include imaging technolo-
gies and biopsies. As biopsies are an invasive procedure, and usually not conducted 
in a metastatic setting, liquid biopsies, such as CTCs, can represent a promising 
alternative. Potential clinical applications of CTCs include the monitoring of cancer 
progression, the prediction of relapses or drug resistances, and the evaluation of 
treatment efficiency [44–47].

The most widely used CTC technology currently in clinical testing is still the 
CellSearch platform since it is the only technology to have received FDA approval 
for the enumeration of CTC in whole blood in specific cohorts of cancer patients. A 
landmark study for the clinical application of CTCs that actually led to FDA clear-
ance was published by the group of Cristofanilli in 2004 [48]. The authors showed 
for the first time that CTC counts in metastatic breast cancer before treatment were 
an independent predictor of progression-free survival (PFS) and overall survival 
(OS) [48]. Investigation with several other tumor entities followed these tracks. In 
castration-resistant prostate cancer (CRPC), CTC enumeration is the most accurate 
and independent predictor of OS [29]. Furthermore, in metastatic colorectal cancer, 
the number of CTCs before and during treatment was reported as an independent 
predictor of PFS and OS in patients [28]. Similar results were obtained from meta-
static non-small cell lung cancer (NSCLC), where the CTC numbers were shown to 
be the strongest predictor of OS [30].
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Besides the prognostic utility of CTCs, an important question is whether CTCs 
can also be used as a predictive marker, i.e., to what extent CTCs can lead to a 
treatment decision which in the end improves health outcomes. In the SWOG 
S0500 clinical trial, a total of 595 patients with metastatic breast cancer were 
recruited and stratified based on repeated CTC counts during the treatment [49]. 
Patients with consistently high levels of CTCs before, during, and after the first 
cycle of chemotherapy were switched to a different treatment, while patients with 
decreasing CTC counts remained on the initial treatment [49]. However, the SWOG 
S0500 trial failed to show an improved outcome, based on CTC numbers and their 
resulting change of therapy [49]. Nevertheless, it is not clear yet whether the CTC 
counts failed as a predictive marker or if the available drugs for metastatic breast 
cancer failed to improve patient outcome. On the other hand, a recent study showed 
promising results in metastatic castration-resistant prostate cancer if CTCs were 
analyzed for androgen receptor splice variants [15]. Detection of the splice variant 
7 (AR-V7) of the androgen receptor in CTCs was associated with a resistance to 
antihormonal therapy with enzalutamide or abiraterone [15]. Moreover, the authors 
stated that AR-V7 status may serve as a treatment selection marker in metastatic 
castration-resistant prostate cancer [50]. This study shows that for a clinical utility 
of CTCs, downstream analysis may pose an important factor.

12.2.4	 �Limitations and Challenges of CTCs

The greatest limitation to translate CTC research into a clinical application is the 
scarcity of CTCs in blood. Especially in patients with early cancer disease, the low 
number of patients with detectable CTCs remains an obstacle. Furthermore, most 
platforms for CTC isolation need qualified personal and usually come along with 
high costs. In addition, the molecular analysis of single cells is a challenging and 
expensive endeavor. These are major contributing factors for its infrequent use in 
the clinical routine workflow. Nevertheless, from a research point of view, technolo-
gies, such as next-generation sequencing, have evolved dramatically in the past 
years, which will potentially lead to a better and affordable molecular analysis of 
CTCs which finally could lead to improvements of therapeutic strategies.

12.2.5	 �Summary

Better insight into the biology of CTCs may help to understand the metastatic 
cascade. The aforementioned methods show a wide range of different properties 
of CTCs, such as physical or biological ones. Each technology has its advan-
tages and disadvantages, and maybe each tumor entity will need a specific CTC 
technology. The clinical application of CTCs was first proven in 2004, and 10 
years later, analysis of androgen receptor splice variants in prostate cancer 
CTCs was shown to be of relevance for a treatment selection. Improvements of 
CTC isolation and novel molecular analysis tools led to novel diagnostic 
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applications for patient stratification. Especially functional assays of CTCs, 
such as CTC culture or CTC-derived xenografts, will stimulate CTC research 
for the coming years.

12.3	 �Circulating Tumor DNA (ctDNA)

12.3.1	 �Biology of Cell-Free DNA

The presence of cell-free DNA (cfDNA) in blood of healthy individuals was already 
described by Mandel and Metais in 1948 [51]. Despite their pioneering work, it took 
several decades until its clinical utility as a potential biomarker was recognized. 
Only in the 1970s, the occurrence of higher concentrations of cfDNA in patients 
with benign conditions, such as systemic lupus erythematosus (SLE) or rheumatoid 
arthritis, compared to healthy individuals was observed [52, 53]. Leon et al. reported 
elevated levels of cfDNA in the circulation of cancer patients, and in some patients, 
even a decrease of cfDNA after successful anticancer therapy could be observed 
[52]. Another 10  years later, Stroun et  al. demonstrated the presence of tumor-
specific aberrations in the circulation and therefore provided evidence that certain 
circulating DNA fragments originate from tumor tissues [54]. These findings were 
then confirmed by several other groups [55–58]. In the following years, other tumor-
specific aberrations, including mutations in tumor suppressors and oncogenes [59], 
LOH [56], MSI [60], and DNA methylation [61], were identified and provided con-
crete evidence that cfDNA is released into the circulation by tumors, which is 
referred to as circulating tumor DNA (ctDNA).

There are now numerous studies about ctDNA available, but little is known 
about the origin, mechanisms and kinetics of release or clearance of cfDNA and 
ctDNA. Although it is thought that necrosis and active secretion contribute to 
cfDNA, the driving force for the release may be apoptosis. Cell-free DNA is 
highly fragmented, and assessment of the size distribution of cfDNA reveals an 
enrichment of fragments in the size of nucleoprotein complexes or multiples of 
them [62, 63]. More specifically, peaks corresponding to nucleosomes (147 bp) 
and chromatosomes (nucleosome + linker histone 167 bp) have been noted. This 
was also confirmed in mice experiments where the predominant fragments in 
plasma from xenografted animals were mononucleosome derived, indicating that 
apoptosis is the major source of cfDNA [64]. The authors demonstrated that 
ctDNA features vary during colorectal cancer (CRC) tumor development in nude 
mice that were xenografted with the human colorectal carcinoma cell lines HT29 
or SW620 [64]. In a study of Heitzer et al., total plasma DNA concentrations and 
tumor-specific KRAS mutations in CRC patients were analyzed, and these data 
showed that a higher amount of tumor-specific fragments and a higher number of 
CTCs were linked to biphasic size distributions of plasma DNA fragments. 
However, despite advanced tumor stage, not all patients had detectable levels of 
ctDNA in their circulation [62].
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It is now clear that cfDNA constitutes of a mixture of DNA released from cells 
from different tissues of the body. Studies of pregnant women have shown that the 
placenta is the origin of the cell-free fetal DNA detectable in the maternal circula-
tion [65, 66]. Moreover, the investigation of circulating DNA pools after organ and 
bone marrow transplantations shed light on the different origins of cfDNA [67, 68]. 
These studies suggested that in healthy individuals, cfDNA is primarily derived 
from apoptosis of normal cells of the hematopoietic lineage, and material from 
other solid tissues contributes only to a small part of cfDNA [67, 68]. These data 
were confirmed by the Lo group, which used organ-specific DNA methylation sig-
natures established by whole-genome bisulfite sequencing in order to trace back the 
origin of cfDNA fragments in pregnant women, patients with hepatocellular carci-
noma, and subjects following bone marrow and liver transplantation [69]. Consistent 
with previous reports, the most abundant signature could be attributed to hemato-
poietic cells. The placental contributions in plasma of pregnant women range from 
12.1 to 41.0% [69]. The graft-derived contributions to the plasma in the transplant 
recipients correlated with those determined using donor-specific genetic markers 
[69]. In cancer patients, a large part of the circulating DNA fragments could be 
associated with the primary tumor tissue [69].

In a recent study conducted by Snyder et al., it was shown that cfDNA is the 
detritus of cell death and that nucleosome phasing is reflected in the fragmentation 
pattern of cfDNA [70]. Since the boundaries of cfDNA fragments are biased by 
their association with nucleosomes, the fragmentation patterns of cfDNA might 
contain evidence of the epigenetic landscape of their tissue(s) of origin [70]. This 
might be a useful approach for the identification of cfDNA-releasing cells indepen-
dent of genotypic differences between contributing cell types.

The fact that cfDNA is also released from normal cells is one of the major limita-
tions of cfDNA as a diagnostic marker in cancer patients. The amount of ctDNA is 
highly variable and can range from less than 1% to more than 90% of total cfDNA 
[62, 71–73]. Despite continuous improvements in precision and accuracy of 
sequencing technologies, the fraction of ctDNA can be below the detection limit of 
these methods, especially in early-stage cancer, where in most cases insufficient 
levels of ctDNA for comprehensive analyses are present.

Although more and more studies deal with cfDNA origins, the clearance mecha-
nisms of cfDNA are still poorly understood. The short half-life of cfDNA in the 
circulation suggests a model of ongoing release from apoptotic cells and rapid deg-
radation or filtration [74]. A more recent study of Dennis Lo’s group revealed a 
biphasic clearance with half-lives of about 1 h for the rapid phase and a second 
phase of 13 h [75]. It is of note that these data come from studies in pregnant women, 
and it is not clear yet whether these findings can be transferred to cancer patients. In 
contrast to fetal DNA, the massive accumulation of ctDNA in some patients might 
be a consequence of massive cell death due to a fast turnover of cancer cells, an 
inefficient degradation, or a combination of both. Moreover, it is not known how 
other factors, such as circadian rhythms, inflammation, or particular therapies, influ-
ence release and clearance mechanisms.

12  Potential and Challenges of Liquid Biopsies



242

12.3.2	 �Methodological Aspects for the Analysis of ctDNA

Due to its high fragmentation and the low abundance in the circulation, the analysis 
of plasma DNA is challenging. However, recent advances in molecular technologies 
now offer the necessary sensitivity and specificity to detect small amounts of ctDNA 
in circulation. Although significantly higher cfDNA concentrations are present in 
serum than in plasma, plasma turned out to be the better source for ctDNA analyses 
[76]. In serum, cfDNA is “contaminated” by high molecular weight genomic DNA 
due to the clotting of white blood cells in the collection tube, leading to their lysis 
[77]. To minimize cellular degradation, even plasma should be immediately pro-
cessed after blood collection in standard EDTA tubes. By the addition of cell-
preserving reagents, which prevent white blood cell degradation, and inhibit 
nuclease-mediated DNA degradation, tubes can be stored for up to 14 days at ambi-
ent temperature [78]. A variety of methods have been used for the quantification of 
cfDNA [79, 80]. Although most studies dealing with extraction and quantification 
methods come from fetal cfDNA, the same issues apply for cfDNA from tumor 
patients. These are several technical confounders, including storage conditions or 
processing delay before plasma separation [77, 81], DNA extraction method [82], 
amplicon size, and target gene choice [83] that can influence the quantitation of 
cfDNA and, therefore, complicate data analysis, comparability, and reproducibility 
of the tests. The lack of generally accepted units of measure for cfDNA quantifica-
tion further aggravates the situation. However, in recent years, efforts were made in 
order to establish benchmarks for standardization of the extraction and quantifica-
tion of cfDNA.

Turning to the analysis of ctDNA, there are two different approaches used for the 
analysis, i.e., targeted and untargeted methods. Targeted methods are limited to the 
analysis of single or few known mutation or hotspots with clinical implications for 
therapy decisions, e.g., mutations in KRAS or EGFR. Since the first targeted muta-
tion analyses in plasma or serum in the 1990s, technological progress has brought a 
number of highly sensitive methods, such as ARMS [84], digital PCR [85, 86], or 
BEAMing [87], which allow for the identification of mutant alleles at very low fre-
quencies. A particularly sensitive and specific approach is the so-called personal-
ized analysis of rearranged ends (PARE) [72]. This method involves the identification 
of tumor-specific translocations from the primary tumor that are monitored in 
plasma by the use of dPCR.  This method can be used to detect tumor-specific 
changes at very low levels, i.e., in early stages, or to identify minimal residual dis-
ease; however, the availability of tumor tissue is required [88]. In a study by Heitzer 
et al., they were able to identify structural rearrangements directly from plasma after 
targeted enrichment of chromosomal regions that are frequently involved in translo-
cations [89].

Although these methods achieve a high resolution, most of them interrogate only 
few loci. Novel occurring mutations or mutations in genes that lack mutational 
hotspots, such as tumor suppressors, are missing. One possibility of including driver 
genes without hotspots is targeted resequencing of selected genes that are known to 
be associated with tumorigenesis and progression. To this end there is striving for 
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the establishment of targeted enrichment of larger number of genes or chromosomal 
regions. CAPP-Seq, an ultrasensitive method for quantifying ctDNA, was intro-
duced by Newman et al. [90]. This method combines optimized library preparation 
methods for low-input DNA with a multiphase bioinformatics approach to design a 
“selector” consisting of biotinylated oligonucleotides that target recurrently mutated 
regions in the cancer of interest [90]. The researchers have shown to detect ctDNA 
in 100% of patients with stage II–IV nonsmall cell lung cancer and in 50% of 
patients with stage I and with 96% specificity for mutant allele fractions down to 
approximately 0.02%. Another approach was developed by Forshew et al., the so-
called tagged-amplicon deep sequencing (TAm-Seq) [91], including 5995 genomic 
bases for low-frequency mutations. Using this approach, they identified cancer-
specific mutations present at allele frequencies as low as 2%, with a sensitivity and 
specificity of >97%.

In contrast, genome-wide, untargeted approaches offer several advantages com-
pared to targeted methods, including the fact that no a priori knowledge about the 
genetic makeup of the tumor is necessary and that they are not limited to recurrent 
changes [44, 89, 92]. Such comprehensively designed studies are of particular inter-
est in late-stage cancer since tumors evolve rapidly due to progression and the selec-
tive pressure of therapies. The establishment of genome-wide copy number profiles 
from plasma DNA can now be performed very quickly and cost-effective [89]. 
Several studies have shown that the evolution and the plasticity of tumors can be 
effectively tracked using such genome-wide approaches [62, 89, 92–94]. However, 
these analyses are still lacking sensitivity and require a certain amount of tumor-
specific DNA (about 5–10%), which does not apply to many samples from patients 
in earlier stages. Recent studies demonstrated that even in highly metastasized 
patients, there are clinical situations where ctDNA is present below optimal levels 
for the detection of mutations [62, 71, 95]. An untargeted pre-screening methods 
called mFAST-SeqS can identify samples with sufficient ctDNA levels that are suit-
able for subsequent analyses with genome-wide methods [96].

12.3.3	 �Clinical Use of ctDNA

The first effort to use cfDNA as a biomarker focused on the simple quantification of 
DNA. Several studies reported significant differences in the amount of cfDNA iso-
lated from healthy individuals, patients with benign disease, and cancer patients 
[57, 97]. In lung cancer patients, higher levels of cfDNA have been observed com-
pared to disease-free heavy smokers, suggesting a new, noninvasive approach for 
early detection of lung cancer [57]. Kim et al. recently reported that changes in the 
levels of cfDNA can act as reliable biomarkers to detect cancer early, predict tumor 
burden, and estimate curative resection and even prognosis in gastric cancer [98]. In 
contrast, other studies demonstrated no association between cfDNA concentrations 
and clinical, biological, or histological characteristics [56, 99, 100]. Soon it became 
clear that the amount of cfDNA alone is not a suitable marker for cancer patients 
due to the highly variable amounts of circulating DNA fragments that partially 
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overlap with those of healthy individuals [56, 71, 97, 100]. However, the use of 
tumor-specific alterations in the circulation has already been applied in different 
scenarios of the therapy management of cancer patients.

12.3.3.1	 �Monitoring Tumor Burden and Minimal Residual Disease
Studies of the University of Cambridge and the Johns Hopkins University showed 
that the analysis of ctDNA is a better marker for the detection of recurrence of 
breast and colorectal cancer than conventional protein tumor markers [71, 101]. 
Dawson et  al. used a personalized assay for a minimally invasive monitoring of 
treatment response in breast cancer patients. Changes in ctDNA levels showed a 
greater dynamic range and greater correlation with changes in tumor burden than 
CA 15-3 or CTCs. Another group from Lund University made use of a combined 
approach, including whole-genome sequencing of the primary tumor for the identi-
fication of rearrangements and digital PCR for monitoring purposes [88]. They ret-
rospectively analyzed a set of breast cancer patients with localized tumors. Patients 
with detectable amounts of ctDNA after curative surgery developed metastases 
within a median time frame of 11 months, whereas those patients with no detectable 
ctDNA showed long-term progression-free survival [88]. A similar study was 
already reported in 2008 by Bert Vogelstein’s group. The authors showed a signifi-
cant association of decreasing levels of ctDNA with progression-free survival 
(PFS). On the other hand, in patients in whom tumor-specific mutations could be 
detected after surgery, the tumors recurred [87].

12.3.3.2	 �Detection of Resistance Mechanisms
Another paradigm for the clinical use of ctDNA is the early detection of resistance 
mechanisms, which can only be ensured by a tight monitoring. One of the first clini-
cally used applications is the minimally invasive monitoring of patients with non-
small cell lung cancers (NSCLC) that are treated with specific tyrosine kinase 
inhibitors (TKI). Approximately 10–15% of NSCLC harbor activating mutations in 
the EGFR gene, which codes for the epidermal growth factor receptor (EGFR), a 
protein involved in cell proliferation and division. Patients with an activated EGF 
pathway benefit from an intracellular blockade of the receptor. However, 50% of 
patients that initially respond well to the treatment develop resistance within several 
months. The underlying mechanism is in most cases a secondary mutation in EGFR 
that hinders the TKI from binding its target. A close monitoring of known resistance 
mechanisms can guide treatment decision and lead to an early adaption of further 
lines of therapies before the progression becomes clinically obvious. Sorensen et al. 
were able to monitor decreasing levels of the activating EGFR mutations and occur-
rence of the resistance-conferring mutation at the same time. The resistance muta-
tion was detected up to 344 days before a clinically evident progression [102]. Other 
studies using different analysis methods achieved similar results [103–105].

Achievements in minimally invasive tumor monitoring could also be shown in 
patients with colorectal tumors. Similar to lung carcinoma, the EGF receptor is an 
important therapeutic target in the treatment of metastatic colorectal cancer. 
However, patients harboring activating mutations in the KRAS gene in their tumors 
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do not benefit from EGFR antibodies, such as cetuximab and panitumumab. Since 
KRAS is a downstream component of the EGFR signaling network, activating 
mutations lead to intrinsic activation of the signal transduction pathway. KRAS 
mutations are thus a negative predictor of response to EGFR-directed therapy. 
Although the majority of KRAS wild-type patients benefit from the EGFR block-
ade, resistance occurs within 3–6 months in almost all patients. Known resistance 
mechanisms include—in addition to KRAS mutations as the predominant mecha-
nism of resistance—mutations of BRAF and activation of alternate signaling path-
ways or increased EGFR numbers [106]. All these mechanisms have already been 
identified in ctDNA.  In 2012, Diaz and colleagues determined whether mutant 
KRAS DNA could be detected in the circulation of 28 CRC patients receiving the 
anti-EGFR antibody panitumumab [107]. They showed that the appearance of these 
mutations was very consistent, generally occurring between 5 and 6 months follow-
ing treatment. In three out of nine cases, mutant KRAS could be identified before 
radiographic evidence of disease progression. The mean time interval from detect-
able ctDNA to radiographic evidence of progression was 21 weeks [107]. Other 
studies showed that a comprehensive genome-wide analysis based on copy number 
status of ctDNA can further contribute to early detection of resistance mechanisms. 
The development of resistance to anti-EGFR therapies was associated with acquired 
gains of KRAS which occurred either as novel focal amplifications or as high-level 
polysomy of chromosome 12p. Again, in some cases, the resistant clones were 
detectable in the circulation months before progression was clinically obvious [106, 
108]. In addition, focal amplifications of other genes recently shown to be involved 
in acquired resistance to anti-EGFR therapies, such as MET and ERBB2 [106–109], 
were minimally and invasively identified in the plasma DNA [106].

Similar approaches are used for prostate cancer patients. A variety of novel 
agents targeting the androgen receptor (AR) have altered the treatment paradigm of 
metastatic prostate cancer. Nevertheless, all patients develop inevitable therapeutic 
resistance. Resistance-conferring aberrations, such as mutations or gene amplifica-
tion of the AR gene, can be monitored in plasma and may help to quickly adapt 
treatment based on the molecular nature of the tumor [108, 109]. These data high-
light the benefit of moving beyond specific mutations and toward the full spectrum 
of genomic alterations, i.e., aneuploidy, amplifications, deletions, and transloca-
tions, since these aberrations represent some of the most clinically useful genomic 
targets in cancer (e.g., ERBB2, AR, KRAS amplifications) [110].

The relevance of ctDNA was proven not only by the monitoring of targeted ther-
apies but also in patients under chemotherapy. Sequencing of 15 clinically relevant 
genes demonstrated the benefits of ctDNA as a marker for treatment response to 
cytotoxic chemotherapy [111]. In more than 98% of patients, candidate mutations 
were detected in the tumor, which were then screened with the high resolution using 
the Safe-SeqS method in plasma [112]. Patients under chemotherapy, who had a 
significant reduction in the ctDNA levels, had a significantly better response and a 
better progression-free survival [111]. Using exome sequencing, the group led by 
Nitzan Rosenfeld was able to identify resistance mechanisms in more than 80% of 
patients [113]. By the application of genome-wide methods, i.e., low-coverage 
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genome sequencing for the detection of somatic copy number alterations (SCNA), 
even clonal shifts and the occurrence of focal alteration that contain driver genes 
can be detected at the chromosome level [89, 95].

12.3.4	 �Limitations and Challenges of ctDNA

Although the analysis of ctDNA has a great potential for improving therapy man-
agement in a cancer patient, there are several issues that have prevented the wide-
spread implementation of ctDNA in clinical routine. The lack of pre-analytical and 
analytical standards is still a big issue, especially if it comes to comparability and 
reproducibility of results and the integration of ctDNA analysis in large clinical tri-
als. In this respect, more and more efforts are being made to establish standard 
operation procedures by international consortiums, e.g., the IMI CANCER-ID proj-
ect, which includes a number of experts in the field of ctDNA and CTCs (http://
www.cancer-id.eu/). It is of utmost interest to find a consensus in which methods 
will find practical application and how to report results. Furthermore, it is still not 
clear yet whether the focus should be on specific targets that can be analyzed with 
high resolution or broader approaches should be used. In this respect, of course, also 
costs and time play a major role, as well as the question of who will bear the costs 
for such investigations.

Moreover, the actual clinical long-term benefit of ctDNA analyses for patients 
needs to be confirmed in large-scale studies with sufficient sample sizes. The dis-
covery of resistance-conferring mutations neither saves a patient’s life nor does it 
increase the quality of life, if there is no drug that bypasses the resistance or may be 
administered subsequently.

In addition, many of the questions regarding the biology and release of ctDNA 
are still unanswered: Does ctDNA represent a true portrait of the cancer? Do all 
tumor locations or all clones of a tumor release the same amounts of ctDNA, or is it 
just the most dominant and proliferative clone that can be found in the circulation? 
Is the prevalence of ctDNA in all tumor entities the same? Many of these issues 
could only be resolved by a comparison of ctDNA and all existing tumor sites by the 
use of “warm autopsies” which can be quite challenging from an ethical 
perspective.

12.3.5	 �Summary

All these studies and many more that could not be discussed in this chapter suggest 
that the analysis of ctDNA resents a very promising tool in the treatment manage-
ment of cancer patients. The hitherto most comprehensive study of the group of 
Diaz showed that in at least 75% of cancer patients with advanced solid tumors, 
ctDNA can be detected [71]. In later stages, the analysis of ctDNA allows for a 
comprehensive therapy monitoring, which allows the physicians to respond as 
quickly as possible to changes in the tumor. Thus, treatments can be adjusted 
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rapidly, and patients can be spared from expensive treatments with very toxic drugs 
and side effects from the moment the drug is no longer effective. Moreover, novel 
therapeutic targets that occur in the course of the disease can be identified and offer 
new treatment options. ctDNA also provides a unique opportunity to learn more 
about metastasis processes and the related signaling pathways.

Furthermore, ctDNA levels can be used as prognostic markers in order to evalu-
ate whether a patient needs adjuvant treatment after curative surgery in order to 
eliminate residual cancer cells. Especially in earlier stages, only a subset of patients 
relapse and therefore profit from adjuvant therapy after a curative resection of the 
tumor. ctDNA analyses could spare some patients a burdensome and costly therapy. 
In the near future, ctDNA might also be used as a diagnostic biomarker enabling 
early detection of cancer. Illumina, the current market leader in the field of NGS, 
has just founded a 100 million dollar start-up company called GRAIL with the aim 
to develop a test for early detection of cancer, which would be launched in 2019. 
Although the detection of cancer in its earliest stage is the “the Holy Grail” in oncol-
ogy, one has to consider that the detection of specific mutations in the circulation in 
individuals who do not yet have visible tumor can be problematic.

12.4	 �Circulating RNA and Exosomes

12.4.1	 �Biology of Exosomes and Circulating RNA

Besides the two major topics in liquid biopsies, CTCs and ctDNA, circulating RNA 
is a small but promising field for clinical applications. The term circulating RNA 
refers primarily to microRNA (miRNA) which either travels as small fragments 
bound to proteins or encapsulated in exosomes [114, 115]. The number of publica-
tions increased tremendously in the past 10 years, of only 85 papers published in the 
year 2005 to 3680 in 2015, with a peak in 2014 of 4190 papers published with the 
topic “microRNA in cancer.” Longer stretches of RNA transcripts outside of cells 
are considered to derive from dying cells and having no functional role. Furthermore, 
RNA molecules can originate from viruses and therefore can pose a serious threat 
to the whole organism. Therefore, it is not surprising that RNase activity is high in 
serum, as it was shown that >99% of mRNA added to serum is degraded within 15 s 
[116]. This is an explanation why long RNAs, like mRNAs, are usually not detect-
able in blood. However, smaller RNAs with a size below 25 nucleotides, like miR-
NAs which play an important role in gene silencing and post-transcriptional 
regulation of gene expression, are very stable in plasma and serum. This is due to 
the fact that these molecules are too small to be degraded by RNases. They are often 
bound to subcellular particles like Argonaute proteins or captured in microvesicles 
preventing them from degradation [117, 118]. Exosomes belong to these microves-
icles that are thought to be actively released from cells. They are 30–100 nm in 
diameter and can be found in blood of cancer patients [119–124]. Exosomes contain 
proteins and nucleic acids, such as fragmented DNA, RNA, and miRNA [115, 125]. 
Being encapsulated by lipid bilayers, the molecules are stably preserved, making 
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exosome a good resource for the study of tumor-associated biomarkers. In the fol-
lowing paragraphs, we will focus on miRNA as blood-based biomarker. In this con-
text, they are also discussed as a “liquid biopsy,” although miRNAs are not 
necessarily derived from the tumor tissue, but can be a regulatory change of expres-
sion in response to cancer disease.

12.4.2	 �Methodological Aspects for the Isolation and Analysis 
of miRNA

miRNAs are exposed to lots of physical and chemical stresses prior to their isolation 
which affect their stability and quantity in plasma and serum. It is essential for a 
clinically reliable and robust biomarker to minimize the influence of pre-analytical 
parameters prior to their analysis. The following paragraphs will give more infor-
mation about the most important steps in miRNA isolation and detection and some 
insights into current research.

Recent publications showed that in many pathologic conditions, miRNAs are 
expeditiously released from tissues into blood circulation. It was also demonstrated 
that circulating miRNA in peripheral blood was highly stable and protected from 
degradation conditions, such as extreme pH values or endogenous RNase activity. 
The protection is given as miRNAs are embedded in microvesicles or exosomes, 
thereby being inaccessible by degrading enzymes [114, 126]. This feature allows 
miRNAs to be used as noninvasive biomarkers [127]. MiRNA extraction can be 
applied to nearly every fluid or tissue of the body. Besides the commonly used 
sample types like serum and plasma, there are also kits available for miRNA 
extraction from cerebrospinal fluid, saliva, or urine [127]. As the composition of 
these body fluids is pretty dissimilar, the isolation methods of miRNA need to be 
adapted from one tissue/fluid to another [128]. Thus, depending on the specific 
miRNA and the corresponding sample material, the corresponding extraction kit 
should be used. Most studies use serum or plasma as sample starting material for 
miRNA extraction. Comparison of extracellular miRNA stability shows little to no 
difference in these biological fluids [127], though higher concentrations were 
steadily found in serum [129].

12.4.2.1	 �Storage of miRNA Samples
Sample storage conditions can seriously affect the accuracy and reliability of analyti-
cal results. Sourvinou et al. investigated the stability of circulating miRNAs in identi-
cal plasma samples under different temperature and time conditions [130]. The 
results showed that for the accurate quantification of cell-free miRNAs, the isolation 
process should be performed within 48 h after sample collection if plasma samples 
are kept at −20 °C or −70 °C [130]. Storage at 4 °C leads to a significant decrease in 
circulating miRNA levels within 24 h [130]. If long-term storage of plasma samples 
is needed, temperatures of −70 °C rather than −20 °C should be preferred to avoid 
extensive miRNA degradation [130]. Grasedieck et al. reported similar results with 
respect to the impact of serum storage conditions on miRNA stability [131]. 
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Experiments indicate that extracted miRNAs are stable for more than 1 year at a 
temperature of −70 °C [130, 132]. However, results showed differences in the stabil-
ity of stored miRNAs depending on the extraction buffer [130]. There are also stud-
ies that report significant degradation of miRNAs 3 days after isolation [133]. A 
study of Sourvinou et al. indicated that the use of different elution buffers for miRNA 
storage might be responsible for differential stability of miRNA [130]. Therefore, 
they suggested the use of mirVana PARIS kit for long-term storage [130].

12.4.2.2	 �Extraction of miRNA
Several extraction kits for miRNA are commercially available. As mentioned above 
for each source of material, the optimal miRNA extraction method needs to be 
experimentally determined. The following paragraph refers to protocol consider-
ations for isolating miRNAs from blood plasma or serum.

12.4.2.3	 �Phenol/Chloroform Extraction for miRNA
This procedure relies on the different solubility of cellular components in organic 
solvents, such as phenol, chloroform, or ethanol. The main components of the phe-
nol/chloroform protocol are phenol and guanidinium thiocyanate, usually marketed 
as TRIzol [134]. TRIzol denatures proteins, including RNases, which permits long-
term storage of samples [135]. After phase separation, RNA gets precipitated with 
isopropyl alcohol. Due to the fact that miRNAs are small, ample time is needed for 
recovery. Recently, authors realized that there is selective loss of small RNA mole-
cules with low GC content using TRIzol, especially by analyzing low numbers of 
cells [136]. Though this publication refers to miRNAs isolated from cells rather 
than body fluids, nevertheless, it is unknown if these factors also alter RNA extrac-
tion from blood plasma or serum [130, 134].

12.4.2.4	 �Silica-Based miRNA Recovery Methods
There are manifold kits available, of which the most frequently used are the miR-
Vana PARIS and miRNeasy Mini kits. A direct comparison of these methods is 
difficult as the majority of publications do not report the actual yield and quality of 
miRNA. The miRVana PARIS kit is a commercially available method of separating 
nucleic acids and proteins. miRVana PARIS method is a two-part, sequential filtra-
tion with increasing ethanol concentrations, used for collection of a highly enriched 
fractions of RNA molecules shorter than 200 nucleotides. This method works very 
well for the isolation of miRNA from tissues and body fluids as well, as it requires 
fluid volumes from 100 μL up to 625 μL [134]. The miRNeasy Mini kit uses a 
silica-based column technique to recover miRNAs. Some groups report that this kit 
leads to a two- to threefold better yield than miRVana PARIS kit; however, the avail-
able literature of groups that use this kit for miRNA extraction from plasma or 
serum is very limited. The kit also uses a phenol/guanidine-based lysis to isolate the 
miRNA from other plasma components, by adsorption on a silica mini-column in 
the presence of ethanol. Remarkably, using the Qiagen QIAcube, the binding, wash-
ing, and elution step can be operated automatically. Consequently, this development 
can decrease working time and variability [134].
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12.4.2.5	 �Analysis and Measurement of miRNA
Moldovan et al. give a good insight into the three most common miRNA profiling 
methods, (1) RT-qPCR, (2) microarrays which are a hybridization-based method to 
detect miRNA expression, and (3) next-generation sequencing and their advantages 
and disadvantages [134]. Most of the scientific interest is focused on the detection 
of circulating miRNA in plasma or serum, and the commonly used techniques, such 
as conventional RT-qPCR, offer both high sensitivity and specificity. The measured 
miRNA levels can vary depending on the extraction method and the body fluid used. 
This complicates the comparison of results from different methods as well as 
between fluids. Therefore, a normalization control needs to be implemented to min-
imize these variations [134]. There are two main normalization controls: One is the 
absolute quantification which is done by analyzing a series of probes with known, 
increasing concentrations [134]. Another approach involves relative quantification, 
where a small constantly expressed miRNA or a spiked-in miRNA is used for nor-
malization of input amounts [134]. Microarrays offer high-throughput analysis of a 
large number of miRNAs and can be customized for high flexibility. Nevertheless, 
microarrays are less specific and sensitive than RT-qPCR, and results obtained by 
microarrays need to be confirmed by RT-qPCR. The third and probably most prom-
ising technology for miRNA analysis is next-generation sequencing. With its 
extreme sensitivity of one miRNA copy per cell, it has the ability to detect expres-
sions over 6–7 log fold ranges. It is also the only one of the three technologies which 
is able to detect both known and novel miRNAs. Moreover, it can detect small 
RNAs like noncoding RNA (ncRNA), small interfering RNA (siRNA), etc. [134]. 
Even though these advantages are tremendous, the downside of RNA-Seq is its high 
cost as well as the tremendous amount of computational infrastructure and bioinfor-
matics know-how needed [137].

12.4.3	 �Clinical Use of Circulating miRNA

At present, there are miRNA panels helping clinicians in determining the origins of 
cancer in disseminated tumors, as reviewed by Hydbring et al. [138]. These days, 
approximately 1600 human miRNAs have been placed into miRNA databases based 
on analyses of RNA deep sequencing data [139]. The majority of miRNA publica-
tions refer to the usage of solid tissues even though miRNAs can be readily detected 
in human serum, plasma, or total blood because of their small size and high stability 
as described above. The high potential of circulating miRNAs as biomarkers in 
serum was demonstrated by studies testing patients with diffuse large B-cell lym-
phoma, highlighting miR-21 as a potential biomarker [140, 141]. In another study, 
expression level of miR-143 allowed the discrimination between prostate cancer 
patients and healthy controls [127]. Subsequent studies reported on miRNA detec-
tion in patients suffering from breast cancer, colorectal cancer, or squamous cell 
lung cancer by using whole blood, plasma, or sputum samples [138]. It has been 
shown that circulating miRNAs may also be used for prognostic purposes. The 
group of Boeri et al. detected miRNAs with strong prognostic value in lung cancer 
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patients years before the onset of disease by analyzing expression in samples taken 
before diagnosis, at the time of disease detection, and in disease-free smokers [142].

By analyzing 863 miRNAs from 454 human blood samples, Keller et al. could 
show that in each disease an average of more than 100 miRNAs were deregulated 
[143]. The samples were taken from patients suffering from 14 different diseases, 
including lung cancer, prostate cancer, multiple sclerosis, pancreatic ductal adeno-
carcinoma, ovarian cancer, melanoma, gastric tumors, pancreatic tumors, chronic 
obstructive pulmonary disease, pancreatitis, sarcoidosis, periodontitis, and myocar-
dial infarction [143]. By using this data and developing mathematical algorithms, 
the authors could precisely predict the disease in more than two-thirds of people 
involved in the study [143].

12.4.4	 �Limitations and Challenges of Circulating RNA

Even though the field of miRNA is very promising, there are also limitations and 
challenges. The main issue in miRNA quantification is the lack of validation and 
standardization. There are huge differences in detectable miRNA expression 
depending on pre-analytical conditions, such as temperature (e.g., freezing) and 
additives (e.g., anticoagulants), and the condition of the patient with respect to diet, 
lifestyle, or drug usage. Standard operating procedures (SOPs) are not in place yet, 
but need to be defined for sample preparation, extraction, and analysis. As already 
small differences in sample handling can result in big changes in outcome, pub-
lished miRNA data which correlate with a specific disease should be critically ques-
tioned prior to using their miRNA signatures in clinically meaningful tests [144].

12.4.5	 �Summary

miRNA detection is an increasingly important field. Although still facing challenges 
mainly due to the lack of standardization, miRNA detection, not only from serum and 
plasma but also from other noninvasive collected fluids like saliva or urine, is a prom-
ising biomarker for a daily routine clinical approach. Importantly, miRNA diagnostic 
is not just a further approach to detect disease and its progression; it could also have 
the potential to initially identify the unknown origins of tumors and metastases.
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13Computational Pathology

Peter J. Schüffler, Qing Zhong, Peter J. Wild, 
and Thomas J. Fuchs

Abstract
Computational pathology offers a comprehensive framework for advanced study 
design in a wide range of research questions, as well as for standardized pipeline 
development for fast and reproducible computer-assisted routine diagnostics. 
This new field emerges at the border of pathology and computer science and 
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shows high potential to revolutionize established workflows in research and clinic, 
since not only computational models get faster and more efficient than before but 
also since an incredible amount of training data is being generated in modern 
hospitals which is mandatory for the training of informed and validated models.

We review the field of computational pathology and illustrate on two research 
examples how it will contribute to an accurate, objective, and reproducible study 
design comprising informed data acquisition, advanced pattern recognition, and 
transparent model validation.

13.1	 �Introduction

In the intersection of pathology and computer science, statistics and computational 
biology emerged as an exciting new interdisciplinary field of natural sciences, 
which aims to fuse techniques from both disciplines for advanced medical research 
(see Fig. 13.1). This chapter outlines this field of computational pathology with its 
promises and limits and illustrates two typical applications of computational pathol-
ogy in nowadays cancer research.

Early work in computational pathology started in 2008 by Fuchs et al. [1], who 
further defined the term in 2011 as a holistic strategy for probabilistic pathology 
research. As sketched in Fig. 13.2, it comprises strategic planning for data acquisition 
and labeling (top row), computer vision methods and supervised and unsupervised 
machine learning approaches for image analysis and outcome prediction (middle 
row), as well as model validation and survival analysis for a given target outcome on 
large patient cohorts (bottom row) [2]. In this sense, computational pathology 
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provides a rich collection of tools and techniques for a comprehensive study design 
for sophisticated research questions in pathology. Other definitions came up in the 
following years, and all share the idea of computational pathology to be a holistic 
approach from data generation and processing, over automated learning and modeling 
of data from multiple sources for the best possible medical decision [3, 4].

A big breakthrough for computational pathology was the facilitated digitizing of 
pathology tissue slides by high-resolution slide scanners that serve simultaneously as 
digital microscopes, scanners, and data servers. Whereas classical pathology was 
(and still is) completely analogue with by-eye examinations with the microscope and 
with handwritten medical reports, the digitizing of these scans and reports allowed 
for the first time for access of advanced computer vision and machine learning algo-
rithms to those data [2, 5]. The research field of digital pathology investigates new 
methods for quality control and standardization of digital pathology slides [6, 7], as 
well as new methodologies for image acquisition and registration [8, 9].

Machine learning enables us to learn distinct patterns in large collections of data, 
which might be nonobvious or nonintuitive by the human eye. Particularly in cancer 
research, where large data sets can get very complex, machine learning helps to 

Image acquisition: X
Sample preparation
and TMA construction.
MIB-1 statining on clear
cell renal cell carcinoma

Relational detection forest

cancerous nuclei background

Application to TMA spots of
133 RCC patients

Estimation from the domain expert
and prediction from the algorithm
for each patient in the cohort

Kaplan–Meier estimators for subgroups of patient with
high and low MIB-1 expression

MIB-1 estimations

0.4%

0.8%

1.5%

12.1%

17.4%

23.6%

Classifying every pixel
of a spot results in a
probablity map

Several hundered nuclei
are detected on each
image of a TMA spot

Overall staining per patient is
calculated by assessing the
staining of all detected nuclei

Nuclei centers are
found by applying
mean shift clustering

Slide scanning and
tiling of TMA into sports

Gold standard:
samples of nuclei via
labeling experiments

Training samples:

Cancerous nuclei

Background

Background objects
through Voronoi
sampling

D
at

a 
g

en
er

at
io

n
Im

ag
e 

an
al

ys
is

S
u

rv
iv

al
 s

ta
ti

st
ic

s
Label acquisition: Y

Learning

Patient cohort Staining estimation Subgroup analysis

EstimationPrediction

Fig. 13.2  Definition of computational pathology: “Computational pathology investigates a com-
plete probabilistic treatment of scientific and clinical workflows in general pathology, i.e. it com-
bines experimental design (top), statistical pattern recognition (middle) and survival analysis 
(bottom) within a unified framework to answer scientific and clinical questions in pathology” [2]
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structure and model these data to make informed, objective, and reproducible deci-
sions and predictions. Further, as models of the underlying biology might be 
unknown, data-driven machine learning reveals underlying patterns, thus support-
ing hypothesis generation and validation on real patient data.

The improvement of a manifold of machine learning techniques in the recent 
years (e.g., reducing computational costs, enhancing computational power), as well 
as the increase of scanned tissue slices over the last decade, led to an increase of 
computational pathology-driven research design in many institutes.

The University Hospital Zurich (USZ), as an example, increased the research-
driven scanning job numbers per month over the last 10 years from below 500 
before 2011 to recently over 1500 scans or 50/day.

Further, the Memorial Sloan Kettering Cancer Center (MSKCC) performs digi-
tal scanning not only for research projects but also for operational routine diagnos-
tics, leading to much higher scanning volume. For example, every second-opinion 
slide at the MSKCC is systematically scanned and stored over years for recall. Also 
other tissue slides are scanned. Therefore, the number of digital slides at this institu-
tion reaches 17000/month at the moment and is going to grow up to 40000 in the 
coming years. This massive amount of data can hardly be processed manually, and 
at the same time, it embodies a rich source of necessary (potential) training data for 
generic and widely validated algorithms.

A major goal in computational pathology is the development of automated and 
standardized methods for the holistic assessment of digital tissue images, such as 
whole-slide images, biopsy images, and tissue microarrays. With the help of state-
of-the-art algorithms from computer vision and machine learning, the analysis of 
these highly complex image data is aimed to be more objective and reproducible 
while at the same time even faster and cheaper compared to manual examination by 
trained human specialists.

For pathologists, on the other hand, computational pathology will be a tool for 
computer-assisted and computer-informed decision support [10]. The increasing 
complexity of medical data urges computer-assisted technologies for fast and accu-
rate assessment of individual cases. With the tools of computational pathology help-
ing in routine diagnostics, pathologists will have more time to concentrate on their 
underlying research questions and on the interesting borderline cases.

Computational pathology has high impact in current medical research and mani-
fold applications, two of which we outline in the next sections: an automated stain-
ing estimation pipeline for renal cell carcinoma and computational ISH assessment 
for tumor heterogeneity detection.

13.2	 �Staining Estimation Pipeline for Clear Cell Renal Cell 
Carcinoma

Clear cell renal cell carcinoma (ccRCC) is a special form of cancer of the kidney 
where the cancer cells have a mostly clear cytoplasm. The proliferation rate of those 
cancer cells is an important prognostic indicator for survival of the patient [11]. To 
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support this hypothesis, a tissue microarray (TMA) of 133 ccRCC samples has been 
stained with the marker MIB-1 binding at the proliferation-associated nuclear pro-
tein Ki-67. This immunostaining reveals proliferating cells with MIB-1-positive 
nuclei. A hematoxylin counterstaining shows negative nuclei of the cells in the sur-
rounding tissue. Together with the clinical records of survival, the hypothesis can be 
tested.

After the staining, the staining estimation is the process to determine the relative 
amount of stained cancer cells in a given specimen. An important aspect is that the 
estimate is only relevant on the subset of cancer cells and not on other cells (normal, 
connective tissue, and others) which might be present in the same specimen. The 
differentiation of cancer cells from others cannot be done by staining and is usually 
visually done by experienced pathologists counting or estimating the relative 
amount of stained cancer cells. It has been shown that such estimates can be very 
variable among and within experts [2].

To better standardize this task, a computational pipeline for the staining esti-
mation has been proposed by Fuchs et al. [1] and Schüffler et al. [13, 14] as out-
lined in Fig. 13.3. This pipeline partitions the staining estimation into the four 
steps: (1) nucleus detection (Sect. 13.2.1), (2) nucleus segmentation (Sect. 13.2.2), 
(3) classification into cancer/noncancer (Sect. 13.2.3), and (4) staining estimation 
(Sect. 13.2.4).

13.2.1	 �Nucleus Detection

Cell nuclei in immunohistochemically stained tissue images are bluish or dark 
brownish objects (depending on their stain) in an environment of bluish cytoplasm, 
cell membranes, and other cellular and subcellular structures. The vast amount of 
different nuclear shapes and sizes, the over- and under-staining of parts of the image, 

Cell nuclei
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Pathologist

Cell nuclei
classification

Staining
estimation

12%

Fig. 13.3  Automated staining estimation pipeline for ccRCC. Starting from a TMA sample, a 
pathologist would estimate the relative amount of MIB-1-positive (proliferating) cancer cells 
(dashed arrow). The corresponding computational approach partitions this workflow into the four 
subtasks: (1) nucleus detection (Sect. 13.2.1), (2) nucleus segmentation (Sect. 13.2.2), (3) classifi-
cation into cancer/noncancer (Sect. 13.2.3), and (4) staining estimation (Sect. 13.2.4) [13]

13  Computational Pathology



268

and the variability of image and tissue quality among samples make automated 
object detection problematic. Further, the underlying tissue slice is three-
dimensional, and the cell nuclei can be out of focus or cut through their body, which 
complicates automated nucleus detection further.

An unsupervised method for cell nucleus detection is color deconvolution fol-
lowed by watershed segmentation (see Fig.  13.4) [14]. The color deconvolution 
algorithm [15] separates the bluish-stained image channel from the brown nucleus 
channel (Fig. 13.4b, c), at the same time reducing differently stained background 
structures. The resulting channel images can be interpreted as probability maps for 
cell nuclei. After smoothing the individual channel images, a watershed-based max-
imum finder will find the centroids of the nuclei (Fig. 13.4d) [14].

Recent supervised approaches incorporated random forests and specialized 
forms of them, such as, e.g., randomized tree ensembles [16], to generate advanced 
probability maps for nucleus detection. The idea is to classify every pixel in a 
window-shifting approach into foreground (cell nucleus) and background (other 
structures). Challenging is then the development of highly predictive image charac-
teristics, such as intensity-based or shape-based features for accurate prediction.

To overcome the design of handcraft features for pixel-wise classification, newer 
approaches for cell detection use deep learning and convolutional neural networks 
(CNN) [17]. Here, high-order features are learned by a network of connected neu-
rons which are hierarchically stacked in successive layers. Although CNN showed 
promising results a bunch of image-based classification tasks, their drawback still is 
the relatively large amount of required training samples and high computation time 
during training due to the immense number of fitted parameters.

13.2.2	 �Nucleus Segmentation

For subsequent nucleus classification, a proper nucleus segmentation is important to 
separate the nucleus from its surrounding tissue as well as to collect nucleus shape-
based features. Shape features might play an important role as RCC cells tend to 
have irregular shapes, whereas healthy cells usually are roundish and smooth.

Several ways for nucleus segmentation exist, such as pixel-wise clustering or 
pixel-wise classification. We outline here an energy minimization method with 

a b c d

Fig. 13.4  Example of color deconvolution and watershed-based nucleus detection. (a) Original 
MIB-1 staining ccRCC image patch. (b) Hematoxylin channel after color deconvolution. (c) DAB 
channel after color deconvolution. (d) Detected nuclei on both channels (green, hematoxylin chan-
nel; red, DAB channel) [14]
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graph cuts [19]. For this, the image pixels of a smoothed gray-scaled nucleus patch 
are interpreted as a rectangular graph with every pixel being connected to its four 
neighbors. The weights of the connections are given by the intensity difference. 
Also, every pixel is connected to a foreground node, called source, and a back-
ground node, called sink. The weights of the pixels to these two nodes are given by 
the pixel intensity (see Fig. 13.5) and roundish shape priors [13].

The graph is then partitioned by a minimum cut separating source from sink, 
such that every pixel is either assigned to the foreground node or to the background 
node. Figure 13.5 shows three examples for nucleus segmentation with graph cuts.

13.2.3	 �Nucleus Classification

For nucleus classification, intensity features and shape features were extracted and 
concatenated. Intensity features comprise foreground intensity, background inten-
sity, and pyramid histogram of oriented gradients [20]. Shape-based features utilize 
the segmentation line of nucleus calculating the Freeman chain code and the 
1D-signature [21]. The classification is then performed with, e.g., support vector 
machines [22, 23] or random forests [24]. Importantly, we compare the classifica-
tion system with the interobserver error, thus interpreting the algorithm as addi-
tional “expert” which should be compared with other, real experts.

13.2.3.1	 �Active Learning
Active learning is a scenario where the classifier can select training samples of 
higher value for the classification performance compared to, e.g., redundant training 
samples [25], and has been used in medical image processing for classification and 
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Fig. 13.5  Graph cuts for nucleus segmentation. Left: each image pixel is connected to a source 
node and a sink node. The weights are given by the intensity. A minimum cut partitions the graph 
into foreground and background. Right: three examples of segmented nucleus patches [19]
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segmentation [26, 27]. An active learning classifier can score the classification con-
fidence for an unknown sample. If the confidence is too low, the sample needs to be 
labeled by an expert. For nucleus classification, where hundreds or thousands of 
nuclei would have to be labeled by pathologists for supervised learning, active 
learning is a great tool to reduce the number of expensive expert annotations.

To illustrate that, it has been shown on the example of three TMA images that in 
a simple active learning approach where training samples were successively added 
selected by (low) class probability, a user would have to label less than 45% of the 
nuclei than he or she would have to label when added in a randomized manner, in 
order to achieve the best classification result (Fig. 13.6) [14]. In total, the total clas-
sification accuracy (0.97  ±  0.15) is within the range of that of two pathologists 
(0.95 ± 0.02) who labeled all cells of the same images independently.

13.2.4	 �Staining Estimation

After all nuclei are classified into cancerous and benign, the stained cancerous nuclei 
have to be counted. To separate stained nuclei from unstained ones, a simple red/blue 
relation can be used: whenever a nucleus patch contains more red than blue, it is 
considered stained. Of course, color models can also be learned on the data [1]. Note 
that if color deconvolution has been used for nucleus detection, the staining informa-
tion of a nucleus arises also from the channel on which the nucleus has been found.

13.2.4.1	 �Survival Analysis
Survival analysis on a larger patient cohort is an important validation of the compu-
tational staining estimation pipeline. Since MIB-1 staining is correlated with survival 
in RCC [11], we expect the algorithm to separate RCC patients according to their 
prognosis by the predicted MIB-1 staining estimation. The pipeline was trained on 
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eight ccRCC TMA images whose nuclei were fully annotated by two pathologists. 
The algorithm was then tested on TMA images of a cohort of 133 ccRCC patients. 
Figure 13.7 shows with two Kaplan–Meier estimates that the algorithm was equally 
well able to identify the low and high MIB-1 expression groups as a trained human 
expert was. Patients with a high MIB-1 expression rate show a significantly lower 
survival time, where the difference in survival is significant (p = 0.03) [28].

13.3	 �ISHProfiler

Recent large-scale genome analyses and molecular profiling of human tissue sam-
ples have uncovered extensive genetic alterations and tumor heterogeneity in most 
tumor entities, demonstrating its significant role in cancer treatment and personal-
ized medicine [18, 29–31]. Yet, such studies often excluded corresponding histo-
morphology and failed to predict mutations at single-cell level. Fluorescence in situ 
hybridization is a well-established method that measures genetic variations with 
detailed tissue morphology. However, the labor-intensive counting of signals under 
a fluorescence microscope is prone to interobserver variability [2, 32], hampers a 
streamlined assessment of the genetic status, and impedes a systematic quantifica-
tion of tumor heterogeneity. These obstacles have prevented tumor heterogeneity to 
be properly evaluated in research and clinical practice, leading to a poor understand-
ing of cancer evolution. The integrative method ISHProfiler alleviates these limita-
tions by combining an image-based computational workflow with a dual-color 
chromogenic and silver in situ hybridization (DISH) assay that accurately detects 
copy number variation (CNV) at single-cell resolution, expressively visualizes mul-
tilevel heterogeneity, and objectively quantifies heterogeneous genetic alterations of 
various genes in diverse human tumors [33]. The ISHProfiler is objective and 
generic and can be potentially extended for profiling heterogeneous allelic gains 
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and losses of any gene in any tissue specimen hybridized with molecular probes, 
thereby enabling precise patient stratification and permitting broad applications in 
tissue-based biomedical research.

13.3.1	 �Reference Data and the Workflow

As reference data for the ISHProfiler and the detection of PTEN deletion, a TMA of 
human prostate cancer hybridized with DISH probes for the tumor suppressor gene 
phosphatase and tensin homolog (PTEN) and the corresponding centromeric probe 
(CEP) of chromosome 10 was constructed, from which a representative set of 71 benign 
and malignant prostate formalin-fixed, paraffin-embedded tissue samples were selected. 
This set consists of 38 primary acinar adenocarcinomas from radical prostatectomy 
(RPE) specimens, 10 castration resistant prostate cancers (CRPCs), 6 PC lymph node 
metastases, 1 distant metastasis, and 16 benign prostatic hyperplasias (BPHs).

ISHProfiler comprises three major algorithmic steps: First, each tissue core was digi-
tized and preprocessed (white balancing, deconvolution, and contrast modification) 
using the scanner’s default auto-correction settings. Images were then resized by bicubic 
interpolation to 4096 × 4096 pixels for efficient tiling (4096 = 212) and served as input 
data. Second, DISH signals were detected by the circular Hough transform [12]. Third, 
a SVM model [22, 23] was trained and fivefold cross validated on the basis of an inde-
pendent training set of PTEN DISH signals with expert annotations. The final model was 
used to classify the signals into five classes: PTEN, CEP10, mixed class PTEN + CEP10, 
background noise, and cell stains. PTEN deletion was defined if the division of all PTEN 
by all CEP10 signals in a single tissue core is less than or equal to 60% (Fig. 13.8).
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A C
digitization

Point detection by Hough transform
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visualizaiton and
measurement
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Fig. 13.8  (a) Example of a PC lymph node metastasis showing cellular heterogeneity for PTEN 
status. (b) Zoomed image showing PC with PTEN deletion (right side) and lymph node structures 
without PTEN deletion (left side). Scale bar, 10 μm. (c) Detected and classified PTEN gene and 
CEP points are displayed as a signal color map. (d) Computational workflow ISHProfiler. Circled 
letters correspond to the respective results shown in (a, c) [18]
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13.3.2	 �Visualization and Quantification of Multilevel 
Heterogeneity

Since PTEN deletion has been shown to be heterogeneous [34], dichotomization of 
PTEN status into deletion and non-deletion using a single-valued threshold is arbi-
trary, thus cannot reflect tumor heterogeneity. To demonstrate a straightforward 
visual categorization of heterogeneous PTEN status, we applied ISHProfiler to ref-
erence data of 71 tissue cores and generated respective signal color maps, in which 
PTEN and CEP10 were illustrated as colored squares (Fig. 13.8). By grouping rep-
resentative signal color maps in terms of a classification tree (Fig. 13.9), two major 
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Fig. 13.9  Visualization of multilevel heterogeneity by ISHProfiler. Heterogeneity of PTEN CNV 
of different tissue cores can be visually classified into two major groups (homogeneous and hetero-
geneous classes), three subclasses (C1 and C2, homogeneous deletion and non-deletion, and C3, 
heterogeneous class), or six subgroups (homozygous deletion, hemizygous deletion, cellular 
homogeneity, cellular heterogeneity with either homogeneous or heterogeneous genetic status, and 
intra-tumor heterogeneity). In each circle, an original tissue core, a signal color map, and a sketch 
are illustrated [18]
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classes of homogeneous and heterogeneous events, three subclasses, and six proto-
types can be defined, revealing multilevel heterogeneity (cellular, inter-, and intra-
tumor heterogeneity).

By incorporating the randomized local ratio and the randomized local density 
based on the detected PTEN and CEP10 signals, followed by feature extraction and 
principal component analysis (PCA), Gaussian mixture modeling computationally 
uncovered the multilevel heterogeneity among and within individual tissue cores 
(Fig. 13.10), matching the proposed visual categorization (Fig. 13.9).

13.3.3	 �Applications of ISHProfiler

ISHProfiler, integrated into the open source software TMARKER [14], uses super-
vised machine learning and statistical methods to generate computational models of 
CNV based on the classification of detected molecular signals, without relying on 
computationally intensive algorithms for single-cell recognition [35, 36]. It achieves 
classification accuracy similar to that of manual assessment, while the evaluation 
time is tremendously reduced, outperforming manual assessment by at least four 
orders of magnitude. Thus, ISHProfiler can also analyze large whole-tissue slides 
with unprecedented throughput. For investigation of the complex intra-tumor CNV 
landscape of the PTEN deletion on a PTEN DISH whole slide (with 108,000 × 138,000 
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pixels) of a transurethrally resected CRPC, ISHProfiler classified more than one 
million molecular signals and generated a signal color map (Fig. 13.11) that consid-
erably agreed with a serial section that was immunohistochemically stained with 
anti-PTEN antibody.

ISHProfiler can be applied to additional cancer entities and genetic loci. For 
measuring amplification of 19q12, including CCNE1 and URI in ovarian and endo-
metrial cancers, ISHProfiler obtained computational results that closely matched 
manual assessment [37]. Moreover, ISHProfiler workflow successfully detected a 
heterogeneous HER2 gene amplification in a well-differentiated gastric adenocarci-
noma. The amplified regions agreed with the overexpression of HER2 detected by 
immunohistochemical staining.

13.4	 �Future of Computational Pathology

Computational pathology has gained more and more impact in research and in 
daily clinic especially in the recent years. This is mainly due to two reasons: 
First, computational methods and algorithms are getting more efficient and faster 
than before. Second, hospitals are collecting huge amounts of image data in their 
archives which are easier scanned and digitized than before. As a result, highly 
specialized classifier systems have for the first time access to hundreds of thou-
sands potential training images, which is mandatory for higher robustness at bet-
ter accuracy. The much broader validated algorithms are coming closer to clinical 
application than, for example, highly specified prototypes from smaller research 
studies.

Fig. 13.11  (a) A signal color map of detected PTEN and CEP10 signals generated for a whole-
slide image of CRPC. (b, c) Zoomed PTEN DISH images of areas marked with the arrows in (a). 
Scale bar, 10 μm [18]
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13.4.1	 �Deep Learning

Computational methods and machine learning are gaining more and more impact in 
pathology research. Although classical computational image pipelines have already 
shown considerable performance in automatic image processing [2, 8, 13, 33, 35, 
36, 38], a further boost to the new research field computational pathology came with 
the revival of deep learning and convolutional neural networks [17] in the present 
years, especially in biological and medical tasks [39–42]. This sort of classifiers 
seems to have superior performance in image-related tasks compared to other clas-
sification systems at the cost of many more training samples needed. For example, 
it has been shown that tissue classification of RCC images into the three different 
types clear cell RCC, clear cell papillary RCC, and oncocytoma with neural net-
works outperforms classical handcrafted feature-based methods in a direct compari-
son [43]. Modern tissue analysis studies regularly utilize deep learning methods 
[44–48], and these methods keep promise to outperform existing state-of-the-art 
classification systems.

13.4.2	 �Gathering of Training Data

Computational pathology is generally limited by the expensive acquisition on train-
ing labels. In contrast to classical imaging tasks, such as object detection or face 
recognition, where a vast amount of training labels can, e.g., be collected by nonex-
pert users on social networks, computational pathology relies on accurate labels by 
trained expert in highly specific medical tasks. Also, it is often not clear which 
image features exactly distinguish one medical class from another [49]. Therefore, 
there is an urgent need of new simplified methods for gathering expert-labeled data 
for digitized pathology slides. Research is ongoing on how to track pathologists in 
their clinical work flows when analyzing tissue slides with device tracking systems 
[50, 51] or without any human interaction [52].

13.4.3	 �Computational Pathology and Big Data

As pathology exclusively enables the research of localized spacial disease pat-
terns and morphology in tissue specimen, it is a key component in medical cancer 
research and adds to other methods, such as genetics or microbiology [53]. 
Together with clinical data and health records, all these fields contribute to a 
holistic view and understanding of the cancer biology but also accumulate to 
highly complex data relationships, manifold diversity, and huge data amounts (so-
called Big Data) [54]. The integration of these data from multiple sources is nec-
essary for informed diagnoses by pathologists and decisions of medical doctors 
[55]. Computational methods are therefore needed to identify and quantify the 
necessary bits of information needed for high efficient personalized precision 
medicine.
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Abstract

For decades of molecular cancer research, immortal cancer cell lines have served 
as an easily accessible source for basic cancer biology research and preclinical 
testing of anticancer drugs. However, numerous studies have suggested that these 
cell lines poorly recapitulate the diversity, heterogeneity, and resulting drug 
resistance or relapse in patients. The derivation and (short-term) culture of pri-
mary cells from solid tumors have thus gained significant importance in person-
alized cancer therapy. This chapter focuses on our current understanding and the 
pros and cons of different preclinical and prospective clinical models of three-
dimensional primary tumor cultures. We will discuss cell culture approaches, 
such as biomimetic scaffolds and growth factor supplemented, chemically 
defined media for various forms of solid tumors. Complex culture models of 
primary tumor cells could finally provide a key missing link between compound 
screening and clinical trials and ultimately will help redefining therapeutic inter-
vention with high translational relevance at the level of the individual patient.

14.1	 �Introduction

Despite significant advances in our understanding of various aspects of cancer ini-
tiation, progression, metastasis, tumor microenvironment, and cancer stem 
cells, every year more than 1,5 million people are dying of cancer in Europe alone 
[1]. Therefore a fast and  successful translation of research-generated knowledge 
into the clinic is of utmost importance.  Driven by an increased understanding of the 
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underlying biology, evidence-based drug development has led to considerable 
improvements in cancer management. However, tumor relapse is still frequently 
observed. In the last decade, many targeted drugs have been successfully developed 
and are today’s clinical standard of care. In a next phase of drug discovery, better 
predictors for treatment success or failure are needed. Here, in early-phase drug 
discovery, in vitro and in vivo models will help finding response-correlated signa-
tures that reliably predict the clinical response of already available and future drugs 
in more stratified patient cohorts.

14.1.1	 �The Preclinical Use of Two- and Three-Dimensional  
Cell Cultures

Experimental models for the study of tumor development and progression, as well 
as for drug testing, have been pivotal to our understanding of tumor biology, and 
they represent fundamental tools to improve cancer treatment.

Since 1907, when Harrison and colleagues first developed two-dimensional (2D) 
culture techniques as a model for the study of mammalian tissues and organs [2], 
scientists have the possibility of studying cellular physiology in an easy, fast, and 
relative inexpensive manner. One of the main concerns regarding the use of estab-
lished cancer cell lines is the accumulation of additional genetic aberrations during 
in vitro passaging, hence limiting their suitability as in vitro preclinical models 
[3, 4] that hardly represent clinical scenarios [5]. Moreover, there is a wide range of 
variability in patient response to the same drugs used on tumors that carry identical 
genomic aberrations. Thus, studying drug response in a rather small number of 
established cell lines may pose an oversimplification and underestimation of the 
(epi)genetic diversity on the basis of the individual cancer patient [6, 7]. In medical 
science, models representing physiological and pathological conditions are funda-
mental tools for drug development. However, the complexity of biological systems 
requires experimental models to be able to approximate the original structure and 
functionality of the studied organ, tissue, or cell type. The composition of solid 
tumors and their (micro)environment is highly heterogeneous, comprising not only 
tumor cells but also supporting stroma cells, such as fibroblast, endothelial cells and 
immune cells. These different cell types cooperate in a well-organized manner, and 
this complexity seems to be a prerequisite for tumor growth and progression [8]. 
Considering that in vivo tissues are integral three-dimensional (3D) structures, the 
use of 3D in vitro techniques to study cellular biology allows for a better representa-
tion of the physiological situation. Already in the late 1960s, researchers started 
using matrix tissue cultures to better recreate the physiological tumor microenviron-
ment in vitro [9], and, since then, several research groups have improved this 
approach. Studies by Inch and Sutherland represent the first application of multicel-
lular 3D spheroid models to study nodular carcinomas [10, 11]. Following these 
groundbreaking publications, several other groups focused on the development of 
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methods to easily obtain experimental systems for the study of tumors in their natu-
ral 3D microenvironment [12–15].

In the last 30 years, an increasing interest of the scientific community in tumor 
microenvironment has led to substantial improvements in comprehending the func-
tion of extracellular matrix proteins and tissues [16–19]. These findings greatly con-
tributed to the advancement and optimization of more complex experimental 3D 
model systems.

14.1.2	 �Tumor Heterogeneity

Since the 1970s, several studies have highlighted the presence of distinct sub-
populations of cancer cells residing within an individual solid tumor [20–22], 
characterized by varying tumorigenic potential, the capacity to metastasize, and 
treatment susceptibility. Analysis of multiple tumors demonstrated both inter- 
and intra-tumor heterogeneity that may be explained by either of the two pre-
dominant theories describing the process of tumorigenesis and progression. The 
”clonal evolution model” is based on the acquisition of additional mutations 
within single cells over time, thereby creating more aggressive cellular subclones 
facilitating tumor progression and metastatic spread [23]. Several recent publica-
tions demonstrated the presence of a high degree of genetic heterogeneity inside 
the same tumor mass [24, 25]. Gerlinger and colleagues [24] analyzed separate 
tumor regions of primary tumors or the corresponding metastasis from patients 
with renal carcinoma. By means of exome sequencing, chromosomal aberration 
analysis, and ploidy profiling, they demonstrated that heterogeneous genetic 
alterations were present in different regions of a single tumor mass, revealing 
extensive genetic intra-tumor heterogeneity. Based on these data, they suggested 
that the presence of cancer cells with divergent molecular characteristics may 
cause the generation of misleading profiles when only single biopsies are used 
for analysis. In a similar study, de Bruin and colleagues [25] found further evi-
dence for spatial and temporal (branched) clonal evolution in non-small cell lung 
cancer (NSCLC), encompassing the de novo acquisition of driver mutations and 
complex genomic aberrations like translocations or copy number alterations. 
Besides renal cancer and NSCLC, further evidence of genetic heterogeneity was 
presented for colorectal cancer (CRC) [26]. The study proposes a so-called Big 
Bang model of tumor initiation, in which a single clonal expansion occurs early 
after transition to advanced carcinoma, creating pervasive private (subclone 
exclusive) alterations that persist within the final neoplasm alongside public 
(tumor wide) alterations. It also postulates branched evolution, also described in 
the aforementioned renal carcinoma study, to be a natural result of early clonal 
expansion. Massive clonal expansion in the course of further progression is 
described to be rare owing to spatial constraints limiting selective forces that 
drive progression. Still, additional subclones of potential aggressive nature may 
evolve, intermix, and persist at low population sizes, providing the “substrate” 
for a dominant, resistant population following treatment-induced selection. Thus, 
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this model may serve as an interpretation for the heterogeneous nature of (pri-
mary) cancers. Finally, the model permits compatibility to the second theory of 
tumor initiation and progression, the “stem cell hypothesis.” This theory argues 
that tumors harbor a small subpopulation of cancer stem cells considered to drive 
tumor progression and to be the culprit of relapse, in contrast to the bulk of pro-
liferating tumor cells [27]. In a murine model of intestinal cancer, Barker and 
colleagues [28] showed that LGR5-positive stem cells of the intestinal crypt 
could be transformed by solely deleting APC, a tumor suppressor gene of the 
Wnt pathway. Loss of this gatekeeper led to the formation of macroscopic adeno-
mas. These two theories are not mutually exclusive since hierarchical, stem cell-
like, and clonal mechanisms could be present and work synergistically to sustain 
tumor progression [29].

Besides tumorigenesis and metastatic spread, intra-tumor heterogeneity may 
also influence therapy resistance, and relapse. Ding and colleagues analyzed somatic 
mutations in primary tumors and relapse samples from patients with acute myeloid 
leukemia, demonstrating the association of tumor recurrence with the accrual of 
additional de novo mutations and clonal evolution. Moreover, they showed that the 
development of new mutations is caused, in part, by chemotherapy, selecting for the 
most resistant cellular subclone [30].

The high level of heterogeneity observed in tumors has important clinical impli-
cations, and it represents a fundamental aspect for the design of drug development, 
as well as biomarker determination studies. The presence of different cellular sub-
populations with divergent molecular characteristics may be one of the causes of the 
clinical failure of several anticancer therapies. Studies conducted in both in vitro 
and in in vivo experiments do not take this complexity into account and thus pro-
duce misleading results. Moreover, in the field of precision medicine, the presence 
of regions in the tumor mass with different characteristics limits the informative 
value of single needle biopsies or surgical excision, since they cannot accurately 
represent the complete profile of the entire tumor mass.

The increasing attention to tumor heterogeneity has stimulated researchers to 
develop new experimental models able to maintain or mimic this complexity. For 
this reason, in the last decades, the use of 3D multicellular cultures, especially tissue 
organoids in which the original tissue characteristics, such as morphology, cell 
polarity, and marker expression, are preserved, has strongly increased. Therefore, 
these models represent useful tools for drug screening, as well as for predictive 
biomarkers determination.

These disparities in clinical response and patient-dependent tumor variability are 
the driving force behind precision medicine [31–33] and provide the impetus to 
develop methods of generating and culturing primary tumor cells from patients that 
reflect both clonal subpopulations and retain stemlike characteristics, thus enabling 
a more effective bench to bedside translation.

In the era of personalized therapy, researchers need a repertoire of patient-derived 
primary tumor cells that can generate high-fidelity data for translating in vitro find-
ings to in vivo models and ultimately to clinical settings. This will provide a more 
refined database compared to a tissue bank.
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14.2	 �Preclinical Models for the Study of Tumor Development 
and Progression: Comparison of Three-Dimensional Cell 
Cultures to Xenografts and Two-Dimensional Cell Lines

14.2.1	 �In Vivo Preclinical Models

Using mouse models to study human tumor growth dates back to the late 1960s 
[34]. With the development of immune-deficient mouse strains like nude or severe 
combined immunodeficiency (SCID) [35] in the mid-1980s, rodent models became 
common use in basic research and preclinical studies. These models have been suc-
cessfully used to study drug tolerability and sensitivity of pharmaceuticals with 
different modes of action and, however, are not yet the bona fide model system 
representing human cancers. Currently, efforts are being made to improve predictiv-
ity of xenograft models by using orthotopic implantation, which is technically 
demanding but resembles a closer link to the environment of the donor tissue. In 
addition, cocultures with human immune and stromal cells are under evaluation. To 
improve predictivity of preclinical data for clinical trials in recent years, large pan-
els of patient-derived xenografts (PDX) were developed and investigated [36, 37]. 
Because PDX involve transplanting cancer patient tissue directly into immune-
compromised mice, genetic information and immunohistological markers are cor-
relative to the patient and can be applied to evaluate novel anticancer drugs [38] and 
personalized cancer therapies in preclinical phase II studies’ design. The advantages 
of PDX models can be summarized as follows: (1) preserve and stabilize genetic, 
histological, and phenotypic features of the tumor, (2) maintain stromal and stem 
cell components of the tumor, (3) facilitate biomarker assessment, and (4) can be 
used to predict the response to anticancer drugs. Working with PDX model needs 
approval of an institutional review board for utilization of patient-derived tumor 
tissue. Unfortunately, this model is technically challenging, expensive, and time-
consuming. The freshly excised primary human tumors need to be delivered from 
the operating room to the laboratory within 1 day, while, simultaneously, a sample 
of the primary human tumors should be examined by a pathologist. Therefore, it is 
necessary to have good infrastructure in place to ensure smooth transition of the 
samples from the surgeon, via the pathologist to the researcher. Only then, the origi-
nal primary human tumors can be compared with tumor tissues of the passaged 
tumor graft. Notwithstanding these efforts, the take rate of PDX between 20 and 
70% [39–41] is sometimes a limiting factor. Additionally, each passage of tumor 
tissue has to be compared with the original tissue with regard to its key immunohis-
tochemical features. From the second passage, nude mice can be utilized, and pieces 
of tumor tissues can be frozen in liquid nitrogen for later use. Once these hurdles are 
taken, PDX models are available for preclinical validation of anticancer drug sensi-
tivity and prediction of patient prognosis. PDX are certainly an extremely promis-
ing model for personalized cancer therapy. Accordingly, several global research 
centers are establishing resource libraries of PDX models. Development and stan-
dardization of animal models can increase the predictability of the anticancer drug 
response and be utilized as a tool for preclinical assessment of anticancer drugs.
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14.2.2	 �In Vitro 2D Models

Since 1951, when for the first time tumor cells were isolated and propagated as a 
stable cell line (HeLa) [42], numerous tumor cell lines have been established and 
are commercially available as models for different cancer types characterized by 
distinctive genetic backgrounds. Another important advantage of stable cell lines is 
the fact that they can be easily manipulated to study specific cellular functions 
involved in tissue homeostasis and malignant transformation. The long-standing 
experience with such cells caused the fact that, today, early-phase drug discovery 
relies heavily on screening based on 2D in vitro models, as they are relatively easy 
to perform in an automated fashion, and only confident results delivered by these 
models warrant approval of animal use in later stages. Unfortunately, since in con-
ventional 2D cultures cells are forced to grow in monolayers, the 3D architecture of 
the tumor tissue is completely lost, and, therefore, the complex cross talk between 
tumor and microenvironment cannot be maintained (Fig.  14.1a). Moreover, 
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Fig. 14.1  Analysis of morphology and marker expression in colorectal cancer cell lines, tumor 
tissue, and patient-derived 3D (PD3D) cell culture. (a) Analysis of morphology and marker expres-
sion in HT29 and HCT116 colorectal cancer cell lines by eosin staining (HE) and immunohisto-
chemistry, respectively. (b) Comparison of morphology and marker expression in tumor tissues 
and in the corresponding PD3D cell culture directly isolated from fresh tumor material
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monolayer cell cultures are often characterized by a different morphology resulting 
from alterations of the normal cellular processes compared to the tissues of origin.

14.2.3	 �In Vitro 3D Models

Limitations of 2D cell cultures are partially overcome by 3D cell cultures that allow 
for a more accurate mimicry of the native cancer tissue since it is possible to pre-
serve cellular morphology and heterogeneity characterizing physiological tissues. 
This is a fundamental requirement because both morphology and cell–environment 
cross talk strongly influence gene expression and therefore cell behavior [43–45]. 
Moreover, the use of multicellular tumor models could mimic tissue architecture to 
investigate not only tumor cell activity but also the influence of tumor microenvi-
ronment on malignant transformation.

Another very important feature of 3D cultures is the presence of gradients of 
soluble factors. Due to the 3D geometry, nutrients, oxygen, growth factors, as well 
as CO2 and wastes are exchanged between cells and microenvironment in a way that 
is very close to the one observed in tumors in vivo. The specific geometry of 3D cell 
cultures induces the formation of concentric cell layers with different phenotypes. 
For instance, in spheroid models bigger than 500 μm, an external layer of proliferat-
ing cells, a middle quiescent viable cell zone, and an internal necrotic core can eas-
ily be distinguished. This complex composed structure mimics the situation in vivo 
where the inner part of the tumors usually receives fewer nutrients due to the devas-
cularization. Moreover, this conformation reflects the diffusion of chemicals inside 
the tumor in  vivo, making this model a proper system for drug efficacy studies 
[46–48]. Recently, Rodenhizer and colleagues developed an engineered model 
where scaffold–tumor composite strips are rolled to assemble 3D structures mim-
icking in vivo tumor geometry. This system represents a useful tool for studying the 
influence of hypoxic gradients on cell growth, metabolic pathways, and response to 
therapy [49].

14.3	 �Models of 3D Cell Cultures

Currently, several approaches for the study of tumor physiology in 3D are used, 
the most important being (1) organotypic slice culture, (2) organotypic cocul-
tures, (3) cellular spheroids generated by single cell suspensions, or (4) tissue 
organoids.

14.3.1	 �Organotypic Slice Culture

The easiest way to maintain tissue architecture ex vivo is to cultivate the whole 
organ or fragments/slices of it in the so-called organotypic slice culture (Fig. 14.2a). 
This system allows studying the normal/altered physiology of the organ maintain-
ing the original tissue organization. Several studies have been done on various 
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tumor types, such as breast [50, 51], ovarian [52], and prostate cancer [53]. In these 
studies, drug uptake, proliferation, and cell death induction, as well as protein or 
gene expression alteration, have been considered. Unfortunately, tissue slices can be 
maintained in culture only for short periods of time without observing an alteration 
in cell viability and tissue architecture and can therefore be used only for short-term 
experiments. Moreover, several factors during the collection of the tissue, such as 
intraoperative handling and pathology processing, can strongly influence tissue 
slice characteristics, requiring the need for a high number of experimental replicates 
to obtain unbiased results. The short-term culturing and the inability of the cultures 
to expand restrict the use of this model to low-throughput studies in which the num-
ber of drugs and analytical endpoints to be analyzed is limited.

14.3.2	 �Organotypic Cocultures

Organotypic coculture models or raft cultures have been established for decades. 
The air–liquid interface allows for stratified tissue organization of epithelial cells 
growing on extracellular matrix gels with embedded stromal cells (Fig. 14.2b). 
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Fig. 14.2  Models of 3D cell cultures. (a) Organotypic slice culture: the whole organ or fragments 
of it are cultivated ex vivo. (b) Organotypic coculture: epithelial cells are cultured on an extracel-
lular matrix with embedded stromal cells. (c) Cellular spheroids: 3D structures obtained by aggre-
gation of single cells from primary or stable cell lines. (d) Tumor tissue organoids: multicellular 
structures directly isolated from fresh tissue without prior cell enrichment
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These complex cocultures permit the reconstruction of an in vivo-like microenvi-
ronment and provided important insights into the regulation of epidermal differ-
entiation and epithelial–mesenchymal interactions [54–58]. To further optimize 
the support of long-term epithelial growth and differentiation, the composition of 
the stromal equivalents has been modified by using various extracellular matrix 
approaches mimicking the microenvironment [59–63]. However, the complexity 
of organotypic cocultures precluded their validation and establishment as robust 
drug-screening models. In particular, the application as 384-well-based assays 
and the ease of molecular readouts and rapid imaging analysis remain enormous 
challenges for both organotypic slice cultures and organotypic coculture 
models.

14.3.3	 �Cellular Spheroids

Although organotypic slice cultures and organotypic coculture models are very 
complex and innovative tools, the most frequently used 3D models are cellular 
spheroids (Fig. 14.2c). These structures are obtained by aggregation of single cell 
suspension of stable cell lines or isolated primary cells. Cellular spheroids can be 
composed of a single cell type (homotypic) or different cell types (heterotypic), 
such as epithelial cells, endothelial cells, and/or fibroblasts plated together. The lat-
ter approach is particularly interesting when the aim of the analysis is to study the 
interaction between tumor cells and microenvironment and its influence on tumor 
progression. Several studies have demonstrated that heterotypic spheroids are use-
ful tools for studying tumor–stroma interactions when epithelial cells and fibro-
blasts are plated together [64, 65]. Fong and colleagues recently developed a 3D 
hydrogel system where prostate cancer cells and osteoblastic cells were grown 
together to recapitulate the tumor cell–microenvironment interaction within the 
bone metastatic microenvironment [66].

Moreover, the introduction of macrophages or other immune cells into the 3D 
culture enables the study of the effects of the immune system on tumor progression 
[67]. In addition, tumor cell invasion and metastatic potential can be thoroughly 
investigated by coculturing epithelial cells with fibroblasts and endothelial 
cells [68].

Not only stable cell lines can be used to generate spheroids but also isolated 
stem cells and iPS form 3D structures in specific culture conditions. Ricci-
Vitiani and colleagues demonstrated that CD133+ cells isolated from colon can-
cer are able to form tumor spheres in vitro and that these spheroids retain the 
ability to engraft and produce tumors with the same characteristics of the origi-
nal mass [69]. Weiswald et al. demonstrated that it is possible to obtain ex vivo 
colospheres from cancer cells but not from normal colonic mucosa and that 
sphere-forming capacity was associated with tumor aggressiveness [70]. 
Moreover, they showed that colospheres matched the gene expression profile of 
the parental tissue [71].
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14.3.4	 �Tumor Tissue Organoids (Patient-Derived 3D Cell Cultures, 
PD3D™)

Tumor tissue organoids (Fig. 14.2d) are novel multicellular systems freshly isolated 
from primary organs by mechanical and enzymatic dissociation. In this system, 3D 
organoids are composed of cell clusters that develop and maintain the complex compo-
sition of the tissue of origin. These structures are able to self-organize and to reproduce 
the exact original tissue architecture and marker expression (Fig. 14.1b). Since this 
model represents a useful tool to study tumor development and progression, as well as 
to test drug efficacy, several groups focus on the development of protocols for growing 
and expanding tumor organoids from primary tissues for different cancer types [72–
74]. Moreover, it has been shown that Lgr5+ cells isolated from different tissues, such 
as the stomach [75], liver [76], and intestine [77], can be cultured in vitro and are able 
to form long-term organoids that reproduce the structure of the tissue of origin.

Recent works of Clevers [78] that originate from the early matrix-associated 
models established in the 1960s [9] show that organoids represent a promising 
model for patient stratification and oncogenic therapeutic development since they 
are easy to establish and have an almost unlimited proliferative potential. Clevers 
and his group demonstrated that Lgr5 stem cells from multiple organs are able to 
form epithelial organoids that retain tissue identity [79]. Moreover, they showed that 
this approach can be applied not only to primary tumors but also to secondary meta-
static masses [80], making this model a suitable tool for personalized anticancer 
treatment. Lately it has been reported that further improved patient-derived 3D cell 
culture models are of high value for drug screening in colon cancer patients [81].

In this book chapter, we will focus on tumor organoids to better understand their 
advantages and their potential application in the field of precision medicine.

14.4	 �Methods for 3D Spheroid Culture Development 
and Growth

14.4.1	 �Spontaneous Cell Aggregation

14.4.1.1	 �Nonadhesive Surfaces: Liquid Overlay Techniques
Different techniques for spheroid formation have been developed. Tissue organoids 
and single cell suspension spheroids can be mainly developed using similar experi-
mental techniques. The most frequently used approaches in spheroid culturing are 
those based on spontaneous cell aggregation with liquid overlay techniques. Several 
tumor cell types are able to adhere spontaneously to each other or to other cell types 
forming cell aggregates like tissue spheroids. In order for this to be possible, aggre-
gation forces between cells have to be stronger than the adhesive forces on the sur-
face of the culture plate (Fig. 14.3Aa). Several surface modifications are possible to 
avoid cell adhesion and to allow spontaneous spheroid formation. Plate surface 
coating with substances that prevent cell adhesion, such as agar or agarose, 
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polyHEMA, proteoglycans, or positively charged polystyrene, has been one of the 
first approaches in the development of cellular spheroids [12, 82–85]. More recently, 
the development of cell culture products with nonadhesive surfaces has allowed 
researchers to obtain cellular spheroids more easily and with a higher level of repro-
ducibility. Methods for developing multicellular spheroids based on nonadhesive 
surfaces are inexpensive, easy to produce, and suitable for several cell types. 
Unfortunately, this approach leads to the formation of spheroids with variable size 
and shape, and it does not allow an upscaled production.

A   Spontaneous cell aggregation

d. Hanging drop

Incubation

Non-adhesive coating

a. Non-adhesive surfaces

b. Hydrogel matrices
Incubation

c. Spinner flasks

B   Microcarrier beads
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Stirred vessel Rotating vessel

Incubation

Stirred vessel Rotating vessel
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Fig. 14.3  Methods for 3D spheroid development and growth. (A) Spontaneous cell aggregation. 
Several cell types can spontaneously aggregate forming spheroids when adhesive forces between 
cells are stronger than adhesive forces to the surfaces of the culture plate. (a) Nonadhesive sur-
faces: when plate surfaces are modified to reduce cell adhesion, cells aggregate, forming 3D struc-
tures. (b) Hydrogel matrices: natural or synthetic matrices can be used to better mimic the 
extracellular microenvironment. Spheroids can form by aggregation of single cells or by monoclo-
nal cell growth. (c) Spinner flasks: for high-scale spheroid production, stirred or rotating vessels 
are used. The constant movement of the vessel prevents cell adhesion to the surface of the plate 
allowing 3D spheroid formation. (d) Hanging drop: cells are seeded in small drops of medium 
where, due to gravity forces, cells aggregate at the tip of the drop. (B) Microcarrier beads: natural 
or synthetic solid materials can be used to facilitate spheroid formation. Cells adhere to the bead 
surface and proliferate forming spheroidal structures

A. Silvestri et al.



293

14.4.1.2	 �Cell Embedding in Hydrogel Matrices
To better mimic the extracellular microenvironment, cells can also be embedded in 
natural or synthetic hydrogels, such as collagen or laminin matrices or other more 
complex matrix gels, such as Matrigel™ [86] or Puramatrix™ [87]. These are use-
ful materials for 3D spheroid culturing since they not only prevent cell adhesion to 
plate surface, but they also allow recreating the physiological situation that is pres-
ent in vivo (Fig. 14.3Ab). Based on the process that has to be studied, researchers 
can choose between matrices with different characteristics: Collagen I gels model 
the ECM of connective tissue, basement membrane extracts, such as Matrigel, reca-
pitulate the tumor epithelial microenvironment, while fibronectin-rich matrices 
mimic the microenvironment during wound healing. Moreover, the possibility to 
easily control the density and the flexibility of these materials makes them a very 
useful tool to model in vivo tissues.

14.4.1.3	 �Spinner Flask, Gyratory Rotator, and Microgravity System
For high-scale spheroid formation, several systems based on the application of 
external forces have been developed. Spinner flasks are bioreactors in which the 
continuous mixing of the medium prevents cell adhesion to the flask surface, allow-
ing spheroid formation [88] (Fig. 14.3Ac). A similar system is represented by the 
gyratory rotators in which cells are maintained in suspension thanks to the constant 
rotatory movement of the flask. These methods allow for a good control of spheroid 
size by adjusting cell density, rotatory velocity, and incubation time. One of the 
limitations of these systems is the presence of high shear forces generated by the 
movement that can affect cell physiology. To overcome this problem, a microgravity 
system has been developed in which cells are maintained in a rotatory, weightless 
microenvironment. This method, developed by the National Aeronautic and Space 
Agency (NASA), allows for spontaneous formation of 3D spheroids with homoge-
neous size and shape [46]. The major advantages of the rotary cell culture system 
(RCCS) lie in the possibility of obtaining spheroids with larger size, characterized 
by a higher level of differentiation. Moreover, the RCCS system allows the cocul-
turing of different cell types with the production of heterogeneous spheroids that 
very well mimic the epithelial architecture of the tissue in vivo. One of the limita-
tions of this system is the need for specialized, expensive equipment that makes the 
use of this technology limited to dedicated laboratories.

Since rotatory systems allow massive production of spheroids, this is the method 
of choice to generate high amounts of homogeneous cellular spheroids for further 
applications. Indeed, when the goal is to study single spheroid formation and behav-
ior, the static systems based on liquid overlay techniques are preferred since they 
permit an accurate analysis of cellular characteristics.

14.4.1.4	 �Hanging Drop Method
With the aim to develop an easier methodology for obtaining 3D cell cultures, Kelm 
and colleagues applied the hanging drop method used for culturing stem cell embry-
oid bodies to spheroid formation [89]. In this method, the cell suspension is depos-
ited as drops of typically 20 μL onto the underside of a plate lid. Subsequently, the 
lid is carefully inverted, with the drops being kept in place because of surface 
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tension. Caused by gravity, the cells inside the drop descend to the tip of the drop 
aggregating as spheroids of well-defined and homogeneous size (Fig. 14.3Ad). This 
ability of obtaining spheroids with constant dimension within a series of experi-
ments is important to obtain reliable results. Reproducibility of the hanging drop 
system is also promoted by its technical conditions that are completely free of con-
tact with any artificial support of surface or matrices.

Although this method is characterized by several advantages, it is not applicable 
to high-throughput drug screenings since the massive production of spheroids is 
difficult and the maximum volume per drop is only 50 μL, including the drug test 
medium. Furthermore, the system is difficult to handle, since quality of the spher-
oids strongly depends on technical skills, in particular the capability of maintain-
ing structured spheroids during all the passages that involve medium removal and 
change. In summary, the hanging drop method is inexpensive using standard plates 
but difficult to handle and reproduce. In contrast, the use of commercially available 
specialized plates makes the system easy to perform but leads to an increase in 
costs [90].

14.4.2	 �Microcarrier Beads and Scaffold-Based Culture 
with Natural or Synthetic Solid Materials

To facilitate spheroid formation for cells that do not spontaneously aggregate, 
microcarrier beads are used since they allow attachment and aggregation of cells, 
thus facilitating cell–cell interaction and the consequent formation of spheroidal 
structures (Fig. 14.3B). Several bead types are available, differing in size, composi-
tion, and surface coating. Due to the wide surface area, these carriers allow obtain-
ing high cell densities. Once cells adhere to the surface of the carriers, they 
proliferate creating mini-spheroids that, in turn, can aggregate one to each other, 
forming spheroids with bigger dimensions. Another advantage of this method is 
represented by the possibility of growing on the same bead different cell types, thus 
obtaining heterogeneous spheroids in which intercellular cross talk is mimicked 
[91]. This makes them a useful tool for studying the interactions between tumor 
cells and microenvironment. Unfortunately, due to the large surface of the beads, 
the spheroids produced by this method are mainly composed of the microcarrier 
support, making them poorly comparable to the physiological situation.

Another system used to facilitate spheroid formation in cells that do not spon-
taneously aggregate is the use of natural or synthetic prefabricated solid scaffolds. 
Cells are seeded on these porous supports, and they migrate along the surface and 
aggregate creating 3D structures. Growing spheroids increase in dimension and fill 
the interstices within the scaffold, creating well-organized 3D spheroids [92]. 
Several different materials can be used, such as collagen, chitosan, or synthetic 
polymers like d,d,–l,l polylactic acid. These materials very well support 3D long-
term cell growth and differentiation, allowing cells to more closely mimic in vivo 
cell morphogenesis and differentiation. Moreover, the availability of different scaf-
folds with various density, porosity, and flexibility provides the possibility of 
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easily finding the best option for each cell line and experimental need. Due to the 
nature of the scaffold material the results may vary depending on the polymer’s 
composition.

14.4.3	 �Pluripotent Stem Cells for Modeling Human Cancer

Since 2008, when Yoshiki Sasai discovered that stem cells can be guided to form 
three-dimensional structures of neural cells [93], scientists are aiming at rebuilding 
organ parts or even complete organs from pluripotent stem cells. Until today, differ-
ent protocols have been established to derive micro-stomachs, brains, breasts, kid-
neys, and many others from human or induced pluripotent stem cells [94].

More recently, this feature of pluripotent stem cells was applied to model 
gastric cancer in a three-dimensional fashion. McCracken and colleagues induced 
human pluripotent stem cells to form gastric tissue, growing as 3D structures in 
Matrigel [95]. These organoids were next infected with Helicobacter pylori, a 
bacterium linked to chronic gastritis and an increased risk of developing adeno-
carcinoma of the stomach [96]. After infection, significant epithelial responses 
were observed, including robust phosphorylation of c-Met and increased cell 
proliferation.

Huang et  al. published a similar but more specific approach to mirror ductal 
pancreatic cancer in a three-dimensional fashion [97]. They subsequently induced 
human embryonic stem cells  to differentiate into defined endoderm, polarized 
organoids growing on Matrigel, and finally to pancreatic progenitors. In order to 
guide the cells to the specific fate, different growth factor and nutrients critical for 
pancreas development were subsequently added to the culture medium. After that, 
differentiated organoids were transduced to model pancreatic cancer to express 
mutant variants of the KRAS or TP53 gene, the most frequently observed muta-
tions in pancreatic adenocarcinomas. Injected into mice, transduced organoids 
showed abnormal ductal architecture and nuclear morphology consistent with neo-
plastic transformation, showing the feasibility of the protocol to model human 
cancer.

Although this kind of protocol is rather difficult to establish, stem cells, once 
established, represent an unlimited source of cancer organoids bearing known 
mutant variations of specific onco- or tumor suppressor genes. This offers a state-
of-the-art methodology to study the impact of specific mutations and their combina-
tion to drug response and tumor behavior.

14.4.4	 �Selection of the Most Appropriate Model

Since several 3D models with different characteristics are available, it is fundamen-
tal to choose the most appropriate approach based on the experimental aim of the 
study. Every 3D culture method has its own characteristics and therefore can meet 
different experimental needs (Table 14.1).
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Table 14.1  Summary of advantages and disadvantages of 3D culturing methods/models based on 
the final experimental application

Application Method/model Advantages Disadvantages

Massive spheroid 
production

Spinner flasks/
gyratory rotators

Simple to perform Need of specialized 
equipment

Spheroids with 
controllable and 
reproducible size

High shear forces

Long-term coculture

NASA 
microgravity 
system

Simple to perform Need of specialized 
equipment

Spheroids with 
controllable and 
reproducible size

Expensive

Long-term coculture 
possible

Better differentiation

Morphological studies Hanging drop 
method

Inexpensive Labor intensive

Easy to perform

Spheroids with 
controllable and 
reproducible size

Liquid overlay 
technique

Suitable for many cell 
line

Limited amount of 
spheroids

Easy to perform Variability in spheroid 
sizeSuitable for coculture 

experiments

Tumor–
microenvironment 
cross talk studies

Heterotypic 
coculture 
spheroids

Increased level of 
complexity that better 
mimics in vivo tumors

Difficult to determine 
the influence of the 
single components

Influence of stroma, 
angiogenesis, immune 
system

Labor intensive

Experimental 
variability

Cell migration and 
invasion analysis

Hydrogel 
matrices

Good 3D extracellular 
support

Labor intensive

Flexible, possibility of 
modifying matrix 
stiffness based on 
experimental needs

Experimental 
variability

Expensive

(continued)
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Table 14.1  (continued)

Application Method/model Advantages Disadvantages

Low-throughput drug 
screening

Tissue slices Direct analysis of drug 
efficacy on ex vivo 
tumor tissue

Limited amount of 
starting material

Influence of tumor 
microenvironment

Low reproducibility

Only few analytical 
techniques can be 
applied

Tissue organoids Closely recapitulate in 
vivo tumors

Absence of tumor 
microenvironment

Cell expansion allows 
increasing the number 
of drugs and drug 
concentrations that can 
be tested

Maintenance of cell 
heterogeneity

Based on the 3D 
culture method, 
several analytical 
assays can be applied

High-throughput drug 
screening (HTS)

Cellular 
spheroids

Highly pure cell 
population

Loss of tumor 
heterogeneity

Stem cell sensitivity 
analysis

Easy to handle

Tissue organoids Closely recapitulate in 
vivo tumors

Not all the 3D 
techniques are 
applicable to HTS

Cell expansion allows 
increasing the number 
of drugs and drug 
concentrations that can 
be tested

Absence of tumor 
microenvironment

Maintenance of cell 
heterogeneity

Based on the 3D 
culture method, 
several analytical 
assays can be applied

(continued)
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First, it is important to consider whether the goal is the massive production of 
cellular spheroids for further analyses or if the main focus is to study cellular mor-
phology and behavior. In the first case, it is possible to use methods, such as spinner 
flasks and gyratory rotators, that allow for the production of great amounts of spher-
oids with controllable and reproducible size but that do not permit any kind of direct 
analysis. Indeed, when the goal is to proceed with morphological studies or molecu-
lar analysis, low-scale production methods have to be preferred since they permit 
the “on-site,” direct study of the spheroid characteristics of interest.

One of the most important aspects to take into account is the level of in vivo 
complexity that has to be maintained. For example, if the main focus is on the role 
of tumor microenvironment and how the cross talk between tumor and stroma cells 
influences tumor progression, it is useful to recapitulate this heterogeneity by using 
3D spheroids composed of different cell types, such as tumor epithelial cells, fibro-
blast, and endothelial cells.

Table 14.1  (continued)

Application Method/model Advantages Disadvantages

3D culture of cells 
with low aggregation 
capacities

Microcarrier 
beads/solid 
scaffolds

Good 3D extracellular 
support

Variability between 
scaffolds

Availability of 
materials with 
different chemistry, 
porosity, and density

Biomechanical 
influence on tumor cell 
behavior

More physiological 
cell morphology and 
differentiation than 2D 
systems

Precision medicine Tissue slices Direct analysis of ex 
vivo tumor tissue

Limited amount of 
material for the analysis

Reduced time needed 
for testing (no need of 
3D culture formation 
and expansion)

Low reproducibility

Tissue organoids Closely recapitulate in 
vivo tumors

Limited amount of 
starting material

Cell expansion allows 
increasing the number 
of drugs and drug 
concentrations that can 
be tested

Absence of tumor 
microenvironment

Maintenance of cell 
heterogeneity

Based on the 3D 
culture method, 
several analytical 
assays can be applied
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On the other hand, if a high-throughput approach is required, for example, in 
drug-screening experiments, it is very important to use a method that is easy to 
manipulate and to analyze, therefore being applicable to 384-well plate format and 
characterized by a high level of reproducibility. When the readout of the analysis is 
based on optical imaging, polymers and scaffolds need to be used carefully because 
layer depth and transparency need to be taken into account. Moreover, when the 
goal is to work with human tissue to specifically analyze the patient’s tumor profile 
in order to determine the best therapeutic approach, methods that allow working 
with limited amounts of starting material have to be chosen.

14.4.5	 �Innovative In Vitro Approaches for Precision Medicine: 
Organ-on-Chip

Over the last few years, efforts have been made to develop new, more complex in 
vitro systems that efficiently mimic human organs. One of the more innovative 
models is the “organ-on-chip,” bioengineered devices that accurately simulate 
structure and function of human organs, developed to study physiological and path-
ological conditions. These models are composed of several interconnected compart-
ments that allow for cell to cell crosstalk in a dynamic microenvironment where 
signaling molecules and metabolites can be exchanged through a perfusion 
system.

Several organ-on-chip models have been developed for liver [98–100], gut [101, 
102], lung [103, 104], and heart [105, 106]. These models are very promising tools 
not only for the study of tissue development and pathological progression but also 
for testing drug efficacy and toxicity. Perfusion systems can in fact be used to deliver 
therapeutic agents simulating blood supply and replicating drug delivery in vivo. 
The development of more precise organ-on-chip models will improve the clinical 
translation of drug efficacy testing and reduce the use of animals in preclinical 
analysis.

Organ-on-chip can be developed using cells grown in 2D or 3D structures. 
Moreover, it is possible to introduce different cell types, for example, tumor epithe-
lial cells and endothelial cells, which together with a perfusion system allow for 
exchange of signaling molecules and metabolites. Due to their dynamic character-
istics and the possibility of building different organs on the same chip [107], these 
models allow for the study of both drug efficacy and mechanisms of tumor cell 
dissemination through the bloodstream and colonization of secondary tissues.

Another aspect that makes organ-on-chip very attractive for antitumor research 
is the possibility of introducing immune cells in the system developing the so-called 
immunocompetent cancer chips. These models have been originally established to 
study inflammatory diseases in several organs, such as gut [101, 102], lung [108, 
109], and skin [110]. Considering the increasing interest in immune system 
response, modulation for cancer therapy and the limitations correlated with the use 
of animal models in this field, immunocompetent microfluidic in vitro systems rep-
resent an attractive solution for drug development and efficacy testing.
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Finally, the promising application of induced human pluripotent stem cells (iPS) 
in the development of differentiated tissues gives rise to the possibility of building 
organ-on-chip using PS cells directly isolated from cancer patients. The improve-
ment of these multi-organ human-on-chip models, matching the patient genetic pro-
file, will therefore strongly improve precision medicine.

14.5	 �Patient Tumor-Derived Organoids as Tool for Drug 
Screening, Precision Medicine, and Biomarker Discovery

14.5.1	 �Drug Screening

The determination of drug efficacy, as well as the discovery of new drug targets, 
strongly requires experimental models that recapitulate the physiological condition 
as much as possible. It is generally accepted that in vivo animal models represent the 
best approach to studying drug sensitivity and toxicity since they allow for the anal-
ysis of treatment effect on an entire organism. However, as highlighted above, the 
use of animal models is often a limiting condition due to ethical and economic 
aspects, as well as to the high level of variability that makes data more difficult to 
validate. Moreover, due to a different physiology and metabolism, drug sensitivity 
testing in animal models is rarely predictive of real clinical efficacy. In addition, 
both the high number of new drug candidates that need to be tested and the increas-
ing use of combination therapies that require the testing of simultaneous treatment 
with different drugs have increased the need for high-throughput screening meth-
ods. For all these reasons, in the last decades, the use of animal models for drug 
testing has decreased with a constant increment in the development and use of in 
vitro/ex vivo approaches. In this context, the advances in the field of 3D cultures 
have allowed researchers and pharmaceutical companies to test new compounds in 
a system that is closer to the physiological situation compared to standard 2D mod-
els, increasing the probability of success in translating the results into animal and 
human trials.

Several works have been published in which protocols for high-throughput drug 
screening with 3D cultures have been developed [111–113]. Friedrich et al. described 
an easy-handling protocol for spheroid establishment by liquid overlay technique on 
agar-coated plates and their treatment [114]. This protocol requires 96 h for spheroid 
formation and 72 h incubation with the drugs. Following the treatment, several ana-
lytical endpoints have been considered: spheroid integrity was analyzed by phase 
contrast imaging, cell integrity and viability were calculated by an acid phosphatase 
assay that was established by the same group [115] and that does not require spheroid 
dissociation, and spheroid growth delay was determined by analyzing spheroid vol-
ume kinetics. They also provided a list of human carcinoma cell lines partly selected 
by the NCI-DTP 60-cell line panel that can be used for drug screening producing 
treatable spheroids with a high level of reproducibility.

To improve screening capacity, Lovitt et al. developed a 3D cancer model in a 
miniaturized 384-well plate format growing cells onto a Matrigel layer [116]. They 
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tested proliferation and cell viability in different cell lines and following diverse 
treatments, and they demonstrated the high reproducibility of the assay. In particu-
lar, they analyzed spheroid size and cellular metabolic activity using resazurin. For 
both analyses, different technologies have been used to read assay output demon-
strating the versatility of the system and its applicability to different laboratory set-
ups. Boehnke et  al. describe that high-throughput drug screening of 3D tumor 
cultures in 384-well format is feasible and represents a robust tool for future drug 
discovery [117].

Several new approaches have been proposed for spheroid analysis after drug 
treatment. Klein et al. described the use of optical coherence tomography for visual-
izing, monitoring, and quantifying growth and treatment response dynamics [118]. 
With this technology, it is possible to monitor—constantly and without any external 
perturbation of the system—spheroid growth after treatment over the course of 
hours or days.

Most of the current 3D models used for drug screening are homogeneous sys-
tems composed of one single cell type that is usually cancer epithelial cells. 
Considering the fundamental role of the microenvironment in tumor development 
and progression, the last few years have seen a development of several 3D hetero-
cellular systems in which fibroblast, endothelial, and/or immune cells were intro-
duced. These models are more difficult to handle and to analyze due to the presence 
of components with different characteristics and behavior, but they are able to better 
mimic the in vivo situation, representing a step forward in the development of 3D in 
vitro systems that can replace, at least in part, the use of animal models and that can 
be applied to treatment selection. Kenny and colleagues have recently published a 
paper in which they showed that heterogeneous 3D culture of tumor microenviron-
ment can be adapted for quantitative high-throughput screening [119]. In particular, 
they developed a heterotypic coculture assay containing human fibroblasts, meso-
thelial cells, and extracellular matrix to reproduce the superficial tissue layers 
encountered by ovarian cancer cells during metastasis. Applying this system to 384- 
and 1536-well format screenings, they identified compounds able to inhibit the 
early steps of ovarian cancer metastasis. The efficacy of these compounds was con-
firmed in in vivo assays with two different cell lines, demonstrating the predictive 
value of this system for in vivo efficacy determination.

In summary, the application of 3D culture systems as disease-specific human 
drug-screening models has enormous potential to connect compound screening and 
clinical trials. Importantly, a successful establishment of novel and complex tech-
nologies in the drug discovery pipeline requires accurate assay validation and 
implementation possibilities for automatic robotic platforms into the workflow. In 
addition, novel experimental setups and readouts should allow for the evaluation of 
compound combination assays. The goals of multidrug-screening platforms are to 
achieve enhanced potency by exploiting greater-than-additivity therapeutic effects, 
to lower the doses of drugs with non-overlapping toxicity, and to delay drug resis-
tance. The evaluation of drug combinations requires the selection of the proper 
assay format and, more importantly, the assessment of different algorithms to obtain 
precise results of drug–drug interaction studies [120–122]. Moreover, the potential 
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value of pharmacodynamically synergistic drug combinations involves the investi-
gation of the modes of action from the perspectives of coordinated molecular inter-
actions and network regulation [123].

14.5.2	 �Precision Medicine

In the last decades, the presence of patient-specific differences in drug response 
including efficacy and side effects has prompted many researchers to focus on the 
determination of the key molecules that play a role in this phenomenon, leading to 
the foundation of “pharmacogenomics.” Moreover, with advances in the develop-
ment and use of so-called molecular therapeutics, drugs that act by targeting spe-
cific molecules known to be determinants of cancer growth and spreading, the study 
of the differences between individuals at the molecular level has become one of the 
main interests in the cancer field. The National Academy of Science has defined 
“precision medicine” as “the use of genomic, epigenomic, exposure and other data 
to define individual patterns of disease, potentially leading to better individual treat-
ment” [124]. The possibility of stratifying patients for the most appropriate treat-
ment could lead to an important reduction of side effects, as well as to an improvement 
of patients’ quality of life.

Due to the great number of available anticancer drugs and the possibility of drug 
combination(s), there is a strong need for new, easy-to-handle, high-throughput 
assays for the evaluation of treatment efficacy in individual tumors. 3D patient-
derived organotypic cultures represent a useful tool for this application since they 
are close enough to the physiological situation to efficiently mimic the tumor behav-
ior in vivo, and, compared to animal models, they allow for screening of a greater 
number of single as well as of combination drugs (Fig. 14.4). On a 384-well plate, 
it is possible to test three pairs of compounds in a full 6 × 6 matrix per patient within 
the same time frame as single drugs. An analogous xenograft experiment would 
require an unfeasible number of animals. Also, 3D in vitro assays allow obtaining 
drug response information in a few weeks compared to the months required for in 
vivo experiments (Fig. 14.5).

Several recent articles demonstrated the feasibility of using patient-derived 
tumor tissues for the determination of the most appropriate treatment. Vaira and col-
leagues isolated ex vivo organotypic slice cultures of human tumor specimens, and 
they showed how epithelial–stromal relationship, tumor tissue morphology, prolif-
eration, and viability were preserved after culturing. Moreover, at the molecular 
level, pathway activity was maintained. In particular, they focus on the activation of 
the PI3K/Akt pathway, and they demonstrated that treating tumor slices with PI3K 
inhibitor LY294002 induced a partial decrease in tissue proliferation and increase in 
apoptosis with a general decrement in cell viability over time with increasing con-
centration of the drug. Even if limited to one treatment, this analysis showed the 
utility of this approach in predicting patient tumor sensitivity to drugs [125].

Other groups applied this approach to study tumor response to chemotherapeutic 
drugs [126] and irradiation treatment [127] in head and neck squamous carcinomas 
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and glioblastoma multiforme, respectively. Patient-derived tissue slices before and 
after treatment were histologically analyzed for the expression of markers for pro-
liferation (Ki67), apoptosis/cell death (cleaved-caspase 3/propidium iodide), and 
DNA double-strand breaks (γH2AX).

Not only tissue slices but also 3D tumor spheroids represent feasible tools for 
personalized therapy [72, 74]. Gao et  al. developed a protocol for isolating 3D 
spheroids from prostate cancer specimens, and they showed that these organoids 
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Fig. 14.4  Schematic representation of PD3D cell cultures as future tool for treatment selection. 
PD3D cell cultures are grown directly from fresh patient material and expanded. Based on tumor 
profiling, a panel of available drugs is selected and tested on PD3D cultures as single treatment or 
in combination. Efficacy data obtained in vitro on 3D spheroids could in the future be translated 
into clinic to improve therapy selection
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recapitulate the molecular diversity of prostate cancer subtypes [128]. The possibil-
ity of generating a collection of patient-derived tumor spheroids that maintain inter-
individual heterogeneity makes this model a useful tool for selecting the best therapy 
in a patient-specific manner, as well as for studying genetic lesions that mediate 
tumor progression and resistance to treatment. Recently, Halfter and colleagues 
used breast cancer organoids directly generated from patient tumor biopsies to pre-
dict response to neoadjuvant therapy [129]. After isolation, spheroids were exposed 
to the equivalent therapeutic agents, and cell survival was measured. Survival data 
were then correlated to pathological complete response (pCR) determined at sur-
gery. Even if the authors used a limited number of samples with the subsequent need 
for an independent validation of the results, they showed that this model was a 
highly sensitive and specific predictor of pCR in the cohort of patients analyzed.

Even if currently none of the available in vitro chemotherapy and sensitivity 
assays is recommended for the use in clinical settings [130], the published data 
demonstrate that 3D in vitro approaches represent a promising tool to improve per-
sonalized therapy and to help researchers in understanding the mechanisms of 
tumor resistance.

14.5.2.1	 �Treatment Tailoring After Recurrence
Currently, the main interest of pharmaceutical companies is the discovery of tumor 
targets for the development of new cytotoxic drugs. Since tumor recurrence is often 
caused by drug resistance, it is fundamental not only to expand the panel of avail-
able anticancer drugs but also to better understand the mechanisms that allow cells 
to bypass drug activity, with the aim to develop new methods for circumventing 
tumor resistance. An interesting characteristic of cellular spheroids is that cancer 
cells grown in 3D show a similar resistance behavior observed in patient tumors. 
This is due to the fact that cells grown as spheroids produce more extracellular 
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Fig. 14.5  In vitro prescreening of candidate drugs for selecting the most active drugs/drug com-
binations. In vitro screening of PD3D cell cultures allows for testing drugs as single agents or in 
combination in a system that better mimic physiological conditions. The efficacy of the most active 
compounds selected by the in vitro prescreening can then be confirmed in vivo. This approach 
allows for testing of a greater number of drugs/drugs combinations, for reducing the time needed 
to obtain drug efficacy data, and for strongly decreasing the number of animals used
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matrix, and the crosstalk between tumor cells and microenvironment makes cells 
less sensitive to anticancer treatment [131, 132]. Based on this feature, 3D cancer 
spheroids represent a very useful tool for the study of drug resistance. Moreover, the 
possibility of culturing 3D organotypic spheroids directly from the patient tumor 
allows the use of this system for direct treatment selection after recurrence. It is in 
fact possible to grow 3D organoids from the relapsed tumor and test the post-
recurrence cells with a complete drug panel, allowing the selection of a second-line 
therapy (Fig. 14.6a). The possibility of expanding the organotypic cultures makes 
them a useful tool also for determining tumor resistance in vitro, therefore poten-
tially predicting the relapse in the patient. After first-line treatment selection, 3D 
organoids can be treated with the same regimen of the patient recreating the selec-
tive pressure to which tumor cells are subjected during therapy. If cells develop 
resistance, it is possible to retest the cells with a second panel of drugs, thus allow-
ing the selection of second-line therapy. This approach would strongly improve the 
management of tumor patients since it would be possible to earlier predict resis-
tance to treatment and to select a new therapy (Fig. 14.6b).

Moreover, the analysis of cellular spheroids from tumors before and after recur-
rence can help to understand the mechanisms of resistance giving important infor-
mation that can be used for the improvement of the current treatment regimens, for 
the development of new anticancer drugs, and also for the identification of predic-
tive biomarkers.
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Fig. 14.6  Schematic representation of PD3D cell cultures as tool for treatment selection after 
recurrence and for prediction of tumor resistance. (a) After recurrence, PD3D cells can be grown 
from the relapsed tumor and tested with a second panel of drugs to determine second-line therapy. 
(b) During first line therapy, PD3D cells grown from the original tumor can be treated in vitro with 
the same regiment of the patient. If cells develop resistance before clinical relapse is detectable, a 
second panel of drugs can be screened to early select a new therapy
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14.5.3	 �Biomarker Discovery

3D cultures derived from patients’ tumor specimens can be applied to both drug 
screening and treatment selection to improve anticancer therapy efficacy. Moreover, 
since this model maintains the molecular characteristics of the tumor of origin, it 
represents a potential tool for biomarker discovery. Currently, new prognostic and 
predictive biomarkers are determined by direct analysis of tumor specimens. 
Limitations to this approach are the accessibility of primary material, as well as the 
variability in handling this material, which could cause alterations in cellular phe-
nomics, thus possibly strongly influencing the results of the analysis. 3D in vitro 
cell cultures allow bypassing these limitations. By growing cells in vitro, it is in fact 
possible to expand tumor cells, thus increasing the amount of tissue available for the 
analysis, and, simultaneously, to maintain intact the intracellular activity, thus 
avoiding alterations at the molecular profile level. The generation of large collec-
tions of patient-derived 3D cultures may therefore represent a potential biobank for 
population studies in which these in vitro models are used as representative of the 
original tumor for biomarker determination. Moreover, the possibility of storing 3D 
cultures for long periods of time allows to create a collection of tumor specimens 
with long-term follow-up that can be used for retrospective studies.

Conclusions
In the last decades, the commonly used “trial-and-error” approach for treatment 
determination has partly been replaced by more precise, marker-guided methods 
that, considering the individual molecular profile, allow decreasing side effects and 
improving treatment efficacy. To be useful in clinical settings, prognostic and pre-
dictive assays need to mimic as close as possible the physiological conditions to 
allow the direct translation of results to patient management. In this perspective, 
3D cultures directly generated from fresh patient tumor tissue have a great poten-
tial for improving cancer patients outcome. As shown in this chapter, 3D cultures 
can already be used to study the mechanisms of tumor development, progression, 
and resistance to therapy but also as a direct tool for drug screening. After appropri-
ate clinical studies, in the future, it may be possible that PD3D cultures could also 
have an impact on clinical decision-making in cancer medicine and treatment.

Together with the lack of efficacy, one of the main causes of drug failure in 
clinical trials is the development of previously undefined toxic side effects. For 
this reason, there is an urgent need for new models translating the in vitro tox-
icity after acute and chronic exposure to chemicals into clinical trials. 3D cul-
tures represent a promising approach in this field. Some recent publications 
have in fact demonstrated the feasibility of using 3D models for the determina-
tion of both nephro- and hepatic-toxicity [133–136]. Together with supporting 
the determination of drug toxicity, this approach could also help to highlight 
and explain the interindividual differences in drug transformation and 
activation.
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Due to their versatility, 3D models represent an efficient tool for translational 
research, and the constant improvement in 3D culture technologies increases the 
potential of these in vitro methodologies in supporting clinical decisions.
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Lange M, Schäfer R, Regenbrecht CRA, Reinhard C, Velasco JA. Assay Establishment and 
Validation of a High-Throughput Screening Platform for Three-Dimensional Patient-Derived 
Colon Cancer Organoid Cultures. J Biomol Screen. 2016;21(9):931–41. doi:10.1177/ 
1087057116650965, jbx.sagepub.com, http://jbx.sagepub.com/content/early/2016/05/26/108
7057116650965.full.

	118.	Klein OJ, Jung YK, Evans CL. Longitudinal, quantitative monitoring of therapeutic response 
in 3D in  vitro tumor models with OCT for high-content therapeutic screening. Methods. 
2014;66(2):299–311.

	119.	Kenny HA, Lal-Nag M, White EA, Shen M, Chiang CY, Mitra AK, et al. Quantitative high 
throughput screening using a primary human three-dimensional organotypic culture predicts 
in vivo efficacy. Nat Commun. 2015;6:6220.

	120.	Fitzgerald JB, Schoeberl B, Nielsen UB, Sorger PK. Systems biology and combination ther-
apy in the quest for clinical efficacy. Nat Chem Biol. 2006;2(9):458–66.

A. Silvestri et al.

http://dx.doi.org/10.1177/1087057116650965
http://dx.doi.org/10.1177/1087057116650965
http://jbx.sagepub.com
http://jbx.sagepub.com/content/early/2016/05/26/1087057116650965.full
http://jbx.sagepub.com/content/early/2016/05/26/1087057116650965.full


313

	121.	Zhao L, Wientjes MG, Au JLS.  Evaluation of combination chemotherapy: integration of 
nonlinear regression, curve shift, isobologram, and combination index analyses. Clin Cancer 
Res. 2004;10(23):7994–8004.

	122.	Lehár J, Krueger AS, Avery W, Heilbut AM, Johansen LM, Price ER, et al. Synergistic drug 
combinations tend to improve therapeutically relevant selectivity. Nat Biotechnol. 
2009;27(7):659–66.

	123.	Jia J, Zhu F, Ma X, Cao Z, Li Y, Chen YZ. Mechanisms of drug combinations: interaction and 
network perspectives. Nat Rev Drug Discov. 2009;8(2):111–28.

	124.	National Research Council (US) Committee on A Framework for Developing a New 
Taxonomy of Disease. Toward precision medicine: building a knowledge network for bio-
medical research and a new taxonomy of disease. Washington, DC: National Academies 
Press; 2011.

	125.	Vaira V, Fedele G, Pyne S, Fasoli E, Zadra G, Bailey D, et al. Preclinical model of organo-
typic culture for pharmacodynamic profiling of human tumors. Proc Natl Acad Sci U S A. 
2010;107(18):8352–6.

	126.	Gerlach MM, Merz F, Wichmann G, Kubick C, Wittekind C, Lordick F, et al. Slice cultures 
from head and neck squamous cell carcinoma: a novel test system for drug susceptibility and 
mechanisms of resistance. Br J Cancer. 2014;110(2):479–88.

	127.	Merz F, Gaunitz F, Dehghani F, Renner C, Meixensberger J, Gutenberg A, et al. Organotypic 
slice cultures of human glioblastoma reveal different susceptibilities to treatments. Neuro 
Oncol. 2013;15(6):670–81.

	128.	Gao D, Vela I, Sboner A, Iaquinta PJ, Karthaus WR, Gopalan A, et al. Organoid cultures 
derived from patients with advanced prostate cancer. Cell. 2014;159(1):176–87.

	129.	Halfter K, Ditsch N, Kolberg H-C, Fischer H, Hauzenberger T, von Koch FE, et al. Prospective 
cohort study using the breast cancer spheroid model as a predictor for response to neoadju-
vant therapy—the SpheroNEO study. BMC Cancer. 2015;15(1):519.

	130.	Burstein HJ, Mangu PB, Somerfield MR, Schrag D, Samson D, Holt L, et  al. American 
Society of Clinical Oncology clinical practice guideline update on the use of chemotherapy 
sensitivity and resistance assays. J Clin Oncol. 2011;29(24):3328–30.

	131.	Longati P, Jia X, Eimer J, Wagman A, Witt MR, Rehnmark S, et al. 3D pancreatic carcinoma 
spheroids induce a matrix-rich, chemoresistant phenotype offering a better model for drug 
testing. BMC Cancer. 2013;13:95.

	132.	Hazlehurst LA, Landowski TH, Dalton WS. Role of the tumor microenvironment in mediat-
ing de novo resistance to drugs and physiological mediators of cell death. Oncogene. 
2003;22(47):7396–402.

	133.	Astashkina AI, Mann BK, Prestwich GD, Grainger DW.  A 3-D organoid kidney culture 
model engineered for high-throughput nephrotoxicity assays. Biomaterials. 
2012;33(18):4700–11.

	134.	DesRochers TM, Suter L, Roth A, Kaplan DL. Bioengineered 3D human kidney tissue, a 
platform for the determination of nephrotoxicity. PLoS One. 2013;8(3):e59219.

	135.	Hrach J, Mueller SO, Hewitt P. Development of an in vitro liver toxicity prediction model 
based on longer term primary rat hepatocyte culture. Toxicol Lett. 2011;206(2):189–96.

	136.	Fey SJ, Wrzesinski K. Determination of drug toxicity using 3D spheroids constructed from 
an immortal human hepatocyte cell line. Toxicol Sci. 2012;127(2):403–11.

14  In Vitro Three-Dimensional Cell Cultures as Tool for Precision Medicine



315© Springer International Publishing AG 2017
J. Haybaeck (ed.), Mechanisms of Molecular Carcinogenesis – Volume 2, 
DOI 10.1007/978-3-319-53661-3_15

M. Galazi • G. Weitsman • J. Monypenny • O. Coban • H. Milewicz • F. Ciccarelli 
Division of Cancer Studies, Richard Dimbleby Department of Cancer Research, New Hunt’s 
House, King’s College London, London SE1 1UL, UK 

V. Gomez 
UCL Cancer Institute, University College London,  
Paul O’Gorman Building, London, WC1E 6DD, UK 

T. Ng (*) 
Division of Cancer Studies, Richard Dimbleby Department of Cancer Research, New Hunt’s 
House, King’s College London, London SE1 1UL, UK 

UCL Cancer Institute, University College London,  
Paul O’Gorman Building, London, WC1E 6DD, UK 

Breast Cancer Now Research Unit, Department of Research Oncology, Guy’s Hospital, 
King’s College London School of Medicine, London SE1 9RT, UK
e-mail: tony.ng@kcl.ac.uk

15Stratifying Cancer Therapies 
by Molecular Interactions and Imaging

Myria Galazi, Gregory Weitsman, James Monypenny, 
Oana Coban, Hanna Milewicz, Valenti Gomez, 
Francesca Ciccarelli, and Tony Ng

Contents

15.1  �Introduction�   316
15.2  �Matching Molecule-Targeted Agents to Mutations�   317

�15.2.1  The Ras-Raf-MEK-ERK Signalling Pathway�   317
�15.2.2  The Epidermal Growth Factor Receptor (EGFR/ErbB) Family�   319
�15.2.3  PI3K/AKT Pathway�   321
�15.2.4  Other Agents�   322
�15.2.5  Redesigning Cancer Clinical Trials�   322

15.3  �Target Concentration Alone Not Predictive of Clinical Response to Targeted 
Therapies�   323

15.4  �Tumour Evolution and Protein Network Rewiring: Outside the Mutation Box�   325
15.5  �Currently Available Techniques to Quantify Single Protein Pair Interactions in 

Patient Samples�   326
15.6  �Highly Multiplexed Imaging of Tumour Tissues�   329
15.7  �Single-Molecule Imaging to Quantify ErbB Kinetics�   330

mailto:tony.ng@kcl.ac.uk


316

Abstract

Accumulated knowledge generated by years of fundamental research and more 
recently the implementation of high-throughput sequencing analysis and 
genomic technologies have led to the identification of novel molecular events 
that are critical oncogenic drivers amenable to targeted therapy. As a result, in the 
past decade, we have observed the introduction of molecularly targeted therapies 
for the treatment of cancers within clinical trials that have then subsequently 
gained approval for use in routine clinical practice. Some of these agents have 
demonstrated dramatic efficacies, not previously observed in the treatment of 
metastatic cancers, such as malignant melanoma, non-small cell lung cancer 
(NSCLC), colorectal cancer and breast cancer.

15.1	 �Introduction

Accumulated knowledge generated by years of fundamental research and more recently 
the implementation of high-throughput sequencing analysis and genomic technologies 
have led to the identification of novel molecular events that are critical oncogenic driv-
ers amenable to targeted therapy. As a result, in the past decade, we have observed the 
introduction of molecularly targeted therapies for the treatment of cancers within clini-
cal trials that have then subsequently gained approval for use in routine clinical prac-
tice. Some of these agents have demonstrated dramatic efficacies, not previously 
observed in the treatment of metastatic cancers, such as malignant melanoma, non-
small cell lung cancer (NSCLC), colorectal cancer and breast cancer.

The timeline of translating these molecular agents from the laboratory bench into 
clinical practice is accelerating, increasing the need for diagnostics/biomarkers to 
prescreen and stratify patients that are likely to respond and to detect early signs of 
drug response or acquired resistance. In addition, despite the profound initial 
responses seen with the introduction of these therapies, acquired resistance by can-
cer cells is increasingly observed. This necessitates a greater understanding of the 
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cellular mechanisms underlying the plasticity and adaptation of cancer cells in 
response to targeted therapies.

15.2	 �Matching Molecule-Targeted Agents to Mutations

The complexity of neoplastic disease depends on a variety of biological processes. 
Sustained mitogenic signalling is arguably the most fundamental trait of cancer 
cells. This is conveyed in large by growth factors that bind cell-surface receptors 
allowing activation of their tyrosine kinase domains and activation of branched 
intracellular signalling pathways that regulate cell cycle and growth. In addition, 
activating somatic mutations within tumours lead to constitutive signalling of 
important cellular pathways, such as the mitogen-activated protein (MAP) kinase 
and the phosphoinositide 3-kinase (PI3K) pathways [1, 2]. Dependency of a tumour 
on a specific oncogene renders these malignancies sensitive to inhibitors. Finally, 
the disruption of negative feedback loops within these pathways enhances prolifera-
tive signalling further—for example, the loss of function mutations in PTEN that 
amplify PI3K signalling [3].

15.2.1	 �The Ras-Raf-MEK-ERK Signalling Pathway

The Ras-Raf-MEK-ERK signalling pathway is instrumental in linking growth 
factor-dependent receptor activation to a variety of fundamental cellular processes, 
including proliferation, cell cycle arrest, apoptosis and migration. In response to 
extracellular receptor activation and subsequent recruitment and activation of the 
monomeric GTPase Ras, a protein kinase signalling cascade is triggered that leads 
to the phosphorylation of ERK (extracellular signal-regulated kinases). 
Phosphorylated ERKs translocate to the nucleus where they themselves phosphory-
late transcription factors, thereby regulating their activity [4].

BRAF is a gene that encodes the B-Raf protein, a key component of the Ras-Raf-
MEK-ERK pathway. It is a proto-oncogene that is frequently mutated in melanoma 
(50–60%) and at a lower frequency in other human cancers (10% of colorectal and 
6% of lung cancers). This occurs mainly by somatic missense point mutations, all 
of which lie within the kinase domain.

Since the initial identification of BRAF mutations in cancer, about 300 distinct 
missense mutations have been identified in tumour samples and cancer cell lines 
[5]. Most occur in the activation loop (A-loop) near Val 600, or in the Gly-Ser-Gly-
Ser-Phe-Gly phosphate-binding loop (P-loop) [6]. These mutations lead to A-loop 
or P-loop phosphorylation, or disrupt the A-loop–P-loop interaction that stabilises 
the inactive conformation of B-Raf, promoting the kinase-active form of the pro-
tein. The most common BRAF mutation leads to the substitution of Glu for Val at 
amino acid 600 (V600E) and accounts for 80% of the mutations seen in this gene. 
This substitution mimics phosphorylation of the activation loop, thereby inducing 
constitutive B-Raf kinase activity [7].

In clinical trials of BRAF V600E melanoma patients, B-Raf inhibitors (vemu-
rafenib and dabrafenib) have induced high rates of response and longer survival [8, 9]. 
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Despite this, resistance to B-Raf inhibitors has been documented both in the primary 
(intrinsic) and secondary (acquired) setting. A significant proportion (16%) of patients 
with BRAF-mutated malignant melanoma have shown primary resistance to dab-
rafenib [10], and the durability and survival benefit of the patients who have shown 
initial response to either of these agents seems to be limited to about 1 year [10–12].

In contrast, in colorectal cancers with the same BRAF V600E mutation, Raf 
inhibitor monotherapy has proven disappointingly ineffective, with response rates 
of only approximately 5% [13]. This disparity in B-Raf inhibition between different 
tumour types poses a great challenge to our current understanding of inhibitor 
insensitivity.

Primary resistance to B-Raf inhibition has been shown to occur through activa-
tion of signalling through wild-type RAF by relieving feedback mechanisms [14]. 
Moreover, the cancer type and the signalling pathways that are primarily involved 
in cancer cell proliferation can interact and predict efficacy to B-Raf inhibition. For 
example, the decreased efficacy of vemurafenib in BRAF-mutated metastatic 
colorectal cancer (mCRC) is mainly attributed to a feedback increase in epidermal 
growth factor receptor (EGFR) signalling when B-Raf is inhibited [15].

Hypotheses for mechanisms of acquired resistance to B-Raf inhibition generally 
include secondary mutations in BRAF V600E, MAP kinase pathway reactivation 
and activation of alternative survival pathways. Reactivation of the MAP kinase 
signalling pathway occurs through upregulation of KRAS, NRAS, MEK1 and 
MEK2 [16–18]. For example, sequencing of BRAF V600E-positive melanoma cell 
lines and patient tumours with acquired secondary resistance to vemurafenib dem-
onstrated NRAS upregulation and subsequent MAP kinase pathway reactivation 
that was also sensitive to MEK inhibition [17]. Additionally, the identification of a 
BRAF V660E splice variant, p61BRAF(V600E) [19], which demonstrates enhanced 
homodimerisation in vemurafenib-resistant melanoma cell lines, promoted an 
increase in ERK signalling. This splice variant was also found in the tumours of 
patients with acquired resistance to vemurafenib, supporting the hypothesis that 
failure of B-Raf inhibitors occurs due to alternative, Ras-independent mechanisms 
of Raf activation. The p61BRAF(V600E) is Ras independent as it lacks exons 4–8, 
a region that encompasses the RAS-binding domain [19].

Furthermore, whole exome sequencing (WES) in colorectal cancer from paired 
pretreatment and post-progression biopsies, from patients with BRAF-mutant tumours 
and initial clinical response or prolonged stable disease, demonstrated MAP kinase 
pathway alterations unique to the resistant tumour, including KRAS amplification and 
MEK1 mutation [20]. Indeed, the continued MAP kinase pathway dependence of 
BRAF-mutant colorectal cancer cells with these molecular alterations that promotes 
acquired resistance to B-Raf inhibition is supported by the fact that they remain sensi-
tive to ERK inhibitors [20]. Amplified or mutant KRAS produces a constitutively 
GTP-bound and active form of the protein that promotes stimulus-independent and 
persistent activation of downstream effectors, leading to the proliferation and survival 
of cancer cells predominantly through the Ras-Raf-MEK-ERK pathway [21].

Acquired resistance to B-Raf inhibition has also been observed to occur via a MAP 
kinase pathway-independent mechanism in approximately 30% of melanoma patients 
[22]. Activation of receptor tyrosine kinases (RTKs) provides one such mechanism of 
BRAF inhibitor resistance. Increased expression of either platelet-derived growth 
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factor receptor-β (PDGFRβ) or insulin-like growth factor 1 receptor (IGF1R) was 
identified in cultured cells and in specimens from patients with vemurafenib-resistant 
melanomas. PDGFRβ or IGF1R signalling allows for the activation of MAPK path-
way-independent pro-survival signalling pathways, such as the PI3K–AKT axis, 
which render cells resistant to the effects of B-Raf inhibition [17, 23]. EGF signalling 
also confers resistance to B-Raf inhibition and induces melanoma invasion through 
Src-dependent pathways. Inhibition of the EGF receptor and Src resensitises treat-
ment-resistant BRAF-mutant melanoma cells to vemurafenib and blocks their inva-
siveness [24]. In addition, activation of HER3 signalling has been identified as an 
adaptive mechanism of resistance in a subset of patients with melanoma. It is thought 
that B-Raf kinase inhibition promotes the upregulation of the transcription factor fork-
head box protein D3 (FOXD3), which, in turn, directs increased expression of HER3 
and allows for enhanced HER2–HER3 signalling [25].

Identifying and understanding these resistance mechanisms in B-Raf inhibitor-
resistant cancers will be instrumental for the development of additional rational 
pathway-targeted therapeutic combinations to achieve longer-lasting responses and 
better patient survival. In addition, a deeper understanding into the Ras-Raf-MEK-
ERK pathway and the identification of new biomarkers to predict response will be 
essential for future drug development in RAF-driven cancers.

15.2.2  �The Epidermal Growth Factor Receptor (EGFR/ErbB) 
Family

EGFR (also known as ErbB or HER1) is the archetypal member of the epidermal 
growth factor family of receptor tyrosine kinases (RTKs). Upon ligand binding with 
peptide growth factors of the EGF family, the receptor undergoes dimerisation that 
stimulates its intrinsic intracellular protein tyrosine kinase activity. This leads to 
further activation of downstream pathways, such as Ras-Raf-MEK-ERK and PI3K-
AKT-mTOR, which drive DNA synthesis and cell proliferation [26].

EGFR and EGF-like peptides are often overexpressed in many human carcino-
mas, such as lung, colorectal, head and neck cancers and glioblastomas. Amplification 
of the EGFR gene and mutations of the EGFR catalytic tyrosine kinase domain have 
been demonstrated to occur in carcinoma patients. The most common EGFR-
activating mutations, exon 19 deletion and exon 21 point mutation (L858R), predict 
sensitivity to EGFR tyrosine kinase inhibitors [27, 28]. The distribution of these 
mutations around the ‘catalytic kinase domain’ is distinct in NSCLC in contrast to 
EGFR mutations in glioblastomas located in the extracellular portion of the protein 
[29]. Additional mutations in the EGFR gene have been identified but these are 
rarer, and their impact on predicting sensitivity to anti-EGFR therapy or clinical 
prognosis still needs to be elucidated [30].

The complex interactions of EGFR with the other epidermal growth factor fam-
ily receptors and ligands, especially its ability to form, and heterodimers allow for 
sustained activation of downstream signalling pathways despite inhibition, leading 
to cancer cell proliferation posing further therapeutic challenges [31].

Erlotinib and gefitinib reversibly inhibit the EGFR tyrosine kinase domain by 
competitively binding with ATP. Afatinib is an irreversible inhibitor of EGFR and 
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HER2 receptor tyrosine kinases. Cetuximab, a chimeric mouse-human IgG1 anti-
body, and panitumumab, a fully humanised IgG2 antibody, are monoclonal antibod-
ies that block ligand binding to the extracellular domain of EGFR [32].

Gefitinib, erlotinib and afatinib have been used in the subset of patients with 
NSCLC (10–35%) who have activating EGFR gene mutations. Several randomised 
phase III trials in patients with advanced NSCLC and activating EGFR mutation 
have shown the efficacy of these agents in terms of response rate (RR) and 
progression-free survival (PFS) when compared with standard platinum-based che-
motherapy [33–40]. In addition, cetuximab is effective in a subset of KRAS wild-
type metastatic colorectal cancers. Response, however, is transient, and secondary 
resistance occurs, limiting the clinical benefit of these anti-EGFR agents.

The resistance mechanisms to EGFR small molecule inhibitors or antibodies are 
due to novel secondary EGFR mutations and activation of bypass signalling path-
ways (such as MET amplification, KRAS activation) [41].

The EGFR T790M mutation in exon 20 of the EGFR gene is found in approxi-
mately 60% of EGFR TKI-treated patients with NSCLC as a form of acquired resis-
tance. It leads to increase in kinase activity for ATP, therefore reducing antagonism 
by the ATP-competitive tyrosine kinase inhibitors [42]. EGFR inhibitors that target 
the T790M mutation have been identified. These novel third-generation EGFR 
inhibitors, such as rociletinib (CO-1686) and AZD9291, have shown clinical 
responses in approximately 60% of EGFR-mutant patients with T790M-mediated 
secondary resistance [43, 44]. Similarly, the EGFR extracellular domain S492R 
mutation reduces cetuximab binding in colorectal cancer [45].

Amplification of the MET gene is observed in up to a fifth of patients with 
EGFR TKI-resistant NSCLC. In an EGFR-mutant gefitinib-resistant lung cancer 
cell line, activated MET led to phosphorylation of the p85 subunit of PI3K allow-
ing interaction with phosphorylated HER3 and downstream AKT signalling 
through this MET/HER3/PI3K axis. Therefore, the MET-mediated increase in 
PI3K signalling rescues the EGFR inhibitor-dependent inactivation of PI3K. In the 
same study, dual inhibition of EGFR and MET signalling in xenograft models 
showed tumour regression [46].

In both NSCLC and colorectal cancer, KRAS and EGFR mutations generally occur 
in a mutually exclusive pattern, and the presence of one predicts non-response to ther-
apy directed against the other [47]. The KRAS gene encodes for the GTP-binding 
protein Ras. Once mutated, Ras becomes constitutively active. Deep sequencing and 
BEAMing (beads, emulsions, amplification and magnetic, a technique to detect with a 
5% mutated/wild-type allele sensitivity) in metastatic colorectal cell lines and in patient 
biopsies (n = 8) pre- and post-cetuximab treatment (who had initially responded and 
then developed resistance) demonstrated KRAS mutations. This emergence of cetux-
imab-resistant populations derives either from selection of pre-existing KRAS clones 
or of ‘de novo’ acquisition of a KRAS mutation under the pressure of cetuximab treat-
ment. Co-administration of cetuximab and selective inhibitors of MEK kinase in these 
resistant cell clones showed that they become sensitive to treatment [48].

Although the spectrum of KRAS mutations affects the same three-dimensional 
area of the folded protein, molecular studies suggest that different amino acid sub-
stitutions may define the biological properties of the KRAS protein in terms of 
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binding affinity for downstream effectors. A recent study indicated that NSCLC cell 
lines with G12C and G12V amino acid substitutions appear to have lower levels of 
phosphorylated AKT to those of cell lines carrying other KRAS mutations [49]. 
Similarly, levels of phosphorylated MEK did differ between KRAS G12C or G12V 
and other KRAS mutations or wild-type KRAS, which suggests that tumours har-
bouring G12C or G12V variants may have greater dependency upon mitogen-
activated protein/extracellular signal-regulated kinase (MAP/ERK) signalling for 
proliferation. Although experimental, these results seem to suggest that MEK inhib-
itors may be more active against tumours with KRAS G12C or G12V variants, a 
hypothesis that will be prospectively evaluated in the ongoing SELECT-1 study 
(https://clinicaltrials.gov/ct2/show/NCT01750281).

15.2.3  �PI3K/AKT Pathway

Phosphoinositide 3-kinases (PI3Ks) belong to a family of lipid kinases that phos-
phorylate 3-hydroxyl group of phosphoinositides. Importantly, phosphorylation of 
phosphatidylinositol-4,5-biphosphate by PI3K results in the production of 
phosphatidylinositol-3,4,5-triphosphate (PIP3), which is critical in recruiting AKT 
for activation of growth, proliferation and survival. PTEN (phosphatase and tensin 
homolog) is a tumour suppressor that negatively regulates PIP3 [50].

Activating mutations in PIK3CA, the gene encoding the p110a catalytic subunit 
of PI3K, is frequently mutated in cancer. PI3KCA amplification, PTEN loss, AKT 
mutations and receptor tyrosine kinase amplification promote tumorigenesis by 
upregulating the PI3K/AKT signalling axis [51].

The complexity of the PI3K pathway, however, leads to negative feedback release 
as a result of targeted inhibition, leading to the activation of compensatory signal-
ling pathways. These comprise the FOXO-dependent feedback reactivation of 
receptor tyrosine kinases (such as HER2, HER3, IGF1R and insulin receptor) and 
downstream kinases, including ERK, MYC amplification and NOTCH or Wnt-b-
catenin pathway activation [52–54].

mTOR inhibitors were the first to enter the clinic (rapamycin) and have been 
effective in some malignancies, for example, renal cell carcinoma, when adminis-
tered as single agents [55]. Dual PI3K-mTOR and AKT inhibitors have also been 
tested within clinical trials in various tumour types and have produced variable 
results. A comprehensive list of these is sited in the supplementary table of the 
review article by Fruman et al. with the relevant citations [56]. Because of the com-
plexity of the PI3K pathway described above, inhibitors of the PI3K/AKT/mTOR 
pathway are used in combination with other targeted treatments as well, for exam-
ple, with trastuzumab or lapatinib [57].

Furthermore, in the case of hormone-sensitive malignancies, such as prostate and 
breast cancer, PI3K pathway alterations are triggered as resistance mechanisms to 
hormone therapies. In PTEN-deficient prostate cancer, PI3K and androgen receptor 
(AR) regulate one another by a reciprocal feedback mechanism. AR inhibition acti-
vates AKT signalling, and PI3K inhibition results in feedback signalling to HER2–
HER3 and AR reactivation [58, 59]. The effect of combined targeted inhibition of 
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the PI3K/AKT/mTOR pathway and androgen deprivation therapy is being investi-
gated within clinical trials. Finally, the positive results of the combination of the 
aromatase inhibitor exemestane and everolimus in oestrogen receptor-positive 
breast cancer have led to the design of many other clinical trials of PI3K/AKT/
mTOR pathway inhibitors with antioestrogen therapies [60].

15.2.4  �Other Agents

Less frequent genetic alterations include the ALK (anaplastic lymphoma kinase) 
fusion gene rearrangement. This is present in a 4–5% of NSCLCs and its presence 
is mutually exclusive for EGFR or KRAS mutations. Crizotinib is an ALK inhibitor 
that demonstrated significantly improved RR and PFS in ALK-positive NSCLC and 
is now approved for use in these patients [61, 62].

Agents targeting the Ras-Raf-MEK-ERK pathway such as the MEK inhibitor 
selumetinib are being evaluated as therapeutics in KRAS-mutant NSCLC within 
clinical trials (https://clinicaltrials.gov/ct2/show/NCT01750281).

Finally, the MET receptor tyrosine kinase is overexpressed in 25–75% of NSCLC 
and has been associated with poorer outcomes. Tivantinib, a novel MET tyrosine 
kinase inhibitor, and onartuzumab, a monoclonal antibody against the MET proto-
oncogene product, have been evaluated within clinical trials with contradictory 
clinical outcomes that might though reflect the fact that patients were recruited 
without any stratification based to MET expression [63–65].

15.2.5  �Redesigning Cancer Clinical Trials

The identification of pathways involved in carcinogenesis, metastasis and drug 
resistance as well as the increasing availability of technologies allowing molecular 
profiling of tumours has stimulated the development of programmes towards per-
sonalised cancer care through the design of novel clinical trials in which patients 
with targetable genomic or molecular aberrations are allocated to the relevant agent.

The Phase I Trial by The University of Texas MD Anderson Cancer Center 
assigned patients (N = 1144) with various types of advanced or metastatic cancers 
refractory to standard therapy and with a molecular aberration for which a matched 
targeted agent was available (including PIKCA, mTOR, BRAF, MEK, multiki-
nases, KIT, EGFR and RET). From the patients screened, the 175 with molecular 
aberrations and matched therapy had an overall response rate of 27% (complete 
response, CR 2%; partial response, PR 25%) vs. 5% in the 116 patients treated with 
non-matched therapy and time to treatment failure (TTF) of 5.2 months in the 
matched targeted therapy group vs. 2.2 in the non-matched group (p < 0.0001) [66].

More clinical trials are being designed and started recruitment. FOCUS4 is a 
molecularly stratified, multi-arm, multistage (MAMS) design and multisite ran-
domised trial for patients with metastatic colorectal cancer (mCRC). It aims to 
recruit up to 643 patients who will initially receive standard treatment. Biomarker 
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testing will be performed on original tumour specimens, and molecular stratification 
will be performed whilst patients are still responding or have stable disease to stan-
dard therapy at 16 weeks. The agents available within the FOCUS4 trial include 
PIK3CA, AKT, MEK, HER1, HER2 and HER3 inhibitors, and they will be used to 
assess primary outcomes of progression-free survival, and secondary outcomes are 
safety, toxicity, tumour response and quality of life.

In early 2015, the National Cancer Institute (NCI) will be launching the NCI-
MATCH trial planning to enrol at least 1000 patients, from the initial 3000 screened, 
for a targeted combination therapy independent of tumour histology. Similarly, the 
NCI-MPACT trial is randomly assigning patients with a known genetic mutation to 
pathway-specific targeted therapy vs. treatment not known to be pathway specific.

Despite these efforts to match targeted treatments to the correct patients most 
likely to respond and derive benefit, we are still being faced with challenges:

–– How do we know that the mutations identified are the drivers of cancer cell 
proliferation?

–– How do we treat patients with ≥1 targetable molecular aberration?
–– What do we do when rare and non-targetable mutations are identified?
–– Do we still treat patient with progressive disease and non-targetable mutations 

based on the knowledge of responders from the same histologic group?

Finally, histopathological information remains a clinically significant variable 
despite the growing interest in moving beyond this with the development and use 
of targeted therapies. The above and many more other trials have demonstrated 
how mutations segregate along histological lines, e.g. EGFR mutations and 
NSCLC. In addition, the data with targeted agents so far indicates that the disease-
specific presence of a targetable mutation also determines whether the target rep-
resents a clinically relevant driver mutation (e.g. sensitivity of V600E 
BRAF-mutant melanoma to BRAF inhibition, compared to colorectal cancers 
with the same mutation).

15.3	 �Target Concentration Alone Not Predictive of Clinical 
Response to Targeted Therapies

Agents targeting the ErbB/HER receptors have been used for various cancers. The 
initial strategy was to use agents with high specificity towards one target in combi-
nation with standard chemotherapy. Indeed, the use of cetuximab for lung cancer 
in combination with cisplatin and vinorelbine showed statistically significant sur-
vival benefit in patients with high expression levels of EGFR [67]. Data from the 
S0342 study suggested that such effect could be attributed to high copy numbers of 
EGFR [68]. However, in the BMS099 trial, addition of cetuximab to taxane/carbo-
platin did not provide any additional benefit [69] despite high expression levels of 
EGFR by immunohistochemistry (IHC) and fluorescence in situ hybridisation 
(FISH) analyses.
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The efficacy of cetuximab in colorectal cancer patients has been assessed in the 
subgroup of patients with wild-type kRas since multiple studies have shown that 
activating kRas mutations (which propagate the signals downstream of EGFR) 
render tumours insensitive to anti-EGFR therapy [70–74]. In early studies, cetux-
imab showed increase in overall survival [75, 76], associated with high EGFR 
copy number [77] or high EGFR mRNA [78] in patients with wild-type kRas 
protein. However, in recent phase III trials, this outcome was not achieved (COIN 
trial) [79], and in the New EPOC trial [78–80], the use of cetuximab was disad-
vantageous. A confounding factor could be the type of chemotherapy regimen in 
that a more favourable clinical outcome was obtained with EGFR treatment when 
this was combined with irinotecan-containing regimen, e.g. the phase 3 CRYSTAL 
trial [81, 82] cf. oxaliplatin-based chemotherapy in COIN and new EPOC. Similarly, 
in head and neck tumours, cetuximab addition to platinum chemotherapy led to 
statistically significant increase in overall survival [83], which was not associated 
with high expression levels of EGFR [84].

The use of anti-EGFR inhibitors also showed variable results. Erlotinib alone 
[85] or addition of erlotinib [86] or gefitinib [87] to chemotherapy did not improve 
outcomes in patients with wild-type EGFR. However, treatment with erlotinib alone 
[85] or addition of gefitinib to cisplatin/docetaxel [36] or to carboplatin/paclitaxel 
[88] significantly increased progression-free survival (PFS) in patients harbouring 
EGFR activation mutation. This supports current selection criteria for use of these 
inhibitors only in patients with tumours sensitive to the EGFR signalling due to 
activating mutations.

This pattern of contrasting responses to anti-EGFR therapy and the diverse 
predictive power of EGFR expression levels for treatment stratification could be 
due to multiple reasons. A great variation in molecular diagnosis of EGFR lev-
els utilising FISH assay was found among five international centres from 
Belgium, Italy, Switzerland and the USA, the within-subject coefficient of vari-
ation reaching ~57% [89]. These discrepancies are mainly attributed to techni-
cal issues of the quality of the slide, the equipment used and the personnel 
difference in interpretation, rather than tumour heterogeneity. Additionally, 
other genes similarly to kRas acting downstream of EGFR can affect the 
response to these agents. Gene mutations, such as BRaf and PTEN [90], pres-
ence of ligands EGF and TGF-α in serum [91] and epiregulin and amphiregulin 
in tumour [72] or high levels of pERK1/2 and pAkt [87] can influence response 
rates to anti-EGFR agents.

Furthermore, acquired resistance due to the changes in trafficking and degrada-
tion of the receptor, or strong activation of other members of the family (HER2, 
HER3), or even other receptor tyrosine kinase (RTK) like cMet can have a signifi-
cant role [92]. Prolonged inhibition of EGFR leads to increased EGFR expression 
and its association with HER2, HER3 and cMet RTKs, leading to transactivation of 
HER2 and HER3 which could be blocked by pertuzumab. Upregulation of HER3 
and its dimerisation with EGFR was also shown in triple-negative breast cancer 
patients following cetuximab and panitumumab treatment [93].
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HER2 overexpression is known to have strong prognostic [94] and predictive 
value [93, 95] in breast cancer as well as in advanced gastric cancer [96]. The pre-
dictive value of HER2 overexpression became questionable in breast cancer 
patients after results of the National Surgical Adjuvant Breast and Bowel Project 
(NSABP) trial when effectiveness of trastuzumab was shown in patients with low 
expression levels of HER2 [97]. This trial also showed discrepancies with stan-
dardised methods for HER2 amplification detection [98] (patients with low HER2 
expression levels were initially scored as HER2 positive and were treated with 
trastuzumab) [99, 100].

15.4	 �Tumour Evolution and Protein Network Rewiring: 
Outside the Mutation Box

The cancer cell is an integrated system of processes that form a tightly intercon-
nected network rather than an ensemble of independent genes and proteins. As a 
result, the effect of genetic aberrations should be interpreted taking into account 
their impact on this system’s equilibrium [101]. The emerging heterogeneity of 
cancer genomic landscape has been used to question the usefulness of large-scale 
screenings, the main concern being that the discovery of rare mutations adds very 
little to the overall knowledge of cancer genetics. Approaches that focus on the 
identification of global features, more than to the study of single genes, show 
instead that a comprehensive catalogue of cancer genetic determinants is instru-
mental to trace recurrent patterns in their system-level and evolutionary proper-
ties [101].

Studying cancer genes thereby requires more systematic approaches to help 
understand better the genetic determinants of cancer. A multidimensional analy-
sis that combines sequence similarity, functional annotations, protein–protein 
interactions and molecular pathways in examining the genes mutated in breast 
and colorectal cancers has helped to clarify the preferred evolutionary ‘nodes’ 
(i.e. where tumour cells are likely to mutate within the cancer genome) by over-
laying the mutation landscapes on top of the protein interaction network [102]. 
For instance, in breast cancer, over half of the mutated proteins were predicted to 
be involved in a large interaction cluster that is centred upon TP53, BRCA1, 
PIK3R1 and NF-κB. Systems biology approaches examine the effects of muta-
tions on the complex cellular network and protein–protein interactions, and such 
analyses can reveal where perturbations are likely to have a maximum impact 
[103]. Pathway crosstalk/compensatory activities [104, 105] constitute a major 
mechanism of resistance to targeted therapy. An example of this is the MAPK 
and PI3K signalling pathway cascades that are both activated by a diverse family 
of growth factors and other stimuli. Both these pathways are mutated in cancer 
and have important roles in cell proliferation, differentiation, metabolism and 
survival. Aberrant signalling and intensive crosstalk between these pathways are 
critical in growth and survival. In general, PI3K positively regulates MAPK 

15  Stratifying Cancer Therapies by Molecular Interactions and Imaging



326

cascade, facilitating maximal ERK responses and physiological stimuli, whereas 
activated ERK negatively controls the PI3K/AKT pathway [106, 107]. 
Experimental data and computational simulations show that this dynamic cross-
talk, however, is context dependent, influenced dramatically by the concentra-
tions of growth factors and the levels of receptors and scaffolding proteins such 
as GAB and IRS [107, 108]. This crosstalk leads to activation of compensatory 
signalling, allowing cancer cells to evade apoptosis if only a single pathway is 
targeted therapeutically.

Within these cross-compensatory pathways, the formation of proteins into stable 
complexes plays a fundamental role in creating feedback regulation (e.g. TSC1/
TSC2 and TORC1 and 2). The clinical utility of our knowledge of protein com-
plexes and protein–protein interactions has been hampered by the lack of technolo-
gies that can probe such interactions in clinical samples.

15.5	 �Currently Available Techniques to Quantify Single 
Protein Pair Interactions in Patient Samples

Tumour biopsy tissue is important to provide us additional information about the 
molecular characteristics of an individual tumour beyond the histological descrip-
tion. IHC and FISH are the most commonly used techniques to detect expression 
levels of single proteins of interest in formalin-fixed, paraffin-embedded (FFPE) 
tissue. Rewiring of ErbB receptor complexes has been documented in models of 
resistance and recently in clinical studies (e.g. through EGFR-HER dimer forma-
tion in breast cancer patients undergoing neoadjuvant treatment with cetuximab/
panitumumab) [93]. Expression level alone is not sufficient to monitor this pro-
cess, whereby ErbB inhibition leads to protein network rewiring within the cancer 
cells, thereby giving rise to potential resistance mechanisms in response to tar-
geted cancer therapies. However, probing protein complexes in FFPE tissues is a 
challenge.

Collaborative enzyme enhanced reactive immunoassay utilises capture antibody 
to detect a protein or its modification (i.e. phosphorylation) with antibodies conju-
gated to glucose oxidase (GO) and horseradish peroxidase (HRP). The extremely 
high sensitivity of the assay can be used to detect proteins in single tumour cells and 
has the potential for use to detect protein–protein interactions [109]. Another 
method utilises two antibodies specific to the same protein or two different proteins 
[110] conjugated to reported tag and biotin, respectively. Both antibodies are used 
simultaneously on FFPE tissue after antigen retrieval. Photosensitiser methylene 
blue conjugated to streptavidin binds to biotin to give rise to singlet oxygen under 
illumination with 670 nm light, which, in turn, will cleave thioether bond between 
first antibody and the reporter tag. The latter is collected in the buffer and analysed 
using capillary electrophoresis. This method allows detection of total or modified 
protein and protein complexes with resolution distance 30–100  nm [110]. The 
HER2 or HER2 homodimer levels detected with VeraTag showed 98% concordance 
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with IHC and FISH in 237 breast cancer samples [111]. Furthermore, the levels of 
HER1–HER2 complex strongly correlated with expression levels of HER1 or HER2 
[112]. Unfortunately, these methods do not allow for cellular resolution and provide 
an average value for the whole sample.

Proximity ligation assay (PLA) was developed by Soderberg et  al. [113] for 
detection of two proteins in close proximity. Two antibodies are directed against 
different proteins modified by covalent attachment of the 5″ end of two different 
oligonucleotides with complementary sequence for linear linker. When the antibod-
ies are applied on the sample, the linear linker will bind two oligonucleotides only 
when they are in close proximity and create circular DNA which serves as a tem-
plate for rolling circle amplification (RCA). Addition of fluorescent probes comple-
mentary to the sequence of DNA after RCA reaction allows visualisation of the 
proteins. The calculated distance between proteins could be below 30 nm [113]. 
This method was modified for commercialisation and use in general laboratories by 
addition of secondary antibodies linked with oligonucleotides. The Duolink kit 
(Sigma) only requires two antibodies of interest (mouse and rabbit host). The draw-
back of the commercial kit over the original method [113] is that the addition of 
secondary antibodies increases distance between proteins beyond 30 nm. The use of 
this technique in cancer tissue [114, 115] found strong correlation between complex 
level and concentration of the interacting proteins. The method was further devel-
oped to detect multiple complexes in the same sample utilising different probes 
simultaneously [116]. The utility of multiplex imaging of proteins will be discussed 
in the next section.

Förster resonance energy transfer-fluorescence lifetime imaging microscopy 
(FRET-FLIM) [117–119] is the accepted gold standard technique for measuring 
protein proximity, typically within the <10 nm range. By measuring the donor life-
time in the presence and in the absence of acceptor, one can accurately determine 
the distance between the donor- and acceptor-labelled proteins. Unlike intensity-
based FRET methods which cannot distinguish between an increase in FRET effi-
ciency (i.e. tighter coupling) and an increase in FRET population (concentration of 
FRET species), FRET-FLIM can resolve this by using multicomponent analysis. 
For cell-based research, proteins of interest with attached fluorescent proteins (i.e. 
GFP-mRFP1, donor–acceptor) can be visualised to demonstrate protein–protein 
interaction in time and following stimulation.

To adopt this method for imaging endogenous proteins in cells or tissue sam-
ples (Fig. 15.1), antibodies are directly labelled with fluorophores, one acting as 
donor (shorter emission wavelength, i.e. Alexa546) and one as acceptor (longer 
emission wavelength, i.e. Cy5). As an example, this technique has been applied to 
quantify the homo- and heterodimeric interactions between ErbB family members 
stained with fluorescently labelled antibodies against specific targets that are 
endogenously expressed [93, 120–122]. The challenge in the tissue application of 
this technique is the interfering endogenous and preparation-induced fluorescence 
in stromal and epithelial components of the tissue [123, 124]. An improved FLIM 
histology technique was developed [125] specifically to circumvent the problem 
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Fig. 15.1  Breast cancer sample stained with anti-HER1-IgG-Alexa546 and anti-HER2-Cy5 anti-
bodies. The shift from blue pallet to yellow/red indicates decrease in lifetime of Alexa546, which 
is consistent with FRET between two fluorophores and indicates interaction between HER1 and 
HER2 proteins
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of contaminating autofluorescence in FFPE tissues. With this technique we were 
able to quantify with high accuracy endogenous protein–protein interactions in 
archived pathological tissues [126]. Also, the EGFR-HER3 heterodimer assay 
was successfully applied for validation of mechanism for resistance development 
in patients with triple-negative breast cancer [93] treated with anti-EGFR antibod-
ies. We found that anti-EGFR antibodies increase dimer formation and signalling 
through HER3 receptor, which is consistent with resistance to cetuximab observed 
in cell lines [92].

15.6	 �Highly Multiplexed Imaging of Tumour Tissues

Individual measurement of protein levels can no longer predict treatment out-
come [94]. We now understand that multiple proteins may play a role in disease 
progression [72, 87, 90, 91] and treatment adaptation [92, 93]. Hence there is a 
need to develop new imaging techniques to capture disease heterogeneity. 
Using standard IHC utilising monochromatic dye, the expression of multiple 
proteins in patient samples is challenging. This can be overcome by sequential 
staining of the same tissue sample after removal of previous staining [127]. Up 
to six proteins can be detected this way, but it is limited by tissue degradation 
and reduced image quality. Using the same principle, changing the detection 
mode to fluorescence and developing special chemistry to inactivate fluores-
cent dye up to 60 proteins were imaged in whole tissue samples [128]. More 
than 700 patient samples analysed with this technique allowed for the mapping 
of cellular mTORC1 and MAPK signal transduction patterns in tissues with 
subcellular resolution. Furthermore, it allowed for combination of protein 
images with DNA FISH analysis in single tissue samples. The principle in both 
studies is similar to the MELC technology [129], the sequential imaging of the 
same field of view of tissue stained with different primary antibodies and 
corresponding fluorescently labelled secondary antibody combined with pho-
tobleaching cycles in between staining. The number of proteins imaged can 
improve dramatically from 49 [129] to 2100 [130] and allow for generation of 
combinatorial molecular phenotype maps for further analysis of protein 
networks.

An alternative approach utilising mass spectrometry [131] for detection of bound 
antibody to the target is a rasterising oxygen duoplasmatron ion beam liberating 
ions from lanthanide-conjugated antibodies. Up to ten different proteins were 
imaged simultaneously in human FFPE breast cancer samples. Another study 
showed even higher multiplexing capability when tissue stained with 32 rare earth 
metal-conjugated antibodies [132] were hit with high-resolution UV laser resulting 
in ablation of metals from antibodies spot by spot and line by line. By mass cytom-
etry, proteins with cellular resolution of 1 μm were imaged. Both studies generated 
multicolour composite images, and quantitative capacity in a dynamic range greatly 
improved over quantitative immunofluorescence. There is a great potential to 
develop both methods for practical applications to understand protein networking in 
human samples.
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15.7	 �Single-Molecule Imaging to Quantify ErbB Kinetics

The advent of next-generation sequencing (NGS) [133] has revealed genetic muta-
tions that are widely heterogeneous among tumour subclones, even within the same 
patient tumour [134, 135], and the development of targeted therapies is expanding. 
Molecular imaging can provide detailed information on the temporal and spatial 
distribution of specific aberrations within a tumour, but identifying reliable markers 
for predicting response to therapies is an ongoing effort. As previously discussed, 
EGFR overexpression has been linked to the progression of many human cancers 
[129, 130, 136, 137], but it does not reliably correlate with response to treatment 
[138]. Even though the molecular concentration of EGFR has no predictive power, 
EGFR still has the potential of a biomarker candidate, and alternative read-outs 
have been explored. Ligand-induced homo- and heterodimer formation of ErbB 
receptors results in different biological outcomes irrespective of recruitment and 
activation of similar effector proteins. The use of quantitative, single-molecule-
based imaging techniques to probe the effect of drug treatment on EGFR will com-
plement the NGS approach, by providing a functional read-out that can potentially 
detect genetic variants (of different allelic fractions) which break through as the 
tumour subclones evolve.

Recently, we have shown the effect of EGFR inhibitors, gefitinib and lapatinib, 
on the EGFR homodimerisation kinetics in a basal-like breast cancer cell line, 
HCC1954 [121]. Gefitinib confers EGFR stability and allows EGFR to form a 
higher fraction of homodimers. This ability of gefitinib to modulate EGFR homodi-
merisation is likely to be important to cellular signalling by enhancing cell prolif-
eration, contrary to the intended role of TKIs. Sensitivity to gefitinib was restored 
when using a double-site dimerisation-deficient EGFR mutant (the aforementioned 
EGFR I706Q, V948R mutation which has recently been shown by us to perturb the 
ability of EGFR to dimerise through either the C lobe (activator) or N lobe (receiver)) 
[122]. This suggests that the modest drug-induced increase in stability of the EGFR 
homodimer may have a significant biological impact on the tumour cell’s prolifera-
tion potential.

15.8	 �Exosomes for Monitoring Proteomic and RNAome 
Changes in Response to Therapies

Currently available diagnostic and prognostic tools for monitoring molecular 
changes in cancer consist of invasive methods requiring tumour tissue. Of particular 
interest in this context are exosomes that are secreted by a variety of cell types and 
tissues in the body, including cancer cells. In the last decade, exosomes gained enor-
mous attention in the field of cancer due to their potential to reflect tumorigenesis 
[139] and the proteome and RNAome of their cellular origin. In addition, exosome 
analysis is ideally suited for monitoring the evolving tumour longitudinally, in terms 
of its whole transcriptome, miRNome and proteome profiles [140] and can be used 
to monitor tumour progression in response to cancer therapy [141]. The research of 
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exosomes is still in its early days from the clinical perspective, but the importance 
of exosome for monitoring the response to anticancer treatments is increasing.

Exosomes are vesicles with a size of 30–120 nm that are shed extracellularly. They 
can be released from various cells, such as epithelial, immune and inflammatory cells, 
as well as body fluids, including saliva, breast milk, urine and blood endothelial. Their 
cargo contains proteins, mRNA and miRNA, DNA and lipids that can be exchanged 
between donor and recipient cells. The number of identified miRNA, proteins and 
lipids in exosomes is growing and comprehensively comprised in the ExoCarta data-
base [142, 143]. The assembly of their cargo and their selective molecular sorting is 
still poorly understood. Exosomes are characterised by canonical proteins, such as 
CD63, TSG101 and CD9, but also cell-specific content reflecting their origin.

Exosomes are released by cells under both physiological and pathological con-
ditions, including cancers. Therefore, the biogenesis of exosomes may represent a 
response to different biological processes such as ligand stimulation [144] or cell 
stress [145], but also it might represent a particular pathological phenotype. 
Particularly in cancer, the biogenesis of exosomes might reflect changes in the 
microenvironment, hypoxia or malignant transformation. The unique ability of 
exosomes to selectively pack biological information into their cargo and to transfer 
molecules horizontally allows for a crosstalk between cells distant in the body. In 
this context, the exosomal cargo contains also antigens, diverse receptors, onco-
genes and other proteins that have been shown to contribute to cancer invasion, 
cancer progression, angiogenesis, immune suppression and metastasis. The trans-
fer of exosomes by recipient cells may affect the biological function of target cells 
in many different manners. The uptake of exosomes by target cells may be medi-
ated through receptor ligand interaction, phagocytosis or fusion with the cell mem-
brane. This results in the delivery of the exosomal cargo, including transcription 
factors, mRNA, non-coding RNA and miRNA as well as oncogenes, into recipient 
cells that may activate downstream pro-survival signalling processes [146, 147].

15.8.1  �Multifaceted Function of Exosomes in Cancer

Cancer-derived exosomes may facilitate the oncogenic transfer proteins or miRNA 
between cancer cells. In EGFR-associated carcinogenesis, it has been demonstrated 
in glioma cells that the oncogenic form of EGFR (EGFRvIII) carrying an activating 
mutation may stimulate the formation of microvesicles and thus the increase in exo-
some production [148]. Furthermore, these exosome cargos carrying the EGFRvIII 
mutation can be delivered to cells lacking the oncogenic receptor and inducing 
oncogenic activity by activating AKT/MAPK signalling pathways. In another study, 
it has been shown that exosomes extracted from mutant KRAS in colon cancer cells 
confer a higher invasive potential on target cells than from exosomes derived from 
KRAS wild-type cells [144]. Taking this work further, the authors showed by pro-
teomic analysis that mutant KRAS affects the composition of these exosomes and 
carry many tumour-promoting proteins, including KRAS and EGFR that can also 
be detected in transformed recipient cells [149].
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The potential of exosomes to initiate angiogenesis has been shown by shed 
microvesicles from diverse human cancer cells harbouring oncogenic activated 
EGFR. These cells were taken up by endothelial cells and lead to autocrine expres-
sion of VEGF [150]. The question of how tumour cells may enhance angiogenesis 
under hypoxic conditions leads to the findings in another study that this is mediated 
through exosomes by activating the development of endothelial cells [151]. Other 
cell players involved in angiogenesis and activated by exosomes are myofibroblasts 
[152, 153]. Recent findings in a prostate cancer model suggest that prostate cancer-
derived exosomes expressing TGFβ1 can trigger the differentiation of fibroblast to 
myofibroblasts which are pro-angiogenic [153, 154].

Metastasis is the predominant cause of mortality in cancer patients, and many 
efforts are made to understand the mechanisms leading to the spread of tumours to 
distant organs in the body. In this context, cancer-derived exosomes have been 
shown to contribute to the formation of the pre-metastatic niche that is associated 
with cancer progression and correlates with the development of aggressive cancers. 
It has been shown that exosomes originating from human and mice melanoma cells 
have the ability to modulate bone marrow progenitor cells and may give rise to a 
pro-metastatic behaviour [155]. Another finding shows that HIF and RAB22A-
expressing breast cancer cells stimulate the production of exosomes under hypoxic 
conditions, and these exosomes lead to spontaneous metastasis to the lungs [156]. 
These findings suggest that oncogenic transfer of molecules by exosomes enhances 
carcinogenesis and has pro-metastatic features; however, it is not clear whether 
these changes remain permanent.

Both de novo and acquired resistance to anticancer therapies remains a major 
challenge in cancer treatment [157]. Various studies have demonstrated the impact 
of exosomes on chemotherapies and influence on the development of resistance to 
cancer treatment. For instance, in HER2-overexpressing breast cancer cells, the 
resistance to trastuzumab was linked to HER2-overexpressing exosomes [158]. In 
another study, the development of cisplatin resistance has been proved to be medi-
ated by exosomes released from ovarian cancer cells [159].

In addition, exosomes have the potential to modulate the immune system by 
stimulating an immunosuppressive tumour environment [147, 160, 161]. For exam-
ple, tumour-derived microvesicles from cancer patients’ sera are capable of induc-
ing immune suppression by promoting T regulatory cell expansion and apoptosis of 
antitumour CD8+ effector T cells [162]. The analysis of microvesicles from cancer 
patients’ sera might therefore serve as surrogate to monitor for changes in the immu-
nological milieu in cancers. Also, tumour-derived exosomes can induce myeloid-
derived suppressor cells (MDSC) that have an immune suppressive effect on 
cytotoxic CD8+ T cells by modulating the differentiation pathway of myeloid cells 
to MDSC pathway, therefore promoting a pro-tumorigenic phenotype [163]. Taken 
together, exosomes have the potential to manipulate a number of biological pro-
cesses in cancers leading to cell proliferation [164], angiogenesis, promote matrix 
remodelling, induce metastasis and contribute to drug resistance.
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15.8.2  �Proteome and RNAome Changes in Cancer-Derived 
Exosomes

A number of studies observed a modulated exosome composition of proteins, 
mRNA and miRNA in cancer cell-derived exosomes compared to healthy cells. 
Not surprisingly, many research efforts are made into analysing the proteome and 
RNAome of cancer exosomes on a large scale to provide insights into exosomes. 
RNAome and proteome analyses of exosomes can provide molecular signatures in 
cancers and identify novel biomarkers in circulating blood of cancer patients. The 
ExoCarta database comprises all entries of proteins and miRNAs identified in 
exosomes. For instance, EGFR has been identified in exosomes in several pro-
teomic experiments in colon, bladder and pancreatic cancer studies [165–168]. 
Other proteomic studies of cancer-derived exosomes demonstrate the presence of 
proteins promoting angiogenesis and cell and cell motility/metastasis and the 
related process of pre-metastatic niche priming, including Met, S100A8 and 
S100A9 [169–171]. In addition to protein analysis, lipidomic profiling has also 
been performed on exosomes derived from prostate cancer cell lines with distinct 
AR phenotypes [172].

In the context of HER2 overexpression in solid tumours, quantitative proteomic 
analysis has been carried out on exosomes from wild-type- or HER2-overexpressing 
mammary epithelial cells. An altered extracellular vesicular proteomic content was 
observed in response to HER2 overexpression pointing towards a potential interplay 
between HER receptor signalling and cargo protein selection or packaging into exo-
somes [173].

MicroRNA (miRNA) is a major component of exosomes. The biogenesis of 
miRNA is tightly controlled and its expression deregulated in cancers [174]. There 
is evidence that exosomes transfer mRNA and miRNA to recipient cells and medi-
ate intercellular communication [175, 176]. Skog et  al. provided the first major 
evidence for the transport of miRNA by exosomes. The messengers encoding for 
EGFRvIII protein and miR-21 were delivered by glioblastoma-derived exosomes 
into normal recipient cells and were then translated into functional signals, stimulat-
ing proliferation of cancer cells [164]. In a different study, Zhou et al. have shown 
that cancer-secreted exosomes carrying miR-105 destroy vascular endothelial barri-
ers to promote metastasis [177].

Different findings demonstrate that miRNAs from exosomes also have the poten-
tial to modulate the immune regulation. MicroRNA derived from exosomes of lung 
cancer cells could bind to Toll-like receptors in macrophages, leading to TLR-
mediated NFkB activation and release of pro-metastatic inflammatory cytokines 
[178]. Furthermore, it has been suggested that miRNA-containing macrovesicles 
secreted by macrophages regulate the invasiveness of breast cancer cells through 
exosomes [179]. In this regard, the identification of novel miRNA, isolated from 
circulating exosomes, is of considerable interest to be used as novel biomarkers for 
anticancer therapies.
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15.8.3  �Clinical Relevance of Exosomes for Monitoring 
Anticancer Therapy

Exosomes released into blood, urine and body fluids offer a great opportunity to 
access biological information about the cancer without performing invasive proce-
dures. In addition, exosome analysis from patients’ blood offers almost a continuous 
and longitudinal access to information on the status of the tumour, in order to track 
its time-dependent and treatment-responsive evolution and heterogeneity [180].

Sufficient evidence exists that biological information retrieved from cancer cells 
is reflected in cancer-derived exosomes. Many known cellular proteins that are cur-
rently used as biomarkers for cancer diagnosis have been identified in exosomes 
[181]. EGFR, HER2, CEA and many others can be detected in exosomes or 
microvesicles [182, 183].

Many researchers have observed that oncogenic pathways stimulate the produc-
tion of exosomes, and indeed, a number of cancer cells produce elevated levels of 
exosomes. The concentration of exosomes in the blood of cancer patients is often 
increased compared to exosomes from the blood of healthy donors. Quantification 
of exosomes in the plasma from melanoma patients using ELISA test showed a 
significantly increased number of exosomes in melanoma patients as compared to 
healthy donors [184]. Similarly, a significant higher mean concentration of exosome 
and exosomal miRNA was detected in plasma of lung cancer patients compared to 
that of control individuals [185].

In the context of changes in the exosome concentration, several studies have 
shown that oncogenes, tumour suppressor genes or miRNA may influence the exo-
some production [141, 186]. Apart from blood, other exosomal fluids might be of 
interest as an alternative diagnostic biomarker, such as urine exosomes in prostate 
cancer [187].

One major advantage of exosomes for using exosomes as biomarkers is their 
stability. They are known to be stable at 4 °C in the short-term and at −80 °C for 
long-term storage. At the current state, one of the challenges for using exosomes to 
monitor cancer progression and responses to cancer treatment is the potential need 
to isolate cancer cell-derived exosomes from a mixed population of circulating exo-
somes from different cells in the blood [147]. Commercial companies are making 
huge efforts to develop novel assays to improve the current diagnostic tools avail-
able, of which several are under clinical validation.

15.9	 �Super-resolution Imaging to Quantify ErbB Oligomer 
Heterogeneity

Resolving the spatial distribution of EGFR on the plasma membrane is very 
important as several studies have suggested the existence of oligomers larger 
than homo- and heterodimers between different ErbB species. Several studies 
reported on the existence of higher-order ErbB oligomers and their functional 
relevance to signalling [188–190]. Understanding the heterogeneous/variable 
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downstream consequences (in terms of signalling output) of these ErbB receptor 
associations has been aided by systems modelling [191]. In cancers, the influ-
ence of the stoichiometry and nanoscale proximity of ErbB receptors within 
these oligomers is still not well understood but may be concerned with and serve 
as a surrogate biomarker for the signal amplification in the ErbB network and the 
determination of cell fates.

Fluorescence microscopy is a sensitive and powerful tool extensively used to 
visualise complex dynamic structures and functions occurring within different types 
of cells and tissues. The main disadvantage is poor, diffraction-limited resolution 
which is typically an order of magnitude larger than distances between interacting 
proteins. To gain a better understanding of the biological mechanisms, a plethora of 
super-resolution fluorescence techniques were developed, which achieve resolution 
below the diffraction limit [192, 193]. Nanometre resolution imaging opened the 
possibility to discover new surrogate/correlative markers of cellular function, by 
providing precise stoichiometry and nanoscale proximity parameters within, e.g. 
the aforementioned ErbB oligomeric protein network. Super-resolution imaging 
techniques have been applied to visualise protein trafficking and the protein archi-
tecture in various cell types. The spatial organisation of a protein inside a cell is 
often directly linked to its function. Dual-colour imaging permits nanoscale co-
localisation and the direct probing of protein–protein interactions [117]. Quantitative 
single-molecule localisation microscopy allows for counting the number of mole-
cules of a protein species in a single cell [194], studying the heterogeneity in protein 
spatial organisation [195–198] and co-localisation analysis [199, 200]. The unique 
advantages of high molecular specificity coupled with nanometre resolutions make 
super-resolution imaging a superior tool to access detailed spatial information avail-
able otherwise only by electron microscopy (EM). Recent efforts lead to great prog-
ress in quantitative single-molecule localisation microscopy and highlighted its 
potential to address biological questions in the sheer complexity of the cellular envi-
ronment [201].

Super-resolution fluorescence microscopy offers the advantage of simpler 
optical set-ups and multicolour imaging which can be performed in live cells if 
desirable. It can achieve spatial resolution of 10–20 nm, depending on the photo-
stability, brightness and switching properties of the fluorophores. QD blinking 
can be successfully used as an alternative to photoswitching of organic fluoro-
phores or photoactivatable proteins [202]. High-resolution imaging methods are 
important to investigate the significance of receptor nanoscale organisation in 
regulating its function. Detailed spatial information on the EGFR distribution is 
critical to improve our understanding of the mechanisms controlling protein 
interactions and EGFR-driven cell signalling and cancer progression. Quantitative 
data on the size, composition and subcellular localisation of receptor clusters is 
not accessible with diffraction-limited optical microscopy. It requires high-reso-
lution imaging techniques, such as near-field scanning optical microscopy 
(NSOM) [203], atomic force microscopy, transmission EM [190, 204] or the 
more recently developed single-molecule localisation-based super-resolution 
methods.
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15.10	 �Monitoring the Occurrence of EMT by Sampling 
Circulating Tumour Cells

Over the last 20 years, evidence has accumulated to support the role of epithelial to 
mesenchymal transition (EMT) as a means through which solid tissue epithelial can-
cers invade and metastasise [205]. Remarkable phenotype plasticity of epithelial cells 
underlies morphogenesis, epithelial repair and tumour invasiveness. During progres-
sive dedifferentiation in epithelial cancer, the conversion from multicellular growth and 
invasion towards mesenchymal single-cell migration is termed the epithelial–mesen-
chymal transition and has been implicated in the process whereby carcinoma cells dis-
seminate from the local environment and metastasise to a secondary site [206, 207].

EMT occurs through events that alter the integrity of cell–cell junctions and loss 
of apico-basal polarity, eventually resulting in the loss of contact between neigh-
bouring cells and the ability to facilitate movement. These changes in cell morphol-
ogy and function are accompanied by changes in epithelial cancer cell protein 
expression profiles. The loss of E-cadherin is a characteristic feature of EMT. This 
occurs due to reduced expression, loss of function cadherin mutations and catenin-
signalling pathways and protease function deregulation leading to cadherin degra-
dation. De novo expression of vimentin is also observed [208].

The process of malignant EMT is under the strict control of growth factors (EGF, 
HGF, IGF and TNFα) and downstream transcription factors (Snail1 and Snail2) 
[206]. The transforming growth factor (TGF-β) is the most extensively studied 
inducer of EMT. Members of the TGF-β family of growth factors can initiate and 
maintain EMT in a variety of biological systems and pathophysiological context by 
activating major signalling pathways and transcriptional regulators integrated in 
extensive signalling networks [209].

EMT is therefore considered a significant step in the invasive cascade of tumours, 
and some reports suggest that it is manifested as and can therefore be monitored by 
quantifying mesenchymal circulating tumour cells (CTCs). It marks the transition 
from a collective to a single-cell migration mechanism and represents phenotypic 
and functional plasticity of tumour cells. Once the tumour has reached the dedif-
ferentiated stage of single-cell dissemination, metastatic spread is increased, and the 
process is associated with poor prognosis [210].

15.10.1  �Collective Migration in Cancer

Epithelial cancer cells disseminate from the primary tumour either as individual 
cells or as cell clusters or strands. Collective cell movement is this important mecha-
nism of cancer cell local invasion and distant spread characterised in epithelial can-
cers of high and intermediate differentiation grade (e.g. lobular breast cancer, 
epithelial prostate cancer and NSCLC) and melanoma [211–213]. In highly differ-
entiated epithelial cancer, tubular and glandular structures may be retained in the 
invading zone, whereas with the loss of apical–basal polarity and dedifferentiation, 
cell strands can extend within the tissue.
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Protruding sheets and strands of cells that maintain contact with the primary site 
can generate local invasion, such as in invasive epithelial cancers, whereas detached 
cell clusters or ‘nests’ can extend along interstitial tissue gaps as well as along peri-
neural structures [212]. These cell clusters allow metastasis also through lymphatics 
and have been isolated from peripheral blood. Collective dissemination of cancer 
cells is thought to be more effective in increasing the probability of tumour cell 
survival during metastasis [214].

The integrin family of transmembrane receptors is involved in the regulation of 
cell cluster migration. The importance of integrins of the β1 family in providing 
attachment and dynamic force generation was shown for neoplastic cancer cell 
clusters. Actin is also required along cell–cell junctions in sustaining collective 
integrity [215]. Furthermore, migrating cell collectives develop preferential prote-
ase expression and proteolytic degradation of extracellular matrix by matrix metal-
loproteinases (MMPs) upregulated by tumour cells that allow for expansion of cell 
groups [216]. Motility-inducing chemokines and growth factors induce and main-
tain migration by signal transduction via the PI3K, RAC and RHO signalling path-
ways [217].

15.10.2  �CTCs in Prognostication, Response Prediction 
and Treatment Stratification

The presence of viable circulating tumour cells (CTCs) is a prerequisite for estab-
lishing distant metastases. CTCs can provide ‘liquid, real-time’ biopsy to allow 
exploration of tumorigenesis and metastasis. The detection and enumeration of 
CTCs has demonstrated clinical utility with respect to prognosis in breast, colorec-
tal and prostate cancers [218–220]. More recent evidence from studies also suggests 
that CTCs can be used for pharmacodynamic information to guide therapeutic deci-
sion making by providing information on drug resistance mechanisms.

Technological advances, in particular cytometric approaches, have led to 
advances in CTC purification and molecular characterisation. Still, there are numer-
ous challenges and uncertainties with the use of current technologies especially in 
terms of purifying the CTC detection from a patient blood sample as well as the 
degree of biological heterogeneity within a CTC population.

Cytometric approaches, mainly the CellSearch system, employ immunostaining 
to identify CTCs based on the expression of epithelial markers (EpCAM, cytokera-
tins) and the absence of leucocyte markers (anti-CD45) [221]. More novel methods 
of CTC detection utilise isolation by size exclusion (isolation by size of epithelial 
tumour cells; ISET by ScreenCell) that allows enrichment of epithelial cells using 
filtration that captures tumour cells [222]. The advantage of this technique is that 
tumour cell loss is minimised as compared to immunolabelling with epithelial cell-
specific markers. This is because not all epithelial tumour cells express EpCAM 
(variable between tumour types and about 70–80%) [223]. In addition, given the 
knowledge on biological plasticity and EMT, the expression profile of epithelial 
markers, such as EpCAM and cytokeratins, by CTCs is likely to be modified 
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dynamically during the process of metastasis as this involves phenotypic changes in 
a subset of cells within the primary tumour, during which epithelial cells become 
more motile and invasive through epithelial–mesenchymal transition [206]. ISET, 
therefore, poses as an advantageous method compared to immunostaining.

In using CTCs within studies for cancer prognostication and therapeutic predic-
tion, it is important to take into account the process of incomplete EMT as sug-
gested in the literature [224]. Collective migration of tumour cells in the circulation 
during cancer progression, as tumour microemboli (CTM), suggests that these 
CTCs may manifest a broad and heterogeneous spectrum of phenotypic changes, 
hence limiting the applicability of immunostaining techniques as CTC detection 
approaches [206, 213, 225][206, 213, 225]. In addition EMT, as a favourable pro-
cess of cancer metastasis, only takes place in a small percentage of tumour cells. In 
a pilot study in lung cancer patients using ISET, inter- and intra-patient heterogene-
ity was seen by the variable expression of the epithelial markers E-cadherin and 
cytokeratins, as well as the mesenchymal markers vimentin and N-cadherin in 
CTCs/CTM. The presence of this heterogeneous tumour cell population in the cir-
culation has not been evaluated for its clinical significance in patient prognostica-
tion and stratification [226].

The molecular characteristics of CTCs have also been investigated in trials as 
predictive biomarkers to guide therapy. HER2 expression between primary tumour 
and corresponding CTCs in advanced breast cancer demonstrated a difference, sug-
gesting the possibility of clonal selection during treatment and a mechanism of dis-
ease progression [227]. In a different study in breast cancer patients, activated EGFR 
and downstream PI3K/AKT pathway activation was also observed in CTCs [228]. 
Furthermore, enrichment of CTCs by CellSearch allows CTC analysis by fluores-
cence in situ hydridisation (FISH) and the CTC-chip technology to detect both the 
classical EGFR-activating mutation and the acquired T790M resistance mutation. 
Clearly, the ability to reproduce this within large-scale trials offers the possibility of 
monitoring changes in epithelial tumour genotypes during the course of treatment for 
better patient stratification without the need to obtain tumour tissue [229].

With ongoing research in CTC technologies, molecular characterisation of CTCs 
is possible and possesses unique advantages to study tumour biology and the pro-
cess of metastasis. From a translational perspective, CTCs can serve as important 
biomarkers of predictive information for the stratification of patients to therapies, 
but the CTC methodologies need to have reliable, reproducible and robust assays to 
make this a clinical reality.

15.11	 �A Cinderella Story: Signal Transduction-Metabolism 
Link—Metabolic Changes in Cancer and Their Influence 
by Protein Interactions Within Signalling Pathways

The ability of cancer cells to undergo major reprogramming of their energy metabo-
lism to fuel continuous growth and proliferation as well as dissemination is a new 
hallmark of carcinogenesis and malignant transformation [230, 231].
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15.11.1  �Metabolic Requirements of Cancer Cells

Normal cells have as a main source of energy the generation of ATP through the 
process of oxidative phosphorylation (OXPHOS). Known as the Warburg effect, 
cancer cells produce lactate as a result of the metabolism of glucose through the 
pathway of glycolysis even in the presence of normal concentrations of oxygen 
[232, 233].

Despite the fact that the yield of ATP created per glucose consumed is low and 
regardless of how proliferative cancer cells are, ATP and NADH are not limited in 
cancer cells [234], since the maintenance of ATP/ADP or NADH/NAD+ ratios is 
critical for the cells not to undergo cell cycle arrest, autophagy or apoptosis [235, 
236]. The accumulation of glycolysis intermediates allows the cell to divert into 
anabolic pathways, providing precursors for macromolecular synthesis: acetyl-coA 
for fatty acids, non-essential amino acids and ribose for nucleotides and NADPH 
through the pentose phosphate shunt [237].

Due to the lower efficiency of glucose metabolism within tumours, cancer cells 
have created the need for other energetic sources. Glutamine is a key substrate 
required for tumour growth as the primary nitrogen donor for the synthesis of nucle-
otides and non-essential amino acids [238]. Furthermore, by losing the amide and 
amine groups, glutaminolysis allows the conversion of glutamine to α-ketoglutarate, 
a tricarboxylic acid that can be derived into the Krebs cycle for obtaining ATP or to 
acetyl-coA for the lipid synthesis required by the proliferating cancer cell [239].

15.11.2  �Molecular Mechanisms Regulating Cancer Cell 
Metabolism

	(a)	 Growth factors:
PI3K is a major downstream effector of receptor tyrosine kinases (RTKs) and G 
protein-coupled receptors (GPCR) and transduces signals from various growth 
factors and cytokines into intracellular messages. In response to extracellular 
signals, activated PI3K phosphorylates phosphatidylinositol (4,5)-bisphosphate 
(PIP2) to generate phosphatidylinositol (3,4,5)-triphosphate (PIP3), leading to 
the recruitment of AKT to the plasma membrane, where it is phosphorylated 
and activated. The phosphatase PTEN is the most important negative regulator 
of the PI3K signalling pathway. PTEN dephosphorylates the 3-position phos-
phate of PIP3 to produce PIP2, thus inhibiting PI3K-dependent AKT activation. 
Activated AKT can directly activate mTORC1 by phosphorylation and indi-
rectly by phosphorylating TSC2. Therefore, genetic alterations in PI3K/AKT/
mTOR and PTEN lead to increased and sustained activation of this signalling 
pathway and are common features in many cancers [2, 240].

	(b)	 Oxygen availability—HIF1:
Hypoxia occurs frequently in human cancers, inducing a broad metabolic repro-
gramming coordinated at the transcriptional level by HIF-1, which functions as 
a master regulator to balance oxygen supply and demand. HIF-1 reprograms 
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glucose metabolism through transactivation of PDK1 (TCA cycle inhibitor) and 
activation of glycolytic components, such as glucose receptors (GLUT) and 
glycolytic enzymes (HK, PKM2 and LDHA) [241].

mTOR activity stimulates translation, stabilisation and transactivation of 
HIF1A, thus collaborating to the metabolic switch in response to hypoxia [242]. 
Sustained activation of mTOR and loss of PTEN increase dramatically the lev-
els and activity of HIF-1, which, in turn, correlates with cancer progression and 
increased risk of mortality in many human cancers [243].

	(c)	 Amino acid availability:
The proto-oncogene c-myc enables cancer cells to maximise glutamine uptake 
from the extracellular space through upregulation of the glutamine importer 
ASCT2 and conversion into glutamic acid via overexpression of glutaminase 
(GLS). Once glutamine enters the cell, it can be metabolised through glutami-
nolysis to provide NADPH or exported. The fraction of glutamine that is shuttled 
out in exchange for essential amino acids (i.e. leucine) directly activates mTOR 
for the initiation of protein translation and cell growth [244]. C-myc is one of the 
major transcription factors driving the key mechanisms in tumorigenesis (cell 
cycle, apoptosis, differentiation, migration, etc.), being mutated or amplified in 
almost all types of human cancers, a phenomenon that also leads to the increase 
in mTOR signalling and constitutive changes in cell metabolism [245].

	(d)	 Energy:
AMPK is activated in response to low cellular energy (high AMP/ATP ratio). 
Once activated it downregulates protein synthesis and stimulates ATP genera-
tion via fatty acid oxidation (Inoki et  al., 2003). In addition, AKT activates 
mTORC1 by regulation of cellular energy maintaining a high ATP level that 
causes a decrease in the AMP/ATP ratio and inhibits AMPK pathway [246]. 
Loss of AMPK activity has been observed in several tumour types and can 
cooperate with oncogenic drivers to reprogram tumour cell metabolism and 
enhance cell growth and proliferation [247].

15.11.3  �Imaging Cancer Cell Metabolism

Due to their altered metabolism, malignant tumours can be detected with high sen-
sitivity and specificity by imaging their increased metabolic rates for glucose, amino 
acids or lipids. Metabolic imaging provides essential data regarding the functional 
state of the tumour (or even within it) that cannot be approached with conventional 
genetic or biochemical techniques, such as immunohistochemistry. These 
approaches are of importance in the stratification of cancer patients and prediction 
of treatment response:

	(a)	 Glucose metabolism imaging:
FDG is a modified glucose molecule with the radionuclide fluorine-18 (18F) in 
place of the hydroxyl group on the 2 carbon. The uptake of 18FDG is identical to 
the glucose, but this analogue cannot be metabolised due to the lack of the hydroxyl 
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group and therefore accumulates in the cell. The method of imaging with FDG is 
positron emission through the decay of 18F. 18FDG-PET has been used in numerous 
PET diagnostic imaging procedures, helping to define tumour volumes and locali-
sation to complement computed tomography (CT) or magnetic resonance imaging 
(MRI). Nevertheless, PET images lack the resolution necessary to identify distri-
butions of FDG within a tumour other than large areas of increased or decreased 
uptake. Hence, novel fluorescent alternatives have been developed in the recent 
years to improve the resolution of the glucose analogues [248].

Nuclear magnetic resonance spectroscopy (NMR spectroscopy, MRS) 
exploits the magnetic properties of certain atomic nuclei. MRS provides infor-
mation about the structure, dynamics and concentration of molecules. 13C 
nuclear magnetic resonance (NMR) spectroscopy allows observation of labelled 
glucose through glycolysis, TCA or fatty acid synthesis, determining the activ-
ity of the different metabolic pathways in the cell. Sensitivity and poor spatial 
resolution are the main weaknesses of the procedure in vivo. Several approaches 
have been recently used to solve these limitations: (a) proton (1H) decoupling 
that combines the high sensitivity of 1H-MRS and uses sophisticated data acqui-
sition schemes that detect only 1H attached to 13C labels within molecules [249] 
and (b) generation of hyperpolarised 13C agents by DNP (dynamic nuclear 
polarization) that increase the signal by more than 10,000-fold [250]. By moni-
toring the fluxes of pyruvate through the cell in preclinical models of prostate 
cancer, it has been shown the potential of this technique on understanding pros-
tate cancer and the diseases of other organs [251].

Furthermore, glucoCEST is a system that uses natural, non-radioactive glu-
cose at physiologically reasonable quantities. It is visualised by MRI through a 
mechanism known as chemical exchange saturation transfer (CEST) [252, 253]. 
In this context, intracellular lactate and lactate excretion measured by 1H-MRS 
can help to reflect the metabolic status of a specific tissue [254, 255].

	(b)	 Amino acid metabolism imaging:
Altered nutrient uptake can also be assessed with radiolabelled and cold approaches. 
Increased glutamine metabolism shown by many tumours was the basis for the 
design of several glutamine analogues as PET radiotracers: 18F-, 11C- and 
13N-glutamine or glutamate compounds have been recently developed. Magnetic 
resonance spectroscopy can also be used to evaluate glutamine and its metabolites 
within tumours (e.g. conversion of 13C-glutamine to 13C-glutamate) [256].

	(c)	 Imaging of hypoxia and REDOX status within tumours:
The approaches previously described are based on the different uptake of 
metabolites between the cancer and the normal tissue, but the differential pro-
cesses occurring within the tumour environment also can be assessed by mea-
suring the presence of hypoxic regions and the balance between anabolic and 
catabolic reactions based on quantification of nicotinamide adenine dinucleo-
tides (NAD and NADP). Tumour hypoxia is a common feature in most of the 
cancers, which correlates with disease progression, malignancy and poor 
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prognosis; hence the visualisation and quantification of the hypoxic regions 
within tumours have diagnostic importance. Quantification of pO2 has been 
studied with various techniques: oxygen electrodes, biomarkers (e.g. pimonida-
zole) and blood oxygen level-dependent (BOLD) or tissue oxygen level-depen-
dent (TOLD) MRI.  Further developments in imaging techniques that utilise 
radiotracers combined with PET/SPECT (Fleming et al., 2015) and fluorescent 
probes based on Förster resonance energy transfer (FRET) are very powerful 
prognostic tools [257].

�Conclusion
In summary, we have provided a precise synopsis of the pathophysiological pro-
cesses of cancer growth, metastasis and metabolism through to the various meth-
odological approaches to assess the molecular network organisation of tumour 
cells. The ultimate translational goal is to monitor the temporal evolution of 
these genomic events and molecular mechanisms within the tumours of patients 
through imaging and circulating biomarkers. This is in line with our recently 
outlined C2c (turning cancer to chronic disease) strategy of integrating non-inva-
sive imaging with circulating biomarkers to track tumour evolution [140, 258]. 
The future aim is to instigate or change treatment once pathway-specific changes 
in the tumour’s genome and/or proteome are detected, preferably early on during 
the course of targeted treatment. The introduction of such technologies in routine 
clinical practice will promote the provision of personalised treatment in cancer 
and undoubtedly improve clinical outcomes.
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Abstract
A combination of decades of cancer research and trillions of dollars has helped 
to exponentially increase our understanding of the molecular processes involved 
in cancer pathogenesis [1, 2] and to develop new cancer drugs. However, despite 
progress in diagnosing and treating cancer, these diseases remain one of the lead-
ing causes of morbidity and mortality worldwide, responsible for millions of 
deaths each year [3]. Moreover, we are still faced, on average, with low drug 
response rates, very serious treatment side effects and questionable survival ben-
efits. In Europe alone, cancer kills around 4000 people every day [4] and costs 
billions per year [5]. Worldwide, the number of new cancer cases is increasing 
every year [4], at least partly due to rapidly ageing populations [6], with the 
number of new cancer cases projected to reach 25 million per year by 2030, and 
cure rates for many common forms of cancer stagnating [4]. Due to the high 
number of nonresponders to existing drugs and spiralling costs of new cancer 
drugs—costs have almost doubled in the last decade, resulting in a dramatic 
decrease in the number of new drugs—an individualised approach to the diagno-
sis and treatment of cancer patients is desperately required.

16.1	 �Introduction

At the heart of these statistics is complexity. The biology (and medicine) of human 
beings and their diseases is extremely complex, from the processes occurring in a 
single cell to the interactions occurring between the ~40 trillion cells in our bodies 
[7], as well as the multiple external (biological, chemical and physical) influences 
on the organism. The signalling interactions occurring within and between cells 
are the key to regulating the processes required for the normal functioning of our 
bodies. These complex interactions are characterised by non-linearity (e.g. cross-
talk and feedback mechanisms) and thus present a real challenge to understanding 
processes beyond a purely cellular level. In cancer patients, this complexity is 
magnified at multiple levels: every patient is different (monozygotic twins less so 
than others). Tumours are formed by random processes from somatic cells with 
different genomes (and epigenomes) that have never identically occurred before 
(and will never occur again, not even in the same patient), and even subpopula-
tions of the cells of the same tumour can react very differently to drugs. Each 
tumour is an organised entity consisting of individual and potentially unique cells 
formed by random processes which enter into crosstalk with each other, the 
tumour infrastructure and the micro-environment, across both temporal and spa-
tial scales [8]. The genetic alterations (such as mutations and genomic rearrange-
ments) found in cancer cells dysregulate regular signal transduction, disrupting 
normal controls of cell replication and apoptosis. These alterations are dynamic, 
accompanied by multiple genetic and epigenetic changes which allow the tumour 
to evolve continuously in response to selection pressures, enabling the tumour to, 
for example, acquire resistance to a specific drug by activating/blocking specific 
signalling pathways. Even subpopulations of cells from the same tumour can 
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exhibit heterogeneity, responding differently to the same treatment [8–10]. Thus, 
there is no simple way to predict the outcome of a specific treatment in an indi-
vidual patient.

Currently, the dominant approach in medicine is statistical: different treatment 
options are given to large groups of patients, where it is assumed or hoped that the 
multitude of differences between patients are not relevant to the outcome. 
Subsequently, the treatments that work best on average are determined (‘first-line 
treatment’), or the patient group is subdivided, usually on the basis of biomarkers 
(‘stratified medicine’), to increase the fraction of patients which respond to a treat-
ment. Stratified medicine (though often called ‘personalised medicine’) is, however, 
usually still far removed from a truly personalised treatment for every individual 
patient. While useful, this approach remains ultimately unsatisfactory in many dis-
eases, such as cancer, where treatment response rates remain limited and are exert-
ing a huge, increasing and unsustainable human and economic burden.

Truly personalised medicine is self-evident in areas of medicine, such as surgery, 
in which the anatomy determines therapy, based on the detailed characterisation of 
the individual situation by sophisticated imaging techniques, and the capacity of the 
human brain to easily interpret spatial data. Such a truly personalised therapy choice 
has, up to now, not been possible in drug-based therapies, where we have extremely 
complex situations, no or little data (albeit a situation that is rapidly changing) and 
no obvious way to draw definitive conclusions from the data.

In essentially all other areas where we face similarly complex situations with costly 
and/or dangerous consequences, we try to build detailed computer models of the pro-
cess we want to predict (e.g. the weather) or optimise (e.g. the design and safety test-
ing of cars, planes, but also comparatively trivial systems like washing machines or 
electric toothbrushes) and make mistakes which, in complex situations, cannot be 
corrected safely, cheaply and quickly in the computer, ending in potentially disastrous 
consequences. In addition to the necessary computing power, such simulations typi-
cally require two main components, information on the mechanisms underlying the 
processes in the model and a detailed characterisation of the initial state of the system. 
In most of the sophisticated cases, pragmatic decisions in modelling are required in 
order to allow the problems to be computable. Until recently, progress has been made 
in a number of key areas, which allowed for the design of strategies for diagnosing 
and treating cancer. Here, we discuss how the intelligent combination of technological 
developments integrating ‘big data’ and in silico modelling provides a realistic way 
forward in the fight against cancer and other diseases.

16.2	 �Mechanisms, Molecular Bases and Exascales

Over the last decade, progress has been made in three key areas: enhanced under-
standing of disease and drug mechanisms, technological advances in molecular 
characterisation of patients and enormous gains in computing power. These key 
areas are now converging to make the prospect of the routine use of virtual patient 
models in oncology (and beyond) a reality.
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Through intense basic and applied research, we have undoubtedly increased our 
understanding of the mechanisms of cancer, as well as the drugs that we use to treat 
patients, for instance, the framework posited by Hanahan and Weinberg [1, 2] in 
their landmark papers, which define the distinct attributes exhibited by tumours 
across cancer types that enable them to grow and metastasise, charting a path from 
healthy cell to its malignant (and metastatic) counterpart. A framework that has 
revealed that perturbations in a cell’s signalling system, due to alterations in key 
components of the signalling networks, can alter a cell’s physiology, leading to 
excessive cell proliferation. The accumulating knowledge base allows us to move 
from a purely descriptive stance to a mechanistic paradigm, helping us to under-
stand interactions between the components of biological systems across spatial and 
temporal scales.

At the same time, we are experiencing major progress in DNA sequencing, func-
tional genomics and other omics technologies, enabling rapid analysis of an indi-
vidual patient on the molecular level in enormous detail. Such sequencing 
technologies, originally developed for systematic analyses in high-end research 
applications, have the potential to become key tools in routine diagnostic applica-
tions, by providing the detailed information required for modelling individual 
patients. The feasibility of such an approach is best illustrated by the tremendous 
progress in DNA sequencing: a decade ago, the human genome sequence was com-
pleted at a cost of $3 billion, by an international project lasting 10 years. Today, 
sequencing a human genome requires 1 day at a cost that has dropped a million fold. 
Thus, sequence analysis and patient modelling can now be carried out quickly 
enough to harmonise with the timeline of clinical treatment decisions (Fig. 16.1). As 
sequencing costs have plummeted, the large-scale deep molecular characterisation 
of a range of cancer types has become feasible, triggering an ongoing expansion of 
the molecular knowledge base on cancer (as well as of healthy and diseased 

Tumor
operation

Sample and Library
preparation

Sequencing Data analysis Modelling

Day 1 Day 2-7 Day 8 Day 9-11

Treatment
decision

Day 15Day 11-14

Fig. 16.1  Integrating patient sequencing and modelling into the clinical treatment decision pipe-
line. Once patient samples are received from the hospital (e.g. tumour and blood), they are pro-
cessed for sequencing (DNA/RNA extracted, sequencing libraries prepared and sequenced). The 
complex omics data generated (e.g. genome/exome, transcriptome, possibly proteome) is analysed 
in detail for tumour-specific alterations, e.g. mutations, gene fusions and copy-number changes. 
The data is then used to individualise a large-scale mechanistic computational model of cell signal-
ling transduction and associated processes (e.g. ModCell™). The personalised models can then be 
used to predict how a tumour will respond to a range of drugs, singly or in combination to identify 
the optimal therapeutic strategy for a specific patient. This information is then given to the oncolo-
gist to help them decide on the best treatment strategy for that particular patient
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individuals worldwide) through global initiatives, such as the International Cancer 
Genome Consortium [11], The Cancer Genome Atlas (TCGA; http://cancergenome.
nih.gov/), the 1000 Genomes Project (www.1000genomes.org) and the Personal 
Genomes Project (http://www.personalgenomes.org/). Both the ICGC and TCGA 
focus on obtaining a comprehensive catalogue of the molecular alterations (e.g. 
somatic mutations, abnormal expression of genes, epigenetic modifications) in 
tumour types (and/or subtypes) with significant medical and societal impact to facil-
itate research into the causes and control of cancer. Currently, the ICGC are cata-
loguing the genomic, transcriptomic and epigenomic alterations occurring in over 
50 tumour types, with a commitment to analyse a further 25,000 tumour genomes. 
Such ‘big data’ (sets) help to delineate the molecular basis of cancer, but also further 
highlight the complexity and heterogeneity associated with cancer of all types [12–
14]. The 1000 Genomes Project (www.1000genomes.org) has created a catalogue 
of the genetic variation (using whole genome and exome sequencing) in over 2504 
individuals from a wide range of geographical areas, representing 26 distinct popu-
lations. The catalogue is now being maintained and expanded through the 
International Genome Sample Resource (IGSR), and will cover a wider range of 
geographical areas and populations. The Personal Genomes Project (www.person-
algenomes.org) is set to sequence and analyse the genomes of over 100,000 people 
across the world, making this data public through open consent.

We are, however, still faced with a number of stumbling blocks when it comes to 
truly understanding the path from healthy cell to malignant phenotype in terms of 
how single events combine and how the heterogeneity of tumour cell populations—
and their interactions—actually influences the phenotype. The problem is that even 
if we had this information, we are still far from delineating how these events actu-
ally affect the response of a particular patient to a particular drug. In this context, the 
large-scale and accumulating molecular datasets on tumours are providing molecu-
lar portraits which are proving pivotal for understanding tumour behaviour.

The triptych is completed by the ongoing and significant performance gains in 
computing power (a 1000-fold increase in computing power every decade), with 
performance hurtling towards exascale systems (machines able to carry out a billion 
billion calculations per second) in the next 5 years (http://www.top500.org/statis-
tics/perfdevel/). A similar progress is ongoing in improving storage density and 
network capabilities, enabling collaborative analysis of large datasets, e.g. via cloud 
computing (see http://www.egi.eu/).

16.3	 �Computing Complexity

A number of different computational-based approaches are employed in order to 
analyse these emerging datasets and to widen our understanding of cancer’s bio-
logical complexity, with statistical and machine learning methodologies, a set of 
statistical, probabilistic and optimisation techniques, applied most commonly. 
Statistical approaches have been employed to try and detect molecular signatures 
or biomarkers of treatment response or likely disease progression and to guide the 
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stratification of patients into molecular subtypes, an important first step in improv-
ing outcomes for patients, and to help guide clinical decisions. Such analyses pro-
vide information on potential markers of disease and possible drug targets and help 
to focus on treatments administered. However, although statistical approaches are 
identifying associations between genetic alterations and disease, they provide no 
insight into how that alteration is actually driving the effect manifested. Moreover, 
in the majority of cases, these statistically derived groupings ignore the intrinsic 
complexity of cancer and the inherent individuality of cancer patients and their 
disease, a fact unfortunately reflected in the often inadequate response rates to 
drugs chosen in this way.

As part of a growing momentum in personalised medicine, machine learning 
approaches are being used to learn and extract information from complex data, such 
as genomic or transcriptome datasets. The approach can identify hidden patterns in 
datasets and then ‘learn’ from these patterns to make predictions on the future state 
of a system. Such an approach, in the context of systems biology, is suited for 
exploring the interactions between components of biological systems and could be 
used to infer functional relationships, for example, machine learning techniques 
have been shown to improve the understanding of cancer development and progres-
sion and facilitate cancer diagnosis and detection and, more recently, prognosis and 
prediction (see reviews by [15, 16]).

Mechanistic modelling approaches examine the interactions and relationships 
occurring between the individual components of a complex system, thereby allow-
ing us to understand the system as a whole. The potential of the mechanistic model-
ling approach in the context of cancer is now emerging more widely, with models 
simulating disease processes being established. In the first instance, the focus has 
been on processes that occur at a single biological scale, such as a specific signalling 
pathway, including the EGFR [17–19], Toll-like receptor [20], Epo [21] and TNFα-
mediated NF-κB pathway [22]. However, more global approaches are emerging, 
which include key signalling and regulatory pathways relevant in cancer, with the 
capacity to effectively represent key cellular crosstalk mechanisms, the latter being 
a pivotal feature in predicting patient responses to drugs, as each drug perturbs a 
wide range of targets and may be involved in a range of biological processes.

Over the last decade, we have focused on the development of an integrated sys-
tems biology platform—ModCell™—described in detail elsewhere [23–27], which 
uses a mechanistic model generated using PyBioS, an integrated, web-based soft-
ware platform for the design, modelling and simulation of cellular systems [28, 29]. 
The platform has been used to develop and implement a large mechanistic model of 
cancer-related signal transduction pathways and cellular processes, as well as func-
tional effects of oncogenes and tumour suppressor genes. The models represent the 
relevant biological networks of ‘normal’ human cells, which are then individualised 
with omics data (e.g. exome/transcriptome/proteome) from a patient sample (e.g. a 
tumour sample), by mapping of the data, such as relevant germ line or somatic 
mutations expressed in the mRNA and/or phosphorylation state of critical regula-
tory proteins, to the functions and parameters linked to the corresponding objects in 
the model. Drugs or drug combinations are represented by objects, which can, for 
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example, form inactive complexes with the objects representing their target pro-
teins, allowing the systematic prediction of the effect of the drugs on the tumour.

To model the patient, we do, however, have to include additional components 
influencing the clinical response of the individual patient, for example, the liver, 
affecting the metabolism and possible activation of the drugs; models representing 
different, relevant cell types of the body to identify possibly unacceptable side 
effects; and, ideally, the immune system, able to respond to the tumour and provid-
ing targets for a new class of promising therapies, the immunotherapeutics. The 
virtual tumour patient should therefore consist of all relevant components, repre-
sented typically by molecular models interacting through the exchange of signals, 
e.g. the drug level over time, determined to a large extent by the genome of the 
patient. The data is then explored using the tools provided by PyBioS [29] and the 
ModCell™ analysis pipeline, for modelling, simulation, prediction and drug screen-
ing of complex molecular systems.

16.4	 �Critical Factors for Virtual Patient Modelling 
in Oncology

Although we have the main ingredients to make the prospect of the routine use of 
virtual patient models in oncology (and beyond) a reality—i.e. enhanced under-
standing of disease and drug mechanisms, technological advances in molecular 
characterisation of patients and enormous gains in computing power—through 
application of the model in preclinical and clinical scenarios, we have identified a 
range of factors as key to harnessing the real predictive power of such modelling 
systems.

In this, we are dealing with three basic sources of information:

	(a)	 Data on the individual sample/patient (e.g. tumour exome and transcriptome, 
patient/germ line exome)

	(b)	 The structure of the model, based on information in pathway databases and 
publications

	(c)	 Kinetic constants and other quantitative parameters, e.g. the concentration of 
hard-to-measure components of the model at the beginning of the simulation

16.4.1	 �Data on the Individual Patient

16.4.1.1	 �Data Quality and Amount
No matter how advanced a modelling system is, it will depend on the quality and 
amount of input data. The success of computational modelling relies on (1) high-
quality data generation and (2) comprehensive data analysis revealing the essential 
molecular changes that drive the individual tumour.

One of the key factors affecting data quality and amount is the quality and type of 
patient sample sequenced. Following surgery, tumour samples are usually fresh 
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frozen or formalin- fixed, paraffin- embedded (FFPE), with fresh frozen material typi-
cally giving much better results. While FFPE samples can be used for DNA sequenc-
ing, the duration of preservation influences the level of RNA degradation [30].

Tumour purity (i.e. proportion of cancer cells in a sample) will also affect the 
amount and quality of data generated. Each tumour sample/biopsy will vary in the 
percentage of cancerous and non-cancerous cells, due to the infiltration of non-
cancerous components from the tumour micro-environment, including immune cells, 
fibroblasts and blood vessels, with the exhibited ratio often varying within and 
between cell types and tumour origin. Some brain cancer samples, for example, often 
have a high tumour purity, whereas purity decreases in lung or head and neck cancers 
[31]. A systematic analysis of the effect of tumour purity on the interpretation of 
genomic analysis, comprising 9364 tumour samples and 1958 adjacent normal sam-
ples across 21 solid tumour types, as expected, showed a confounding effect on quan-
titative data such as differential gene expression and copy-number analysis [31].

16.4.1.2	 �Data Type
The tumour-specific model also critically depends on the type of the data available 
on the tumour and patient. Ideally, a minimum dataset consists of NGS datasets for 
transcriptome and genome/exome and low coverage genome and transcriptome of 
the tumour and genome/exome and low coverage genome of the patient. Other less 
informative datasets (candidate gene sequences, chip-based transcriptome data) can 
also be used, but with the expected loss of prediction power.

A range of options exist for DNA sequencing. Cancer-specific mutation panels 
typically target a few to several hundred genes, selected for their known association 
with cancer or specific cancer types, at very high coverage. These panels are usually 
designed to detect single-nucleotide variations and small indels (insertions and 
deletions of DNA) even at very low allele frequency but are limited for the detection 
of genomic rearrangements.

Whole-exome sequencing (WES) detects mutations within the most well-
characterised (~1%) fraction of the genome (exons of most human genes), with 
approximately 85% of disease-causing mutations being located in coding and func-
tional regions of the genome [32, 33]. Additionally, WES can be used to detect 
copy-number changes across the genomes. WES therefore reduces the risk of over-
looking cancer-relevant genomic alterations in the tumour. The inclusion of data 
from a control sample (e.g. blood) allows discrimination between somatic (tumour) 
and germ line (patient genome) genetic alterations and mutations [34].

Whole-genome sequencing (WGS) is the most comprehensive technique enabling 
detection of genomic rearrangements and interstitial deletions in the range of a few 
kilobases. The choice of sequencing should, however, also consider the particular can-
cer type. For mutation-driven cancers, the application of a panel might be sufficient, 
while for cancers driven by genomic rearrangements, such as mucosal melanoma [35] 
or leukaemias [36], WGS may be the best choice to capture alterations present.

Transcriptome sequencing (e.g. RNASeq) adds an additional layer to tumour 
analysis, detecting the expression levels of virtually all genes and enabling the iden-
tification of meaningful genetic changes. The following questions arise: Do the 
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genetic changes on the DNA level have an effect on gene function? Are the identi-
fied cancer gene variants expressed, e.g. up- or downregulated? Are there any aber-
rations in the abundance and structure of gene transcripts, i.e. gene products [37]? 
In addition, RNASeq offers a highly efficient route to identify tumour-specific 
oncogenic isoforms, e.g. epidermal growth factor receptor variant III (EGFRvIII; 
[38]), and gene fusions, e.g. TMPRSS2-ERG [39] or BCR-ABL1 [40].

The use of both DNA (exome) and RNA (transcriptome) analyses provides com-
plementary information, both datasets serving as mutual controls, to verify potential 
‘actionable variants’, i.e. changes in a tumour that can be directly linked to treat-
ment options [37, 41, 42]. For instance, a gene amplification should be accompanied 
by a clear overexpression of the gene, and driver mutations should also be detect-
able on the RNA level. Such integrated analysis provides a higher level of confi-
dence in the identified alterations, aiding interpretation of novel alterations and 
translation of results into the right clinical treatment options. Given the significant 
role that proteins and protein modifications play in regulating the complex biologi-
cal processes [43–45] being modelled, data on proteins, complexes and modifica-
tion states can help to enhance the predictive output of models. In particular, 
proteomics or phosphoproteomics data on a particular tumour sample will provide 
key information on the results of post-transcriptional regulation in the biological 
networks [46–51].

Novel sequencing technologies and analysis methodologies, including spatially 
resolved omics analysis, even at the level of the single cell [47, 48, 52–56], will help 
to further define the heterogeneity of the tumour landscape and further refine the 
accuracy of virtual patient modelling applications in oncology.

16.4.2	 �The Development/Assembly of Computational Models

Systems biology models are considered the key to personalising healthcare [57, 58]. 
Due to the complexity of changes observed in cancer, mathematical models are 
essential for the understanding and prediction of the underlying molecular pro-
cesses [59, 60]. Depending on the goals of the exercise, models can address primar-
ily the large-scale structure and development of tumours on a tissue level or focus 
on the molecular processes of the tumour cells. Multiscale or hybrid approaches 
attempt to combine both views [59, 61].

16.4.2.1	 �Exploiting Existing Data
The development of mechanistic models of disease-related and associated cellular 
and molecular pathways makes use of existing functional data on the related bio-
logical entities, such as genes, proteins or protein complexes, and their interac-
tions. The structure of the model is initially based on information from basic 
research, available through, for example, pathway databases and the scientific lit-
erature. Several manually curated pathway databases exist, including KEGG, 
Reactome and PID, which cover a substantial amount of searchable cellular signal-
ling pathways, most often depicted as simplified network diagrams [62–64]. A 
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comprehensive list of such databases as well as other publicly available resources 
useful for the systems biology field is provided by PathGuide (http://www.path-
guide.org/; [65]). Helpful tools to aggregate knowledge from these different data-
bases are available from meta-databases such as PathwayCommons [66] and 
Consensus PathDB [67, 68], which integrate coherent information on functional 
interactions from diverse data sources.

At least two major benefits are provided by the use of such manually curated data-
bases: (1) the plethora of scientific data that exist for a given pathway in different 
experimental setups (e.g. different human cell lines, genetic mouse models, xenograft 
mouse models, etc.) is distilled into a generalised expert view of how the biology of a 
given pathway ‘works’ in various biological contexts; (2) updates of the pathway 
annotations are released in more or less regular intervals that try to incorporate the 
most recent findings from the literature and thereby improve the pathway annotation. 
In addition, the information available from these curated pathways is intrinsically 
prone to be incomplete at any given point in time. One way to try to circumvent such 
problems is to establish large-scale efforts by the scientific community to recruit 
expert knowledge on a voluntary basis for the improvement of pathway annotations 
[69, 70]. Such community efforts can clearly benefit from large-scale projects to 
extract relevant functional network information from existing datasets [71, 72], and 
further projects that support a genome-scale integrative interpretation of the current 
biological knowledge on cellular pathways should be initialised.

16.4.2.2	 �Reliability and Reproducibility of Existing Data
In recent years, the issue of reproducibility of basic research results has been a com-
mon problem, for instance, two thirds of publications on drug targets are not repro-
ducible [73]. This lack of reproducibility does not necessarily result from scientific 
malpractice but can be based on incompletely understood confounding factors, such 
as diet formulation in mouse studies or variations in the gut microbiome of the ana-
lysed animals [74–76]. Reproducibility of results in biomedical research can also 
critically depend on the batch of commercially available kits and/or antibodies [77], 
as well as other factors. Therefore, one important aspect that should be taken into 
account even during the planning phase of any future large-scale effort to support 
genome-scale pathway annotations is to, as far as possible, take all measures that 
maximise the reproducibility of the data. For example, in a simple tandem approach, 
a rigorous cross-checking of scientific key findings could be performed by an inde-
pendent lab within the same research consortium, notwithstanding the potentially 
high costs that may arise for the funding agencies in case of high-throughput tech-
niques, such as NGS or MS. Replicative studies may also be performed by indepen-
dent labs and posted as such in online repositories (e.g. http://f1000research.com/
channels/PRR) or in specialised sections of peer-reviewed journals (http://valida-
tion.scienceexchange.com/#/reproducibility-initiative).

A second strategy towards model improvement can, however, be based on com-
paring an increasing number of predictions with molecular and response data in 
preclinical and clinical situations. As more and more patients are treated according 
to predictions of such genome-scale models and the information on treatment 
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success (or failure) is returned, this will increasingly help to eliminate mistakes in 
the model, complementing the knowledge from basic research by ‘reverse engineer-
ing’ from patient treatment and results from preclinical model systems.

16.4.3	 �Model Implementation and Optimisation

Mechanistic models of biochemical reaction systems are usually implemented as 
ordinary differential equation (ODE) systems. These models take into account the 
reactions occurring, comprising the respective reactants and enzymes, as well as 
mathematical terms that describe the kinetics of the reactions, based on the reac-
tants’ concentrations and reaction-specific kinetic parameters [78]. The initial state 
of the model is usually determined by the concentrations/amounts of the model 
species, i.e. reactants, and the kinetic constants or parameters defining the individ-
ual characteristics of a reaction kinetic, such as the rate of the reaction or its equi-
librium. Thus, the behaviour of the model is defined by its network structure, the 
stoichiometry of the reactants, the initial state and the kinetic parameters. Moreover, 
as information on the network structure of cellular reaction systems increases, e.g. 
generated by new high-throughput methods, such as NGS, quantitative proteomics 
and metabolomics data, the size and complexity of such models also increases to 
accommodate this expanding knowledge base.

To ensure that such mechanistic models are predictive, we need a detailed assess-
ment of the most important underlying biological reactions. However, within the 
large-scale networks generated, much of this information is not easily obtained 
experimentally, e.g. drug-binding affinities and degradation rates. Moreover, the 
models become larger, incorporating more signalling pathways and cellular compo-
nents, and so does the inherent complexity of the model, as well as the associated 
number of unknown parameters involved in each process. Estimating these param-
eters accurately is therefore a real challenge to the development of robust and accu-
rate virtual patient models in oncology. This can be addressed by optimisation 
strategies designed to estimate model parameters or identify regions of the (high-
dimensional) parameter space that meet the observations or experimental data or 
fulfil certain conditions or constraints. A model of cellular signalling pathways 
which, among other functions, allows us to simulate the effect of a certain mutation 
or drug treatment on the network, e.g. a BRAF V600E mutation converting BRAF 
into an oncogene, leads to the activation of the subsequent MAP kinase cascade and 
downstream transcription factors, such as cMyc, the latter being a driver for cell 
proliferation [26]. This model can then be used to simulate effects of different drugs, 
e.g. a drug acting upstream or downstream of the mutation of interest. For example, 
the in silico proliferation rate, as indicated by the predicted active cMyc concentra-
tion, can be correlated with growth rate data from a proliferation assay before and 
after treatment by different drugs. Simulations of different preclinical models or 
patients, for which response and/or molecular data are available, define a cost func-
tion, i.e. mathematical formula, based on the difference between prediction and 
observed result. Parameters are then varied systematically to identify parameter 
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vectors giving the best agreement between prediction and observation on a training 
set and validated on an independent test set. This is, however, a major computational 
challenge, since at every step and for every result set, different data points on differ-
ent patients/preclinical models are generated. As models grow in complexity (and 
parameter number), increasing amounts of data will have to be used to identify 
regions in the higher and higher dimensional parameter space.

16.5	 �Future Outlook: From the ‘Virtual Patient’ to the ‘In 
Silico Self’

Technological progress is ongoing with rapid developments in -omics, and imaging 
and sensor techniques in a self-learning model will, without doubt, revolutionise medi-
cal practice. Incorporation of other factors, such as the role of the liver, allowing indi-
vidual variations in drug metabolism and activation (due to differences in cytochrome 
C gene sets), and interactions of tumour cells with the soma and immune systems, into 
the existing large-scale mechanistic models available, will provide an increased level of 
predictive accuracy in the context of virtual patient modelling and enhanced predictive 
capacity. New information types and model components will undoubtedly enhance the 
accuracy and usefulness of such virtual patient models in oncology. Information types 
such as that generated by the suite of spatially resolved and single cell analysis 
approaches will allow tumour heterogeneity to be addressed much more effectively. An 
important advance for oncology and many other diseases will also be the characterisa-
tion and modelling of the deep immune status of a patient. A technology that provides 
an assessment of an individual’s deep immune status, which helps to delineate the 
potential role of the immune system in a range of disease entities or immune modula-
tion by other factors, such as the microbiome, is urgently needed.

Oncology is, however, only a first step on the way to a truly personalised therapy 
strategy in many areas of medicine and prevention. A much wider use of computa-
tional models for every individual, from pre-birth to old age, will help us to avoid 
dangers and will contribute to better predicting the response of our bodies to the 
many challenges we face.
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