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Preface

The Internet has restructured the global interrelations, the art of businesses, the
cultural revolutions, and an unbelievable number of personal characteristics.
Currently, machines are getting in to control innumerable autonomous gadgets via
Internet and create Internet of Things (IoT). Thus, appliances are becoming the user
of the Internet, just like humans with the Web browsers. Internet of Things is
attracting the attention of recent researchers for its most promising opportunities
and challenges. It has an imperative economic and societal impact for the future
construction of information, network, and communication technology. The new
regulation of future will be eventually, everything will be connected, and intelli-
gently controlled. The concept of IoT is becoming more pertinent to the realistic
world due to the development of mobile devices, embedded and ubiquitous com-
munication technologies, cloud computing, and data analytics. Business procedures
can be authorized; industries can be redesigned along IoT paradigm. In a broader
sense, just like the Internet, Internet of Things enables the devices to exist in a
myriad of places and facilitates applications ranging from trivial to the crucial.
Conversely, it is still mystifying to understand IoT well, including definitions,
content, and differences from other similar concepts.

The objective of this edited book was to provide the researchers of computer
science and information technology the concepts, architectures, models, and key
technologies which are required to achieve an in-depth knowledge in IoT. To
achieve these objectives, we emphasized on essential concepts and its applications
to real-life problems. This has been done to make the edited book more flexible and
to stimulate further research interest in topics. We believe that our effort can make
this collection interesting and highly attract the students pursuing pre-research,
research, and even masters. This book is comprised of four parts: The first part is an
attempt to provide an insight into theoretical foundation and fundamentals of on big
data analysis that includes scalable architecture for big data processing, time series
forecasting for big data, hybrid intelligent techniques, and applications to decision
making by using neutrosophic sets. The second part discusses architecture for big
data analysis and its applications, whereas the final parts discuss the issues
pertaining to cloud computing.
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Key deployment features in LTE-A systems for better support to IoT applications
is explained in Chapter “Relay Technology for 5G Networks and IoT Applications.”
These features are likely to be improved further in 5G networks and future wireless
mobile technologies. The exponential growth of wireless services driven by mobile
Internet and smart devices has triggered the investigation of the 5G cellular network.
For the better support of IoT applications, five key deployment features in LTE-A
systems were discussed. Multi-hop relay provides coverage to mountainous and
sparsely populated areas, heterogeneous relay saves bandwidth in the access link,
mobile relay enhances the data rate of high-speed mobile users, and multiple
backhauling provides higher peak data rates, and relay-assisted D2D enhances
the average data rate. These features are likely to be enhanced further in 5G network
for future wireless mobile technologies.

Two-way authentication security scheme for IoT based on existing Internet
standards, specifically the datagram transport layer security protocol, is introduced
and thoroughly discussed in Chapter “Two-Way Authentication for the Internet-
of-Things.” By relying on an established standard, existing implementations,
engineering techniques, and security infrastructure can be reused, which enables an
easy security uptake. The proposed security scheme uses two public key cryptog-
raphy algorithms tailored for the resource heterogeneous nature of IoT devices. The
extensive evaluation, based on real IoT systems, shows that the proposed archi-
tecture provides message integrity, confidentiality, and authenticity with affordable
energy, end-to-end latency, and memory overhead.

Service-oriented architecture is essential for the use of wireless sensors networks
in industrial applications such as the operation and maintenance of industrial
installations. This architecture comprises the OCARI wireless sensor network and
the OPC-UA/ROSA middleware, as well as the KASEM predictive maintenance
system. This architecture targets various industrial applications such as process
monitoring, pollutant detection, monitoring of fuel storage area, fire detection in
temporary worksites, and health monitoring of people working in hazardous con-
ditions. The solution proposed to support mobility in the OCARI network is simple
and limits the overhead induced by mobile nodes. This mobility support is designed
to be efficient in its use of resources. The properties of energy efficiency, deter-
minism, latency, and robustness provided by OCARI to static wireless sensor nodes
are ensured. In the absence of mobile nodes, the OCARI network behaves exactly
as without mobility support and exhibits exactly the same performances. The design
of such protocol extensions is also highlighted in Chapter “Mobility Support and
Service Discovery for Industrial Process Monitoring.”

Body area networks (BAN) represents the natural union between connectivity
and miniaturization. Formally, it is defined as a system of devices in close prox-
imity to a human body that cooperate for the benefit of the user. These networks are
appealing to the researchers due to their wide range of applications. However,
typical properties of body area network bring the necessity to achieve an efficient
medium access protocol in terms of power consumption and delay. The strength of
a BAN signal is affected by the physical location (in or on body) and orientation

viii Preface



of the nodes, in relation to each other as well as the human body. A complete
survey is presented in Chapter “MAC Protocols in Body Area Network-A Survey.”

Current developments are observed in Internet of Nano-Things (IoNT) and
Industrial Internet of Things (IIoT). Advanced development in nanotechnology led
to nanomachines and nanoscale devices. The number of connected devices will
increase at a hasty pace in future. This may drive added intensification in the
network size and complexity for real-time traffic handling, since these devices are
smart with manifold features. Adoption of IoNT will facilitate communication over
Internet to facilitate interaction among these real-world physical elements. IIOT is
heralded habitually as a way to improve operational efficiency. Chapter “Internet of
Nano Things and Industrial Internet of Things” focuses on the concepts, architec-
ture, applications, and future research directions in the both IoNT and IIoT.

Security issues in the deployment of wireless sensor networks in IoT are dis-
cussed in Chapter “Secure Distributed Group Rekeying Scheme for Cluster Based
Wireless Sensor Networks Using Multilevel Encryption.” A model that deals with a
variety of passive attacks including node capturing and eavesdropping followed by
a novel scheme using dynamic key management and encrypted data security is
elucidated. With the evolution of diverse tiny devices, unrealistic connection among
themselves and other devices has become practical. Most significant aspect in the
IoT paradigm is WSN. Connecting WSN and other IoT elements go beyond remote
access and create a heterogeneous information system. Embedding the computa-
tional competence in all objects present in the system provide a qualitative and
quantitative leap in primary sectors such as health care and logistics. Enhanced
usage of wireless sensor networks in fields such as military obligates the building
up of secure environment. To this end, Chapter “Secure Distributed Group
Rekeying Scheme for Cluster Based Wireless Sensor Networks using Multilevel
Encryption” presents a novel scheme using dynamic key management and
encrypted data protection to ensure environmental security with reduced and limited
sensor usage.

Presently, wireless sensor networks are becoming more spreading and domi-
nating. Both industry and academia are targeting their research works for the sake
of advancing their functions. The safety of a wireless sensor network is negotiated
due to the random distribution of sensor nodes in exposed environment, memory
restraints, power restraints, and unattended nature. Furthermore, providing confi-
dence between every couple of communicating nodes is a demanding issue in this
kind of networks. Under these conditions, Chapter “Recognizing Attacks in
Wireless Sensor Network in View of Internet of Things” spotlights on recognizing a
variety of attacks and their symptoms on wireless sensor networks.

Association of wireless sensor network in IoT automation to enable green
computing is of recent research. It combines sensing, computation, and commu-
nication into a single miniature device, thus necessitating IoT on wrathful utiliza-
tion of WSN. Simultaneously, it does not assume a specific communication
technology. But wireless communication technology plays a major role and in
particular propagates many applications in many industries. The tiny, craggy,
economical, and low-powered wireless sensor networks sensors bring the IoT to
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even the smallest objects installed in any environment at reasonable costs.
Chapter “Wireless Sensor Network in Automation and Inter of Things” provides a
survey on wireless sensor network in automaton.

Chapter “Challenges of Distributed Storage Systems in Internet of Things”
describes the issues related to fusion, privacy, security, and trust in distributed
storage systems to gain more benefits from IoT. Important information from the
network devices in various places has to be sensed, accessed, and processed for
various purposes. Additionally, the heterogeneous information acquired from
diverse devices cannot be handled by traditional storage system. It makes dis-
tributed data storage more popular for proficient data management and leads to
technologies such as cloud computing. The augmentation of these storage devices
entails several challenges such as data consistency, error handling, data fusion,
security, and privacy.

Chapter “Internet of Things Based Intelligent Elderly Care System” illustrates an
approach for intelligent elderly care system on vision-based IoT. It explains a
method for fall detection of elderly people which could prevent fatality and could
provide immediate attention to other health-related injuries of vulnerable.
A foremost challenge for society in near future will be meeting the needs of an
aging people. Energy efficiency programs such as green deal miss many elderly in
fuel poverty. Such people and those with health-related issues may be benefited by
simply installing such an intelligent vision-based system in their homes. Moreover,
the disadvantage of carrying a sensor by the sick and elderly is also prevented by
identifying and sending alerts to other family members on acute emergencies.

The characteristics and applications of domain-specific IoTs, including smart
cities, smart medical and health care, retail, logistics, supply chain management,
manufacturing, aerospace and aviation, automotive and telecommunication, smart
energy, smart transportation, smart pharmaceutical industry, and smart environment,
are elucidated in Chapter “Challenges, Issues andApplications of Internet of Things.”
Also, IoT devices congregate and distribute information directly with each other
and the cloud, making it achievable to gather, record, and analyze new data streams
faster and more precisely. This chapter explores in greater depth the role of IoT in
various applications with a quicker look at the technological characteristics that
formulate it a reality and examine the opportunities, challenges, and issues at present.

The omnipresent exploitation of mobile and sensor devices is creating IoT a
broad collection of potential Internet applications. It is apparent that the current
hype around the IoT is enormous. The various information and communication
perspective challenges associated with IoT for the expansion of the future society is
stressed in Chapter “Application of Technologies in Internet of Things.”
Additionally, it also discusses how this technology can help in medical applications
to offer cost-effective quality health care with enhanced manpower competence.
With the maturity of the technology for collecting, analyzing, and transmitting data
in the IoT, exciting novel IoT-driven healthcare applications and systems emerge
progressively.

Current state of the Internet of Things from people’s association point of view is
much important. In IoT, objects become smart and autonomously communicate with
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one another and human beings, through networks supported by interfaces. The IoT
systems are enhanced by surveying diverse interactions between the humans and the
IoT to mine the implanted intelligence about individual, environment, and society.
In the upcoming years, the IoT is expected to bridge various technologies to enable
new applications by connecting physical objects together in support of intelligent
decision making. With this perception, Chapter “An Appraisal on Human-Centered
Internet of Things” spotlights and surveys the support of intelligent human–com-
puter interaction for the IoT and to deal with human-centered concerns.

The Internet of Things represents the upcoming huge step in the Internet with its
ability to gather, distribute, analyze, and interpret data. Millions of devices are
expected to be connected or networked into the IoT structure that require massive
dissemination of networks as well as the method of converting raw data into
meaningful interpretations. The form of communication that is experienced now is
either human–human or human–device. More influential smart phones, appliances,
tablets, and the applications that are similarly rich and powerful available for each
will enable buyers and business customers to interact seamlessly with companies
altering the business processes. The technologies that enable the implementation
of IoT, the objectives, future vision, and case studies are presented in
Chapter “A Survey on Internet of Things: Case Studies, Applications, and Future
Directions.”

Internet of things and cloud computing are dissimilar technologies, but they are
already part of our life. The espousal is considered to be more and more persistent
and consequently making them as significant components of the future Internet.
A novel paradigm of merging cloud computing and IoT is foreseen as disruptive
which may enable a huge application scenario. Cloud computing is considered as a
dynamic infrastructure which will be the only choice to maintain enormous and
volatile information and can supply an illusion of unlimited computing resources to
the users. Cloud will empower IoT by presenting resilient computing power,
storage, and networking. With this perception, Chapter “Internet of Things in Cloud
Computing” discusses cloud computing in IoT.

Much of researchers in different industries and organizations across the globe
have started research in Internet of Things. Simultaneously, a lot of techniques
pertaining to computational intelligence, data analysis, and cloud computing are
progressing at the other end. Fusing the IoT and these latest techniques,
technologies will acquire it to a newer dimension. To keep abreast with this
development in a cohesive manner, we strove to keep the book reader friendly. The
main objective is to bring most of the major developments in the above-mentioned
area in a precise manner, so that it can serve as a handbook for many researchers.
We trust and hope that this edited book will help the researchers, who have interest
in IoT, cloud computing, and its applications to keep insight into recent advances
and their importance in real-life applications.

Vellore, India Dr. D.P. Acharjya
Chidambaram, India Dr. M. Kalaiselvi Geetha
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of Internet of Things



Relay Technology for 5G Networks
and IoT Applications

Abderrahmane BenMimoune and Michel Kadoch

Abstract Relaying technologies have been actively studied in mobile broadband
communication systems, and were considered in the most recent standard releases of
the Third Generation Partnership Project (3GPP), including “Long Term Evolution
Advanced” (LTE-A) networks. This chapter provides an in-depth review of the relay
technology that is being considered for future 5G networks. The article first intro-
duces and compares different relay types that use LTE-A standards, and presents the
relay benefits in terms of performance and operational costs. It then highlights future
relay deployment strategies that have been discussed by the 3GPP, which supports
multi-hopping, mobility, and heterogeneity. In addition, it also proposes efficient
deployment strategies, along with their impact on network performance. Finally, the
chapter explains a fewof the associated challenges that lie ahead for relay application,
and provides a video streaming application.

1 Introduction

The conventional topology of current cellular networks is a star structure, where
central control points usually serve as base stations. This provides the advantage of
simplicity of the architecture while still providing quality of service (QoS) guaran-
tees. However, for next-generation networks, this topology will be disadvantageous
and difficult to use due to the insufficient availability of network access. This high
dependency on the central node has its own drawbacks (including inefficient offload),
since all user data needs to go through the central node network. This topology also
cannot offer performance and energy efficiency for users on the edge of cell cover-
age (edge users). Thus, the next-generation cellular network topology needs to be
optimized, and relay will play an important role in this.
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4 A. BenMimoune and M. Kadoch

In the next-generation cellular network, cellular networks will be able to include
different kinds of relays. Due to the use of relaying technologies into the centrally
controlled star network, different kinds of connections such as user equipment (UE)
to UE, relay station (RS) to RS, and base station (BS) to RScan thus be established.
The hybrid topology radio network will thus naturally be the future mobile access
network, which can help to overcome current and future difficulties and challenges
in an efficient manner.

Relay technology is also promising in Internet of Things (IoT) applications. In
IoT, relaying can have many more functions in a cellular network, such as improving
the topology of the cellular network, improving the robustness of a network, and
decreasing power consumption. In addition, a multi-hop topology can efficiently
support tremendous access for fog and social networking services.

The capacity offered by a macro cell is not uniformly distributed across its cov-
erage areas in today’s LTE network. From a users perspective, proximity to the cell
center thus should result in much higher throughput and larger battery savings (due
to reduced transmission power) than cell edge users. The 3GPP has standardized
and begun supporting LTE relays in Release 10, with no impact on UE design and
implementation. Relay stations are defined as low-power nodes that can be deployed
underneath macro BSs, forming small cells to address the need for coverage and
capacity improvements. One of the most attractive features of 3GPP relays is the
LTE-A-based wireless backhaul (i.e., self-backhauling), as this can provide a simple
deployment technique to improve coverage to dead zones (e.g., at cell edges) and,
more importantly, traffic hot zones [1]. Communication between BSs and RSs is
similar to the conventional communication between BSs and UEs, in which commu-
nication is accomplished via a point-to-multipoint (PMP) connection; this creates
multiple paths from a BS to different RSs, and can also establish PMP connectivity
with the UEs. In the following, the user connected to RS are denoted by R-UE and
those connected directly to Macro BS by M-UE [2].

2 Relay Classification

Relays can be classified based on several characteristics, such as operation layers,
duplexing, and the resources assignment scheme, all described below.

2.1 Classification Based on Layers

In this form, relay classification is based on the layers of the protocol stack in which
their main functionality is performed. There are three main varieties:
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1. A layer 1 relay, also called a booster or repeater, takes the received signal, amplifies
it, and forwards it to the next hop, which may be another relay or UE. As its name
implies, it works only at the physical layer. Although the advantage of this type
is that they are inexpensive and simple, with minimum impact on the existing
standard, they amplify noise simultaneously with the desired signals.

2. A layer 2 relay, called a decode and forward relay, can eliminate noise signals
and perform radio resource management functions better than a layer 1 relay;
a better throughput-enhancement effect thus can be expected. However, due to
the extra functions performed by a layer 2 relay, a significant processing delay is
introduced, due to modulation/demodulation and encoding/decoding.

3. A layer 3 relay, also called a decode and forward relay, can be thought of as a
BS that uses a wireless rather than wired link for backhaul. A layer 3 relay can
improve throughput by eliminating inter-cell interference and noise. However,
This type of relay has an impact on standard specifications, in addition to the
delay caused by modulation/demodulation and encoding/decoding processing.

2.2 Classification Based on Duplexing Schemes

In general, a relay station communicates through two links:with its donor base station
on one hand (through the backhaul link) and its connected users on the other (through
the access link). The relay station can use either a time division duplex (TDD) or a
frequency division duplex (FDD) scheme in these communications.

In a basic TDD scheme, the downlink and uplink frames of the BSRS and RSUE
links are usually not enabled simultaneously. For example, as shown in Fig. 1a, the
two hop downlink transmissions occur in the first and second time slots, respectively,
followed by the two hop uplink transmissions in the third and fourth time slots,

Fig. 1 TTD and FDD schemes
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respectively. It can be seen that only one station can transmit and/or receive at each
time slot. However, a better utilization can be achieved if more than one station can
transmit and/or receive at each time slot. Hence, an extended TDD scheme can be
used to improve resource efficiency, as shown in Fig. 1b.

In the standard FDD scheme, in contrast, the downlink and uplink transmission
between the backhaul linkwill occur in the same time slot but at different frequencies;
the same will occur for the access link case, as shown in Fig. 1c. However, for more
efficiency, an extended scheme of the basic FDD approach can be designed to use

Fig. 2 In-band and out-band
scenarios
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orthogonal frequencies for each link, which will allow the backhaul and access link
transmissions to occur at the same time, as shown in Fig. 1d.

2.3 Classification Based on Resources Assignment

Relay nodes can be classified into inband and outband relay stations, according to the
spectrumused for the backhaul link. Figure2 shows the inband and outband scenarios
for relay integration into the cellular radio access network (RAN). In the inband case,
the backhaul link between the BS and RS shares the same carrier frequency with the
RSUE links (scenario 1 share all the spectrum between different links, while scenario
2 dedicates a part of the spectrum to direct links and the rest for backhaul and access
links). The backhaul link, in contrast, uses a separate frequency band for the outband
case (scenario 1 share the spectrum between the direct and access links and uses
a separate frequency band for the backhaul links, while in scenario 2 the separate
frequency band is used by the access links).

2.4 3GPP Classification

The 3GPPs LTE-A standards have defined two types of RSs: type-1 and type-2 relay,
also called non-transparent and transparent relay, respectively [3]. Relay classifica-
tion is based on the relays ability to generate its own cell control message [4].

• Type-1 (non-transparent) relay is usually responsible for assisting UEs that are
distant from the base station andout of cell coverage range. Thus, a type-1 relaywill
generate its own cell control messages to extend the signal and service coverage,
while improving the overall system capacity. The type-1 relay has a two main
extended modes:

– Type-1a relay operating on outband mode with full duplex scheme.
– Type-1b relay operating on inband mode with full duplex scheme.

• Type-2 (transparent) relay is responsible for helping UEs within the coverage area
of the BS. Although theUE can communicate directly with the BS, the deployment
of type-2 RS can help to improve its service quality and link capacity. Since this

Table 1 Summary of relay classifications

3GPP class Layer Integration into BS Duplex scheme

Type 1 3 Inband Half-duplex

Type 1a 3 Outband Full-duplex

Type 1b 3 Inband Full-duplex

Type 2 2 Inband Full-duplex
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type of relay is a part of the donor cell, cell control messages are not necessary in
this case to improve the overall system.

Table1 summarizes the different relay classifications discussed above, as well as
their mapping.

3 Potential Benefits of Relaying

This section presents the potential benefits of employing relay stations in cellular
networks. The following sections describe the main motivations for the use of relay
stations.

3.1 Relay to Improve Channel Reliability

Cellular communication suffers from fading, path loss, and shadowing factors, which
affect communication performance and tend to reduce its reliability. Relaying strate-
gies in cellular networks can increase the reliability of the communications against
these channel impairments by exploiting spatial diversity [5]. When a communica-
tion channel between the BS and a user is unreliable, relays can be used as repeaters
to forward the data toward the user. As a result, the user will receive several copies
of the transmitted signal over different transmission paths and can combine the data
received to improve transmission reliability, as illustrated in Fig. 3.

Fig. 3 Spatial diversity for
reliability improvement
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Fig. 4 Spatial diversity for
resource aggregation

Fig. 5 Relay for coverage
extension

3.2 Relay to Improve System Throughput

Total system throughput can be increased when using relays by aggregating the
resources offered from different stations, where the data blocks are transmitted from
the BS along multi-paths toward the user [6]. Contrary to the previous scenario,
where the same data are transmitted in different paths, when improving the system
throughput, different transmission paths carry different data blocks. This has the
effect of increasing the total transmission data rate between the base station and the
user. As illustrated in Fig. 4, the user is connected to several stations with sufficient
resources; as such, when these resources are aggregated, the throughput achieved by
users can be increased.

3.3 Relay to Improve Service Continuity

Service continuity interruption can occur for different reasons, such as coverage
holes. Relay can be used as a convenient method for filling coverage holes and
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Fig. 6 Relay for traffic load-balance

extending coverage. In Fig. 5, when the service is interrupted between the base station
and users, service still can bemaintained using a relay path. In this case, a relay station
will create a substitute path between the BS and users.

3.4 Relay for Offloading and Load Sharing

Several techniques for cellular traffic offloading have been proposed to improve the
user experience in overloaded areas. Relaying technology is one technique that can
be applied to balance traffic load among highly and lightly loaded cells. As shown
in Fig. 6, preinstalled relay stations can be deployed to regulate traffic from highly
to lightly loaded cells by shifting a set of users to a different donor base station. In
this context, a relay station will load-balance traffic among macro cells by accepting
a set of users within its coverage [7].

3.5 Relay to Reduce Operational Costs

Relaying in cellular networks can easily reduce operation costs for service providers.
For example, the transmission power can be reduced significantly by deploying relay
stations in the appropriate locations. This reduction can simply be due to the reduction
of the path loss, which translates into reduced operational costs. Another example is
coverage extension, where relay stations can provide an easy and cheap method of
extending coverage without the need to install backhaul. Deployment costs and time
thus are significantly reduced compared to traditional base stations [8].
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Fig. 7 Hybrid topology with relay in 5G networks

4 Relay Deployment Strategies in 5G Networks

The 3GPP has discussed various scenarios in which the introduction of relay technol-
ogywill be potentially useful. The basic scenario for the use of relays can be expanded
by factoring in the way in which relays can help to achieve the benefits mentioned
previously. Fig. 7 shows the deployment scenarios. In scenario (a), multi-hop relay
communication is an important scenario for operators to extend the coverage area
to mountainous and sparsely populated regions. Case (b) shows the mobile relay
scenario, in which relay stations are installed on vehicles (such as trains and buses)
to improve throughput and reduce the volume of control signals frommoving mobile
stations. Scenario (c) shows a heterogeneous relay scenario, in which the relay uses
the LTE network in backhaul links and the WLAN network for access links. In sce-
nario (d), the relay station is used to relay a device-to-device (D2D) communication
and offload the donor base station. Finally, in scenario (e), the relay is connected to
several donor base stations to improve throughput and to balance loads across the
base stations. In each of these scenarios, the type of relay that will be used may vary
according to the specific requirements of each scenario.

4.1 Multi-hop Relay

It has been more than a decade since the multi-hop cellular network architecture was
first proposed and analyzed [9]. Fundamental research projects have demonstrated
the benefits of multi-hop architecture in terms of system capacity, service coverage,
and network connectivity. The concept behind the multi-hop architecture could be
considered to be a hybrid of mobile ad hoc networks (MANETs) and cellular net-
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Fig. 8 Multi-hop relay deployment

works. Today, with the recent LTE-A standards, the 3GPP supports a single-hop relay
technology, in which the relay station can be fixed or mobile and the radio access
link between the BS and UE is relayed by only one relay station [10]. However, with
the help of multi-hop relay, the radio link between the BS and UEs can be extended
into more than two hops; the propagation conditions of each hop are expected to
be better than the direct link used between the BS and UE in conventional cellular
networks (as shown in Fig. 8).

Improving coverage and network capacity is the leadingmotivation for integrating
multi-hop relays intoLTE-Anetworks. This comes from the reductionof path loss due
to the employment of multiple hops to transmit data to/from the corresponding base
station. In [11], it was shown that better performance in terms of throughput, packet
loss, and delay can be achieved by supportingmulti-hop-relaying functionality.Using
a multi-hop relay system, however, requires more radio resources to transmit data
through different hops. More interference is also created due to a larger number of
simultaneous transmissions in the network [12]. New mobility and resource alloca-
tion schemes thus are important for achieving a high QoS while increasing the whole
network capacity.

4.2 Mobile Relay

Due to the high penetration of smartphones and tablets, the number of users who
use wireless broadband services on public transportation is growing rapidly. The best
solution to serve such users is to place a relay station as close as possible to the vehicle
to compensate for the vehicular penetration loss. In practice, because the positions
of vehicles are not known beforehand, the use of mobile relay is more economical
and applicable to serve vehicular users, as shown in Fig. 9. In a recent 3GPP study,
a mobile relay deployment scenario was considered to be a cost-effective solution
to serve data-intensive users using public transportation [13]. In addition, the group
handoff can be performed by regarding the users who are served by the same mobile
relay as a group, which could reduce the probability of handoff failure. However,
the backhaul link can be considered as the capacity bottleneck of the deployment,
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Fig. 9 Mobile relay
deployment

Fig. 10 Heterogeneous
relay deployment

particularly in high-speed scenarios, where more resources need to be allocated
compared to fixed relay stations in a similar position.

4.3 Heterogeneous Relay

The WiFi access network is currently very popular, and most mobile devices and
laptops are WiFi-capable. Heterogeneous relay is attractive for covering a specific
local area with WiFi on the access link while using the LTE network on the backhaul
link, as shown in Fig. 10. Using heterogeneous relay combined with mobile relay
to provide WiFi Internet access to onboard data users is fairly common. The most
attractive quality when using WiFi air interface for the access link is having the
opportunity to serve all mobile terminals without subscribing to the operator owner
of the backhaul link; this leads to the ability to optimize the number of relays, instead
of having different relays for each operator. Although WiFi-only devices can also
use the cellular network, which may provide extra income to service providers, using
WiFi technology to provide UE with a seamless experience in the current cellular
network is challenging. In addition, because WiFi networks operate on the open
industrial, scientific, and medical radio (ISM) bands, any interference in these radio
bands cannot be coordinated in the same manner as in the dedicated frequency bands
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Fig. 11 Relay-assisted D2D
deployment

owned by operators. It is thus difficult for operators to offer similar QoS as in their
own cellular networks [14].

4.4 Relay Aassisted D2D Communication

In the context of D2D communication, it is crucial to set up reliable direct links
between the UEs while satisfying the QoS of traditional cellular and D2D users in
the network. The excessive interference and poor propagation channel may also limit
the advantages of D2D communication in practical scenarios. In such cases, with the
support of relaying technology, D2D traffic can be transmitted via relay, as shown in
Fig. 11. Relay thus can efficiently enhance the performance of D2D communication,
particularly when D2D pairs are too distant from each other, or the quality of the
D2D channel is not good enough for direct communication [15].

4.5 Multiple Backhaul Relay

When referring to relay architecture, the common scenario is that there is a point-
to-multipoint communication between RSs and BS, where multiple RSs can be con-
nected to a BS, but an RS is connected to only one BS. Through such an architecture,
relaydeployment canbe straightforward and simple.However, this architecturemight
limit the system performance because of the capacity available on the backhaul link,
particularly when the neighboring cells are lightly loaded [16]. Multiple backhaul
relay deployment can enable the many-to-many connections scheme between RSs
and BSs, where the RSs can be connected to multiple BSs through the UE interface,
as shown in Fig. 12. Although this relaying scenario of deployment is completely
transparent to the UEs and will make the system more flexible by creating alterna-
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Fig. 12 Multiple backhaul relay deployment

tives for load sharing, changes will be required in the BS, RS, and the core network.
The most significant change is the cooperation mechanism at the BS, RN, and core
network, and the reordering of uplink data arriving via several S1 interfaces at the
core network, and downlink data arriving via several UE interfaces at the relay station
[16].

5 Future Challenges and Research Directions

While relaying within cellular networks has various potential benefits, several chal-
lenges do arise when relay stations are deployed. To support the integration of relays,
a few adjustments and adaptations are required in the medium access control and net-
work layers. In the following section, a discussion of several challenges to achieving
the benefits discussed earlier, and the required modifications.

5.1 Radio Resource Allocation

In the LTE network, the radio resources are composed of physical resource blocks
(PRB), which have both a time and frequency dimension. Thus, different users share
the PRBs that can be assigned by the BS scheduler. In addition, in the presence
of an RS, the radio resources at each station (BS and RSs) are shared between the
direct, backhaul, and the access links. It is thus essential to design efficient resource
allocation schemes in the presence of relay stations. A dynamic resource allocation
scheme may also facilitate the scheduling algorithm and interference management
[17].
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One of the most important points in radio resource allocation is to determine
whether to use a centralized or a distributed strategy. Within the context of conven-
tional cellular networks, the resource allocation scheme is considered centralized
to the base station. However, within the context of relaying, a resource allocation
scheme can be centralized if the central node is the BS, and can be distributed if
the resource allocation algorithm is implemented in the RSs. In centralized resource
allocation schemes, the resource allocation algorithm is implemented in one central
node (usually the BS); all data from relay stations is transmitted into this node to
execute the allocation algorithm and to allocate resources. The problem is that the
central node becomes a bottleneck of the network and needs to be very powerful. In
distributed resource allocation schemes, in contrast, the allocation algorithm is imple-
mented separately at the BS and the RSs, which results in the signaling overhead
being substantially reduced. The problem in the distributed algorithms is that they
are unable to achieve optimal resource allocation, as there is no central node with the
ability to efficiently coordinate and control the resources that are used between dif-

Fig. 13 Options of resource allocation in multi-hop relay networks
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ferent links. A suboptimal distributed resource allocation algorithm could be adopted
as a solution, with minimal overhead in multi-hop relay networks.

All the radio resources in the networks with layer 1 relay are centrally managed at
theBS. Layer 2 and layer 3 relays have their own resource allocation functions, so that
the UEs located within the relay coverage may be managed by the RS itself. Fig. 13
shows an example of resource allocation schemes in amulti-hop relay scenario. These
examples present just an overview of the possible options, and is not an exhaustive
list of FDD and TDD variations.

5.2 Power Control

The design of traditional cellular networks tends to maximize capacity and coverage,
which can potentially lead to solutions where energy efficiency drops. In relaying
networks, energy efficiency can be seen from two viewpoints. On the operator side,
the energy spent by the infrastructure may increase by increasing the number of
relay stations, implying high operational costs. On the user side, although the relays
reduce the energy consumption by bringing the RAN closer to the end user, some
communication strategies require a high computational burden at the UE side, which
has a negative impact on battery lifetime [18].

The intelligent use of energy is thus vital in achieving efficient energy usage and
interference coordination, particularly in relaying networks when considering all
users (i.e., users connected directly and users connected through relays) to be equals
and when their QoS requirements are delivered with the same priority. In addition,
in conventional cellular networks, it was always assumed that the base station had
free (meaning unlimited) access to energy; this is not necessarily true for relaying
scenarios, particularly in mobile relay where the relay can have a limited power
source. The power allocation scheme can also be centralized in the BS or distributed
among the relays, which makes it more complex to employ. The power control
mechanism can be considered jointly with the admission control mechanism and a
resource allocation strategy to optimize the network performance. Power efficiency
for relaying in cellular networks thus remains a challenge that needs to be solved.

5.3 Admission Control

In a conventional cellular network, the base station manages the admission control
policy. In other words, if a user wishes to establish a new call and the radio resources
are not available in its home BS, he or she will be automatically blocked. In the
relaying context, the admission control should be coordinated between the BS and
its subordinate relays, thus generating a lot of delay as well as signaling overhead
(particularly for R-UEs), while the resource availability of the access links cannot be
the only metric for decision making. The resource availability on the backhaul links
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also should be considered in order to guarantee the availability of resources through
the wireless radio path. These relaying schemes thus need to be well designed and
operating as intended in order to reduce call blocking probability and to improveQoS
fairness in terms of call blocking probability by balancing traffic among congested
and non-congested cells.

5.4 Relay Selection

The relay selection process specifies the user assignment scheme to the different
stations that are available in the network. Usually in conventional cellular networks,
the UE selects one of the base stations available based on the channel condition, such
that the user will achieve a high level of throughput. In the relaying context, however,
the relay selection problem can be more complex, since users may have several relay
stations in their range that they can choose from: particularly since the user-achieved
throughput is mainly affected by the decision to associate a user with one station. In
addition, the conventional rule in a user association scheme is usually that a user can
only be connected to one station at a time. However, in a dense relay deployment, a
multiple relay selection can also be employed to enhance the user data rate.

The selection scheme can be executed in either a centralized or distributedmanner.
In a centralized scheme, each RS will collect channel and location information from
users in its vicinity andwill forward the information to the donor BS,whichwill serve
as a central point for making appropriate pairing decisions. In a distributed selection
scheme, in contrast, each RS selects an appropriate UE in its neighborhood based
on local channel information. Generally speaking, centralized schemes require more
signaling overhead, but can achieve better performance gains than their distributed
counterparts.

5.5 Handoff

The handoff mechanism plays a critical role in the mobility management protocol
design. In conventional cellular networks, the user only has the option to execute
a handoff between BSs. In the relaying context, on the other hand, the handoff
algorithm might be more complex, and could require the use of more coordination
and cooperation mechanisms to provide a guaranteed QoS. The introduction of relay
stations enables several handoff scenarios, which can be categorized into intra-BS
and inter-BS handoff. The main difference in these scenarios is which nodes are the
old access station andwhich are the new access station. If both the new and old access
stations are in the same BS cell, then it is an intra-BS handoff procedure; otherwise,
it is an inter-BS handoff, as shown in Fig. 14.

The increasing density of relays in cellular networksmay also increase the handoff
rate, since more cell boundaries will be present in the network, which provides more
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Fig. 14 Handoff scenarios in relaying networks

opportunities for the UE to be handed over. As such, the classical handoff metrics
(such as location and signal strength) may not be enough in decision-making; other
relaying metrics should also be taken into consideration, such as the load of the
backhaul links and the target relay cell. For the mobile relay context, the handoff
mechanism is applied to the UEs, as well as to the mobile RS itself. The handoff
design issue is therefore common for users and mobile RS. The mobile RS handoff
also needs to consider group mobility issues, as well as the subsequent configuration
of the whole mobile group [19].

5.6 Routing

The traditional cellular network is based on a star topology, where all UEs are con-
nected directly (single-hop) to the BS. The routing functionality therefore has no
significance in this scenario. In the relaying context, however and particularly in
multi-hop relay networks with multiple backhaul capabilities the purpose of a rout-
ing protocol is to find the appropriate radio path for each user to establish a connection
to its home BS (Fig. 15). In cellular networks, each users access is typically based on
the criterion of maximizing received signal strength. This routing criterion has not
taken into account the characteristics of relay transmission, particularly the backhaul
link. Since two-hop transmission may lead to increased delay, bandwidth utilization,
and packet loss, it is more reasonable to use the QoS metrics as the routing criteria.
A fundamental question that still needs to be solved in multi-hop relay networks
is therefore how to perform joint relay selection and routing, such that maximum
performance gains (in terms of network capacity, coverage, and QoS performance)
can be achieved.
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Fig. 15 Example of routing in multi-hop relay network’s

6 Fog Computing and Video Streaming Applications

This section presents the benefits of employing a multi-hop relay topology to support
the access for fog networking services. The following sections presents a video
streaming application in a distributed architecture.

6.1 Fog Computing Paradigm

Both academic researchers and industry practitioners have expressed great interest in
the cloud computing paradigm in recent years, since it offers ways to avoid the com-
putation/storage limitation of UEs and provides elastic resources to the applications
used on these devices. However, a few problems still remain unsolved in certain IoT
applications that require highmobility support, geo-distribution, location-awareness,
and low latency. Fog computing was proposed as an alternative solution to enable
distributed computing at the edge of the network; this can deliver new applications
and services, especially for future Internet development [20]. Relay stations provide
potential infrastructures that can provide resources for services at the edge of the net-
work; they can play the role of fog nodes by increasing their processing speed and
adding a local network storage. The relaying infrastructure can also provide a bet-
ter QoS for fog services by supporting the edge caching functionality, as illustrated



Relay Technology for 5G Networks and IoT Applications 21

Fig. 16 Cloud and Fog computing in relaying networks

in Fig. 16. Compared to the traditional centralized storage/caching mechanism, dis-
tributed relay caching aims to achieve a trade-off between transmission rate and
storage; relay caching thus can relax the traffic burden on the backhaul and back-
bone links and reduce the content delivery latency.

6.2 Video Streaming Application

Video streaming services can be either live or on-demand streaming. In live stream-
ing, the user streams real-time content, such as a news channel; in on-demand stream-
ing, the user orders specific content from a library content list. In this work, a video
on-demand streaming service is considered. The scale of content acquired by service
providers is growing significantly, although it is not necessary to stream all content
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from the cloud server, as this overloads the backhaul links and significantly increases
the end-to-end delay. In distributed caching relay architecture, some popular content
is therefore stored locally in relay stations to decrease the burden on the backhaul
links, relax the traffic at the cloud servers, and provide fast content access.

6.3 Simulation and Results

The performance of the distributed relay caching architecture is evaluated with a
scenario composed of one BS overlaid with up to eight RSs to form a multi-hop
relay network, as shown in Figs. 17 and 18. Each BS/RS station serves a set of users
who are uniformly distributed in the area with a random mobility model. Table2
presents the parameters of the multi-hop relay network simulation.

The traffic model used was characterized by the parameters in Table3. Figures18,
19 and 20 show various performance results and emphasizes the effectiveness of our
proposed distributed architecture versus the traditional centralized one.

Figure18 shows the average achieved throughput among users for different archi-
tectures. It can be clearly seen from Fig. 18 how relays can be used to enhance the
throughput and extend the coverage areas of BS. When compared to the conven-
tional architecture without relay, the two-hop relay architecture provides the best
performance in terms of throughput, followed by the single-hop relay architecture.

Figure19 shows the packet loss for different architectures. The number of RSs
does have a direct effect on the packet loss metric, where it can be seen that the
packet loss rates of conventional and single-hop relay architectures tend to be similar

Fig. 17 System model
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Fig. 18 Average achieved throughput for different architectures

Table 2 Simulation parameters

Parameter Value

Base station transmit power 43dBm

Relay station transmit power 30dBm

Base station bandwidth 20MHz

Relay station bandwidth 5MHz

Size of relay caching 100GB

Table 3 Video application parameters

Parameter Value

Minimum video flow 1.5Mbps

Size of the video content 1GB

Number of video content 1000 title

Maximum delay tolerated 80ms

Acceptable maximum packet lost 10%
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Fig. 19 Packet-loss for different architectures

Fig. 20 Resource use rate on BS per RS concentration
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(with high and medium packet loss, respectively) as compared to the two-hop relay
architecture, which clearly minimizes the lost packet. This occurs since relay stations
of the second hops are usually deployed at the boundaries of the base station coverage
area to fulfill the throughput requirements of the users at the cell edges.

Figure20 shows how the BSs resource use rate is affected by the number of RSs.
It can be seen that the increment in RSs decreases the utilization of the direct and
backhaul access links of the BS.

The overall results make it clear that the proposed architecture offers better per-
formance than the traditional, centralized cloud architecture, because it takes into
consideration the relay stations positions and user distribution in its vicinity, along
with caching and computation capabilities. However, in order to exploit the distrib-
uted architectures benefits, a few key factors should be considered and jointly opti-
mized, such as the intelligent caching resource allocation strategies and cooperative
caching policies among relay stations. The caching policies that are used–deciding
what to cache and when to release caches in different relay stations–are crucial for
improving overall caching performance. The traditional caching policies, such as
first-in first-out, least recently used, and least frequently used, should be developed
further to appropriately improve the cache hit ratio in fog computing architecture.

7 Conclusion

In order to better support IoT applications, five key deployment features in LTE-A
systems were discussed in this article. Each brings certain advantages to wireless
mobile networks, for both operators and users. Multi-hop relay can provide great
advantages by extending coverage to mountainous and sparsely populated areas,
which other kinds of base stations cannot do. Heterogeneous relay can improve
coverage while saving bandwidth on the access link. Mobile relay enhances the
data rate of high-speed mobile users. Multiple backhauling can provide higher peak
data rates and improvements for cell edge users experience. Relay-assisted D2D
offloads the serving base station as well as enhancing the average data rate. These
deployment features are likely to be enhanced further and considered in 5G networks
and future wireless mobile technologies. The chapter also presented a few challenges
in lower layers to achieving the benefits and discussed the required modifications.
The chapter simulated a video streaming scenario, and presented numerical results
in order to demonstrate the validity of the proposed architecture.
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1 Introduction

Today, a multitude of envisioned as well as implemented use cases for the Internet-
of-Things (IoT) and Wireless Sensor Networks (WSNs) exists. It is desirable for
certain scenarios to also make data globally accessible: (a) to authorized users only
and (b) to data processing units through the Internet. Naturally, much of the data
collected, such as locations and personal identifiers, are of sensitive nature. Even
seemingly inconspicuous data, such as the energy consumption measured by a smart
meter, can lead to potential infringements on the users’ privacy, e.g., by allowing
an eavesdropper to conclude whether or not a user is currently at home. From an
industry perspective a pressing need for security solutions based on standards has
risen. The market research firm Gartner states in [1]:

“The Internet of Things concept will take more than 10 years to reach the
Plateau of Productivity - mainly due to security challenges, privacy policies,
data and wireless standards, and the realization that the Internet of Things
requires the build-out of a topology of services, applications and a connecting
infrastructure.”

Regarding the infrastructure, security risks are aggravated by the trend towards a
separation of sensor network infrastructure and applications [2, 3]. Therefore, a true
end-to-end security solution is required to achieve an adequate level of security for
the IoT. Protecting data once it leaves the local network is not sufficient.

A similar scenario in the traditional computing world comprises a user browsing
the Internet on top of an unsecured Wireless LAN (Local Area Network). Attackers
in physical proximity of the user can capture the traffic between the user and a Web
server. Well known countermeasures against such attacks include the establishment
of a secured connection to the Web server via HTTPS (Secured Hyper Text Transfer
Protocol), the use of a VPN (Virtual Private Network) tunnel to securely connect to
a trusted VPN endpoint, and using wireless network security such as WPA (Wireless
Protected Access). These solutions are comparable to security approaches in the IoT
area. UsingWPA is similar to the traditional use of a link layer encryption. The VPN
solution is equivalent to creating a secure connection between a sensor node and a
security endpoint, which may or may not be the final destination of the sensor data.
Establishing a HTTPS connection with the server is comparable to our approach:
We investigate the use of the DTLS protocol in an end-to-end security architecture
for the IoT. DTLS is an adaption of the widespread TLS protocol, used to secure
HTTPS, for unreliable datagram transport.

However, the Internet is not limited to servers, routers, and computers with man-
ifold resources anymore as more constrained devices are connected to it, forming
the Internet-of-Things (IoT). Those devices - sensor nodes/motes - are very limited
in memory (approx. 10–50kByte RAM and 100–256kByte ROM), computational
capacity, and power (a few AAA batteries). Nevertheless, these devices still have to
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support end-to-end security, as requested by IoT, and secure communication with
their limited resources.

For developing a security solution developers have to take design decisions into
account. The presented solution in this book chapter considers three essential high-
level design decisions:

Implementation of a standards-based design: Standardization has helped the
widespread uptake of technologies. Radio chips can rely on IEEE 802.15.4 for
the physical and the MAC layer. The IPv6 Routing Protocol for Low power and
Lossy Networks (RPL), or called IPv6 over Low Power Wireless Personal Area
Networks (6LoWPAN), provides routing functionality and the Constrained Appli-
cation Protocol (CoAP) [4, 5] defines the application layer. So far, no such efforts
have addressed security in a wider context for the IoT.

Focus on application layer end-to-end security: An end-to-end protocol provides
security even if the underlying network infrastructure is only partially under the
user’s control. As the infrastructure for Machine-to-Machine (M2M) communica-
tion is getting increasingly commoditized, this scenario becomes more likely: The
European Telecommunications Standards Institute (ETSI) is currently developing
a standard that focuses on providing a “horizontal M2M service platform” [2],
meaning that it plans to standardize the transport of local device data to a remote
data center. For stationary installations security functionality could be provided by
the gateway to the higher-level network. However, such gateways would present a
high-value target for an attacker. If the devices are mobile, for example in a logistics
application, there may not be a gateway to a provider’s network that is under the
user’s control, similar to howusers of smart phones connect directly to their carrier’s
network. Another example that favors end-to-end security is a multi-tenancy office
building that is equipped with a common infrastructure for metering and climate-
control purposes. The tenants share the infrastructure but are still able to keep their
devices’ data private from other members of the network. Using a protocol like
Datagram Transport Layer Security (DTLS), which is placed between transport
and application layer, does not require that the infrastructure provider supports the
securitymechanism. It is purely in the hands of the two communicating applications
to establish security. If the security is provided by a network layer protocol, such
as IPsec (Internet Protocol Security), the same is true to a lesser degree, because
the network stacks of both devices must support the same security protocol.

Support for UDP (UserDatagramProtocol): Reliable transport protocols like the
Transmission Control Protocol (TCP) incur an overhead over simpler, unreliable
protocols such as UDP. Especially for energy starved, battery powered devices this
overhead is often extremely costly and TCP has been shown to perform poorly in
low-bandwidth scenarios [6]. This is reflected in the design of the emerging standard
CoAP, which uses UDP transport and defines a binding to DTLS for security [5].
By using DTLS in conjunction with UDP in the proposed approach (cf. Sect. 4) the
application developer are not forced to use reliable transport as would be the case
if TLS would be used. It is still possible to use DTLS over transport protocols like
TCP, because DTLS only assumes an unreliable transport.
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A resource-full device, perhaps including a Trusted Platform Module (TPM),
raises the memory capacity to 50kByte RAM and 256kByte ROM, which allows
the use of the DTLS protocol in an end-to-end security architecture for IoT. DTLS
is an adaption of the widespread TLS (Transport Layer Security) protocol, used
for Hypertext Transfer Protocol Secure (HTTPS), for unreliable datagram transport.
In the proposed solution for resource-full devices a common DTLS handshake is
performed, where both communication parties authenticate each other using a X.509
certificate in order to establish a secure communication channel before exchanging
data itself. When looking on third design decision it is a weaker property than the
reliability provided by TCP. However, the adaptations of DTLS for an unreliable
transport introduces additional overhead compared to TLS. It might be beneficial
to use TCP during the handshake phase, but the DTLS reliability mechanism for
the proposed solution should be adapted to the special requirements of constrained
networks as it is the case for wireless sensor networks. A study of TCP’s influence
handshake is, therefore, out of scope of this article. For further details it is referred
to [7].

For devices with fewer resources (e.g., at around 10kByte RAM and 100kByte
ROM), two-way authentication, as done within DTLS, is not feasible, because com-
puting resources are too limited for extensive computations. But the aforementioned
three high-level design decisions should also be supported. Therefore, Noack [8]
developed a similar two-way authentication handshake solution applying keyed hash
functions for authorization and message authentication as proposed by [9], instead
of certificates. For further information it is referred to [8].

The rest of this book chapter is organized as follows: First, background informa-
tion about the IoT, the specialized area Wireless Sensor Networks, and device class
definition is presented. Followed by a brief characterization of existing security solu-
tions for different devices classes. Section3 introduces the standard-based end-to-end
security architecture in detail, as well as general security goals and device’s roles in a
WSN. For resource-full devices a DTLS-based solution is presented in Sect. 4 based
on [7]. The solution supports two-way authentication for all involved communication
parties. Section5 focuses on evaluation of the proposed solution addressing resource
consumption, handshake performance, and comparison to related work. Finally, a
brief summary and conclusion is given.

2 Background Information

This section presents the principles of the IoT with a special focus of WSNs and the
used hardware. Furthermore, the vulnerabilities of such networks to different attacks
are presents as well as the resulting necessary end-to-end security. Finally, related
work for the proposed DTLS-based solution is presented.
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2.1 Wireless Sensor Networks and the Internet-of-Thing

WSNs consist of a large number of small, cheap, and smart computing and sensing
devices connected over radio. The advances in hardware, software, and network-
ing have made practical WSN deployment technically and economically viable and
enabled many applications in the areas such as habitat monitoring, health, structure
monitoring, precision agriculture, and military [10].

While WSNs have revolutionized the way in which the authors of this book
chapter understand, monitor, and control complex physical environments, the com-
munication protocols for WSNs were custom-made to minimize resource consump-
tions for embedded sensing devices. Recent research in the IoT area has been in
favor of the unique identification (e.g., by IPv6 addresses) of embedded comput-
ing devices within the existing Internet infrastructure over resource consumption.
Therefore, the embedded devices in IoT are globally addressable and communi-
cate with optimized Internet communication protocols such as 6LoWPAN. The IoT
facilitatesmachine-to-machine communications (M2M)without human intervention
and enables advanced applications such as smart home control and wearable com-
puting. For further information about the IoT it is referred to [11, 12]. Within this
book chapter the authors focus on WSNs, especially on light-weighted solutions,
due to the limited hardware resources of used devices. Detailed information about
requirements, protocols, and architecture requirements are presented in [10]. In the
following only a brief overview of device resources are introduced in order to justify
the proposed solution in Sect. 4.

As mentioned before the used devices are small; thus, the devices have limited
resources that gave the devices the name: “constrained devices”. They are limited
in memory, computational capacity, and power. In the RFC 7228 [13] constrained
devices were specified and organized in classes based on memory resources. These
devices can be grouped into the following three classes:

• Class 0 devices are sensor-like nodes, usually pre-configured, and have less than
10kByte RAM respectively 100kByte Flash. In general class 0 devices are not
able to communicate directly and secure with the Internet. In order to participate
in Internet communications help of larger devices is required. Looking on the
aforementioned appications’ scope class 0 devices are unable to secure ormanaged
communication in traditional sense.

• Class 1 devices have around 10kByte RAM respectively 100kByte Flash avail-
able. Compared to class 0 devices they are unable to talk easily to other Inter-
net nodes employing a full protocol stack (e.g., HTTP, TLS, security protocols,
ExtensibleMarkup Language (XML) based data representations). Generally, class
1 devices use specifically designed protocol stacks (e.g., CoAP over UDP) and,
therefore, do not require gateway nodes for conversation purposes. Class 1 devices
are able to provide support for security functions required on large networks, as
it is scope of this proposal. Furthermore, those devices can be integrated as fully
developed peers into an IP network.
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• Class 2devices aremorememory richer, usually having around50kByteRAMand
250kByte Flash available. With this range they can support mostly same protocol
stacks as used on notebooks or servers. But class 2 devices can still benefit from
lightweight and energy-efficient protocols in order to increase lifetime. Compared
to the other device classes those devices use a smaller percentage of their resources
for networking, leaving more resources available for applications. Furthermore, if
class 2 devices also support protocol stacks for lower classes development costs
can be reduced and interoperability increased.

Devices with capabilities significantly beyond class 2must bementioned, because
they are also included in the wide device diversity in the IoT. Those devices can
usually use existing protocols in an unchanged manner, but may still be constrained
by a limited energy supply. Smartphones are an example for these class 2+ devices.

Throughout this book chapter all devices within class 0 and class 1 build the group
of “resource-less devices”; for all devices in class 2 or higher the term “resource-full
device” is used.

As mentioned before, another limiting factor is energy. Reference [14] points out
that power consumption of wireless sensor network devices could be divided into
three domains: sensing, communication, and data processing. The latter two are also
valid for devices beyond class 2. All three domains are closely related to the appli-
cation and supported protocols in the network. If sensing takes place only sporadi-
cally, power consumption will be smaller than supporting constant monitoring tasks.
Another dimension that requires energy is an event detection that is closely related to
sleep modes. Most energy is required for communication purposes, including trans-
mission and reception of data. Depending on the used power and data size/format
the cost can differ. But the most consuming part - the start-up of the transceiver and,
thus, turning a device on or off - does not only save energy. By looking on energy
consumption for data processing it is smaller compared to communications and it is
highly influenced by protocols supported. A good comparison is presented in [14]:

“Assuming Rayleigh fading and fourth power distance loss, the energy cost
of transmitting 1kByte a distance of 100m is approximately the same as that
for executing 3 million instructions by a 100 million instructions per second
(MIPS)/W processor.”

They also pointed out that it is an advantage to integrated powerful devices
in the network and outsource data processing functions to those devices if pos-
sible. As pointed out in [13] all devices can also be grouped corresponding to
energy and power. In general, it can be said that devices beyond class 2 usually
have unlimited power resource. Class 0, class 1, and class 2 devices can be dis-
tinguished in event energy-limited devices using event-based harvesting sources,
period energy-limited devices including battery recharging or replacing, and life-
time energy-limited devices with fixed batteries without replacing them. The energy
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support is closely related to the application, its lifetime, and the type of power source
used by the device.

2.2 Security Solutions for Wireless Sensor Networks

As described before, WSNs within the area of IoT are very prone security-wise,
because the information transmitted includes sensitive data, is transmitted via the
wireless medium using UDP, and usually only the end points of the communica-
tion chain should be able to read the message. Thus, the call for end-to-end security
solutions grows. The development of a solution is challenging, because of the het-
erogeneous characteristics of deployed networks and the used devices with limited
resources. Depending on the hardware used and the application itself different solu-
tions were developed addressing resource-full and resource-less devices as pointed
out in [7, 8].

Traditionally, security protocols in sensor networks focus on link layer security,
protecting data on a hop-by-hop basis. The simplest approach to link layer security
consists of using a network-wide encryption key, which often is the case in ZigBee
networks [15]. ZigBee also provides support for cluster and individual link keys.
MiniSec [16] is anotherwell-known securitymechanism forWSNs that provides data
confidentiality, authentication and replay protection. Similar to ZigBee, the packet
overhead introduced by MiniSec has only a few Byte. The widespread TinySec link
layer securitymechanism is no longer considered secure [16].Most security protocols
do not include a mechanism on how encryption keys are distributed to the nodes.
Keys are either loaded onto the nodes before setup or a separate key establishment
protocol is used. Public key cryptography (PKC) is used in traditional computing to
facilitate secure key establishment. However, public key cryptography, in particular
the widespread RSA algorithm, has been considered too resource consuming for
constrained devices. Some security protocols, such as Sizzle [17], advocate the use
of the more resource efficient ECC public key cryptosystem. Other research efforts,
such as the secFleck [18] mote, provide support for faster RSA operations through
hardware.

Approaches without PKC often rely on the pre-distribution of connection keys.
Random key pre-distribution schemes, such as the q-composite scheme by [19],
establish connections with a nodes neighbors with a certain probability p < 1. Intu-
itively, pre-distributed key schemes such as this require a large amount of keys to
be loaded onto the nodes before deployment. Depending on the method used, this
approach is scaling in O(n2) or O(n)where n is the number of nodes in the network.
The Peer Intermediaries for Key Establishment (PIKE) protocol achieves sub linear
scaling in O( 2

√
n) by relying on the other nodes as trusted intermediaries.While PIKE

provides higher memory efficiency than random schemes, it still leaks additional key
information when motes are captured.

Recently, more research into end-to-end security protocols for the IoT andWSNs
is being conducted. As outlined in the introduction, such a protocol protects the



34 C. Schmitt et al.

message payload from the data source until it reaches its target. Because end-to-end
protocols are usually implemented in the network or application layer, for-warding
nodes do not need to perform any additional cryptographic operations since the rout-
ing information is transmitted in the clear. On the flip side, this means end-to-end
security protocols do not provide the same level of protection of a network’s availabil-
ity as a link layer protocol. One example of an end-to-end security protocol is Sizzle
by [17]. Sizzle is a compact web server stack providing HTTP services secured by
SSL (Secure Sockets Layer). It uses 160-bit ECC keys for key establishment, which
provide a similar level of security as 1024-bit RSA keys. In contrast to the presented
solution in Sect. 4, it requires a reliable transport layer, which has been shown to
incur large performance penalties in low bandwidth situations [6]. Sizzle also omits
two-way authentication: Only the Sizzle enabled node is authenticated by a remote,
more resource rich, client. This is insufficient for machine-to-machine communica-
tion in the IoT. SSNAIL [20] makes similar design choices as Sizzle and performs
an ECC handshake over reliable TCP transport. Similar to the implementation of
the described DTLS solution in this book chapter, SSNAIL is able to perform a full,
two-way authenticated handshake but it still requires a reliable transport protocol.

Voigt Raza et al. [21] discussed how the IPsec protocol could be integrated into
6LoWPAN, the compressed IPv6 implementation used in most IP-enabled sensor
networks. Their work focuses on how data transfer with IPsec can be made efficient
in the context of 6LoWPAN. Regarding the Internet Key Exchange (IKE) protocol,
which is used for key establishment in IPsec networks, methods for reducing the
headers to make IKE more suitable for constrained devices is discussed [22], but
authors do not present a performance analysis alongside their proposal.

As mentioned in Sect. 1, CoAP is an application layer standardization effort for
the IoT. The current draft specifies a binding of CoAP to DTLS to achieve secu-
rity [5]. Another proposal [23] aims to reduce the communication overhead of the
DTLS headers through compression. As with the work on IPsec, the authors of this
book chapter are currently not aware of any publication evaluating the performance
of DTLS over 6LoWPAN. The presented DTLS solution in this book chapter can
thus support these efforts by providing a set of real-world measurements from the
presented DTLS implementation.

3 A Standard-Based End-to-End Security Architecture

The assumed system architecture is following the IoT model. It is assumed that IPv6
connects the Internet in the near future and parts of it run 6LoWPAN. The Transport
layer in 6LoWPAN is UDP, which can be considered unreliable; the routing layer is
RPL [24] or Hydro [6]. The DTLS implementation uses Hydro for routing, because
at the time of writing the implementation code there was no available RPL imple-
mentation for TinyOS. RPL has since been standardized in RFC 6550 [24] and is
distributed with newer versions of TinyOS. Thus, RPL was chosen for the two-way
authentication solution with ECC for resource-less devices that is not addressed in
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Fig. 1 System architecture

this book chapter but can be read in detail in [8]. However, both routing protocols
are similar enough so that a change should have negligible impact on the presented
results. IEEE 802.15.4 is used for the physical and Media Access Control (MAC)
layer. Based on this protocol stack DTLS and ECC were chosen as security pro-
tocol, which places it in the application layer on top of the UDP transport layer.
The final stack structure might differ depending on chosen deployment, application,
and implementation of functionalities. For example, the certificate authority (CA)
or Access Control (AC) server can be included in the gateway complex. Detailed
description is available in [7, 25].

The general idea of the architecture (cf. Fig. 1 [7]) is that a subscriber wants to
access data of theWSN.A designated device in theWSN, called publisher, is allowed
to publish collected data and make it available from outside of the WSN (e.g., for
analysis purposes or announcement to other systems like an air conditioning system).
The subscriber has to establish a connection to the publisher and, therefore, it is
necessary to establish an end-to-end secured connection. Because of sensitive data
(e.g., Global Positioning System (GPS) data) included in themeasurements of sensor
nodes it is essential to authenticate the communication partners (here: subscriber and
publisher). Depending on the resources of the devices different solutions are possible.
This book chapter focuses on resource-full devices and the solution is described in
upcoming Sect. 4 For an appropriate solution for resource-less device it is referred
to [8, 26].
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Due to the assumption that WSNs are a subset of the IoT area, it is assumed
that similar security needs as in traditional networks, like IP networks, have to be
considered. Thus, the solution proposed will address the following three security
goals:

• Authenticity: Recipients of a message can identify their communication partners
and can detect if the sender information has been forged.

• Integrity: Communication partners can detect changes to a message during trans-
mission.

• Confidentiality: Attackers cannot gain knowledge about the contents of a secured
message.

For the remainder of this book chapter the following roles for devices in a WSN
are considered, all besides the roles of publisher and subscriber as introduced in [8]:

• Collectors are limited to collecting and transmitting environmental data. They do
not execute any preprocessing tasks on collected data; instead they send only raw
information. Those could include, for example, humidity, temperature, light, and
voltage. Measurements are executed periodically and immediately followed by
data transmission to the gateway.

• Aggregators are selected devices in the network with more resources than col-
lectors. The aggregator can pre-process data within the network and, thus, reduce
the traffic in the network. The performed degree of aggregation (doa) can vary
depending on the device resources and per-formed function. Examples are data
aggregation and message aggregation as described in [25].

• The gateway is usually a complex of a sensor node and a server-like component
(e.g., router, server, persona computer (PC)). It connects the WSN components
to the IP networks on the outside. It basically brings wireless communication to
wired communication andmakes the collected data available for other applications
[25].

4 DTLS Solution for Resource-Full Devices

This section assumes resource-full devices that are able to perform difficult encryp-
tion operations and, thus, can perform aDTLShandshake in order to support two-way
authentication. In the following the used message structure, the performed DTLS
handshake, and security considerations are addressed following [7, 25, 26].

4.1 DTLS Protected Message Structure

All messages sent via DTLS are prepended with a 13Byte long DTLS record header.
This header specifies the content of the message (e.g., application data or handshake
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Fig. 2 A DTLS record protected with CBC block cipher

data), the version of the protocol employed, as well as a 64-bit sequence number and
the record length. The top two Byte of the sequence number are used to specify the
epoch of the message, which changes once new encryption parameters have been
negotiated between client and server. Figure2 shows the DTLS record header in
white [7]. The record header is either followed by the plaintext if no security has
been negotiated yet, or by the DTLS block cipher. If a block cipher is used, the
plaintext is prepended by a random Initialization Vector (IV), which has the size of
the cipher block length. This protects against attacks where attackers can adaptively
choose plaintext. The plaintext is followed by a Hash-basedMessage Authentication
Code (HMAC), which allows the receiver to detect if the DTLS record has been
altered. Finally, the message is padded to a multiple of the cipher block length. The
payload itself is encrypted with the block cipher, where IV and padding are not
used to calculate the HMAC. Unlike TLS, DTLS does not allow for stream ciphers
because they are sensitive to message loss and reordering. Instead, DTLS uses block
ciphers in the Cipher-Block Chaining (CBC) mode of operation.

4.2 Certificate Structure

As mentioned earlier the proposed solution in this book chapter requires certificates
for authentication purposes. Thus, this section briefly introduces the general structure
of X.509 certificates based on RFC 6818 [27]. For further information it is referred
to the RFC 6818 and common literature about public key infrastrukture (PKI). Based
on RFC 6818 a X.509 certificate should include the following items in general:

1. Serial Number
2. Validity: Not Before: Date and time, Not After: Date and time
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3. Subject: commonName = localhost
4. X509v3 extensions including X509v3 Basic Constraints: CA:FALSE, Netscape

Comment: OpenSSL Generated Certificate, X509v3 Subject Key Identifier, and
X509v3 Authority Key Identifier

Depending on the implementation additional information should be requested that
will be incorporated into the certificate request. For the proposed solution the items
that where selected are country name (2 letter code), state or providence name (full
name), locality name (e.g., city), organization name (e.g., company), organization
unit name (e.g., section), common name (e.g., name), Email address, challenge pass-
word, and company name. Additional and optional items can be challenge password
and company name.

4.3 DTLS Handshake Assumption

The key material and cipher suite, consisting of a block cipher and a hash algo-
rithm, are negotiated between client and server during the handshake phase, which
commences before any application data can be transferred. There are three types
of handshake: unauthenticated, server authenticated and fully authenticated hand-
shakes. During an unauthenticated handshake neither party authenticates against the
other and during a server-authenticated handshake only the server proves its identity
to the client. In a fully authenticated handshake the client has to authenticate itself to
the server as well. In the following the unauthenticated handshake is not considered,
because it provides no authenticity at all.

There are different algorithms that can be used for authentication in a DTLS
handshake. Variants based on ECC have been shown in embedded networks [17].
Since it was argued for standard-based communication architecture for the IoT to
promote interoperability, the rest of this section will focus on authentication based
on RSA. Because it is todays dominant PKC system [28] a suitable infrastructure for
obtaining certificates from commercial certificate authorities is already in place.

Figure3 shows a fully authenticatedDTLShandshake [7]. Individualmessages are
grouped into “message flights” according to their direction and occurrence sequence.
Flight 1 and 2 are an optional feature to protect the server against Denial-of-Service
(DoS) attacks. The client has to prove that it can receive as well as send data by
resending its ClientHello message with the cookie sent in the ClientHello-Verify
message by the server. The ClientHello message contains the protocol version sup-
ported by the client as well as the cipher suites that it supports. The server answers
with its ServerHello message that contains the cipher suite chosen from the list
offered by the client. The server also sends a X.509 certificate to authenticate itself
followed by a CertificateRequest message if the server expects the client to authen-
ticate. The ServerHelloDone message only indicates the end of flight 4. If requested
and supported, the client sends its own certificate message at the beginning of flight
5. The ClientKeyExchange message contains half of the pre-master secret encrypted
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Fig. 3 Fully authenticated DTLS handshake

with the servers public RSA key from the server’s certificate. The other half of the
pre-master secret was transmitted unprotected in the ServerHello message. The key-
ing material is subsequently derived from the pre-master secret. Since half of the
pre-master secret is encrypted with the servers public key it can only complete the
handshake if it possesses the private key matching the public key in the server cer-
tificate. Accordingly, in the CertificateVerify message the client authenticates itself
by proving that it is in possession of the private key matching the client’s public key.

It does this by signing a hashed digest of all previous handshake messages with
its private key. The server can verify it through the public key of the client. The
ChangeCipherSpec message indicates that all following messages by the client will
be encrypted with the negotiated cipher suite and keying material. The Finished
message contains an encrypted message digest of all previous handshake messages
to ensure both parties are indeed operating based on the same, unaltered, handshake
data. The server answers with its own ChangeCiperSpec and Finished message to
complete the handshake.

4.4 Security Considerations for DTLS Handshake

By choosing DTLS as the security protocol the aforementioned security goals can
be achieved. DTLS is a modification of TLS for the unreliable UDP and inherits
its security properties [29]. Using an application layer security protocol like DTLS
as opposed to link or network layer security protocols such as MiniSec [16] has a
number of advantages but also some drawbacks as described in the following.

Lower layer security protocols do not provide end-to-end communication security.
Data is decrypted on receipt and re-encrypted for forwarding on each hop in a multi-
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hop network. An attacker can therefore gain access to all clear text data that passes
through a compromised node. Scalability is often also an issue for these protocols
because they need to establish a secured connection with each of their neighbors
to form a mesh network and cryptographic overhead occurs on each hop. On the
other hand, in an end-to-end security protocol, cryptographic overhead occurs on the
sender and receiver only. Compromised nodes only provide an attacker with access
to the measurement data from local nodes. Routing algorithms are also agnostic of
the payload protection, thus even nodes that have not established a secure connection
can be used to forward packets to a subscriber/destination. A scenario could be in an
office building shared by multiple occupants (parties): each party subscribes to a part
of the sensor readings only and wishes to keep the data they subscribed to private
from other parties, yet they still may share a common communication network in
order to reduce cost.

However, an application layer security protocol does not protect routing infor-
mation. Adversaries can therefore analyze the traffic patterns of a network in clear
text. They may even launch a DoS, worm hole, or resource consumption attack that
lowers the availability of the network [30]. In this book chapter, the authors focus
on end-to-end communication security and rely on other schemes for securing lower
communication layers [30].

Scenarios like the one above raise the need for proper authentication of data
publishing devices and access control throughout the network. Therefore, an AC
was included into the assumed system architecture. The AC is a trusted entity and
a more resource-rich server, on which the access rights for the publishers (= motes)
of the secured network are stored. The identity of a default subscriber is usually
preconfigured on a publisher before it is deployed. If any additional subscribers want
to initialize a connection with the publisher, they first have to obtain an access ticket
from theAC.TheACverifies that the subscriber has the right to access the information
available from the publisher. The publisher then only has to evaluate the identity of the
subscriber and verify the ticket it has received from the AC. Details of this scenario
are subsequently omitted because they are out of scope of this chapter. More details
can be found in [25]. This requires a unique identity for a publisher in the network.
In the Internet, identities are usually established via PKC and the identifiers provided
through X.509 certificates. A X.509 certificate contains, among other information,
the public key of an entity and its common name (e.g., my-bank.com). An example
is presented in [31]. A trusted third party - the CA -, which serves two purposes,
signs the certificate: Firstly, the signature allows the receiver to detect modifications
to the certificate. Secondly, it also states that the CA has verified the identity of the
entity that requested the certificate.

Hu et al. showed that RSA, the most commonly used public key algorithm in the
Internet, can be used in sensor networks with the assistance of a Trusted Platform
Module (TPM), which costs less than 5% of a common sensor node [18]. A TPM is
an embedded chip that provides tamper proof generation and storage of RSA keys as
well as hardware support for the RSA algorithm. The certificate of a TPM equipped
publisher and the certificate of a trusted CA must be stored on the publisher prior to
deployment. For publishers that are not equipped with TPM chips an authentication
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via the DTLS pre-shared key cipher-suite is proposed, which requires a small number
of randomByte, fromwhich the actual key is derived, to be preloaded to the publishers
before deployment. This secret must also be made available to the AC server, which
will disclose the key to devices with sufficient authorization.

For the sake of completeness, it should be mentioned here that an alternative was
also implemented using ECC to achieve two-way authentication for resource-less
devices. ECC is used for key generation, key exchange, signatures, and encryption.
The applied two-way authentication protocol is based on a modified version of the
Bellare, Canetti, Krawczyk (BCK) handshake [32], where the modification consists
of the usage of pre-shared keys for defense against a man-in-the-middle attack and
for additional authorization of different communication parties. For more details it
is referred to [8, 26].

5 Evaluation

The proposed DTLS solution was evaluated on test-beds including devices of class
1 (e.g., TelosB [33]) and class 2 (e.g., OPAL [34]). The setup was already described
in Sect. 3 and the protocol was implemented in TinyOS 2.x with Berkeley Low-
power IP stack (BLIP) version 2.0. As pointed out in Sect. 2, the main challenge for
two-way authentication solutions is a resource efficient solution that requires only
a small part of the available resources, allowing running a reasonable application in
addition to the security solution. Thus, the following sections will focus on resource
consumption and handshake performance, as well as on a comparison to the related
work mentioned in Sect. 2.2 analog to references [7, 25, 35].

Previous work has already demonstrated techniques to reduce the protocol header
overhead during data transmission [21] and has proven the feasibility of performing
software encryption and hashing on the sensor node [16], also called mote. Indeed,
Raza et al. recently have made first proposals for a compressed header format [23].
Gupta et al. showed the feasibility of a server authenticated SSL handshake [17].
Therefore, the component of the security architecture that is currently least under-
stood in the context of the IoT is the fully authenticated DTLS handshake, which
includes both client and server authentication.

We have implemented a DTLS client that performs the DTLS handshake with
an OpenSSL 1.0.0d server. The client is targeted at the OPAL sensor node [34],
which features anAtmel SAM3Umicro-controller [36] and theAtmelAT97SC3203S
TPM [37]. It has 48kByte RAM and the micro-controller is clocked at 48MHz in
the implementation. In the following sections the implementation will be evaluated
with regards to its performance during the handshake and data transmission, as well
as its energy and memory consumption. Unless otherwise stated, the DTLS cipher
suite performedwasTLS-RSA-with-AES-128-CBC-SHA.AES-128has been shown
to be one of the fastest block ciphers on motes [38] and offers sufficient security.
Furthermore, the selected cipher suite is the required block cipher suite for DTLS
from version 1.2 onwards. Other common cipher suites are either based on RC4,



42 C. Schmitt et al.

which is a stream cipher and thus not permitted by DTLS, or 3DES, which is very
slow and as a result causes a large cryptographic overhead.

5.1 Data Transfer Latency

In this section the latency as a measure of the systems cryptographic performance is
considered. The round-trip time (RTT) for different sizes of plaintext data through a
single hop network and a multi hop network with four hops was evaluated as shown
in [7]. The timing for the DTLS packets on the mote was measured. Readings for
pure plaintext data without any additional headers were obtained by issuing the ping6
command on the subscriber.

A packet sent with both a SHA-1 HMAC and AES-128 encryption is denoted
as ‘AES-128’. The denotation ‘SHA-1’ is used if a packet only contained a SHA-1
HMAC. The reading for 8Byte plaintext data is missing, because the ICMP-Header
and the timestamp sent by ping6 are together at least 16Byte long.

The measurements show a linear increase of round-trip time with jumps occur-
ring approximately every 100Byte. These spikes can be attributed to the 128Byte
maximum link layer frame size defined by IEEE 802.15.4, which includes header
and trailer. These jumps occur earlier when sending DTLS protected packets due to
the additional DTLS packet headers, the HMAC size and the explicit Initialization
Vector in each packet. See Sect. 4.1 for more details on the packet structure.

Both the increased packet size and processing overhead lead to increased end-
to-end transmission latency for DTLS packets compared to plaintext packets (cf.
Fig. 4 [7]). In the single hop scenario, transmission latency was increased by up to
95ms for AES-128 and up to 75ms for SHA-1 encryption, which were an average
increase of 62% and 35% respectively over the plaintext case. In the multi hop

Fig. 4 Average (n=100) packet round-trip time for different plaintext sizes
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scenario, round trip times increased by a maximum of 163ms and were 74% longer
on average for AES-128 encrypted packets. Packets with a SHA-1 HMAC took up to
129ms longer for the round-trip with an average of 40% more time being spent. The
decreased performance for transmission latency is mostly due to the large packet
overhead of up to 64Byte, which consists of 13Byte DTLS record header, 16Byte
Initialization Vector, 20Byte HMAC, and up to 15Byte padding. Calculating a SHA-
1 hash of a 255Byte plaintext message only takes 9ms, encryption with AES-128
takes another 12ms. Both operations do not contribute significantly to the overall
transmission latency. This is consistent with the measurements for 16Byte plaintext
(RTT of 58ms), which increases to 90ms with AES-128. Including the overhead
of the DTLS record format, 16Byte plaintext are expanded to a 77Byte message.
Sending 80Byte via ping requires 78ms, which indicates a computational overhead
of around 12ms in this case. A more detailed analysis of the transmission overhead
from an energy perspective is provided in Sect. 5.4.

5.2 Handshake Latency

Another performance indicator to consider is the latency introduced by performing a
DTLS handshake. The time from the beginning of the establishment of the handshake
was measured until a Finished message has been received on the client. In addition
to using a 2048-bit key, the results for a 1024-bit key for comparison was included.

Fig. 5 Time to complete different types of DTLS handshakes
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Figure5 shows the average latency for a fully authenticated and a server-authenticated
handshake [7]. For each type of handshake 15 measurements were conducted. The
bars show the average over these measurements, and the error bars show the standard
deviation.

The large standard deviation is caused by the presented implementation behavior
when message loss occurs. DTLS states that an implementation should wait for an
answer for a set amount of time after sending a flight of messages. If it does not
receive an answer during this period, it retransmits the whole flight. This timeout
value was set to 5 s to avoid unnecessary retransmissions in networks with a high
end-to-end delay, which is common in a low power lossy network, and/or with energy
limited thin clients that are slow to respond. DTLS implementations for the Internet
often choose a retransmission timeout of 1 s or less. In general, it can be seen that the
time to execute a handshake is shorter for smaller RSA keys and reduced by almost
2 swhen client authentication is omitted in the handshake. It was observed that packet
loss occurred mainly in a multi-hop environment and when larger DTLS messages
were being sent. This increases the total handshake time significantly because of the
large DTLS retransmission timeout. However, total energy consumption of the client
does not increase significantly, because all TPM operations, which are the largest
contributor to overall handshake energy costs, are only executed after successful
receipt of all relevant server messages. Losing a packet with information obtained
from the TPM does not lead to a repeated execution of the TPM operations because
the resultingmessages are buffered and can be retransmitted. During the experiments
no failed handshake attempts where recognized.

DTLS requires successful transmission of all handshake packets over an unre-
liable transport layer. Since it provides its own reliability mechanism during the
handshake, network topology, congestion and link quality have a large impact on the
time needed to complete a DTLS handshake. One parameter the programmer can
influence to achieve better performance in lossy networks is the maximum trans-
mission unit (MTU) for DTLS handshake packets, which determines the size of
individual handshake packet fragments. To study the influence of the MTU on over-
all handshake establishment time a random, artificial packet drop rate was introduced
on the link layer and measured handshake completion times for various MTUs.

Figure6 shows that even a small amount of packet loss has a large impact on
overall handshake completion time [7]. It was considered that each link layer packet
has an independent chance of being dropped, resulting in the total loss of all packets
that follow. The probability for a packet loss is defined by

P (Packet loss) = 1 − P L R� traffic in Byte
100 Byte �

,

where PLR is the packet loss rate. If a typical, fully authenticated DTLS handshake
was taken, which causes 2,438Byte of traffic as an example, there is a 72.26% chance
of packet loss while transmitting the 2,438Byte of handshake payload at 5% link
layer packet loss. If the link layer packet loss rate is 10%, there is a 92.82% chance of
packet loss occurring. In that case, the DTLS reliability mechanism is waiting for a
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Fig. 6 Handshake completion times with various amounts of artificial link layer packet loss and
different MTUs

timeout before resending thewholemessage flight [29]. As before, the retransmission
timer was set to 5 s during the experiments.

The authors of this book chapter are considering uncorrelated packet loss in this
evaluation; even tough packet loss is correlated in reality. The reasoning behind these
figures is that it was unknown at which time during the handshake the interference
that causes packet loss will start. Therefore, a constant probability of packet loss was
used, which will cause all following fragments of the current message flight to be
dropped. Additional, correlated packet loss before the next retransmission interval
has no adverse impact, because the damage is already done.

TheMTU influences the granularity at which handshake the receiver can reassem-
ble messages. A small MTU splits large handshake messages into many different
packets, allowing the receiver a fine-grained reassembly if packets are lost. Since
every new packet has to bear theDTLS header, the overall amount of traffic increases,
which in turn increases the probability of packet loss. A larger MTU splits messages
into fewer packets, which reduces the probability of packet loss because there is less
network traffic. However, if packet loss does occur, reassembly cannot be done as
fine-grained as with a smaller MTU. Figure4 shows that a MTU of 512Byte seems
to strike the best balance between reassembly and network traffic in the experiments.



46 C. Schmitt et al.

Table 1 RAM and ROM usage by component

RAM (Byte) ROM (Byte)

Cryptography 541 10,838

DTLS messages 1,174 2,568

DTLS network 4,294 5,672

TPM 4,321 4,928

BLIP 6,352 9,298

Application 166 −
System 991 30,075

Total data + BSS 17,839 63,379

Stack minimum 1,098 0

Stack maximum 2,300 3,936

Total 18,937 – 20,139 63,379 – 67,315

5.3 Memory Consumption

In order to determine the static memory allocation of individual components of the
presented implementation, the entries in the symbols table of the OPAL binary after
compilation were analyzed. Memory has been measured for a fully authenticated
handshake with 2048-bit RSA keys. This type of handshake has the largest memory
requirements, because it needs more code and buffer space for the client’s Certifi-
cate and CertificateVerify messages. The memory consumption was divided into six,
respectively seven categories as illustrated in Table1 [7]. Additionally, the maximum
stack sizewasmeasured byfilling the stackwith a dummyvariable directly after boot-
ing and analyzing how much of that continuous memory block had been overwritten
after a successful DTLS handshake. Only the first subtotal of Table1 [7], considers
static memory allocation. Because it currently contributes a significant portion of
overall stack use, two prototypical methods of initializing the client certificate were
implemented. The method represented by StackMinimum directly sets each individ-
ual Byte of the outgoing message buffer to the matching value from the Certificate.
The drawback is a increased ROM use, because the code basically contains hun-
dreds of statements in the form bu f f er [x] = 0x f f . The “Stack Maximum” method
initializes the outgoing message buffer from a temporary array, which is filled from
a hardcoded, anonymous array, e.g., uint8t [CERTLEN] = {0x f f, 0x f f, 0x f f, . . .}.
In production the certificate would usually be read from the mote’s flash memory,
which should fall somewhere in between the figures from these two approaches.

In total, approximately 20kByte of RAM and 67kByte of ROM is required for the
implementation. The BLIP implementation requires most of the resources, followed
by TPM drivers and DTLS networking code. Overall, the implementation is still
below the 48kByte of RAM and 256kByte of program memory provided by OPAL
[7, 25].
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5.4 Energy Consumption

The authors measured the energy consumption during the handshake phase across a
10Ω resistor with an oscilloscope. It yielded a value for the electric potential, which
can be converted into a value for the current draw by dividing it through the value of
the resistance (10Ω).

The energy costs can then be calculated as Uprobe/R ∗ t ∗ Ubattery . Uprobe is the
measured voltage, R = 10Ω is the value of the resistor, t is the transaction time,
and Ubattery = 3.998V is the battery voltage. Table2 shows the energy consumption
during a typical execution of different handshake types [7]. A 2048-bit RSA key was
used, because 1024-bit keys are not recommended for future deployments [39].

The contribution of the radio and micro-controller are neglected in further discus-
sion. Both can be considerably reduced by using power saving techniques, e.g., by
using the TinyOS Low Power Listening (LPL) Media Access Control layer for the
radio (less than 1% radio duty cycles have been reported by the literature repeatedly)
and setting the micro-controller into a lower power state where it consumes less than
15µA for SAM3U [36]. However, the transmission costs of messages increase sig-
nificantly if LPL is activated. This tradeoff is subject to the design and configuration
of each deployed network. For better comparison the idle energy use as outside of the
developers’ field of control was viewed and the focus was set on energy costs, which
occurred in any case. Sending messages and performing cryptographic operations
contribute very little (17.4mJ and 4.18mJ, respectively) to the overall energy costs
that are directly dependent on the presented DTLS implementation. The total cost is
then largely bound by the use of energy of the TPM.

Figure7 shows the measured draw of the TPM chip [7]. “TPM Start” and
“TPM Sign” are the longest consecutive operations, which consume 174.46mJ and

Table 2 Transaction time/energy consumption of DTLS handshake (2048-bit key)

Current (mA) Fully authenticated
handshake

Server-authenticated
handshake

Computation 30 35ms, 4.18mJ 33ms, 3.95mJ

Radio TX 18 242ms, 17.4mJ 70ms, 5.03mJ

TPM Start 52.2 836ms, 174.46mJ 836ms, 174.5mJ

TPM TWI 43.6 688ms, 120.0mJ 476ms, 83.0mJ

TPM Verify 51.8 59ms, 12.2mJ 56ms, 11.6mJ

TPM Encrypt 51.8 39ms, 8.07mJ 40ms, 8.28mJ

TPM Sign 52.2 726ms, 151.5mJ –

Total minimum 487.8mJ 286.4mJ

CPU idle 11.4 3965ms, 180.7mJ 2265ms, 103.2mJ

Radio idle 18 3758ms, 270.4mJ 2228ms, 160.3mJ

Total 939.0mJ 549.9mJ
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Fig. 7 Current draw for a
fully authenticated DTLS
handshake

151.5mJ. The TPM is performing an operation with its RSA private key in “TPM
Sign”, which is more complex than using a RSA public-key. During the “TPM Start”
phase the TPM performs a series of internal self-tests to detect tampering and unau-
thorized commands. The second large block is “TPM TWI” which describes the
amount of time that is spent passing data to the TPM and receiving data from it via
the TWI bus clocked at 100 kHz, consuming 120mJ. It shows as a lower current
draw. It can be recognized that directly after the end of the “TPM Start” sequence
and before the short spike in “TPMVerify”. The spike is the actual verification oper-
ation performed by the TPM, which consumes only 12.2mJ. Similarly, the actual
“TPM Encrypt” operation is the spike that follows another section of data trans-
fer on the TWI bus, consuming 8.07mJ. During “TPM Verify” the TPM uses the
stored key of a CA to verify the server certificate presented during the handshake.
The “TPM Encrypt” operation is used to encrypt a nonce with the server’s public
key. If the mote is expected to authenticate itself during the handshake, it performs
a “TPM Sign” operation to sign a hash over all previous handshake messages with
its RSA private key. Since a server-authenticated handshake does not require the
expensive “TPM Sign” operation, it uses significantly less energy but also provides
weaker overall authentication because an attacker could impersonate a mote toward
the server. Communication time is also shorter since the sensor node does not send
its certificate [7, 25].

If two AA 280-mAh batteries power the mote, they contain approximately 30,240
Joule of energy. If 5% of the energy is used for DTLS handshakes for (re)keying
purposes, which happen once per day, it could last for more than 8.5 years for a
fully authenticated handshake at 487.8mJ each, or more than 14.5 years for a server-
authenticated handshake at 286.4mJ each. As stated earlier, the calculation of a
SHA-1 hash for 255Byte takes 9ms and encryption with AES-128 another 12ms.
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Fig. 8 Network energy overhead caused by the DTLS record format

Given the current draw for computation of 30 mA at 48MHz clock speed from
Table2, this results in the order of 9.9µJ per Byte [7, 25].

The energy consumption after the completion of the handshake is closely related
to the latency values from Fig. 5, which portraits the influence of the network and
processing overhead introduced by DTLS [7]. The increase in latency naturally also
leads to an increase in energy consumption, because the radio has to be held in the
transmitting state for a longer time in order to prevent it from entering a sleep state.
Figure8 shows the overhead in percent that occurs when a plaintext of a given size
is encrypted and sent in a secure DTLS record [7]. The baseline for this comparison
is the time it would take to send the plaintext without any additional headers or other
meta data.

It is assumed that the energy cost to send a message with length x via BLIP
follows a discontinuous piecewise linear function: c(x, a, b) = � x

100� ∗ a + x ∗ b.
Here, a represents the amount of energy needed to access the medium for one IEEE
802.15.4 message and sending the preamble and all other fixed energy costs for one
message. The energy required for transmitting one Byte of payload without fixed
costs is represented by b. The constant 100 is the maximum link layer message
length defined by BLIP. Since the relative overhead was only interesting for the
authors, the current draw was ignored and only the relation between message length
and time was analyzed. For this purpose the round-trip times were used as measured
in Fig. 5 for a simple ping and divided them by two [7]. Matlab was used to find the
minimum of the error function

err(a, b) =
∑

x∈M

‖c(x, a, b) − t (x)

x
‖ (1)

where M is the set of plaintext lengths for which we have obtained measurement
times and t (x) returns the measured time for a plaintext length x . This optimization
returned a = 27.368 and b = 0.072. With these results the approximate time could
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be calculated that was required to send plaintext and larger DTLS records for the
same amount of plaintext.

Figure8 shows that the overhead introduced by the DTLS record format is under
17% for small plaintext lengths. It rises to over 100%when the DTLS record will not
fit into a single link-layer packet anymore [7]. BLIP then has to fragment the packet
and bear the expensive medium access a second time. One way to reduce the network
overhead is reducing the size of DTLS records. The proposal is to employ the header
compression detailed by [23]. It reduces the size of a DTLS record header from 13 to
5Byte. Further savings are possible if the block cipher mode of operation is changed
from CBC to Galouis/Counter mode of operation (GCM). The plaintext encrypted
by GCM will always lead to a cipher text of the same length [40]. Since GCM
belongs to the class of block cipher modes called Authenticated Encryption with
Associated Data (AEAD) the SHA-1 HMAC is no longer necessary. Instead, GCM
can be used directly to authenticate the data and associated headers. The maximum
length GCM auth tag, which requires 16Byte, thus replaces the 20-Byte SHA-1
HMAC. Additionally, the explicit IV is no longer necessary, because GCM is not
susceptible to the vulnerability that makes the IV necessary. The maximum DTLS
record overhead can thus be reduced from 64Byte down to 21Byte: Five Byte for
the compressed record header plus the 16Byte GCM auth tag. Figure8 shows that
this more than doubles the area in which a DTLS record only incurs little overhead
over sending the plaintext directly [7].

In order to put the TPM energy consumption and processing time in context,
measurements of RSA and ECC were also performed. The RSA and ECC TinyOS

Table 3 Software RSA (2048-bit key) on OPAL. One Private Key and two Public Key operations
are required for a handshake

Current (mA) Computation time (ms) Energy consumption (mJ)

RSA - Public Key @
48MHz

30 440 52.8

RSA - Private Key (high
memory) @ 48MHz

30 4,725 566.7

RSA - Private Key (low
memory) @ 48MHz

30 14,895 1,786

Handshake RSA total
@ 48MHz

30 5,165 619.5

RSA - Public Key @
96MHz

48 221 42.4

RSA - Private Key (high
memory) @ 96MHz

48 2,362 453.3

RSA - Private Key (low
memory) @ 96MHz

48 7,447 1,429

Handshake RSA total
@ 96MHz

48 2,583 495.7
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modules available did not support 2048-bit RSA keys or their respective ECC equiv-
alent. Thus, the authors ported the RSA and ECC implementation of the open source
project CyaSSL [41] to TinyOS. This port includes many of the optimization tech-
niques adopted in TinyECC [42], such as Barrett Reduction, Sliding Window mul-
tiplication, Shamir’s Trick and others. It does not, however, include inline assembly
instructions to speed up natural number operations. The presented implementation
[43] is made available to the TinyOS community under the GPLv2 license [44].
Table3 shows the results for individual RSA operations with a 2048-bit RSA key
performed in software [7]. The figures for the handshake only pertain to the DTLS
client, as was the case in the previous evaluations.

With a clock speed of 48MHz, the software implementation requires more than
twice asmuch timeas theTPMandalmost 1.5 times the amount of energy.The respec-
tive values for the TPM where 2348ms and 466.2mJ. This advantage is demised
when the TPM is compared to software RSA being performed at 96MHz, where
both require roughly the same amount of time and energy. The RSA implementation
still has room for improvement through embedded Assembler code and could thus be
mademore time and energy efficient than the TPM on the chosen platform. However,
the TPM still provides secure storage of the RSA key, which cannot be achieved by
software means, and the implementation complexity and RAM requirements of the
TPM drivers are far less than those of software RSA implementation. Additionally,
newer versions of the available TPM chip have more than halved the computation
time for 2048-bit RSA keys.

If secure storage of a motes private key is not a design goal, a software imple-
mentation of ECC is recommended instead. As Table4 shows, it requires far less
time and energy than either solution for RSA [7]. The figures given were computed
over the NIST named curve secp224r1, also known as [45]. It provides equivalent
security to a 2048-bit RSA key.

The operations performed during the DTLS handshake are Elliptic Curve Diffie
Hellman (ECDH) for key-agreement followed by a two-way authentication via the
Elliptic Curve Digital Signature Algorithm (ECDSA) to avoid Man-in-the-Middle
attacks.

5.5 Comparison to Related Work

The existing implementation in [35] shows that a DTLS client can be implemented
in TinyOS for constrained devices. The use of RSA in the handshake, while being the
most widespread public key crypto system in the Internet, basically constitutes the
worst-case scenario: RSA keys are very large in size and have high computational
demands. Nevertheless, the authors of this book chapter demonstrated that a DTLS
handshake with a RSA cipher suite is feasible in WSNs. It was proven that devices
are successful in completing such a hand-shake even if packet loss occurs while
only requiring a moderate amount of energy for each handshake (under 500mJ).
Handshakes using other public key crypto systems, such as ECC, can therefore
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be seen as an easy replacement of the basic RSA handshake, because they offer
equivalent security at considerably shorter key lengths [8]. However, the authors
are not aware of equivalent devices to TPMs that offer secure storage and hardware
accelerated computations with ECC keys. Therefore, the implementation for the
OPAL mote is superior to ECC based implementations, in that regard, because the
authorsmake use of theOpals TPM for RSA computations and key storage. Although
they think that DTLS is a feasible choice for an end-to-end security protocol, there is
still room for improvement, whichwill be described in the next Section. Additionally,
DTLS can-not be used to protect routing information and to guard against attacks on
a network’s availability. Only link layer protocols are able to achieve these goals to a
certain degree (cf. Sect. 2.2). Therefore, the authors acknowledge a need for link layer
security in WSNs. In use cases like the Internet of Things, link layer and application
layer security may complement each other: An application layer security protocol
can protect the integrity and confidentiality of application layer messages sent in the
localWSNwhile an additional link layer security protocol can protect the authenticity
of the routing information in the local network. In this scenario, only authenticity
is needed on the link layer because confidentiality of messages is achieved on the
application layer. If messages encrypted with the application layer security protocol
leave the local network and enter the Internet they are still protected by encryption,
which a link layer protocol cannot achieve alone. Therefore, the presented solution
is only compared to other work on application layer and network layer security
protocols in WSNs:

Sizzle [17] and SSNAIL [20] both provide SSL or TLS application level secu-
rity over a reliable transport protocol with 80 bits of security during the handshake
through 160-bit ECC keys or 1024-bit RSA keys. The presented DTLS implementa-
tion does not require reliable transport, such as TCP, but supports unreliable transport

Table 4 Software ECC over 224-bit prime curve (secp224r1) on OPAL. One of each operation is
required for a handshake

Current (mA) Computation time (ms) Energy consumption (mJ)

EC-DH @ 48MHz 30 387 46.4

ECDSA sign @ 48MHz 30 432 51.8

ECDSA verify @
48MHz

30 795 95.4

Handshake ECC total
@ 48MHz

30 1,614 193.6

EC-DH @ 96MHz 48 187 35.8

ECDSA sign @ 96MHz 48 205 39.3

ECDSA verify @
96MHz

48 380 72.9

Handshake ECC total
@ 96MHz

48 772 92.6
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viaUDP.Datagram transport is often preferable inWSNs, because it introduces fewer
overheads and is more efficient. Additionally, the authors offer 112-bits of security
through 2048-bit RSA keys, which are recommended until the year 2030. 80-bits
of security were only recommended until 2010 [39]. Neither of these implementa-
tions supports secure storage of private keys in a TPM or similar device. If ECC
is used, both, Sizzle and SSNAIL, need about one second to perform a handshake
and they need between 6 and 7.5 s when using RSA. It is comparable to the hand-
shakes performance (about 4 s) without the influence of packet loss. However, both
implementations require a lot less memory than the presented implementation in
this book chapter: Between 2.8kByte of RAM for Sizzle and 6.3kByte of RAM
for SSNAIL versus the presented solution requirement of 17.2kByte RAM, which
is largely caused by the additional buffer space required for the much larger RSA
certificates.

Tiny 3-TLS [46] is different from the presented implementation, because it uses a
trusted gateway for trust delegation. In the DTLS implementation, the sensor nodes
are independent from a central gateway. The authors of this book chapter cannot
directly compare it against performance figures of Tiny 3-TLS. However, if the
gateway is fully trusted, the nodes need to perform only symmetric operations, which
are much faster than asymmetric operations. If the gateway is only partially trusted,
they perform a Diffie-Hellman operation that requires modular exponentiation and
may therefore also be resource intensive.

IPsec [47] is independent of the transport layer, because it is located on the network
layer. It therefore supports reliable as well as unreliable transport. Raza et al. did not
implement the Internet Key Exchange (IKE) protocol, but in-stead deployed the
key material prior to their experiments. Their RAM requirements are therefore not
comparable to the authors because the handshake, which is a large contributor to
memory usage in the DTLS implementation, is not present in theirs. The network
overhead of compressed IPsec for payload packets is only 24Byte, whereas the
network overhead of DTLS is currently still up to 64Byte.

6 Conclusion

This book chapter introduced a standards-based security architecture with two-
way authentication for IoT. The DTLS-based solution presented was developed for
resource-full devices. Furthermore, a list of important security issues must be kept
in mind, when developing an appropriate solution for two-way authentication. The
solution for a two-way authentication was described in detail and evaluated in order
to justify its applicability for resource-full constrained devices.

In this solution for resource-full devices the authentication is performed during a
fully authenticated DTLS handshake and based on an exchange of X.509 certificates
containing RSA keys. The extensive evaluation, based on real IoT systems, shows
that the proposed architecture (cf. Fig. 1) provides message integrity, confidentiality,
and authenticity with affordable energy, end-to-end latency, and memory overhead.
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Thus, a DTLS is a feasible security solution for emerging IoT. A fully authenticated
handshake with strong security through 2048-bit RSA keys is considered as feasible
for sensor nodes equipped with a TPM chip, because a fully authenticated, RSA-
based handshake consumes as little as 488mJ. Thememory requirement of fewer than
20kByte RAM are well below the 48kByte of memory offered by the used sensor
node. Sensor nodeswithout aTPMchip forego protection against physical tampering,
but can still perform a DTLS handshake based on ECC, which could be performed
on the chosen platform with little more than 100mJ of energy consumption.

A similar solution for resource-less constraineddeviceswas implemented support-
ing also two-way authentication but not working with DTLS and certificates instead
using ECC to save resources. This solution achieves the same security goals as the
presented DTLS-based solution but is more resource-efficient. For more information
it is referred to [8, 26]. Other work has demonstrated techniques to minimize packet
headers for similar protocols [21]. For the future, it is planned that these techniques
apply to DTLS together with an Authenticated Encryption with the Associated Data
(AEAD) mode of operation to achieve a reduction of network overhead.
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for Industrial Process Monitoring
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Abstract A service-oriented architecture designed for the use of wireless sensors
networks (WSN) in industrial applications such as the operation and maintenance of
industrial installations is presented in this chapter. This architecture comprises the
OCARI wireless sensor network and the OPC-UA/ROSAmiddleware, as well as the
KASEM predictive maintenance system. In contrast to well-known communication
stacks for wireless sensor networks such as ZigBee and WirelessHart, OCARI has
been designed to supportmobility of sensor nodes. Furthermore, theOPC-UA/ROSA
middleware provides service discovery to enable the interconnection of theWSNwith
the Internet of Things (IoT). This architecture targets various industrial applications
such as process monitoring, pollutant detection, monitoring of fuel storage area, fire
detection in temporary worksites, health monitoring of people working in hazardous
conditions, etc.
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1 Introduction

Implementing new sensors for industrial process monitoring raises several chal-
lenges: interfaces to the qualified sensors (already stocked in warehouses) that often
use a 4–20mA current loop, wiring between the sensors and an acquisition sys-
tem (sometimes a programmable logic controller) that induces significant costs of
preparation including costly modifications to existing equipment and the need for
technical expertise to configure communication systems, etc. The use of wireless
sensor networks is an alternative to limiting or even eliminating these drawbacks.
Another challenge concerns the optimization of radio frequency (RF) spectrum in
industrial environment. Indeed, the spectrum is a limited resource that users must
share correctly to avoid interference and to ensure electromagnetic compatibility
(EMC) with existing instrumentation and control devices.

The choice of RF technologies that may coexist and be scalable is therefore
important for functional safety and quality of service requirements. The embedded
or added RF transmitter in wireless instrumentation should satisfy the following
requirements:

1. The communication software should allow seamless deployment of wireless sen-
sor networks by any operational team that has no telecom specialist. This cor-
responds to the so-called “plug-and-play” characteristic of the wireless sensor
network. Any effort required for the manual configuration or reconfiguration of
the network during operation may greatly reduce the interest of wireless sensor
networks.

2. The ability to reuse existing and qualified sensors that use a 4–20mA current
loop. These represent a large base in continuous process industries. This means
that the RF transmitter should have an interface allowing it to be integrated in a
4–20mA current loop.

3. The ability to interface seamlessly with existing monitoring information systems
for predictive maintenance of equipment. This means that using industrial stan-
dards such as OPC-UA [1] for exposing measurement services is essential.

4. The total cost of ownership (i.e. the total cost of acquisition and operating costs)
should be as low as possible. It must be much lower than that of wired instrumen-
tation.

These requirements are essential for the penetration of wireless sensor networks
in industrial applications. This chapter presents a service-oriented architecture that
allows seamless and easy integration of wireless sensor networks in an informa-
tion system for predictive maintenance. This architecture is illustrated through the
example of a wireless sensor network using the OCARI protocol [2, 3] and the
OPC-UA/ROSA [4, 5] middleware based on OPC-UA.

Industrial end-users are generally very reluctant to accept proprietary technology
concerning hardware and software platforms. Indeed, many industrial process instal-
lations have a long life cycle; a 30-year life cycle is very common. However, in the
electronics industry, the life cycle of hardware is much shorter than in an industrial



Mobility Support and Service Discovery for Industrial Process Monitoring 59

installation. Partial renovation of instrumentation and control systems is a common
solution to make the installation durable. Proprietary solutions present risks in terms
of durability if the manufacturer does not durably maintain its hardware and software
line of products. Partial renovations are easier to carry out if standard and widely
available platforms are used. For this reason, standard andwidely available platforms
for the development of the OCARI wireless sensor network and the OPC-UA/ROSA
middleware have been chosen.

The chapter is structured as follows: Sect. 2 presents a brief state-of-the-art regard-
ing WSNs and middleware used in industrial applications. Section3 recalls the main
characteristics ofOCARI and then focuses onmobility support. Section4 presents the
middleware OPC-UA/ROSA and defines its interconnection with the OCARI WSN.
In Sect. 5, the proposed service-oriented architecture is described. In our experience,
this architecture is a key point for a successful development of wireless sensor net-
works supporting industrial process monitoring. It integrates the KASEM predictive
maintenance system. In Sect. 6, the easy integration of the OCARI protocol stack
is illustrated for various types of sensor nodes. The open development environment
of the whole architecture is presented. We also show how to make the best use of
OCARI by tuning its parameters to meet the requirements of a given application.
Finally, an example of an industrial application using this architecture is given for a
use case of fire detection and for the detection of a leaking valve. Future work and
development perspectives are given in Sect. 7.

2 State of the Art

This state-of-the-art is organized in two parts. The first is related to wireless sensor
networks, and particularly the OCARI WSN. The second part presents industrial
middleware with a focus on OPC-UA.

2.1 Wireless Sensor Networks

With regard to wireless networks, there is a plethora of solutions and standards, as
depicted in Fig. 1. Different types of wireless networks can be distinguished accord-
ing to their geographic extent, ranging from WPAN/WBAN for the smallest to the
WMAN/WWAN for the largest.

Taking into account the robustness requirements of industrial applications leads us
to select mesh technologies where routing is able to adapt to topology changes, which
excludes SIGFOX and LoRa. SIGFOX and LoRa are two long range technologies
based on a star topology providing a radio range of a few kilometers and also low
throughputs of a few kilobits/s. LoRa uses the frequency band of 868MHz, and
this band is constrained by ETSI to meet a duty cycle of 1%. Furthermore, the
use of this band outside Europe is an open issue under current regulations. LoRa
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Fig. 1 A plethora of wireless networks

provides a bidirectional communication. SIGFOX works in the 70MHz frequency
band and provides a throughput lower than LoRa. In addition, the communication
is unidirectional from the sensor node to the base station. To improve delay and
throughput, a channel is assigned to each sensor node. However, the number of
available channels is usually much smaller than the number of sensor nodes, and the
medium access contention must be solved. Neither LoRa nor SIGFOX provides a
complete and standardized protocol stack.

In contrast, in meshed networks, a node is able to communicate with several
neighbors. This possibility is used by the routing protocol to build a path from this
sensor node to the sink, this path usually being multi-hop. The failure of a node or a
link can be recovered using other links. In addition, nodes can transmit with a power
less than the maximum and as a consequence they can save energy and prolong the
lifetime of their battery. Furthermore, the spatial reuse of frequencies is made easier.
The physical layer of the IEEE 802.15.4 standard constitutes a consensus for the
development of wireless sensor networks. Freescale, TI, NXP, Microchip, STMicro,
and Atmel propose chips and development platforms based on this standard whose
robustness, evaluated by its bit error rate is good.

Solutions based on meshed topologies but different from OCARI is further dis-
cussed below.WirelessHART [6] is the result of cooperation betweenmajor industrial
companies such asEmerson andABB.This solution is standardizedCEI 62591:2010.
It is mainly implemented by Dust Networks or Linear Technology, for temperature,
pressure, flow, and level meters. ISA100 [7] is relevant for the control command
industry. This solution is standardized CEI/PAS 62734:2012. It supports IPv6 by
means of 6LoWPAN. There are some products available, provided by Yokogawa.
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Both WirelessHART and ISA100.11a have brought extensions to the MAC layer of
IEEE 802.15.4 with the objective of making the medium access more deterministic.

ZigBee [8] supports a wide range of applicative profiles, public or private, though
not standardized in this latter case. It uses the AODV routing protocol that does not
take into account the residual energy of nodes. In addition, mobility may induce poor
performances. 6LoWPAN [9] has been developed to promote the paradigm of the
Internet of Things, where any object will communicate in IPv6. However, to take into
account the strong limitations of wireless sensor networks such as a MAC payload
reduced to 117 bytes and a throughput of 250kbits/s in the IEEE 802.15.4 standard,
some compression has been done to optimize the performance. 6LoWPAN is used
with the RPL (’ripple’) routing protocol [10]. This routing builds a directed acyclic
routing graph, where each node selects its preferred parent and the neighbor that
provides the best metric value. RPL allows the use of several metrics and assumes
an implicit agreement on the choice of the metric used. Up to now, the number of
implementations has remained limited and there is no industrial support. The use of
RPL with mobile nodes raises some issues regarding the instability of routes and the
medium access contention created by control messages. Finally, Table1 summarizes
these different solutions.

Table 1 Comparison of mesh-based wireless solutions

ZigBee WirelessHART 6LoWPAN-
CoAP

OCARI

Routing Routing table is
updated only after
the current path is
broken: some
performance
issues

Static routing
graph computed
at the
initialization

RPL routing
based on directed
acyclic graphs

EOLSR
(Extension of
RFC 3626)
dynamic and
Proactive routing

Energy Residual energy
of nodes is
ignored

Residual energy
of nodes is
ignored

Residual energy
of nodes may be
considered
according to the
metric chosen

Residual energy
of nodes taken
into account in
route building

Topology
Scalability

Tree, star and
mesh Maximum
depth limited to
15 in ZigBee Pro

Star and mesh 10
nodes per
network

Tree, star and
mesh

Tree, star and
mesh 50 nodes
per network
(cluster)

Medium access IEEE 802.15.4
CSMA-CA
without GTS, the
PAN coordinator
selects the
channel used,
without
determinism

IEEE 802.15.4
with extension
TDMA and
channel hopping,
some
determinism (but
difficult to predict
because of
channel hopping)

IEEE 802.15.4
standard, without
determinism

MaCARI (IEEE
802.15.4
improved with
beacon
cascading),
determinism and
spatial spectrum
reuse, energy
efficiency
(OSERENA node
coloring)
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In conclusion, the solutions presented have all or some of the following disadvan-
tages. These disadvantages are briefly discussed below.

1. Static or centralized building of routes forWirelessHARTand ISA100: The routing
graph must be predefined. It is then needed to train the users and the team in
charge of the WSN deployment. Reactivity to a topology change after a node or
link failure may be slow and the latency will be high. As a consequence, mobility
of nodes cannot be supported. The WSN deployed lacks flexibility. It is not easy
to replace a sensor node by another one.

2. Centralized medium access without spatial reuse of the spectrum:WirelessHART
and ISA100 are based on a TDMA which assigns one different slot to each node.
This rapidly raises performance problems: latency increases proportionally to the
number of nodes and the throughput granted to each node is inversely proportional
to the number of nodes. Scalability is not achieved.

3. Energy is not taken into account when building routes: WirelessHART, ISA100
and ZigBee do not consider energy, be it the energy consumed during the transfer
of a message from its source to its final destination, or the residual energy of inter-
mediate nodes. This accelerates the failure of these nodes by battery depletion.

2.2 Industrial Middleware

Amiddleware stands between the operating system and the components of a distrib-
uted application. In the case of industrial middleware, the applications are usually
linked to embedded and realtime data acquisition and computing. Middleware in
Information Technology are based on service oriented architecture (SOA), and the
industry is seeking better performance in terms of efficiency, footprint, operational
cost, etc. For instance, the adaptability of SOA for sensor networks is discussed in
[11, 12].

A middleware must ensure reliability and performance while handling interop-
erability. Although this is the case for CORBA (Common Object Request Broker
Architecture [13]), it is not the case for all the DCOM/COM based middleware
(such as OPC, the forerunner of OPC-UA) which are Windows based. These two
kinds of middleware represent about 50% of the industrial middleware currently in
use. Because of recent attacks on industrial systems and terrorist threats, the middle-
ware must ensure some kind of authentication and security, for example signature of
message. For instance, coming from the Internet of Things [14]), the M2M protocol
MQTT [15], implementing a publish-subscribe scheme, supports authentication and
even TLS-security at the price of a large network overhead [16]. AsMQTT claims to
be simple and lightweight, these features do not seem to be used with current device
technology. It also seems that protocols coming from the IoT, such as CoAP [17]
and MQTT, cannot be used as industrial middleware for the present since there are
so many industrial constraints.
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Another constraint is the fact that the middleware should provide its clients with
meta data (such as types for instance). This is useful for building an application start-
ing from scratch and being able to show data from a sensor for instance. Through
its address space and its specialised nodes, OPC-UA [18], is able to represent and
provide to its clients with a lot of meta data about the devices to which the server
is connected and the values that it delivers elsewhere. The middleware, DDS [19],
provided by the OMG data distribution service, does not support meta information as
OPC-UA does and, in another area, does not seem suitable for resource-constrained
systems, and OPC-UAmay have different footprints depending on the type of imple-
mentation.

There exist a lot of middleware and tools, either for industrial control command
or for controlling wireless sensor networks [20–22]. Most of these have interesting
features, but their technology readiness level (TRL) is not high enough. To be adopted
by industry, amiddleware should be standardized so that two companies building two
different devices will be able to communicate through the standard. Of course, DDS
is a standard but it has not been widely adopted in industrial applications such as
supervision and control in which OPC and OPC-UA have become well established.
The situation may be the same for IoTivity, OneM2M/SmartM2M and All Seen
which tend to target mass market applications. OPC-UA has a communication stack
which is standardized and any company can build a device implementing this stack.
This device can be put in any OPC-UA environment, even if it was built by another
company.

3 The OCARI Wireless Sensor Network

In this section, the main principles of OCARI are presented together with mobility
support. OCARI is a low power consumption and low bandwidth RF communication
protocol for industrial wireless sensor networks. It is designed to meet:

1. The possibility of having routers or intermediate sensor nodes operating with a
limited power source (e.g. battery). This requires optimizing power consumption
by avoiding collisions of data messages (e.g. measurements) by scheduling node
activity, and by switching nodes to sleep mode when they have nothing to send.

2. Self-configuration and “self-healing” of the network when deploying sensors and
when link or router failure occurs.

3. The spatial reuse of the RF spectrum to shorten the time needed for data gathering.
4. The use of hardware compliant with the IEEE 802.15.4 standard.

OCARI can be distinguished from ZigBee and WirelessHART by the follow-
ing two characteristics such as a medium access method that combines CSMA/CA,
and an optimized TDMA based on a three-hop node coloring with spatial reuse of
time slots. This coloring algorithm, called OSERENA [23] also provides an activ-
ity scheduling mechanism that helps to reduce interference and thus optimizes the
node’s power consumption. A routing strategy called EOLSR [24] (Energy efficient
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Fig. 2 The OCARI global cycle

OLSR [25]) which is power efficient and dynamically maintains mesh topology of
the network is employed. This takes into account the node’s residual energy. The
operating cycle of OCARI is depicted in Fig. 2 where the activity is organized into
five periods [T0–T1], [T1–T2], [T2–T3], [T3–T4], and [T4–T0’].

1. The period [T0–T1] deals with multi-hop deterministic synchronization of nodes
using cascaded beacons [26]. The network controller, also called the CPAN,
broadcasts the beacon including the ordered sequence according to which this
beacon is forwarded in the network. As a consequence, the beacon is propa-
gated without any collision over the whole network. This beacon contains useful
information such as the length of the different periods in the OCARI cycle.

2. The period [T1–T2] deals with transmission of data and signaling messages in
competition using CSMA/CA.

3. The period [T2–T3] dealswith upstream transmission of datamessages originated
from sensor nodes without collision in colored slots.

4. The period [T3–T4] deals with downstream transmission of data messages origi-
nating from the sink are disseminated to sensor nodes without collision in colored
slots. During this period, the network coordinator transmits any command mes-
sage to sensor nodes. Such a message is routed downstream the routing tree used
for data messages.

5. The period [T4–T0’] deals with sleep activity. In this period, all nodes switch to
a deep sleep mode, saving more energy from microprocessors and memory.

The spatial reuse of time slots is illustrated in Fig. 3 where node A and node J
share the same time slot as they are four hops away from each other. It is the same
for node E and node I or for node C and node H. Thus, in Fig. 2, the red, green and
blue slots are assigned to two transmitters.

A wireless sensor node seamlessly joins the OCARI network. After discovering
its neighbors, a route is created toward the sink in charge of collecting data measured
by this sensor node. This node is assigned a color. It is then able to transmit its data
toward the sink in its colored slot, a time slot in the [T2–T3] period, without any
collision. Upon detecting a link or node failure, routes are automatically updated to
avoid the broken link or the failed node.

OCARI is power efficient, since each sensor node knows exactly when it must be
awake to receive data from its children and send them to its parent in the routing tree.
Each node sleeps when it has no messages to send or receive. As a consequence,
there is no energy wasted due to collisions or idle listening. OCARI also supports
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Fig. 3 A topology illustrating the spatial reuse of time slots

mobile nodes. Any message sent by any mobile node M in [T1–T2] is forwarded by
the static node N that is heard by M with the highest signal strength (i.e. the highest
RSSI). This message is then propagated in the collision-free [T2–T3] period. When
M moves, the static node selected, changes accordingly. This mobility support is
detailed in Sect. 3.1.

3.1 Mobility Support

Althoughmajor industrial applications inWSNs are static, there will be an increasing
number of mobile nodes. These mobile nodes can be human beings wearing sensors
to monitor their health in hazardous environments or mobile and autonomous robots
performing tedious tasks. In this context, mobile nodes move at a pedestrian speed.
The number of mobile nodes is assumed to have the same order of magnitude as
the number of static nodes. The basic assumption is that, whatever its location in
the OCARI network, any mobile node is able to have a bidirectional communication
with a static OCARI node. In addition, a very limited number of mobile nodes may
act as mobile sinks, gathering data from some mobile nodes.

3.1.1 Mobility Support Principles

To briefly summarize mobility support, the static nodes build a wireless backbone
to which mobile nodes attach themselves. The static node to which a mobile node
attaches varies when the mobile node moves. The role of mobility support is to allow
these changes without inducing a large overhead. This is a necessary condition for a
non degradation of the quality of service provided to static nodes.

In the association procedure, any nodeN thatwants to be associated in the network,
selects the static node that it receives with the strongest signal. The node N receives
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Fig. 4 Upstream communication in a topology with mobile nodes

its permanent short address. There is no change in this procedure, except that node N,
static or mobile, must declare its type: static, mobile or mobile sink. The attachment
procedure is run exclusively by mobile nodes. After its association, a mobile node
selects the static node that it is associated with as its attachment parent. Then, each
time the quality of the wireless link with its attachment parent goes below a given
threshold for received beacons, the mobile node selects another attachment parent.
The attachment procedure is an implicit one i.e., it does not require any message
exchanges between the mobile node and its attachment parent.

For an upstream communication, two cases are distinguished, depending on the
source of the communication. When the source is a static node, data are sent in
colored slots. When the source is a mobile node, data are sent in CSMA/CA for
the first hop, and in colored slots for the next hops. Figure4 illustrates upstream
communication frommobile nodes in an example of OCARI topology. The sequence
of data transmissions in the different parts of theOCARI cycle are illustrated in Fig. 5.

For a downstream communication, several cases are also distinguished according
to the final destination of the message. When the message is intended for all the
nodes, it is broadcasted first by the sink and then by static nodes in colored slots.
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Fig. 5 Upstream communication from mobile nodes in an OCARI cycle

Fig. 6 Downstream communication in a topology with mobile nodes

The application layer of each node receives this message. A mobile node listens
to the downstream colored slots until it correctly receives the messages included
in a colored slot. At the end of first colored slot of reception, the mobile node can
sleep. A static node listens only to the downstream colored slot of its parent. Figure6
illustrates upstream communication from mobile nodes in an example of OCARI
topology. The sequence of data transmissions in the different parts of the OCARI
cycle are depicted in Fig. 7.

When the message is intended for a group of nodes, it is broadcasted first by the
sink and then by static nodes in colored slots like the previous case. But, unlike the
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Fig. 7 Downstream communication to mobile nodes in an OCARI cycle

Fig. 8 Route record from the mobile sink

previous case, only the nodes belonging to the multicast group deliver this message
to their application layer. When the message is intended for a single node that is not
a mobile sink, it is broadcasted first by the sink and then by static nodes in colored
slots like the previous case. Only the final destination node delivers this message to
its application layer. When the message is intended for a mobile sink, the message is
sent first by the sink and then by static nodes in unicast in the CSMA/CA period. This
message is routed to the mobile sink according to the route included in the message
(i.e. source routing). The route to the mobile sink is known by the static sink because
it has previously received a message generated by the mobile sink and recording its
route.

Figure8 depicts the route recording functionality initiated by the mobile sink
MS and applied by all static nodes on the upstream route toward the static sink SS .
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Fig. 9 Route record toward the static sink in CSMA/CA

Fig. 10 Source routing from the static sink to a mobile sink

Figure9 depicts the transmission of the route recording message in the CSMA/CA
part of the OCARI cycle.

Figure10 depicts the source routing functionality initiated by the static sink SS
and applied by all static nodes on the downstream route toward the mobile sink MS .
Figure11 depicts the transmission of the route recording in the CSMA/CA part of
the OCARI cycle.
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Fig. 11 Source routing toward the mobile sink in CSMA/CA

3.1.2 Mobile Nodes

Mobile nodes are kept very simple, to limit the overhead they could induce each time
they move. At the MAC layer, mobile nodes implement the attachment procedure.
The attachment parent is changed each time the quality of the wireless link with its
attachment parent goes below a given threshold. The new parent is selected among
the static nodes whose beacon has been received with a sufficiently strong signal
strength. Notice that the mobile nodes never send beacons. They transmit their data
in the CSMA/CA period. They are awake in the downstream colored slots to be able
to receive data, broadcast to all nodes or unicast to a mobile node.

At the Network layer, mobile nodes implement neither the EOLSR routing pro-
tocol that is in charge of neighborhood discovery by means of “Hello” messages,
and route building toward the sink by means of STC messages, nor the OSERENA
coloring algorithm that assigns a color to each static node. They only use a default
router that is attached to their parent, to which they forward any messages they send.

3.1.3 Mobile Sink

Mobile sinks are also simple, they are similar to mobile nodes, except that they
generate a route recording message each time they change their attachment parent.
This overhead seems acceptable, since on one hand the number of mobile sinks is
very limited and on other hand they are the final destination of messages generated
by the static sink. More precisely at the MAC layer, mobile sinks implement the
attachment procedure as any mobile node. Notice that the mobile sinks never send
beacons. They transmit their data in the CSMA/CA period. They are awake in the
downstream colored slots to be able to receive data and to broadcast to all nodes.
They may also receive data from the sink in the CSMA/CA period. At the network
layer, mobile nodes implement neither EOLSR, nor OSERENA. Like any mobile
node, they only use a default router which is their attachment parent. Each time
this attachment parent is changed, a mobile sink generates a route record message
recording its route to the sink.
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3.1.4 Static Nodes

To support mobility, static nodes have to implement two additional simple function-
alities at the network layer. These are route recording and source routing. In route
recording, a static node receiving a message with the route records flag set records its
address in themessage before forwarding it. In source routing, a static node receiving
a message with the source routing flag set routes this message according to the route
recorded in the message.

4 The OPC-UA/ROSA Middleware

OPC-UA is an object-oriented middleware platform. It represents the state-of-the-art
middleware technology for the industrial automation and control commanddomain. It
is one of the middleware technologies implementing the IEC 61850 standard and has
been sometimes elected as the most prominent smart grid integration technologies.
The version of OPC-UA presented here is named OPC-UA/ROSA. It is made of a
C++ implementation of the middleware OPC-UA coupled with an overlay network
namedROSA,which stands for robust overlay networkwith self adaptive technology
[4, 5]. The main purpose of OPC-UA/ROSA is to provide a standard and low cost
interface to the world of OCARI wireless sensor networks.

The abstract specification of theOPC-UAmay be seen as anM2Mcommunication
protocol. The primary aim is to create an open standard for industrial control systems
with very fast protocols such as UA-TCP that allows permanent communication
between two machines, for instance a client and a server operating a sensor. The
server operating sensor encodes the data into binary using the UA-Binary format.
Additionally, OPC-UA supports service oriented architecture (SOA) through the
HTTP-SOAP protocol, mainly for information management using web Services. It
also supports security through a TLS-like security named UA secure conversation
for the UA-TCP protocol and through WS secure conversation for the HTTP-SOAP
protocol.

This standard is multi-platform and claims to be interoperable. Actually, many
implementations of OPC-UA are carried out in many languages. All these OPC-UA
implementations must be interoperable provided they support the OPC certification.
The OPC-UA stack is in charge of serialization, signing, encoding, and transport
of packets. The implementation described in this chapter is under the LGPL v3
licence, and is available from the Git repository of the CONNEXION project (www.
git.cluster-connexion.fr/git/opc-rosa.git). It runs under Windows, Linux 64-bit and
32-bit, OSX and Raspbian.

The OPC-UA standards (IEC 62541) are written in 13 parts. The implementation
of all OPC-UA standards would lead to a very large footprint. However if taken
minimum, for instance a server operating a sensor device with the minimum set
in the address space, will get a very low level footprint module and is named as
profile. Some implementations are supported by a device such as the Raspberry or

www.git.cluster-connexion.fr/git/opc-rosa.git
www.git.cluster-connexion.fr/git/opc-rosa.git
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even a less powerful device [27]. The services that an OPC-UA implementation
must propose are the secure channel services set and the session services set. These
services are necessary to open a communication between a server and a client. If
the implementation is not concerned with security, these parts may be reduced. The
other categories of services that may be implemented are listed below.

1. Discovery service set that allows a client to discover services.
2. Data access services set that allows a client to read and write attributes of all

objects in the address space, including the values of the variables.
3. Historical data access services set that allows the client to manage the different

values of OPC-DA according their production time.
4. Alarms and events services set to subscribe to alarms via a publish subscribe

scheme.
5. The call services set which allows methods in the server to be defined and to call

them with parameters from the client.
6. Finally, there exist the browse services set and view services set to explore and

manage the address space of a server.

Only the UA-TCP protocol has been implemented with the serialization of data
using UA-Binary. Different types of security such as UA-None (no security), UA-
Sign (signing transferred data) and UA-SignAndEncrypt (encrypting them too) have
been implemented. The OPC-UA service discovery set is not implemented because
the ROSA overlay network implements another contextual and distributed services
discovery. The historical data access and the view service set are not necessary for the
use cases considered inside the CONNEXION project (www.cluster-connexion.fr).
Otherwise, most of the OPC-UA specifications have been implemented, sometimes
with a few restrictions. The address space of a server can be filled when the server
starts running by usingXMLfiles. All security schemes and all services implemented
can be disabled at the compilation time of the software so that it is possible to resize
the resulting software as desired.

4.1 The ROSA Overlay Network

ROSA is an overlay network (ON). Like most ONs, ROSA must be run on every
computer that is part of the industrial information system. It relies on the notion of a
lump: a lump is a set of nodes of the network such that two nodes are interconnected
by the network (a clique in graph theory). There exists a maximum number of lumps
that a node can belong to, and there exists a maximum number of nodes which can
belong to a lump. The density of a lump is the minimal number of failures on the
network links that are necessary to break the lump. It can be computed using the min
cut or max flow algorithm. If the number of link failures is less than the density, then
every member of a lump is still connected with all the other nodes. ROSA may be
seen as an entanglement of lumps and is always trying to locally increase the density

www.cluster-connexion.fr
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of lumps by joining a node to a lump, splitting lumps and so on. This is the automated
and decentralised management of ROSA.

The purpose of ROSA was to automatically recover from failures of the underlay
network. If the usual routing path between two nodes is interrupted, ROSA automat-
ically finds another route waiting for an IGP protocol to recover the routing in the
network. In this case, the IGP protocol such as RIP, IGRP, OSPF, etc. will repair the
underlay routing very fast and so ROSA in this case, is useless. Still research work is
going on this part of ROSA to make it faster. Nevertheless, ROSA, like many ONs,
proposes a distributed hash table (DHT) where the key value pairs are stored in all
the nodes of a lump. In this way, the DHT of ROSA becomes resilient and a node
failure does not affect the DHT.

4.2 The Link Between OPC-UA and ROSA

The link between OPC-UA and ROSA is illustrated in Fig. 12. If a server or a client
wants to store, search or delete a service, it uses ROSA. If a client or a server is
unable to send a message, it uses ROSA in its transport layer. However it has not
been completely discussed.

Fig. 12 Relation between OPC-UA and ROSA
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4.3 The Link Between OCARI and OPC-UA

The OPC-UA server acts as a middleware between the OCARI wireless sensor net-
work and any application that needs to get data from any wireless sensor node or
to send data to any wireless sensor node. Typically in OPC-UA, this is done via
variables in the address space of the server. An OCARI wireless sensor corresponds
to a variable in the address space of the server. The reading of this variable corre-
sponds to getting the value of the sensor, it is depicted in Fig. 13. The link between
the variables in the server and the OCARI network is done using a dynamic library
in Windows, a shared object in Linux and a dylib in OSX shortly written as DLL.

When a new sensor arrives in the OCARI network, the DLL creates a variable
with a name from OCARI and it pushes the service description in service discovery.
Each order of the OCARI network, such as the order to change a valve position
as described in Sect. 5, is triggered by calling the appropriate technique with the
appropriate parameters. The goal of the technique is to send the order to the OCARI
network and to return a status code. The integration of the OCARI wireless sensor
network in the industrial information system is made by a gateway as depicted in
Fig. 14. From the hardware point of view, the gateway between OCARI and OPC-
UA/ROSA is made up of the OCARI module of the wireless network controller
(CPAN) and a Raspberry Pi B+, connected by a serial link on a USB cable. From the
software point of view, the CPAN transmits its data to the Raspberry in a serial way
according to a pivot frame format. On the Raspberry, an OCARI driver working in
Raspbian makes it possible to record data in the OPC-UA/ROSA server and makes
these data available to any OPC-UA client.

In this architecture, each wireless sensor is seen as a service that publishes its
functional capacities in the directory of the OPC-UA/ROSA middleware. This mid-
dleware is in charge of the orchestration of the publish or subscribe paradigm to the
available services authorized by the standard mechanism of OPC-UA.

Fig. 13 OPC-UA as a middleware between the OCARI wireless sensors network and any applica-
tion
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Fig. 14 Gateway between OCARI and OPC-UA/ROSA

5 The KASEM Predictive Maintenance System

A service-oriented architecture is a key aspect in accelerating the deployment of
wireless sensor network applications. The deployment of a wireless sensor network
application in an industrial installation often faces several challenges.

1. Existing industrial information systems are generally designed to provide func-
tionalities such as SupervisoryControl andDataAcquisition (SCADA). In such an
architecture, most of the instrumentation must be specified in advance. Any inser-
tion of new instrumentation generally requires a reconfiguration of the SCADA
system, and thus makes the system unavailable.

2. The development of a specific gateway for each specific wireless instrumentation.
This may be costly.

3. The development of a specific application to deal with each specific measurement
format, etc.

To meet these challenges, this chapter presents an SOA depicted as in Fig. 15. It
presents instrumentation as a service and provides several standard services that may
be easily combined.

Data publication service: The Data publication service consists in the OCARI
wireless sensor network and the OPC ROSA middleware, both of which have been
described above.
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Fig. 15 An example of service architecture based on OCARI and OPC-UA/ROSA

Computer aided operation and maintenance: The KASEM software platform
(www.predict.fr/en/products/kasem/) from PREDICT is used. KASEM [28, 29] is a
predictive maintenance tool that computes health assessment indicators and detects
drifts or abnormal behavior. To do so, it needs thewidest possible range of sensor data,
hence the interest in using awireless sensor network to complement the existingwired
acquisition. Additionally, KASEM also provides several services listed as below.

1. Data retrieval service: This service retrieves time series from sensors using dif-
ferent communication channels. It can be real-time stream such as OPC or data
files such as CSV files. In this case, an OPC-UA/ROSA client is developed and
integrated inside the KASEM acquisition architecture. This client subscribes to
the variable tags exposed by the OPC-UA/ROSA server. The embedded OCARI
gateway updates the tags each time a new value is read from the wireless sensor
network. These new values are retrieved every 1 s in KASEM. A data visual-
ization tool is embedded inside the KASEM web portal, as shown in Fig. 16.
This data retrieval service is used with several OCARI-equipped sensors such as
temperature probes, level meters and flowmeters.

2. Key indicator computation: KASEM has a built-in computation service that can
be triggered in two ways such as real time way and differed time way. Each
time a data point arrives from the data retrieval service, KASEM can compute an
indicator based on the current value of several variables. In differed time, using
the same code, it is possible to recompute a batch of data from a large time period.
The built in computation engine usesC# code.KASEMprovides a library ofmath-
ematical models dedicated to health assessment computation and drift detection.

www.predict.fr/en/products/kasem/
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Fig. 16 OCARI Sensor acquisition as seen in KASEM

It is also possible to create custom code directly in the KASEMWeb portal using
an embedded code editor. A typical computation includes signal inputs, para-
meters and signal outputs. Computation can be arranged in sequences, to divide
a complex algorithm into several simple steps. In this CONNEXION project, a
simple example is the monitoring of flowrate. The signals of several wireless
flowmeters positioned on different pipes are acquired. By comparing them, and
correlating them with temperature and pressure data, problems at various parts
of the process can be detected. Figure17 depicts the whole process of industrial
early detection monitoring.

Return channel communication: A real time algorithm can send back signals to
the OCARI sensors using the OPC-UA/ROSA bus. To do so, OPC-UA methods
on sensors objects can be called by the KASEM Computation engine. Each time
a method is called on a node, the message is broadcasted to the OCARI network
and propagated to the nodes. There are several use cases for this, such as action on
a wireless node (e.g. change valve position), parameter configuration (e.g. increase
sample rate because of a degraded situation) and enable or disable a sensor. The
whole chain is depicted in Fig. 18.

Event generation: Another output of the algorithm is event generation. The
KASEM platform provides a four step workflow service for each event to be
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Fig. 17 Industrial early detection monitoring

Fig. 18 Return channel mechanism

processed by a human operator. In this workflow, a comment can be attached to
the event, diagnostic tools can help the operator to identify the root cause of the
event. Further work orders can be issued to a CMMS software to fix the causes. The
information filled is reused as feedback each time a similar event is triggered. An
example of event generation by KASEM is illustrated in Fig. 19.

Report and dashboard generation: Reports and dashboards provide a way to
vizualize synthetic indicators about the process health. Typically, they integrate com-
puted indicators that are aggregation of process health status. It can be displayed in
the KASEM web portal or output as files (PDF, Word, HTML). Figure20 illustrates
an example of a dashboard generated by KASEM.

Data historization: The KASEM knowledge base stores every data point received
from the data retrieval service and every output from the calculation service. KASEM
uses an SQL server database as a back-end for this knowledge base. Each data point
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Fig. 19 Example of event generation by KASEM

Fig. 20 Example of a dashboard generated by KASEM

is stored with its timestamp, its status (good, bad value, error, overflow, etc.) and
its value. The raw data is also used by the computation engine for batch indicator
calculation.

6 Implementation and Use Cases

The architecture described in this chapter has been implemented in several use cases.
For example, the use case of temperature and air flow monitoring in the process of
decommissioning a power plant in which hundreds of OCARI wireless sensors are
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involved. Another use case concerns temperature and humidity monitoring in data
center inwhich dustmust be avoided.Ause case inwhichmobility support is required
to monitor personal exposure to radiation where maintenance workers are moving
inside a nuclear power plant. The hardware and software that are used to develop the
proposed solution are described.

6.1 The OCARI Development Platform

OCARI protocol is currently implemented on Atmel SAM3S4A platform (an ARM
Cortex M3 microcontroller) coupled with the Atmel AT86RF233 RF transceiver.
Such hardware may be bought off-the-shelf from Dresden Elektronik GmbH under
reference deRFsam3-23T09-3 (www.dresden-elektronik.de) or from Adwave under
reference ADWRF24-LRS (www.adwave.fr). The software development platforms
include the followings.

• A source code management system using Git (www.gitlab.com/iiot/ocari).
• Atmel studio, an integrated development environment under Microsoft Windows
that may be downloaded from the Atmel website.

• TheGNUcross-compiler forARMprocessor “arm-none-eabi-gcc” and “openocd”
for developers who prefer Linux.

• An OCARI frame dissector plugin for Wireshark (www.wireshark.org) available
from the Git repository at OCARI website (www.gitlab.com/iiot/wireshark).

• An OCARI topology network analyzer available from Inria forge (www.scm.
gforge.inria.fr/anonscm/git/contiki-hiper/contiki-hiper.git).

6.2 Sensor Nodes Supported

Many types of sensor nodes are supported by OCARI, as detailed below. More
precisely, we have developed a small printed circuit board (PCB) that may be easily
integratedwith any existing sensors using a 4–20mAcurrent loop, depicted inFig. 21.

Several types of sensor such as the temperature sensor (PT100), the flowmeters
(e.g. Krohne H250 and Krohne OPTIFLUX) and the guided level radar meter (e.g.
Krohne OPTIFLEX 2200) integrate the OCARI protocol by using the above PCB
for process monitoring as shown in Fig. 22. With these sensor nodes, two industrial
applications have been developed, based on two different use cases.

1. Intelligent fire detection with different detectors. The use of different types of fire
detectors in a mesh topology allows us to discard false alarms and to identify the
nature of fire.

www.dresden-elektronik.de
www.adwave.fr
www.gitlab.com/iiot/ocari
www.wireshark.org
www.gitlab.com/iiot/wireshark
www.scm.gforge.inria.fr/anonscm/git/contiki-hiper/contiki-hiper.git
www.scm.gforge.inria.fr/anonscm/git/contiki-hiper/contiki-hiper.git
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Fig. 21 PCB (5cm x 3cm) for integration with existing sensors using a 4–20mA current loop

Fig. 22 Examples of sensors for process monitoring using the OCARI protocol

2. Detection of a leaking valve using various types of flowmeters, level sensors and
PT100s sensor in the cooling circuit in a maintenance context. For example, level
sensors are used to detect the loss of water in a storage basin belonging to the
cooling circuit. PT100s are used to detect an abnormal change in temperature
in a cooling circuit which means that there is a leak somewhere between two
measurement points upstream and downstream of the suspected valve.

6.3 OCARI Tuning

This section show how to tune the OCARI parameters in order to meet the require-
ments of a given application. An application is characterized by requirements in
terms of latency, denoted Latency, robustness and energy consumption. The WSN
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topology is defined by the number and positions of sensor nodes deployed in the area
considered. The question is how to make the best use of the OCARI network for this
application and considering this network topology. The following assumptions are
defined.

1. Assumption A1: The slot size enables each node to aggregate the messages
received from its children with its own message.

2. Assumption A2: The message containing the own data of any node is available
at the beginning of the OCARI cycle if this node has no children, and when the
messages of the children are received otherwise.

In the absence of message loss and buffer overflow, it can be proved that:

1. With assumption A1, the data sent by any sensor node in an OCARI cycle are
delivered to the sink in the same cycle.

2. With assumptions A1 and A2, the data sent by any sensor node are delivered to
the sink in a time that is less than or equal to the duration of the colored period.

3. with assumption A1 only, the data sent by any sensor node are delivered to the
sink in a time that is less than or equal to the duration of the OCARI cycle plus
the duration of the colored period.

Hence, the tuning of OCARI parameters should meet the following in Eq. (1).

OCARI cycle + colored period ≤ Latency (1)

Before computing the different periods of the OCARI cycle, some notation is
introduced. Let nbs be the number of static nodes; nbm be the number of mobile
nodes; nbc be the number of colors, and bs be the size of a beacon slot. Let CSMAs
be the CSMA/CA time assigned per static node. The default value is 20ms corre-
sponding to the transmission time needed by four messages of maximum size (127
bytes of physical payload). LetCSMAm be the CSMA/CA time assigned per mobile
node. The value should be set to the number of messages sent per mobile node per
cycle times the time needed to transmit a frame ofmaximumduration. LetCOLORs
be the duration of a colored slot. The default value is set to 32 ms, allowing the trans-
mission of 5 messages of maximum size. The duration of the synchronization period
is given by the following Eq. (2).

[T 0 − T 1] = nbs · bs (2)

The duration of the CSMA/CA period is given by Eq. (3).

[T 1 − T 2] = nbs · CSMAs + nbm · CSMAm (3)

The duration of the colored period is given by Eq. (4).

[T 2 − T 3] = (nbc − 1) · COLORs (4)
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The duration of the downstream colored period is given by Eq. (5).

[T 3 − T 4] = nbc · COLORs (5)

The length of the inactivity period can be computed, taking into account the latency
required by the application as expressed in Eq.1. The duration of the inactivity period
is given by Eq. (6).

[T 3 − T 0′] = Latency − [T 0 − T 1] − [T 1 − T 2] − 2[T 2 − T 3] (6)

7 Conclusion

This chapter presents a service-oriented architecture that is used for the development
of applications such as condition based maintenance using the KASEM system. The
implementation of such an architecture is illustrated through the use of the OCARI
wireless sensor network and theOPC-UA/ROSAmiddleware. The solution proposed
to support mobility in the OCARI network is simple and limits the overhead induced
by mobile nodes. This mobility support is designed to be efficient in its use of
resources such as bandwidth, energy, memory. The properties of energy efficiency,
determinism, latency and robustness provided by OCARI to static wireless sensor
nodes are ensured. In the absence of mobile nodes, the OCARI network behaves
exactly as without mobility support and exhibits exactly the same performances.
Similarly, the overhead induced by mobile sinks is only incurred if mobile sinks are
present. As data gathering by the static sink is the most important objective of the
OCARI network from the application point of view, its performances are not altered
by mobility support. Data gathering by a mobile sink is a new functionality provided
by mobility support. Since it has a lesser degree of importance for the application, it
is provided with a quality of service that may be lower.

Two main obstacles limit the widespread use of the IoT in industrial environ-
ments. The first is the unavailability of tools able to report information about the
quality of wireless links to assist the deployment of WSNs. The development of
such tools is the next step of our work. The second obstacle is the lack of statisti-
cal information collected by the WSN protocol about any wireless link, in order to
improve the robustness of the WSN in the case of mobility. The design of such pro-
tocol extensions is also in our research workplan. The proposed implementation of
the OPC-UA middleware, namely OPC-UA/ROSA, serves as a normalized gateway
to the WSN OCARI. Starting from this gateway, operating as an OPC-UA server,
IoT industrial applications can be developed with OPC-UA clients that are able to
consult values of sensors and to operate actuators. These applications have now been
working for months. Moreover, this scheme is secured using X.509 V3 certificates
and TLS. Additionally, OPC-UA server can run on a nano computer Raspberry Pi
showing that the footprint of OPC-UA can range from very large (where everything
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is implemented) to very small (where only what is necessary is implemented). The
next step is to make this footprint even smaller so that it can be run on a smartphone.

The use of wireless sensors with the KASEM predictive maintenance platform
has enabled it to provide new capabilities in computing process health management
(PHM) indicators. By correlating signals coming fromwired andwireless instrumen-
tation, a more precise health status can be computed for the system. OPC-UA/ROSA
middleware allows KASEM to use multiple heterogeneous data sources without the
need for specific development. The next step is to apply OPC-UA/ROSAmiddleware
andOCARIWSN to a larger scale and study their applicability in a healthmonitoring
and prognostic assessment in a fleet context.
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MAC Protocols in Body Area
Network-A Survey

Manish Kumar and Mayank Dave

Abstract Body area networks represent the natural union between connectivity and
miniaturization. Formally, it is defined as a system of devices in close proximity
to a persons body that cooperate for the benefit of the user. These networks are
appealing to the researchers due to their wide range of application areas such as
remote healthmonitoring, fitnessmonitoring, triage, biosensors etc. However, typical
properties of body area network bring the necessity to achieve an efficient medium
access protocol in terms of power consumption and delay. Various medium access
protocols with different objectives were proposed for wireless sensor network by
many researchers. This chapter throws light on some features that make body area
networks different from wireless sensor networks. A comparative study of various
medium access protocols for body area networks is also presented.

1 Introduction

Advancement of wireless technology gave new directions to healthcare applications.
Removing wires and cables enables patients to benefits of increased mobility. Main
concern in current senario is the increase of chronic diseases such as cardiovascu-
lar, hypertension and diabetes among aged people. This makes it necessary to find
out a wireless technology to support remote patient monitoring in an unobtrusive,
reliable, and cost effective manner [1]. Since the time, size of sensors and actuators
have decreased marginally, these devices can be used for monitoring patients and
controlling therapeutic functions remotely. Ultra low power wireless connectivity
among devices placed in, on, and around the human body is seen as a key tech-
nology enabling unprecedented portability for monitoring physiological signs in the
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hospitals, at home, and on the move. Body area networks (BAN) is one such emerg-
ing technology that has the potential to significantly improve health care delivery,
diagnostic monitoring, disease tracking, and related medical procedures. A BAN is
defined formally as a system of devices in close proximity to a persons body that
cooperate for the benefit of the user. Additionally, it can act as a local area network. It
can also be termed as “on the user for the user”. Thus, BANs would offer continuous,
real-time health diagnosis in day-to-day life and in sports activities, emergency, and
military services [2].

BAN is an emerging area of wireless communication. But, the level of informa-
tion that can be provided by the sensors is limited. In addition, energy resources
that can be capable of powering such sensors are not available. The technology is
still in its primitive stage and it is being widely researched [3]. This technology is
expected to be a breakthrough invention in healthcare once adopted. It will lead to
the concepts like telemedicine and mhealth. According to IEEE 802.15, a BAN is
defined as “a communication standard optimized for low power devices and opera-
tion on, in or around the human body (but not limited to humans) to serve a variety of
applications including medical, consumer electronics, personal entertainment, and
other”. The development of BAN technologywas started around 1995 by considering
wireless personal area network (WPAN) technologies for communications on, near,
and around the human body. Later around 2001, this application of WPAN has been
named as BAN to represent the communications on, in, and near the body only [4].

BANcan also be considered as an advancement of cyborg. It is otherwise known as
cybernetic organism and deals with both biological and artificial enhancements e.g.
electronics, mechanical or robotics. It came into existence in 1960 when M Clynes
and S. Nathan Kline used it in an article about the advantages of self regulating
human machine systems in outer space. This term is often applied to an organism
that has enhanced abilities due to technology. In 1998, KevinWarwick had implanted
in his arm, a radio frequency identity (RFID). As a result, he could turn on lights by
snapping his fingers. He used his mind to control a robotic hand, and successfully
transferred his thoughts across the Atlantic and clenched a mechanical fist. The
English scientist says that it is time for us to overcome our human limitations. In
future, a man will be able to use more than his five senses, as the implants of chips
in human brain will stretch our ways of communicating with people and objects.

The basic concept of BAN is the fusion of two main ideas such as a set of
mobile, compact units that enable transfer of vital parameters between the
patients location and the clinic or the doctor in charge. The vital signs data flow
passes a chain of BANmodules from each sensor to amain body station, which
consolidates the data streams of all sensor modules attached. It transmits the
data to home base station, from where they can be forwarded to the concerned
authority via telephone line or Internet.
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Many projects has been carried out in this direction. Wear-a-BAN is a project that
deals with unobtrusive wearable human to machine wireless interface to investigate
and demonstrate ultra low power BAN technologies for enabling unobtrusive human
to machine interfaces (HMI) [5]. It enabled major technological breakthroughs in the
areas of ultra low power radio system-on-chips (SoC). This is also useful in textile
oriented system in package (SiP) platforms forminiaturewearable antennas, wireless
sensor electronics, and digital signal processing [6]. Another project named home
based empowered living for Parkinsons disease patients (HELP) developed a compre-
hensive system that is capable to administer drug therapy [7]. It proposes a process
that can be either continuous or on-demand basis, to manage disease progression
and to mitigate Parkinsons disease. Similarly, the MobiHealth consortium unites 14
partners from hospitals and medical service providers, universities, mobile network
operators, mobile application service providers, mobile infrastructure, and hardware
suppliers [8]. It focuses on full mobility of patients while undergoing health mon-
itoring. The patients wear a lightweight monitoring system, the MobiHealth BAN.
This is customized to their individual health needs. Therefore, a patient who requires
monitoring for short or long periods does not have to stay in hospital for monitoring.
Similarly, another project namedAYUSHMANhas a vision to provide a dependable,
secure, real-time automated health monitoring.

For a successful implementation of BAN, a standard model is required that
can address both medical and non-medical applications. IEEE established a task
group called IEEE 802.15.6 for the standardization of BAN in November 2007 [9].
At present, IEEE 802.15.6 standard defines three physical layers such as narrow
band (NB), ultra wideband (UWB), and human body communications (HBC) layers
[10]. The selection of each physical layers depend on the application requirements.
On the top of it, the standard defines a sophisticated MAC protocol that controls
access to the channel. Mainstream adoption of BAN is still over the horizon as
engineers and researchers work to overcome challenges involving interoperability,
sensor design constraints that deals with power and complexity, privacy, security etc.
[11]. Once these issues are tackled, BAN can revolutionize healthcare with concepts
like telemedicine and mHealth to become real. This can also potentially allow for
revolutionary uses in communications, security and sports.

An infrastructure of BAN is depicted in Fig. 1. In this infrastructure, various
sensors for measuring vital signals are placed on human and the data is collectively
forwarded to the personal sever. The personal server can also act as environmental
sensor that can measure temperature, humidity of the surrounding and can pass on
the data collectively via Internet to outside world. This data can be sent to the doctor
and can be copied to medical server for maintaining the report of the patient. In
addition, in case of emergency direct call can be made to ambulance.
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Fig. 1 Infrastructure of body area network

2 Communications in Body Area Network

Communication in BAN can be broadly classified into two categories depending
upon the range such as on body communication and off body communication. On
body communication is confined in the range of 2m around the body in which either
the various body sensors communicate with each other or body sensors communi-
cate with the personal server (PS). One subclass of this communication consists of
implanted sensors and are used for in-bodycommunication, inwhich implantednodes
communicate among themselves. Due to a different body hindrance and extremely
power conservation nature of in-body nodes, this type of communication plays vital
role in BAN. Off body communication establish the communication between PS and
access points (APs) where APs are fixed in the infrastructure or of adhoc in nature.
The following Fig. 2 represents how data flow in a typical BAN. A brief discussion
on stepwise flow is presented below [12].

Black dots placed on the human body represents the sensors. These sensor can
be of any type like blood pressure, ECG etc. These sensors send data continuously
like one that is sending the heart rate or after a fixed interval of time like sugar
level in blood. These sensors remain in direct contact with a PS that can be patient
mobile phone or PDA. They pass the collected data to the server. All the data is
being collected on PS. One side, PS communicates with the sensors on the body
and at other side, it communicates with the outside world through Internet. The
information collected in first step is transferred to the medical server (MS). In case
of emergency, it can directly make a call to emergency service [13]. This provision is
very helpful in saving the life of patient who needs constant supervision. Physician
retrieve the data from the MS and after analysis recommendation can be sent. These
can be some prescription of exercise or medical dose. Depending upon the type
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Fig. 2 Flow of data in body area network

of sensors deployed, physician can directly control the actuator also. For example,
if insulin pump is deployed in the body of the patient then doctor can use it to
control the level of insulin in the patient body depending upon the sugar level. The
prescription is sent back to the PS through Internet to patient and patient can read
the medical report and can act accordingly. Wireless sensor network (WSN) that
has its roots in micro-electro-mechanical systems (MEMS) technology. Wireless
communications and digital electronics have enabled the development of low-cost,
low power, multifunctional sensor nodes [14]. At first glance, BAN andWSN seems
largely samebutTable1 highlights someparameters that distinguishBANcompletely
from WSN.

3 Challenges and Research Issues in Body Area Network

Body area networks has various challenges. This section highlights various chal-
lenges and open research issues pertaining to BAN. These challenges need to be
tackled carefully to make BAN successful [15].

1. Energy efficiency: Batteries available these days work well for handheld elec-
tronics, but their capacity is limited in BAN context. The need to replace or
recharge batteries frequently makes BAN less desirable. Nodes should be able
to take energy from ambient sources, such as sunlight or vibration, which will
make attractive solution to energy woes. BAN sensor nodes must be small and
have batteries that last about days to years, depending on the application. The size
requirement of nodes for BAN limits the size of the batteries that will power the
nodes. Recharging batteries with harvested energy could not only extend battery
life, but also simplify BAN use. The energy efficiency is a research challenge
that can be handled by making the sleep cycle of the BAN nodes more effective.



92 M. Kumar and M. Dave

Table 1 Comparative analysis of wireless sensor networks and body area networks

Description Wireless Sensor Network
(WSN)

Body Area Network (BAN)

Scale Wide area coverage (in km) Limited to human body (in
centimeters/a few meters)

Number of nodes Huge for covering large area Limited number of application
specific nodes

Accuracy Compensated by redundancy
so large number of nodes are
used

Accurate measurement are
required by each node

Size Small size are preferable but
not important

For in-body sensor size should
be smallest possible, on-body
node should also be of small
size

Node job All nodes perform a dedicated
task

Nodes are designed so that
they can perform multiple
tasks

Mobility Nodes are mostly stationary
and no group movement of
tasks

Nodes on/in the patient move
in a group and in same
direction

Security Lower Higher to protect patient data

Data Loss can be compensated by
redundant data

Not tolerable and some
mechanism is required to
maintain QoS

Relay Any node can act as relay In-body nodes should be avoid
to act as relay because of high
energy conservation

Power source Solar power, wind power Body heat or motion

Biocompatibility Need not to be considered Must be there for in-body
nodes and on-body nodes

Node replacement Easy to perform In-body nodes are difficult to
replace

Topology Static Dynamic due to patient
movement

Wireless technology Bluetooth, ZigBee, GPRS,
WLAN

Some low power technology is
required

In addition, node can be placed at such position so that they can get energy from
the available resources [16].

2. Security: In a typical BAN, there can be security breach at various levels. Starting
from the PS, it is important to avoid disclosure and overhearing of medical infor-
mation. Overhearing of data in BAN may cause severe damage to the patient.
The data might be used for some illegal purposes. The confidentiality can be
achieved by encrypting the data with a secret key that is known only to PS and
MS. Data being received by the PS or MS should be sent by trusted sensor nodes.



MAC Protocols in Body Area Network-A Survey 93

Adversary may try to send some false signals to PS that may try to disrupt the
normal functionality of the BAN. In addition, if two or more BANs are available
then PS should be able to differentiate between the two. This can be achieved by
using a shared secret key within a BAN [15, 17].

3. Location privacy: One crucial requirement of BAN is location privacy since such
network broadcasts highly personal information. It is required to protect this data
using available data encryption algorithms. Even though the data within a BAN
is encrypted, it is still possible to track the location of the individual by tracking
the unique hardware addresses associated with the gadgets. Thus, attacker could
pick up the signals of a BAN from a distance using ultra sensitive antennas.

4. In and on body communication challenges: As the application field of BAN is
vast, the type of communication and hence the radio communication challenges
can be divided into two main categories [17]:

• In-Body Communication challenges: Body nodes are implanted under the
human skin and have extremely critical power requirement. These type of
nodes are self triggered i.e., if the value of certain parameter exceeds a prede-
fined threshold, they reliably send emergency data in least possible time to the
hub. Therefore, in-body MAC should accommodate emergency traffic along
with ongoing normal traffic. The in-body traffic is categorized as continuous
and non-continuous traffic. In continuous, once the nodes receive a wakeup
signal from coordinator will keep on sending the data. Non-continuous traffic
provides only a snapshot for monthly health check up of a patient. Addition-
ally, in-body nodes are considered as the propagation channel inside the body
and the antenna is located near the body. The transmitter power must be lim-
ited by the safety guidelines to human exposure to electromagnetic radiations.
Also, path loss of signal is high because of propagation environment [8].

• On-body communication challenges: On body nodes are worn on the body
and they create a communication system among themselves. Here mostly a
mesh network configuration is made and they use industrial, scientific, and
medical (ISM) band for data transmission. Here both transmitter and receiver
antennas are located very close to the body and are strongly influenced by the
presence of the body. Carrier sense multiple access with collision avoidance
based MAC techniques can be used, unlike in-body communication where
nodes cannot perform clear channel assessment (CCA). The communication
in this case makes a star topology.

5. Medium access control issues: In BAN, a short range communication network
is formed between the nodes. There are many challenges in designing MAC
layer for such a network. IEEE 802.15.6 draft does not constitute a complete
MAC protocol as they outline only basic elements that must be used to create a
BAN such as packet formats and message exchange protocols. The draft leaves
many unanswered questions related to retransmission, relays, out of contention,
non-contention etc. Finding issues in MAC are important because it can help
in making smart decisions in terms of efficiency, reliability and throughput of
healthcare system. Further issues of MAC are discussed in next subsections [1].
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• Dynamic allocation of slots: In case of contention free access, packet transfer
between sensor and hub can cause collision. It leads to loss of packets. There-
fore, a time slot that could have been used productively by some different
node is wasted. It can be avoided if near future of the channel can be predicted
based on the current state of the channel. For example, if a recent attempt
of transmission has failed, then the next slot should be used for retransmis-
sion or should be allocated to a different node. This is another open research
issue. Further, reliability can be increased if BAN uses variable slot alloca-
tion scheme by determining the future state of the network. It looks similar to
opportunistic scheduling of cellular networks. But, this traditional approach
is not applicable here, as it requires slave nodes to be continuously available
for communication that contradicts the energy saving characteristic of BAN.

• Retransmission scheduling: As BAN in healthcare demands for close to 100
percent success rate that cannot be achieved without retransmission of failed
packets. This retransmission has to be considered with extra energy and deliv-
ery deadlines. Also, retransmission depends on the state of the channel [18].
Therefore, efficient methods are to be devised for retransmission like allocat-
ing a retransmission slot at the end of each superframe.

• Relay nodes: Small outages can be managed by using retransmission but if a
node is out of the range of hub for time periods larger than the packet delivery
deadline then relay nodes must be used. The best example is when people are
sleeping, they move less and so a typical node can have significantly large
outage period. Such cases have no alternative other than to route the bad links
using a relay node. The node that is to be used as the relay must remain awake
to listen for packets that are to be forwarded to hub from the sensor nodes. As
the nodes in BAN are energy critical, so relays should be used as efficiently
as possible. Also, it is critical in deciding nodes that are to be used as relay
nodes [10].

• Transmit power: Constantly transmitting at the maximum allowed power of
1mW will increase reliability. But it will result in very high energy consump-
tion. So there is a need to improve both energy efficiency and reliability by
controlling the transmit power for each node in the network. Sample and hold
transmit power scheme can be used effectively for controlling the transmit
power. In such cases, a transmitting node estimates channel reduction from
the last packet it has received and then adjusts its transmit power accordingly.

4 IEEE Sandard for Body Area Network

At first glance, most of the existing standards like bluetooth and wireless personal
area network (IEEE 802.15.4) seem appropriate for BAN. Table2 represents a com-
parative analysis of IEEEBAN standardwith other IEEE 802.15 standards. However,
when most of the challenges discussed above are taken into account they fail to meet
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Table 2 Comparison of BAN standard with existing standards

Description Other IEEE 802.15.X
standards

BAN IEEE 802.15.6 standard

MAC layer protocols 15.3 and 15.4 medium access
protocols can be used

Single scalable MAC with
reliable delivery is required

Power consumption Low Extremely low as the medium
here is human body for
in-body nodes

Power source Conventional power source Conventional or with body
energy

Frequency band ISM or UWB Medical authorities approved
communication bands which
are different in different
countries

the requirements. In November 2007 IEEE 802.15.6 working group was created to
draft physical and MAC layer standards for BANs to address the challenges is [19].

Most important feature of IEEE 802.15.6 BAN is flexibility. It offers multiple
physical layer modes of operation: narrowband, ultra-wideband and human body
communication. Other great feature is the flexibility by offering a number of differ-
ent access modes. Time division multiple access (TDMA) is combined with polling
whichprovide the facility of giving exclusive time slots to transmit or receive informa-
tion [20]. Carrier sense multiple access (CSMA) also allows many ways to combine
the different access modes together. To increase the energy efficiency each device
need not to implement all of the access mechanisms, it can choose the one that is
suitable for its operation.

5 MAC Techniques for Reliable and Efficient Body Area
Network

MAC layer plays a significant role in determining lifetime of network by controlling
main sources of energy waste like collision, idle listening, polling messages and
control packet overhead. Collision occurs when two or more nodes transmit data
packet at the same time. This may cause retransmission of the packet that consumes
extra energy. Idle listening is the phenomenon in which a node listens to idle channel
to receive or transmit data. Overhearing is to get data that are not meant for that
node. In BAN there are different physiological signals that are quite variable because
of variable data rate and data generation. Some signal appears to be periodic but
may turn into non-periodic based on a patient condition. For example, if a patient
develops an abnormal heart condition then the heartbeat sensor could generate a non-
periodic signal. A MAC protocol for BAN should be able to handle these variations
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efficiently. IEEE 802.15.6 standard do not contribute to a complete MAC protocol.
It just specifies a MAC sub layer in support of several physical layers [21]. Here
some of the existing protocols are discussed with the advantages and disadvantages
of each.

5.1 Scheduled Time Division Multiple Access MAC Protocol

Scheduled time divisionmultiple access divides the channel access into different time
slots. There is no contention for the channel resulting in a deterministic delay and no
packet loss. Time division multiple access (TDMA) is a scheduled multiple access
technique where transmission of packets are managed in the form of time frames and
slots.A time slot can be seen as a dedicated transmission resource used to carry patient
data with minimum or no overhead [20]. A central control unit (CCU) allocate slots
on a permanent basis to each sensor nodes. These sensor nodes transmit information
from it to the CCU. A TDMA based MAC protocol is suitable for a small BAN with
a limited numbers of sensors generating data at a fixed rate and transmitting fixed
block of data. In TDMA, a sensor node does not need to listen to the transmission
channels all the time, hence energy consumptions for the communication circuit is
minimized. This scheme is energy efficient where transmitter circuit of a sensor node
is only activated in the specified slot. Figure3 shows a basic TDMA frame divided
into different time slots.

TDMAbasedBANhas twomajor resource allocation problem.There is no support
for non-periodic data and TDMA is not scalable. It is a centralized protocol that
requires change in the central controller setup to accommodate any extra sensor in
the BAN. It could be the main drawback for a patient monitoring system because
number of sensor nodes could vary depending on the condition of a patient. For
example, if medical staff wants to add more monitoring devices on a patient body
that is under supervision then it will be necessary to modify the design of the TDMA
time frame from the main controller. Therefore, this type of scheme is useful for
patient monitoring system having a fixed number of nodes.

Fig. 3 TDMA frame and time slots
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5.2 Polling Based MAC Protocol

Polling based MAC protocol is based on master slave relationship for transmitting
data. In polling network, CCU schedules all transmissions in the network thus avoid-
ing any contention. As shown in Fig. 4, a polling network is flexible than a fixed
assignment based TDMA network. It is better because, traffic sources of different
data rates can be accommodated in this protocol. As shown in the figure, CCU will
send polling messages to all the nodes which in response to the poll can either trans-
mit a message they have or can send a negative acknowledgment (NACK) if the node
has no data to transmit. CCU can also implant an acknowledgment (ACK) for the
previous data to improve the reliability [22]. The period of polling of sensor nodes
by CCU vary according to the type of sensors.

Figure5 shows the polling cycle for a round robin scheme where nodes are polled
in a sequential manner. At the end of cycle, an additional polling slot is kept to keep
the scalability feature of the protocol. If a new node want to join the network it has to
send a message to CCU. Also, to leave the network, a node has to inform the CCU.
This protocol has two main advantages such as scalability and transmission delay.
It is scalable because of last slot in the cycle and transmission delay is predictable.
Whenever a new sensor node want to join the network, it sends a JOIN message
when the new poll slot appears in the polling cycle. On receiving JOIN message at
CCU, it will create a new polling slot and data slot for the new node. In the same
way when a node wants to leave the network it will do so by sending a DEPART

Fig. 4 A polling MAC based transmission sequence

Fig. 5 Poll cycle for poll based transmission sequence
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message to the CCU and the allocated poll and data slots will be removed from the
polling cycle and hence the scalability is met. When a new node joins the BAN the
polling cycle length is increased thus increasing the packet delay by a fixed value.

The poll based MAC protocol suffers from three main issues. The primary
issue is that the number of control messages are large as it uses ACK/NACK
and poll messages in each cycle that are equal to the number of nodes in the
network. The next issue is in finding a suitable node that can act as the CCU,
since CCU needs to have fast processing and large memory. Despite of the
power constraint a node is to be determined that can take care of all the nodes
in the network. Third and most important issue is that there is no provision of
handling emergency data. The node having the emergency data will have to
wait for its turn till CCU come and poll it for the data.

5.3 Random Access MAC Protocol

Random access MAC protocols are demand access protocols that are designed for
short range communications. These protocols are best for the casewith no orminimal
control signalling.Whenever a node has some data to transmit it will check the status
of the transmission channel, if it finds transmission channel is free then the node
initiate a packet transmission using a contention based procedure. Main advantage
of random access protocol in BAN is lower signalling overhead, scalability and no
centralized control that allows the network to accommodate different data rates and
inter-arrival rates. Priority can be assigned in this case. Consider a node generates
some urgent data in a non-scheduledmanner, then a TDMAor a polling based system
will have difficulties to transmit that data immediately. But, in case of random access
MAC protocol, data can be transmitted immediately provided the nodes have the
necessary priority [23]. Drawback of this technique is that it can cause long delay if
the traffic load is high, but in BAN most of the time the network traffic is stable.

Td(random) = Taccess + Tretry + Tqueue + Tpacket (1)

Equation1 gives the average packet delay of a random access protocol based net-
work. Taccess represents the time required by a node to access the channel. Tretry
represents the retransmission delay, if a packet experiences a collision then the trans-
mitting node will backoff for certain duration and then try to transmit the packet.
The backoff periodwill be randomly distributed tominimize the collision probability.
There will bemultiple retransmission attempts to resolve the collision, a packet could
be dropped if the packet cannot be transmitted successfully after multiple collisions.
Tqueue represents the buffering delay at a node. Tpacket value depends on the packets
size and the transmission data rate. This protocol requires that nodes perform clear
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channel assessment (CCA) before transmission. But the CCA is not always guaran-
teed in BAN since the path lose inside the human body due to tissue heating is much
higher than in free space. BAN nodes are energy constrained and the nodes have to
keep track of the channel to get the turn of the transmission and hence it is not an
idle MAC for BAN.

5.4 Preemption Enhanced Distributed Channel Access
Priority MAC Protocol

In the context of time critical sensor applications, a protocol is required that
gives emergency traffic privilege to interrupt other routine traffic in the network.
Balakrishnan et al. [24] has proposed enhanced distributed channel access (EDCA)
protocol that is based on priority and pre-emption concept. This scheme gives lowest
delay and guarantees delivery of emergency frames, even when the traffic load is
high. However, this causes increase in delay of normal traffic that is allowed in case
of emergency. Parameters used in the protocol are short inter frame space (SIFS),
emergency priority SIFS (EPSIFS), emergency priority arbitrary inter frame space
(EPAIFS), and normal priority SIFS (NPSIFS). EPSIFS is designed tomeet the emer-
gency. In case of emergency all frames are separated by EPSIFS, so that emergency
flow of data can never be interrupted [23]. EPAIFS is a combination of EPSIFS and
CCA whereas NPSIFS is a combination of EPAIFS and CCA). These have values
that are related to each other as SI FS < EPSI FS < EPAI FS < N PSI FS.

The basic concept behind this is similar to the IFS design of 802.11 schemes, that
uses the wait times to allow for precedence in acquiring the free channel. As shown
every transmission cycle consists of (Data-Ack-Data) is separated by different IFS
as shown in Fig. 6 that give them the precedence irrespective of the frame priority
[25].

Fig. 6 Inter frame spacing used in preemption-EDCA MAC
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Fig. 7 Preemption in EDCA MAC

Figure7 gives detailed explanation of P-EDCA working, guaranteeing medium
access for emergency priority through transmission preemptions. Emergency frame
sequence is separated by the shortest wait time, new emergency frames start chan-
nel acquisition or contention if they sense the channel free for an EPAIFS period,
which is smaller than NPSIFS. The Data-Ack sequence is never interrupted and
can be achieved by setting the network allocation vector (NAV) to the end of ack
transmission.

Although this preemption based protocol has solution of priority transmission
problem, but it has the obvious shortcoming. The primary shortcoming is due
to frequent transmission of emergency data. If transfer of emergency data is
frequent and take a large time, then the other nodes which want to transfer
regular data have to wait. This results in waste of their memory and energy. So,
the working time of the nodes will be high and it will decrease the lifetime of
the full system. Secondly, this scheme cannot solve the hidden node problem
in BAN. Preemptions by hidden nodes will be getting bad result for emergency
information transmission due to collisions. Additionally, because of channel
errors if there is a requirement of re-transmissions because of preemptions it
will delay performance by this scheme.

5.5 Sensor MAC

Sensor MAC (S-MAC) is a typical synchronous MAC protocol in which nodes send
their schedule to the neighbour nodes, when theywill be available for communication
[26]. S-MAC has a periodic listen and sleep cycle. In sleep mode nodes turn off its
radio and in wakeup mode node is ready to exchange its information. This sleep
cycle duration stays constant during the lifetime of the network and is determined
by the duty cycle. Transmission frame of S-MAC can be divided into two parts such
as DATA and SYN. In SYN part, the sensor nodes update their neighbour tables to
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determine which node will communicate at what time and in DATA part it actually
perform the data communication.

The disadvantage of S-MAC is that the value of duty cycle is fixed for the life-
time of the network and if a new sensor node is to be added in the network, full
network communication structure needed to be re-established. In addition, S-MAC
can efficiently handle periodic traffic but there is no provision to handle aperiodic or
emergency traffic [27].

5.6 Traffic Adaptive MAC

Contention based protocol for BANwill perform badly inmost of the cases asmost of
the traffic is correlated. For example, a patient suffering from fever triggers temper-
ature, blood pressure, respiration sensors at the same time. Additionally, contention
based protocol cause heavy collision and extra energy consumption. Traffic adap-
tive MAC protocol (TaMAC) for BAN is an energy efficient protocol that uses traffic
information of the nodes. In BAN, traffic can be classified as: normal, emergency and
on-demand traffic. TaMAC uses a star topology where a central coordinator controls
the entire operation of the network. It is the duty of the coordinator to schedule flow
of traffic using traffic patterns. This traffic pattern is used only for normal traffic. In
case of emergency or on demand traffic, radio wakeup mechanism is used [28].

As shown in Fig. 8, frame contains configurable contention access period (CCAP)
that consist of a few minislots of equal duration for short data transmission and
CSMA/CA or slotted ALOHA is used for such transmissions. A contention free
period (CFP) that consist of guaranteed time slots and are used for actual data trans-
mission. This duration is configurable according to the traffic pattern. The coordinator
maintains a table with identity of each nodes and their corresponding traffic pattern.
To handle periodic data, each node has a predefined time slot, they wake up only
when they have to do some communication. For emergency traffic, the node which
wants to send emergency data will send a wakeup radio signal to the coordinator. For
ondemand traffic the coordinator send a wakeup radio signal followed by a beacon
frame, this mechanism is also used for updation of traffic wakeup table.

The advantage of TaMAC is that it can efficiently handle emergency traffic. In
addition, wakeup radio signal is used to wake up the main data channel for data
transmission. Radio channel is mainly used for the wakeup of data channel and its
power requirement is limited.

Fig. 8 Frame structure for traffic adaptive MAC
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5.7 X-MAC

Protocols that use low power listening (LPL) and uses asynchronous data cycle,
must use preamble for managing transmission cycle. These introduced protocols
have several disadvantages. Primarily the receiver has to wait for the full period
of preamble for DATA/ACK exchange. Even if the receiver wakes up at the start of
preamble, itwastes energyboth at sender and receiver ends. Secondly, preamble based
MAC technique also suffers from overhearing problem. It is because, all receivers
are getting preamble wake up and waits for preamble to end, to find out whether they
are the targeted node or not. It waste a lots of energy of a group of exposed nodes. The
third disadvantage is that the overall lifetime of the network is degraded. It is because
more than one nodes are involved in relay based routing [23]. This phenomenon is
depicted in Fig. 9.

X-MAC tries to eliminate these shortcomings by making use of a short preamble.
To improve the energy efficiency, address of the targeted node is embedded in every
preamble so that other nodes can go to sleep quickly. Length of preamble cycle
should be maintained greater than the maximum length of the receiver sleep cycle. If
a node want to send data but detects a preamble, it can determine the address of the
intended node (say node A). If some node is also interested in communicating with
the node A, after hearing the ACK from node A, and following a random back-off

Fig. 9 Long preamble causes energy wastage

Fig. 10 Use of short preamble and early ACK in X-MAC
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it can directly start sending data to the node without any preamble. The use of short
preamble X-MAC protocol is shown in Fig. 10 and is mainly designed for efficiently
handling of asynchronous data.

5.8 Medical MAC (M-MAC)

Some nodes in BAN aremore energy conservative like in-body nodes as compared to
those which are present on the body. Somore functionality can be assigned to outside
nodes and hence medical MAC (M-MAC) uses the concept of master-slave. In M-
MAC, body nodes periodically send sensors reading to a central outside master node
[8, 29]. There will be a number of master slave clusters and possibility of collision
is avoided between various clusters using the clear channel assessment (CCA). A
master slave relation between nodes in M-MAC is shown in Fig. 11. Three type of
communication can take place in M-MAC. These are listed below.

1. Master node keeps on sending beacon signal periodically so that new nodes in
its range can respond immediately. Further, slave joins the cluster of the master
with strongest power of the received signal.

2. Both master and slave manage their sleep cycle so that they wake up at the
prescheduled time. Master asks slave for the sensed data and gives it next wakeup
slot. As the number of slaves in the cluster changes occasionally, simple TDMA
is used within a cluster.

3. In case of emergency, slave communicates directly with the master without wait-
ing for the starting of next preassigned slot.

There are many other MAC protocols which perform good for some parameters
but fail for others. Tables3 and 4 gives a brief comparison of already discussed
protocols on various parameters.

Fig. 11 Master slave nodes
in medical MAC
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Table 3 Comparison of various MAC protocols for BAN on various features

Features Scheduled
TDMA MAC
protocol

Polling MAC
protocol

Random access
MAC protocol

Preemption-
EDCA
MAC

Energy
consumption

High in case of
non periodic
traffic

High but better
than TDMA

Much better
energy efficiency,
node wake up
only when it has
some data to
transmit

High because of
preemption
retransmission
may be required
often

Transmission
overhead

Very low or no
overhead

High overhead
due to polling

Overhead is high
unless
aggregation
approach is
applied

High overhead

Network
scalability

Very poor, worst
for non-periodic
traffic

Scalability is
good and is
limited by the
delay

Good Best

Traffic handling
capability

Efficiently handle
periodic traffic,
but fails for non
periodic traffic

Efficiently handle
periodic traffic by
adjusting polling
cycle, can cope
up with aperiodic
traffic

Both periodic and
non periodic
traffic can be
handled in a good
way

Best for both
periodic and non
periodic traffic

Packet loss Deterministic and
fixed

Deterministic and
vary with load in
network

Variable and vary
with type of
conditions of
patient

Variable and vary
with type of
conditions of
patient

Memory
consumption

Low Low Moderate High

Acknowledgment No No No Yes

6 Implications for Researchers and Practitioners

This chapter has discussed various MAC protocols for BAN with its advantages
and disadvantages. As MAC layer plays a vital role for improving the lifetime of any
BAN.Designing an efficientMACprotocol is the open challenge for practitioners and
researchers. Fixed time slots MAC protocol can be modified to manage emergency
data, so that advantages of TDMA can be incorporated in BAN.Work can be done to
reduce the polling message in poll based MAC. The sleep cycle of the nodes having
no data to send should be managed effectively. A technique needs to be devised for
minimizing the delay of packet delivery in each type of MAC protocols especially
in random access protocol. Many challenges related to retransmission are also open
like rescheduling keeping energy conservation in mind. Finding relay nodes by not
affecting overall lifetime of the BAN [30]. Finding proper transmission power that
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Table 4 Comparison of various MAC protocols for BAN on various features

Features S-MAC Ta-MAC X-MAC M-MAC

Energy
consumption

Energy efficient Highly energy
efficient

Highly energy
efficient

Energy efficient
for in-body nodes
but not for on
body nodes

Transmission
overhead

No polling
overhead so low
overhead

Very low Intermediated due
to use of
preamble/short
preamble

Intermediated as
the nodes are
divided into
clusters

Network
scalability

Very poor Best Good Good

Traffic handling
capability

Efficiently handle
periodic traffic,
but fails for non
periodic traffic

Best for both
periodic and non
periodic traffic

Best for
non-periodic

Efficient for
periodic, but not
as good for
emergency traffic

Packet loss Deterministic and
fixed

Variable and vary
with type of
conditions of
patient

Deterministic and
fixed

Variable and vary
with type of
conditions of
patient

Memory
consumption

High High Moderate Low

Acknowledgment No Yes Yes No

is in safe range for human and handling of both periodic as well as emergency traffic
are to be sorted out in developing any new MAC protocol for BAN. Although IEEE
802.15.6 is present, but it needs to be modified according to the need and specific
requirements of BAN.

7 Conclusion

BAN is an emerging area of networking that can help human in many ways varying
from healthcare to entertainment. Still it is in initial stage and once it gets matured
it will give breakthrough invention in medical, military training, vascular network,
consumer electronics etc. The nodes associated in the network are extremely resource
constrained in terms of storage and energy, also have unique wireless channel that
have different set of challenges to be sorted out. The strength of a BAN signal is
affected by the physical location (in or on body) and orientation of the nodes, in
relation to each other as well as the human body. Simple protocols like TDMA,
S-MAC has low overhead but have very low scalability, TaMAC, which is good
in network scalability has large memory consumption, M-MAC which require less
memory and uses master-slave concept in energy efficient for in-body nodes but not
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for on-body nodes. Therefore, there is a need to find a protocol which is energy
efficient for both in and on body sensors, have low transmission overhead, does not
degrade with increase in number of nodes, and have low and deterministic packet
loss.
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Internet of Nano Things and Industrial
Internet of Things

Hemdan Ezz El-Din and D.H. Manjaiah

Abstract In recent years, nanotechnology has become an important research topic
which promises novel solutions for several applications in healthcare, industrial, bio-
medical, and military. The advanced nanotechnology led to appear new nanodevices
which acquire, generate, compute, process and transfer data at nanoscale dimension.
These nanodevices are interconnectedwith each other using the existing communica-
tion systems which produce a new domain that is called Internet of nano things. The
current advanced development in telecommunication and network system let to new
area known as Internet of things. One of the most important applications of Internet
of things is in the industrial control systems. The Internet of things makes novel
development in industrial field which define new paradigm that is further referred
to as industrial Internet of things. Within this context, this chapter through light on
fundamental concepts, architecture, communication classifications, communication
issues, applications, security and future research directions in the Internet of nano
things. Additionally, it also explore architecture, requirements, benefits, security and
future research directions in the industrial Internet of things.

1 Introduction

Internet of things (IoT) has become a vital research topic for researchers, orga-
nizations and companies by providing large investments in this area as an impor-
tant future direction in network and communication systems [1–3]. This will enable
things, machines and people to communicate and interact to each other in efficient
and effective way. The IoT defines a new paradigm to interact and communicate of
the real world physical devices such as sensors, actuator, home appliances, mobiles
and many other elements in seamless way.
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Recent time is the era of nanotechnology which introduce the concept of nanode-
vices or nanomachines which are in a scale ranging from one to nanometers in dimen-
sion. Also, the nanotechnology led to new nanomaterials which have new properties
and characteristics that will make novel developments in nanodevices like nanosen-
sor and nanorouter. These nanodevices are integrated to perform different tasks such
as sensing, acquisition or transferring data through nanonetwork. The nanonetwork
will cover unmatched locations to perform additional in network processing. The
emergency development technology that develop and create nanomachines defines
a new networking paradigm that consists of interconnection of nanoscale devices
with existing communication networks and ultimately the Internet which is called
Internet of nano things (IoNT). The IoNT add new dimension for IoT technology by
embedding nanosensors inside the devices enabling them to communicate through
the nanonewtwork via the Internet for global connection among a lot of devices
around the world.

One of the emerging trends in embedded systems industry is the Internet of things
which have much important innovation in industrial field that led to new domain
which is called industrial Internet of things (IIoT). The IIoT is a network paradigm
consists of physical elements, platforms and software to communicate and share
data between them in smart manner. The corporation between the IIoT and existing
industrial technologies will improve and facilitate capture of and access to real-time
information.

The reminder of this chapter is organized as follows. Section2 introduces archi-
tecture, communication classifications, communication issues, applications, security
and future research directions in the Internet of nano things. Overview, architecture,
requirements, benefits, security and future research directions in industrial Internet
of things are discussed in Sect. 3. Chapter conclusion is presented in Sect. 4.

2 Internet of Nano Things

Nanotechnology led to new nanomaterials with new properties and characteris-
tics that will make novel developments in nanodevices such as nanosensor and
nanorouter. IoNT is the interconnection of nano-scale devices with the exsiting
telecommunication system and networks [4]. The IoNT is added new dimension
for the Internet of things by embedding nanosensors inside the devices which enable
them to communicate together through the nanonewtwork via the Internet for global
connection among devices around the world. The IoNT describes how the Internet
will get bigger as nanosensors which are connected to physical things such as physi-
cal assets or consumer devices for collecting, processing and sharing of data with the
end-users. IoNT has many vital applications such as smart agriculture, healthcare,
military, logistics, aerospace, industrial control systems andmanufacturing and smart
cities. There are new domains promised from the IoNT technology such as Internet
of Bio-Nano Things (IoBNT) [5] and Internet of Multimedia-Nano Things (IoMNT)
[6] which will make new developments in healthcare and multimedia fields.
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2.1 Architecture of Internet of Nano Things

The Internet of nano things consists of underlying nanonetworks which are connect-
ing nanosensors and nanodevices to communicate and interact with each other in
distributed manner. The interconnection of nanodevices in the IoNT requires devel-
oping of new networking components to perform the communication process in
nanonetworks. The architectures of IoNT consist of the following components as
discussed below [4, 7].

1. Nano-end points: These points are nano-nodes such as nanosensor and nanoactu-
ator devices which are able to perform simple processing and computing process.
They have limited memory size that makes them to transmit only over very short
distances due to their reduced energy and limited communication capabilities.
These devices can be included inside human body in addition to ability to inte-
grate in many types of things such as books and keys which can be considered as
nano-end points.

2. Nano-routers: Nano-routers have comparatively larger processing resources than
nano-nodes and they are suitable for collecting and acquiring information coming
from nanosensor. Nano-routers can also control the behaviour of nano-end points
by exchanging very simple control commands.

3. Nano-micro interface devices: Nano-micro interface devices are able to collect
and aggregate information and data coming from nano-routers, to convey it into
the microscale, and vice versa. Nano-micro interfaces may be as hybrid devices
able to communicate in the nanoscale using nanocommunication techniques and
to use classical communication paradigms in conventional communication net-
works.

4. Micro-gateway: Micro-gateway will use to enable more remote control of the
nano-devices over the network (i.e. Internet). This micro-gateway can receive
and forward data inside the nanonetwork.

For new domains in the IoNT such asmultimedia nano things and bio-nano things,
the architecture of nanodevices will be different that are depend on nanotechnology.
For example, in internet ofmultimedia nano things (IoMNT), themultimedia nanode-
vices consist of the following componets; nano-camera, nano-phones, nano-antenna,
nano-processors, nano-power unit and nano-EM transceiver as depicted in Fig. 1.

2.2 Communication Classifications

Communication is the process of transfering data and information between dif-
ferent components inside a network. In the Internet of nano things, the situation
will be different because the use of nano scale devices that led to the appearance
of nanonetworks. Nanonetworks are connecting nanodevices which can perform
sensing, collecting, processing and storing information. Classical communication
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Fig. 1 Multimedia nano-device elements

paradigms need to be revised for being suitable for nanodevices (i.e., nanomachines)
to communicate in the nanoscale networks. There are two types of communication
in the nanoscale networks as stated below [4].

Molecular Communication (MC): This type of communication is defined as the
exchange of information through the transmission and reception of molecules. These
moleculeswill interactwith nanodevices in biological environment suchhumanbody.

Electromagnetic Communication (EM): This type of communication is defined as
the exchange of information through the transmission and reception of electromag-
netic radiation from nanodevices in nanonetworks. These radiations will be emitted
in specific bandwidth for allow nanodevices to interact and communicate to each
other.

2.3 Communication Issues

This section provides communication issues in the Internet of nano-things to facili-
tate communication process between nanodevices in nano-networks. There are many
communication issues that can be taken into consideration such as nanodevices
addressing, information routing, sharing of communication channel, network dis-
covery, reliability issues [6, 8].

Nanodevices Addressing: Assigning an address to every nanodevice in nanonet-
work require synchronizationbetweennanodevices. Eachnanodevicewhichworks as
end-point in the nanonetwork should have unique address to prevent collision during
communication between these nanodevices. Nanonetwork contains large number of
nanodevices that cannot be easily managed without giving each nanodevice a unique
address. An example of addressing nanodevice in nanonetworks is: an address such
(G7.I8.R2.N5), can be used to refer to the nanonode 5, within the domain of the
nano-router2, connected to nano-micro interface 8, linked to gateway 7.

Information Routing: Establishment routes to allow data and information to be
exchanged among nanodevices in the nanonetwork. It requires new standards and
protocols to manage the transmission and reception of information in easy man-
ner without any complication. With increasing number of nano-nodes inside the
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nanonetwork the communication process will be more complex to route informa-
tion between large numbers of nano-nodes. Nano-routers will be used for routing
information in the nanonetworks and for aggregating information which come from
limited nanosensor devices in addition to control the behaviour of nano-end points
by exchanging very simple control commands.

Sharing of Communication Channel: Mechanisms for sharing communication
channels to access them which are needed to achieve good communication in
nanonetworks. There are many mechanisms which cannot be used in pulse based
communications such as carrier sense medium access control (CSMA) because there
is no carrier signal to sense. The CSMA is a probabilistic media access control pro-
tocol in which a node verifies the absence of other traffic before transmitting on a
shared transmission medium, such as an electrical bus, or a band of the electromag-
netic spectrum. Synchronization during communication between nanonetworks is
also required.

Reliability Issues: Reliability is an important issue to guarantee the transfer mes-
sage from remote control center to nanodevice in the nanonetwork. The reliability
of network can be affected by many aspects such as nanodevice failure and tran-
sient molecular interference in the channel and unexpected errors from nanodevices
during the process of exchanging data and information.

Network Discovery: In nanonetworks every nanodevice is expected to connect
to all other nanodevices in the nanonetwork and discover all surrounding devices
to interact and communicate with them so that there is a need to new solutions for
network discovery to discover any new nanodevice when they are connected to the
nanonetwork.

2.4 Applications

Internet of nano things has many applications in several fields such as multimedia,
military, biomedical, industrial and environmental science as shown in Fig. 2. A brief
discussion on these applications is presented below. Details on these applications can
be found here [5, 6, 8].

Fig. 2 Internet of nano
things applications
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Multimedia: Nanotechnology proposed novel nonmaterial which can be devel-
oped to use the manufacturing of a new generation of miniature photodetectors and
acoustic nano-transducers, which can generate multimedia content at the nanoscale
devices for multimedia applications such as ultra-high-resolution imaging for crime
scenes and ultra-high-resolution imaging of distant objects for satellite imaging. To
capture visual and acoustic information with unprecedented resolution and accuracy,
much higher than current micro-cameras and microphones, so that there is a serious
need to propose new types of nano-cameras and nano-phones. These nano-devices
will overcome the shortages of current multimedia devices by providing higher qual-
ity image and audio sensing capabilities, higher computational and storing capacities
and higher energy efficiency.

Military: Thewar not like before, now advanced biological and chemical weapons
that have huge destroy capabilities which can be used. In this domain, the IoNT can
use nanosensors that have the ability to detect the presence of a chemical compos-
ite in a concentration as low as one molecule. These nanosensors can recover the
molecular composition of a room or the battlefield without requiring external and
large equipment such as the devices used for spectroscopy. These nanosensors that
connected together can be used to detect the origin of problems of very small cracks
in bridges, civil structures, vehicles, textiles and rockets.

Biomedical: Nanosensors now are used for Bio-Nano field for delivering a drug
in specific devices of human body when it has any problem and monitor the level of a
specific substance. In addition to control the intra-cranial pressure, a chemical com-
pound to dissolve a clot in an artery. Embedding nanosensors in human body enable
doctors and healthcare provider to remotely control and monitor any unexpected
change in the body devices by collecting information through these nanosensors.
Nanosensors also enable healthcare provider and doctors for monitoring the glucose
level in blood and different infectious agent for dangerous diseases like cancer by
checking biomarkers of cancer.

Industrial: Internet of nano things can be applied for many domains in industrial
control systems such as enhancing sensitivity of touch technology from surfaces by
using air through developing novel nanosensors that can detect figure movements in
the air and convert it into signals and this technology known as air touch technol-
ogy (ATT) that will change the touch technology industry in the next years for all
electronic devices and also use eyes glass instead of using cell phones which have
large size. Nanotechnology will help to develop these new trends in touch technol-
ogy. Also, nanodevices will use for implementing future interconnected office with
the existing communication technologies to improve the level of interacting people
together in work environment.

Environmental Science: The high sensibility and large diversity of chemical
nanosensors can be exploited in several environmental applications that are oth-
erwise unfeasible with current technologies. In environmental science nanodevices
such as nanoactuators and nanosensors can be used in monitoring and controlling
natural processes between plants. There are many types of biological and chemi-
cal nanosensors that can be used to detect the chemical compounds that are being
released and exchanged between plants. The interaction of nanodevices with natural
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plants can be remotely done from environmental and agricultural centre of studies
for research purpose and develop new products and enhance the existing output of
surrounding environment.

2.5 Security Issues in IoNT

In the Internet of nano things, security plays a vital role in providing safe and reliable
communication environment between nanodevices in nanonetworks. Nanonewtorks
consist of nanodevices that can connect together for exchanging of information.
Attackers can exploit vulnerabilities and weakness in the nanonetwork. Current
security mechanisms and techniques cannot be suitable to secure nanodevices in
the nanonetwork from malicious attacks and crimes because nanodevices are work-
ing in terahertz band physical layer. To protect the IoNT infrastructure, there is a
serious need to propose and develop new security solutions to prevent crimes related
to the IoNT. The existing security solutions cannot be used directly for securing the
IoNT infrastructure. Some of the suggested solutions for securing the IoNT environ-
ment are; check the integrity of data by using checksum algorithms, use encryption
algorithms to encrypt data before transfering between nanodevices, use data hid-
ing algorithms for hide critical data and use multi-layer authentication to guarantee
authenticate user only can access nanonetworks.

2.6 Future Research Directions in IoNT

The advances in nanotechnologies will open new research direction to enable the
internet of nano things in our daily life. There are many research points that can be
taken into consideration as below.

1. To design and develop nanorobots inmicroscale dimension: Nanotechnology has
become one of themost important technologies to develop nano-scale devices for
many fields like medical and healthcare. These nanodevices can be integrated
together to produce nanorobotics. The nanorobotics is a field to develop and
create robots which are in nano-scale dimension.

2. To develop new transmissions mechanisms: In the nanonetwork, the nanodevices
can communicate in distance in range less than one meter which requires new
modulation mechanisms to handle communication of information between the
nanodevices in efficient and effective manner.

3. To develop new compression techniques: The compression process is important
for reducing size of data before transmission in nanoectwork to save power and
energy consumption in addition to transfer more amount of data in short time.
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4. Todesign newarchitecture for nanodevices: Nanodevices are themain element of
the IoNT infrastructure these devices can be useful formany fields like biological
and multimedia.

5. To develop new security mechanisms and techniques: Security is an important
issue to provide secure communication channels to transfer data and information
between nano-scale devices inside the nanonetworks.

6. To develop algorithms for power consumption: Power and energy consumption
help to make nanodevice to life more time especially in critical application like
nanodevice in human body.

7. To develop very fast communicationmechanisms: It is necessary to develop these
types of mechanisms to be suitable nano-things.

8. To develop mechanisms for coding of communication channels: Developing
mechanisms to be able to adapt with transmission of information in terahertz
band in addition to reduce channel errors are necessary in nanonetworks.

9. To develop new types of antennas: In the nano-communication, it is important
to design and develop special antennas to support transmission and reception of
information between nanodevices.

10. Todevelop routing protocols: Routing protocols are responsible formaking trans-
mission of data between sender and receiver easier by chossing the best route
between them. Developing new routing protocols will be an effective solution
in nano-scale environment (i.e.IoNT).

11. To develop new digital forensic techniques: The digital forensic is the process of
extract digital evidence from digital devices. In nanonetwork, developing new
techniques and methodology will help to discover weakness in addition to trace
attackers.

12. To develop analytical techniques: Analyze data which are generated from nan-
odevices will help to predict and make decisions related to the application in
which the data are generated.

13. To develop privacy techniques: These techniques will help to protect and secure
sensitive and critical information.

3 Industrial Internet of Things

In industrial space, there aremany limitations tomake industrial environment smarter
such as reduce power consumption and efficient operational work inside industrial
factories. Now, overcoming these limitations became possible thanks to new tech-
nologies like internet of things and nano-things. The IoNT is an interconnection
of nano-scale devices with accessible Internet and communication networks. It is
embedded with nanotechnology which help in seamless transmission and commu-
nication of data within a given range of operations that can be applied for industrial
field that create new domain called industrial Internet of things (IIoT). The IIoT
is a network paradigm which consist of physical elements, platforms and software
to communicate and share data between them in intelligence way. The corporation
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Fig. 3 Relation between
internet of things and
industrial internet of things

between IIoT and existing industrial technologies will improve and facilitate, cap-
ture of and access to real-time information. In addition to this, it will help companies
and organizations to develop their business and open up a new era of economic
growth and competitiveness. Using intelligent technologies in the IIoT will have a
great impact on increasing productivity, efficiency and operations of industries in the
world. There are many applications available in our life such as a wind farm which is
equipped with sensors and other hardware components to communicate and interact
with all the other windmills.

In the recent years, IIoT and IoT are two important technologies which are helping
to improve and enhance the level of people life. There is a relation between IIoT
and IoT technologies as shown in Fig. 3. The Internet of things has an imperative
economic and societal impact for the future construction of communication and
network system to exchange information between people and things.

3.1 Functional Model of Industrial Internet of Things

Industrial internet of things contains four parts: intelligent assets; a data communi-
cation infrastructure; analytics and applications to interpret and act on the data, and
people. The Internet of things reference architecture provides a reference for building
compliant IoT architectures. As such, it provides views and perspectives on differ-
ent architectural aspects of concern to IoT stakeholders. Within the IoT Reference
Architecture, a Functional view has been developed. It includes seven main areas of
functionality as shown in Fig. 4.



118 H. Ezz El-Din and D.H. Manjaiah

Fig. 4 Internet of things functional model

Communication: An abstraction, modeling the variety of interaction schemes
derived from the many technologies belong to IoT systems and providing a com-
mon interface to the IoT Service. This component provides a reference stack for
communicating with the intelligent devices.

Service: Services includes functionalities for discovery, 1ook-up, and name res-
olution of IoT Services. This component provides for exposing device and sensor
data as a service.

Virtual Entity: Functions for interacting with the IoT system on the bassis of
virtual entities. This component provides for asset-based information exchange.

Process Management: Process modelling, process execution. This component
provides an environment for modelling IoT-aware processes and the tools necessary
tomodel business processes. It also executes these processes by utilizing IoT services
orchestrated in the Service Organization Layer.

Service Organization: Service composition, orchestration and choreography. This
function resolves the appropriate services that can handle the IoT Users request, and
provides an asynchronous way to request service orchestration.

Security: Functions for ensuring the security and privacy of IoT compliant sys-
tems. This component provides for authorization, authentication, Identity manage-
ment, key exchange and management for secure communications, and the like.

Management: This component provides functionalities for dealing with config-
uration, fault identification and isolation, performance, membership management,
reporting, and state monitoring, prediction, and enforcement.
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Fig. 5 Industrial internet of things requirements

3.2 Requirements for Industrial Internet of Things

Industrial Internet of things requirements are coming from the requirements of Inter-
net of things. These requirements help to achieve the main goal of industrial IoT
to improve industrial control systems by making industrial system intelligent and
smarter in several applications like machines auto-diagnosis, temperature monitor-
ing, manufacturing products, monitoring of ozone levels, etc. the Industrial IoT busi-
ness needs cheap and inexpensive devices that work easily to install links like wired,
wireless, power line, and network of the control system in addition to ability to
work in safe and reliable manner. Some of the essential requirements in IIoT tech-
nology like big data and cloud computing are required for better performance and
productivity. These requirements is depicted in Fig. 5.

Cloud Computing: Cloud computing is an attractive area for researchers work-
ing in industrial systems to enable the industrial IoT through using massive cloud
capabilities such as computing, processing and storage. In the IIoT environment,
devices like sensors can generate large amount of real time information that require
huge processing and storage capabilities. These capabilities that can be provided by
the cloud to achieve the cloud on demand, fast, efficient, and flexible data center to
enable the IoT services.

Access: Access to IIoT infrastructure is an important to give users the ability to
manage and control systems from anywhere and at anytime in timely fashion manner
with take in consideration security issues.

Security: Security plays a vital role in IIoT for the safe and reliable operation
of end to end connected devices. Secure wireless and wired communications in the
industrial environment is very import to satisfy availability and safety parameters.

Big Data: There are large amount of generated data from devices and sensors in
the industrial systems which need suitable techniques to manage and handle them
like big data solution (i.e. Hadoop) to predict and enhance productivity and decision
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making. Thiswillmakemore competitive in the industrialmarket for providing better
service for organizations and users in effective and efficient way.

User Experience: User Experience is an important process to make the interaction
between the user and product through enhancing user satisfaction. The user satis-
faction can be done by improving the accessibility, and usability, entertainment and
pleasure provided in the interaction between the user and the product. The process
of user interaction includes the design of better Human-Computer Interaction (HCI)
methods.

Assets Management: Asset management is the business strategies that include
inventory, contractual and financial functions to support management and decision
making for the IIoT environment. TheAssets management help to increase reliability
of IIoT components assets that are including hardware and software elements. Orga-
nizations and companies have to develop effective IIoT asset management strategies
to reduce the incremental risks and saving costs of industrial infrastructure.

Smart Machines: Smart machines are intelligent devices. These machines are the
main element in IIoT environment that uses Machine toMachine (M2M) technology
to communicate and interact with other devices in industrial.

3.3 Benefits of Industrial Internet of Things

Industrial Internet of things has many benefits. These are listed below.

1. Improve operational efficiency through predictive maintenance and remote man-
agement.

2. Performance enhancement in economy and increased visibility into marketing to
produce high quality products.

3. Collaboration between people, devices and the cloud which will result in improv-
ing levels of productivity.

4. Improve performance, safety, reliability, and energy efficiency by connecting
sensors to analytics systems.

5. Tracking performance for real-time marketing of products in the world.
6. Process optimization and energy consumption for control systems through ana-

lytics of big data generated from sensors.
7. Reduce maintenance time at manufacturing plants through real-time monitoring

equipments.
8. Make effective market decisions based on analyzing the collected data from sen-

sors and devices.
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3.4 Security Issues in IIoT

Control systems have different types of threats and attacks associated with them so
that special issues should take in consideration to secure, protect and handle these
systems against malicious users. Control systems is important field in Industrial
Internet of things where large number of industrial devices are connecting together
through IP-supported network to serve the industry field to produce products for help
people to life in better level of comfortable.

Security is very important for the safe and reliable operation of IIoT connected
devices. Security aspects in IIoT will be different from classical IoT due to the
difference in IIoT structure. In the recent time, devices in the control system use IP
address to manage easily and handle them locally and remotely via a network. This
network may connect to the Internet so that it may be attacked by malicious users
and attackers. New types of malicious software and viruses are developed to breach
the security of control systems like stuxnet virus. In IIoT, security consideration
will differ from the IoT system where there is security triangle i.e., Confidentiality,
Integrity, and Availability (CIA) which should be taken into consideration for IoT
systems. But the industrial systems have another parameter which is very important
and critical. This parameter is safety which is used to guarantee and protect people
life.

In the past days, industrial systems [9] were not connected to the IT network so
that little threats and attacks. Security is important issue for securing communication
system between things in industrial system especially in the IIoT. There is still a
need for developingnewmechanisms andmethods to protect industrial infrastructure.
Many vendorsmade someprogress in this area but still there is a serious need formore
security solutions to secure the communication process in the IIoT. There are many
considerations to be taken to protect the industrial Internet of Things environments
as follows:

• Developing and building secure industrial control environments will help
improve the growth of the industrial Internet of things.

• Incorporating industrial security into realworldwill give security profession-
als a complete view of the threat landscape, helping them better evaluatation
the overall risks and threats against organizations in order to build and create
better security and privacy solutions.

• Develop new policies to secure industrial environment to be more safe and
reliable.

• Giving a training about security awareness for industrial system for workers
and engineers who manage and operate control system to understand the
risk of threats in industrial field.
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3.5 Future Research Directions in IIoT

In the next years, organizations and companies will use Industrial Internet of Things
(IIoT) to make novel growth in the industrial field. There are many open problems
that are needed to be solved by providing suitable solutions and suggestions. In this
section, some research points are suggested to help researchers to identify problems
and gaps in IIoT technology such as follows:

1. To develop novel big data solutions: Big data solutions are needed to analyze
data which are generated from machines and sensors. These solutions will help
to predict and make decisions to increase productivity.

2. To develop strategies and methods for energy and power management: Power and
energy management help to make industrial devices to work more time especially
in critical application.

3. To develop new security and privacy techniques: These techniques will help to
protect and secure sensitive information inside the IIoT environment.

4. To design and develop new digital forensic procedures and techniques: Devel-
oping digital forensic procedures and techniques will help to discover weakness
in addition to trace attackers because using new techniques and tools to make
crimes which are novel for industrial control system. These crimes are unique
and designed for breaching the security of IIoT infrastructure.

5. Cloud Portability: Standards for support integration of cloud computing and IIoT
to provide huge capabilities of resources will improve the productivity and per-
formance of industrial control system.

6. Interoperability: Interoperability is currently the biggest challenge facing the
industrial IOT so that is an important research point form researchers is to over-
come this challenge.

4 Conclusion

In the recent time, advanced development in nanotechnology led to nanomachines
and nano-scale devices. They communicate and interconnect via the Internet. The
new networking paradigmwhich is called Internet of nano things have a great impact
in several applications in people daily life, ranging from environmental to industrial
and military. In the other side, Industrial Internet of things has drawn a significant
research attention for many researchers to design and develop new techniques and
methods in industrial control systems based on the use of Internet of things technol-
ogy. The IIoT is considered as a part of IoT that will comprise billions of intelligent
communicating industrial things together. Contents of this chapter are written to help
for the understanding of concepts, communication issues, communication classifi-
cations, architectures, applications, benefits, security and future research directions
which are required to achieve in depth knowledge about IoNT and IIoT technologies.
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Secure Distributed Group Rekeying Scheme
for Cluster Based Wireless Sensor Networks
Using Multilevel Encryption
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and Nasim Afshari

Abstract Recently evolution in various devices, aid unrealistic dreams of connec-
tion between them and people on a large scale comes true and accelerates the idea of
the Internet of Things (IoT). Sensors are playing an important role in this way. Con-
versely wireless sensor networks take the advantages to build a bridge and become
an edge for IoT. By enhancing the usage of wireless sensor networks in many fields
such as military, having a secure environment for communication within sensors is
becoming more obligatory. Wireless sensor networks can be affected by active or
passive attacks. One of the important concerns to reach to the aim of the IoT after
deploying WSNs is its security. In this chapter, a model that is dealing with a variety
of passive attacks, including node capturing and eavesdropping, which make data
to be eliminated or changed is proposed. Due to the resource constrained of WSNs,
secured schemes that use in ad hoc and wired networks are not appropriate. Addi-
tionally, to ensure environmental security and reduce usage of limited resources of
sensors, a novel scheme using dynamic key management and encrypted data security
is proposed. In order to prevent invader’s access to encrypted data, generating a new
key during re-keying model is developed. For this purpose, a random number is sent
as a pattern instead of regular sending a new key to a group of sensors for encryp-
tion. Index of an array, which is pre-distributed among sensors is determined through
location of 1’s in the binary representation of the pattern, involve keys, which used in
encryption or decryption. The results show that the complexity of time is O(K ∗ N),
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where K is the size of the array, which its keys use in encryption or decryption, and
N is the length of the text that should be encrypted or decrypted. Furthermore, by
paying more time linearly the security of the network is increased exponentially for
the larger scales of networks.

1 Introduction

The concept of the Internet of Things (IoT), is that everything is interconnected
and accessible into a global dynamic network. Sensors and smart objects are beside
classical computing devices key parties of the IoT. Since sensors are a key part of
IoT, thus are wireless sensor networks (WSN) [1].Wireless sensor networks (WSNs)
consist of a larger number of small sensor nodeswith limited resources such as energy,
memory and computational capabilities, and some base stations (BS). BSs are much
more powerful nodes that connect the sensor nodes to the rest of the networks.

Nowadays, Wireless Sensor Networks are vital for the Internet of Things (IoT).
One of the fundamental features of WSNs is that the sensor nodes are expected
to operate for long periods of time without attention from a higher-level presence
(e.g. a human) [2]. Moreover, they are primarily designed for realtime collection
and analysis of data in adversary environments. For this reasons WSNs are well
suited to a large amount of monitoring and surveillance applications such as wild-
life monitoring, bushfire response, military command, intelligent communications,
industrial quality control, observation of critical infrastructures, smart buildings,
distributed robotics, traffic monitoring, examining human heart rates, remote plant
control and etc. [3, 4].

Nodes ofWSNs are often placed in a hostile environment, where they are not pro-
tected. Therefore,WSNs like anywireless networks are at risk for various attacks [3].
The monitoring and spoofing of a communication channel by unauthorized attack-
ers are known as passive attack, such as eavesdropping and capturing. Attackers to
WSNs may attempt to eavesdrop on the network and capture cluster heads (CHs) or
sensors to drop the messages totally or selectively, inject a fake data in aggregated
results or read data from its memory. Thus, it is essential to have more security to
WSNs. According to WSNs limitations, designing an effective and energy-efficient
security solution in WSNs is a challenging issue [5].

In order to secure the communication between sensors and the BS, key manage-
ment is required. The goal of key management in WSNs is to solve the problem of
creating, distributing and maintaining those secret keys [6]. Therefore, techniques
that may use in this field are very important. So, key management systems gained
some interest, and various schemes have been proposed for these key management
systems. However, some other researchers try to make WSNs more efficient in their
energy consumption and routings. They proposed different models to reach to an
optimize energy model of a sensor [7], segmentation of the sensors area [8] and
managing the routing protocols of the sensors [9].
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Fig. 1 General classification of security attacks

Most of the prior works on securing sensor data use traditional security solutions
that are based on cryptographic algorithms such as SPINS, or LEAP [10]. In general,
to stand against invaders, hash function and re-keying are used. Figure1 shows the
classification of various attacks categories called as active and passive. On the other
hand, the key management for WSNs can generally categorize into static keying and
dynamic keying based on whether the keys after the initial usage of sensor networks
are updated or not, which is often termed as re-keying. Re-keying occurred when a
node is captured, which would compromise the keys stored in that particular node.
Thus, one advantage of a dynamic key management scheme is to ensure that the
network is not captured by an attacker, and it is the replacement of old keys that is
discovered by invaders.

Typically, grouping is a technique to do localize computation and reduce com-
munication overhead in WSNs. Furthermore, clustering is the most common tech-
nique in grouping. However, the other advantage of clustering is that if a node is
compromised in a cluster, the re-keying process is implemented only for that group
(group re-keying). Many researchers have been interested in group re-keyings due
to its low computational and decrease of complexity [11–15].

In order to implement access control, and prevention of capturing the network,
[16], evaluate the problem of adding security to cluster based communication proto-
cols for similar wireless sensor networks, consisting of sensor nodes with severely
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limited resources and proposed a security solution for LEACH. Despite several solu-
tions that provided in recent work for security improvement of WSNs, attackers can
reach to new keys, which is sent during the re-keying time, and they could change
the information of keys.

The aim of this chapter is to introduce a method to improve the Internet of Things
WSNs security and protect it from these kinds of attacks by creating a new secret key
for sensors and CHs. For this purpose, a novel efficient re-keying mechanism is used
to implement a special patterned key. In the proposedmodel, on the stage of re-keying
instead of sending a new key to a group of captured sensors, a numerical pattern has
been sent to the sensors. Then, the sensors encrypt data according to the received
pattern and key arrays, which pre-distributed to them. The encryption method, which
sensors used, is affine encryption. The rest of the chapter is arranged as follows; next
section is a review literature on the related work, after that the proposed method and
the security model for wireless sensor networks are presented, next is the experiment
and analysis of the proposed method and finally the last part is the conclusion and
future of this work.

2 Literature Review and Objectives

Presently, researchers are working on different innovations and techniques to inte-
grate WSN better into the IoT environment [1]. Network security and its related
technologies become one of the important key challenges in recent years. Conse-
quently, various research and experimental schemes have been proposed. A secure
confidence routing mechanism by using network-based intrusion detection system is
proposed [17], and to continue of this research, they have proposed chasing intruders
by the aim of mobile agents [18]. A dynamic rule-based approach based firewall pol-
icy [19] to implement distributed firewall or hybrid method with the aid of honeypots
showed a significant defense method to the known and unknown attacks.

New strategies and technical reliability of current securities need best practice and
professional investigation. Optimization ofmicro-firewalls as a distributedmethod to
lay in critical infrastructure became a priority to regain the control and latest assess-
ment for large enterprises [20, 21]. However, WSNs and its security provided other
broad range issues, including different vulnerabilities, intrusion detections, secure
routing, encryption and cryptography, and aims by various applications. Turkanovic
et al. [22] proposed a highly efficient and novel user authentication and key agree-
ment scheme (UAKAS) for heterogeneous WSN (HWSN), which was adapted to
the IoT notion. Moreover, their scheme is considerably efficient since it is built on a
simple symmetric cryptosystem. Sabzinejad et al. [1] found that the former method
of Turkanovic has some security deficiencies and is prone to some cryptographic
assaults. So, they focus on overcoming the security weaknesses of that scheme, by
proposing a new and improved UAKAS. The proposed method enables the same
functionality, but increases the security level and enables the HWSN to dynamically
raise without influencing any party involved in the UAKAS.
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One of the advantages of WSNs is dynamic in the sense that they allow the
addition and deletion of sensor nodes after deployment, to grow the network or
replace failing of unreliable nodes. As mentioned before, WSNs are at risk to various
security assaults such as eavesdropping (overhear message transmissions), jamming
(interfere with or block message reception) and node capturing attacks (steal all the
information stored within the captured node) [4].

The necessary cryptographic primitives for WSNs are block ciphers, message
authentication codes (MACs) and hash function [23]. The already available hash
functions (such as SHA1 or MD5) are relatively cheap and can be used in sensor
nodes without a significant overhead. In addition, message authentication codes can
be constructed from block ciphers [24]. Singaravelu and Verma, [25] investigated the
scheme used multivariate cryptosystem. In that scheme, the private key includes the
two invertible affine transformations, whichmakes encryptionmuch faster than some
schemes. In addition, Komninos, Soroush, and Salajegheh [23] introduced the design
and implementation of light-weight energy-efficient encryption algorithm (LEE) that
can be used in a tiny constrained device, especially sensor nodes to provide security
services for the communications.

Another technique to save both computation and communication resources of
WSNs, is data aggregation. One of the threats that injected a fake data in aggre-
gated results is the sensors to be captured. Therefore, data have to be secured during
aggregation using cryptographic techniques. While existing solutions cause a signif-
icant overhead, Boudia et al. [26] present a novel secure data aggregation scheme
for WSNs by using Stateful Public Key Cryptography (SASPKC) to provide an effi-
cient security. This scheme can achieve a high security level with a low overhead in
computation and communication in large-scale scenario. Besides, according to [27],
there are three types of cryptographic techniques for the WSNs has been developed:
symmetric, asymmetric, and hybrid. Since WSNs has limited constrains, the more
lightweight techniques like the symmetric ones aremore suitable, because symmetric
based cryptographic schemes required less computational power.

Turkanovic et al. [28] proposed a novel user mutual authentication key agreement
scheme for heterogeneous WSNs. Then, they have developed a scheme based on
symmetric cryptography. It has been claimed that their scheme in comparison to
the more similar ones, is less computationally cost and has more security features.
But this scheme requires more storage space than others-related ones. Nevertheless,
[29] demonstrated several security weaknesses of the Turkanovic et al. protocol.
In order to fix the security pitfalls, they have designed a novel architecture, which
has been presented for user authentication and key agreement scheme for the WSNs
environment. Their protocol, which not only resists the security weaknesses, but also
achieves complete security requirements.

In eavesdropping scope, most of the current work has only focused on mitigating
its activities [30–32] or protecting the communications by using encryption algo-
rithms [33]. However, a novel analytical framework to eavesdropping attacks and
model is in wireless networks, has been proposed by Li et al. [34]. This proposed
framework enables to evaluate the impact of various factors on the eavesdropping
attacks theoretically. Furthermore, it can calculate the probability of eavesdropping
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attacks, depending on the environments. Then they pro-posed how to reduce the prob-
ability of eavesdropping. Also, Bonaci et al. [4] investigated eavesdropping attacks
inWSNs, that can be prevented bymaking use of symmetric key based cryptographic
techniques to control access to communication among sensor nodes. Conversely, the
use of cryptography requires a mechanism to generate, distribute and when needed,
revoke and refreshes cryptographic keys used for secure communication.

Capturing a node is another hazard that threats the sensors. It enables attackers not
only to hold of cryptographic keys and protocol states, but also to clone and redeploy
malicious nodes in the network [4]. This threat allows the attackers to extract and
spoof data from their memories. As pointed out in [35], the existing adversarial mod-
els such as Byzantine failure or Dolev–Yao threat models are inadequate to describe
node capture attacks. In [36], Eschenauer and Gligor present a key pre-distribution
method that allows secure deployment of WSNs. They also presented node revoca-
tion, and keys update techniques to ensure network connectivity and services. Tague
and Poovendran, [2] investigated the problem of modeling node capture attacks in
WSNs in terms of the impact of the attacks on the network protocols, and secu-
rity by decomposing it into a primitive set of events. In this work, they presented
a model for node capture attacks in WSNs, incorporating attack evaluation metrics
into a framework for optimal attacks. Bonaci et al. [4] present such a comprehensive
framework that is simultaneously able to integrate secure deployment techniques,
corrupted nodes identification algorithms and node revocation methods in order to
studyWSNs resilience to node capture attacks. They derive a linear dynamical model
for a WSN under node capture attacks and different controllers in order to control
the network response to node capture attacks. Figure2 presents the WSN attack
classification.

Fig. 2 Classification of security attacks on WSN
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Key management is a core mechanism to ensure security in network services,
applications of WSNs and communication between sensors and the BS. As it has
been already mentioned before, according to wide application of WSNs, one of the
fundamental security issues that involved many researchers, industrial engineers and
schemes interests areworking on dynamic keymanagement.He et al. [6] presented an
overview of dynamic key management schemes in WSNs. This chapter investigated
security, advantages and disadvantages of each presented schema.

It has to be mentioned that it is not possible to find one single perfect scheme
that can perform well in all evaluation metrics, as each of them has some definite
strengths, weaknesses and suitability for specific situations. In any dynamic key
management scheme, the re-keying mechanism can be done either periodically or on
demand in response to a node capture. Thus, one of the advantages of a dynamic key
management scheme is, the replacement of old keys that are revealed to an attacker
in order to ensure that the network is not captured by them [14].

Grouping is a technique to do localize computation and to reduce communication
overhead in WSNs. Dini and Savino [12] have proposed a group key revocation
protocol for WSNs. This protocol also provides a lightweight key authentication
using one-way hash chains. The authors have shown that using this structure, the
numbers of messages are reduced, but some of the messages should be sent to more
than one member. But the drawback of this scheme is that, it does not provide
backward secrecy, and that is due to the use of hash chains of keys. Jiang et al. [13],
offered a scheme that improves the Dini and Savino works by using a dual hash
chain, in which nodes can authenticate the new group key, but the revocation could
not be completed on-demand, and it should be planned in advanced. Also, there is an
implicit assumption that the attacker is not able to compromise group nodes, hence,
could not read the keying materials in their memory.

Another protocol for updating group key has been proposed in [14] by Khan
et al.. They adapt the secret-sharing revocation schemeby reducing the computational
overhead. Zhang in [11], has proposed a group re-keying protocol. In this protocol
each member distributes encrypted shares of its re-keying materials to other nodes,
which will be returned to the node in a re-keying event. To determine the efficiency
of any re-keying scheme for WSNs depends on several parameters, Khan et al. [14]
in their paper presented an efficient re-keying mechanism for cluster-based WSN,
which requires broadcast of only one message from the base station for re-keying.

Seyed et al. [15] proposed a new group re-keying scheme, which is based on local
collaboration of group members. It can be used with any key size. The re-keying
process is handled locally in the group itself. Wang et al. [37] investigated an effi-
cient re-keying mechanism, which employs a Lagrange polynomial interpolation to
calculate the new group key, that also scalable and is based on secure protocol for
key revocation in WSNs. The protocol guarantees an authenticated distribution of
new keys that is proficient in terms of storage, communication and computing over-
head. The proposed protocol reduces the number and the size of re-keying messages.
However, according to Eschenauer and Gligor, traditional key pre-distribution offers
inadequate solutions that each being pair-wise privately shared with another node,
and must be installed on every sensor node. Eschenauer and Gligor [36] proposed a
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simple key pre-distribution scheme that requires memory storage, and yet has similar
security and superior operational properties in comparison to those of the pairwise
private keys-sharing scheme. Their scheme relies on key sharing among the nodes,
uses a simple shared-key discovery protocol for key distribution, revocation and node
re-keying.

3 Proposed Model

Wireless sensor networks are subjected to many attacks due to their wide range of
applications. Therefore, security is an important issue to this subject. It has been
mentioned before that commonly, attacks are classified as the active and passive cat-
egory, however, monitoring and spoofing by unauthorized is coming under passive’s
class. On the other hand, the attacks against privacy are passive in nature. Therefore,
the proposed model in this study focuses on variety of passive attacks, including,
eavesdropping and sensor capturing. Management of secured key for all available
nodes in a network during attacking would be having a high overhead of computa-
tional, communication and energy consumption. Therefore, grouping technique is
deployed for the sensors within the networks. Clustering is the most common tech-
nique in grouping. One of the advantages of clustering is, if a node is captured in
a cluster, the re-keying procedure is applied only for that cluster, which is under
attacks. Figure3 presents the same activity on a particular node.

In this chapter, a new model of re-keying that immune the WSNs from passive
attacks is proposed. This model is suitable in various industrial environments includ-
ing, actuators, smart meters, pole-top devices, wireless body sensor networks and
new smart home appliances, along with that various other usages are included differ-
ent military, aerospace and transportation purposes. For assuring that compromised

Fig. 3 Re-keying procedure
is applied only for the cluster,
which are under attacks
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nodes do not take part in the group communication. It is assumed that groupmembers
share a secret pattern that uses to authenticate messages, which is already broadcast
within the group. Upon detecting a compromised sensor node, a new group pat-
tern key must be distributed to all that group members have a secured network. On
the other hand, due to a limited lifetime, cryptographic keys in WSNs can expire.
Therefore, patterned keys used for secure communication in WSNs and should be
periodically updated. For applying security in a network to deal with passive attacks,
which is captured sensors, a string that is included numbers, will be sent to the sensors
before, instead of the key. Then, each CHs send a random key to all their member
groups to determine that which numbers in a pre-distributed array must be used in
cryptography. Moreover, in order to avoiding of capturing of the whole network,
when the attackers capture a sensor, CH generates a random number again and then,
informs all other sensors in the group under attack except compromised sensor (the
re-keying process that already has been described will initiate).

In order to improve security of the network, multi-level cryptography is deployed.
The sensor encrypts data, according to location of 1’s in the binary representation
of sending random number in the pre-distributed array. Further, affine cipher would
be used for each selected key in the pre-distributed array. This means that, at first
the first key encodes the sent message, and then the second key encodes the result of
the first step, etc. It has to be mentioned that to provide a complete security for the
network, the re-keying would be performed for all clusters, periodically. Details of
the proposed model is explained in the following sections.

3.1 Affine Cryptography

Affine encryption is one of the well-known cryptosystem in the substitution of
ciphers. Actually, in case of the substitution cipher encryption/decryption are arith-
metical operations, but it is more convenient to think of encryption as permutations
of characters and so the decryption function will be the inverse permutation. The
special aim of the substitution of the cipher with the affine cipher is restricting the
encryption functions to functions in the form of:

Encrypt(x) ≡ (Ax + B) mod M (1)

where A and B are the secret keys to cipher, so that number will be chosen from
integers {0, 1, 2, 3, · · · , (M − 1)}, and x is the symbol to be encrypted, and modulus
M is the endpoint size to choose.

In affine cipher, each plaintext is first mapped to the integers in the range [0,M−1]
for a fixed integer M. Then it uses modular arithmetic to transform the integer into
another integer named cipher-text. Note that, A and M are co-prime, so it can be
decrypted, where the decryption function is defined below.

Decrypt(x) ≡ A−1(x − B)(mod M) (2)
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where A−1 is the modular multiplicative inverse of A modulo M, i.e., it satisfies the
equation:

AA−1 ≡ 1(mod M) (3)

It can be shown that, decryption function is the inverse of the encryption function
as defined in Eq.4. Hence, forward each key means a pair of A and B.

Decrypt(Encrypt(x)) ≡ A−1(E(x) − B)(mod M)

≡ A−1(Ax + B(mod M) − B)(mod M) (4)

≡ A−1(Ax + B − B)(mod M)

≡ x (mod M)

3.2 Mechanism of Selection of Keys from an Array

As aforementioned, in our re-keying phase, CHs send a random key to sensors to
determine that which numbers in the pre-distributed array must be selected to use in
encryption. In this section, its functionality is described in details.

1. At first, in the re-keying process, a number between 1 and 2K−1 will be generated
by CH and send to sensors.

2. Positions of 1’s in the binary representation of the generated number by CH,
determine indexes of the array, which their keys involve in encryption. Therefore,
the sensors detect the positions of 1’s of this number and then extract the keys.

In fact, in this model re-keying means generating another random number in the
range of [1, 2K−1]. Each number in this range, represents a unique combination of
the keys. Each sensor receives a number, which is sent by CH as a pattern, then
selects the keys from the pre-distributed array (keys []) and saves them in a new
array (selectedKeys []) by using the following Algorithm 1. After that the keys in
the selectedKeys[] will be used in the encryption.

In this algorithm, index i is for keys[] and index j is for SelectedKeys[]. In fact,
ith index moves from the rightmost bit toward the leftmost bit of pattern. The pattern
which is sent by CH will be shown by P. If the rightmost bit of P equals to 1 that
means it’s odd. So the first number in the keys’ array should be selected and if the P
is even, then the first number in this array will not be selected. The rightmost bit of
P is being dismissed by dividing it by 2.
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Algorithm 1 (Selection of Keys)

1. i = 0
2. j = 0
3. while (pattern != 0)
4. if (pattern % 2 == 1)
5. selectedKeys[j] = keys[i]
6. j = j + 1
7. i = i + 1
8. pattern = pattern/2

The mentioned process will do for new numbers till pattern (P) will be 0. In
every executing of “while loop”, i increases by one and a digit is being dismissed
from the right side of the pattern. At the end of this algorithm, j keys have selected
from keys[ ] and have stored in selectKeys[ ]. In other words, keys[i] is selected when
pattern & 2i �= 0. Otherwise, it is not selected. The index i varies from 0 to K, i.e.,
0 ≤ i < K and & is the bitwise AND operator. K is the size of the array that its keys
use in encryption or decryption.

Example 1 Suppose that K = 10 and CH sends the number 621 as a pattern P to
the sensors. The following steps will be done to detect the keys in the pre-distributed
array. These selected keys are ready for using in the encryption process.

621%2 = 1 (621 is odd), so Keys[0] is selected.
pattern = pattern/2, and the new value of the pattern is 621/2 = 310.
310%2 �= 1, and so Keys[1] is not selected.
pattern = 310/2 = 155
155%2 = 1, and so Keys[2] is selected.
pattern = 155/2 = 77
77%2 = 1, so Keys[3] is selected.
pattern = 77/2 = 38
38%2 �= 1, and so Keys[4] is not selected.
pattern = 38/2 = 19
19%2 = 1, so Keys[5] is selected.
pattern = 19/2 = 9
9%2 = 1, so Keys[6] is selected.
pattern = 9/2 = 4
4%2 �= 1, so Keys[7] is not selected.
pattern = 4/2 = 2
2%2 �= 1, so Keys[8] is not selected.
pattern = 2/2 = 1
1%2 = 1, so Keys[9] is selected.
pattern = 1/2 = 0



138 M. Yazdinejad et al.

Fig. 4 Positions of 1’s in
binary representation of 621

In Fig. 4, the binary representation of the number 621 has been shown. Green
cells represent the indexes of the pre-distributed array that their keys involve in
encryption. According to the above illustration, each message which is sent from
CH to the sensors, at first encodes by Keys[0] then its result encoded by Keys[2] and
so on.

The re-keying process in CH can be done with any of random number genera-
tor algorithms or built-in functions in programming languages. However, it should
mention that the consumption time is over ten times running of the algorithm and
for each time the average consumed time of encryption/decryption is presented.

3.2.1 Generating Controlled Random Numbers

It is obvious that the complexity of encryption is depending on selectedKeys[] (num-
ber of 1’s in the binary representation of random number). Therefore, the fewer
number of 1’s in random number has the lower complexity. Generation of random
numbers can be controlled in a way that number of 1’s are not scanty (because of
security) and are not numerous because of complexity of time. This section, intro-
duces an algorithm for generating random number with control on the number of 1’s.
Controlling the number of 1’s in the binary representation of the random number can
be done by setting upper and lower bounds for the number of 1’s.

Algorithm 2 (Controlled Random Number Generation)

1. A[K] = {0, 1, 2, . . . , (K − 1)}
2. oneCount = random [(K/2) − 2, (K/2) + 2)]
3. A = random − shuffle(A)
4. mask = 0
5. for i = 0 to oneCount − 1
6. mask = mask + (2A[i])
7. return mask

Random number must be selected neither great to increase time complexity, nor
very small for endangerment security. So, the number of 1’s should be determined
randomly from a range of [(K/2) − 2, (K/2) + 2] (oneCount). In fact, lower bound
has been considered as (K/2) − 2 and upper bound as (K/2) + 2. Then, a random
permutation from 0 to (K − 1) is generated and selected the first oneCount’s numbers
from the permutation. These numbers will be the positions of 1’s in the binary
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representation of the random number. The following pseudo code expresses the
process of generating random numbers.

Example 2 Consider K = 10 and after executing line 3, oneCount = 6 and A =
{6, 2, 0, 9, 3, 5, 8, 1, 7, 4} and by running the loop, the result of masking will be as
below:

mask = 0 + 26 = 0 + 64 = 64
mask = 64 + 22 = 64 + 4 = 68
mask = 68 + 20 = 68 + 1 = 69
mask = 69 + 29 = 69 + 512 = 581
mask = 581 + 23 = 581 + 8 = 589
mask = 589 + 25 = 589 + 32 = 621

Therefore, the output of function in this case will be 621. This function should
be located in each sensor, which is potentially capable of being CH. So, if it detects
sensor capturing in the group, it generates another random number and sends it to
the other compromised sensors. As it is presented, the re-keying process by CH,
includes generation another random number in the range of [1, 2K−1] (of course
while it controls the number of 1’s). The Simulation of random number generation
has been done by using C++.

4 Experimental Work

To deal with attackers that are trying to capture sensors over time, re-keying process
is being done. If encryption and decryption with the same previous key can be done,
the attacker who captured a sensor could easily decrypt the data by receiving new
messages, and after encryption can send any message to the CH. Besides, to deal
with the attackers who eavesdrop on the network, a number is being sent to the
sensors instead of sending a new key in the re-keying process. Therefore, the sensors
can perform encryption by using the numbers and the material that they already
have. These kinds of attackers, can eavesdrop on new keys in re-keying in addition
to eavesdropping the encrypted text (cipher text). Hence, they can use the key and
encrypt the texts, nevertheless, by implantation of the proposed method; the attacker
will not be able to understand the method of encryption/decryption even with the
eavesdropping the numbers that have been sent to the sensors in the re-keying process.

4.1 Analysis

However, using proposed method assured the security against two types of attackers,
but the complexitywill increase in terms of time andmemory.As theKgets larger, the
number of different combinations that can be made with keys, increases. Therefore,
there is a tradeoff between security and complexity. As it is already presented by
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Table 1 Memory consumption (kilobyte), running time (ms) and number of instructions (million)
of the proposed mechanism for a text with the length: 50000

K Pattern Number of 1’s Memory (KB) Time (ms) Instruction
(MI)

10 37 3 288.7 136 60.14

610 4 288.7 175 76.52

398 5 288.7 218 91.96

821 6 288.7 257 108.6

727 7 288.7 297 125.0

7846 8 288.7 336 141.7

44211 9 288.7 379 158.6

20 828589 10 288.7 414 174.6

402173 11 288.7 463 190.6

841275 12 288.7 504 205.9

Simple Affine
Encryption

273.4 46 27.41

rising of K, the number of various combinations that can be made with keys, also
grows exponentially that aids to increase security exponentially too, while the growth
of complexity of time is linear and memory is constant. So, it seems that the K can
be increased as much as the memory, energy of sensors and respond time endorsed
in which, sensors are allowed to respond to the CH.

Presented multi-level encryption has been simulated with the C++ language pro-
gram that was implemented on Intel core i5 with 6G.B of RAM, and running at
a clock frequency of 1.7MHz running Windows and Fedora operating system for
various analyzers and simulators, included, Massif-visualizer, Valgrind and Matlab.
There are three inputs defined in this simulation: a Boolean, an integer, and a string.
The Boolean is for determination of encryption or decryption, the integer is the pat-
tern that is shown by P, and the string is the text that should be encrypted or decrypted
depended on the flag. If the flag is true, the text will be encrypted by P, otherwise,
the text will be decrypted by P and K. Then, by using the predefined keys in the
program encryption will execute according to the algorithm that already explained.
In Table1, the running time of the program is shown in a text with 50000 characters,
where K = 10 and K = 20 with consideration of the number of 1’s in pattern.

4.2 Memory Consumption

Depend upon the sensor type, memory requirement is decided for implementing the
proposed method. There might need a little quantity of extra memory required as
it is used to store the programs for decoding the pattern and for random number
generation. As it has been mentioned before, each sensor which is capable of being
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Fig. 5 Memory
consumption based on the
proposed model

CH should have a random number generation program. Meanwhile, providing keys
to the sensors requires memory, which depends on the K and type of keys.

It’s worth noting that the selected Keys array is written for a better understanding
of the concept of pseudocode and it is not used in the implementation process. In
fact, encryption will execute with corresponding key, while each position of 1’s in
the pattern determines the level of encryption. Therefore, the number of 1’s in the
pattern has no effect on the quantity of storage memory (Fig. 5). Table1, presents the
memory consumption, running time and number of instructions of the program in
a text with 50000 characters, where K = 10 and K = 20 with consideration of the
number of 1’s in pattern.

Thesemeasurements have been done byValgrind that is an instrumentation frame-
work for building dynamic analysis tools. It gives a few snapshots and information
about memory usage during the run time of program and stores them. In order to
compare a pattern with variety of 1, Figs. 6, 7, and 8, illustrate the memory con-
sumption, by implementing massif-visualizer. In these figures memory consumption
in encryption with a minimum number of 1’s andK = 10 (Fig. 6), maximum number
of 1 s and K = 20 (Fig. 7), and simple affine encryption (Fig. 8) is depicted. It has
to be mentioned that in the present scheme, the number of 1 s in pattern represents
the number of encryption that must be done. In the following figures, the X-axis
represents time, and the Y -axis represents how much memory is consumed.

4.3 Time Consumption

In re-keying phase, each sensor has to extract keys from pre-distributed array and
encrypt data with them. So in fact the total complexity of each sensor is calculated
by using Eq.5.



142 M. Yazdinejad et al.

Fig. 6 Visualization of the proposed model on (pattern = 37) by massif-visualizer tool

Fig. 7 Visualization of the proposed model on (pattern = 841275) by massif-visualizer tool
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Fig. 8 Visualization of simple affine encryption by the proposed method (considering Table1) by
massif-visualizer tool

Total Complexity = Complexity of Encryption + Complexity of Extracting Keys
(5)

Complexity of encryption in this phase will be presented with O(N), such that
N is the length of the text that should be encrypted or decrypted. Assuming M is
the number of 1’s in pattern, then the time complexity of encryption is O(M ∗ N).
Complexity of extracting keys isO(lgP) orO(K)where P is the sent number toward
sensors byCHandK is the size of the array that its keys use in encryption. It is obvious
that the complexity of encryption is depending on the size of selectedKeys[ ] (number
of 1’s in the binary representation of random number). However, the fewer number
of 1’s in random number has the lower complexity.

On the other side, as it has mentioned before, generation of random numbers
can be controlled in a way that number of 1’s are not scanty and numerous. This
function should be located in each sensor, which is potentially capable of being CH.
CH will generate random numbers in the re-keying process. The time complexity
of this function depends on two parts: first part is related to random shuffle, and
the second is related to the loop that the complexity of both of them is O(K). So,
the total complexity for generating random numbers is O(K). Therefore, overhead
time in this phase is related to extracting keys, multi-level encryption and generating
random numbers (for CHs). So, the total time complexity of re-keying phase, in the
worst case, is O(K + M ∗ N).

Since in the proposed model, the number of 1’s is nearly K/2, O(M) = O(K).
Thus, O(K + M ∗ N) = O(K + K ∗ N). Consequently,
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Fig. 9 Comparison of the
running time of the proposed
mechanisms for K = 10 and
K = 20 with consideration
of the number of 1’s in
pattern, and simple affine
encryption

Fig. 10 Comparison of the
number of instructions of the
proposed mechanisms for
K = 10 and K = 20 with
consideration of the number
of 1’s in pattern, and simple
affine encryption

Complexity of time = O(K ∗ N) (6)

Figure9 illustrates the comparison of running time of the proposedmechanism for
K = 10 and K = 20 with consideration of the number of 1 s in pattern, and running
a simple affine encryption. Of course, it is clear that running time is depending on
the number of instructions, which are executed. Since, the number of 1 s in pattern
represents the number of encryption, which must be done, as shown in Fig. 10,
increasing the number of 1 s in pattern will cause increase instruction that reason
increases the time.

Finally, in Fig. 11 all factors of memory, running time, number of instruction and
security of the proposed model are shown based on K. As it is clear, with increasing
of K, the security of our model increases exponentially (2K) while the number of
instructions and time also is increasing linearly, and memory is nearly constant.
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Fig. 11 Comparison of all
factors (memory
consumption, running time,
number of instruction and
security of the proposed
model. (PCK: possible
combination keys)

5 Conclusion and Future Work

Adapting wireless sensor networks in the next generation of products is one of the
aims of the IoT to connect all four angles of this square, which are processes, people,
data and things.Basedon this idea security of the sensors is becomingoneof themajor
issues. This chapter proposed a new re-keying mechanism for WSN, where there
might face a passive attack such as eavesdropping and capturing of a sensor which,
make data to be eliminated or changed in wireless sensor networks. The model is
applicable to use for various IoT sensors, wireless body sensor networks, smart home
appliances,military, aerospace and transportation. Due to the resource-constrained of
WSNs, secured schemes that use in this network is critical. To ensure the security, in
presenting scheme, CHs send “one random number” to the nodes instead of sending a
newkey, thenmulti-level encryption is donewith this number for sending secured and
authenticated messages between sensors and CH in a group. The proposed model
is implemented with C++ in the visual studio ver. 2013 and then compared the
outputs based on levels of encryption, which is dependent upon the number of 1’s
in random number sent by CH. The results show that by paying more time linearly
and without sensitive change in memory consumption, the security of the network
is increased exponentially for the larger scales of networks, however, increasing the
time is negligible as for the number of 841275, it will be only 504ms and much
better than the current available methods. The future work includes optimization of
this mechanism for a less time-consuming for larger scale of networks.
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Recognizing Attacks in Wireless Sensor
Network in View of Internet of Things

D.P. Acharjya and N. Syed Siraj Ahmed

Abstract Wireless sensor networks are wide spreading, dominating, and has a
far-reaching range of utilizations such as battlefield scrutiny, traffic scrutiny, for-
est fire detection, flood detection etc. Both industry and academia are targeting their
research works for the sake of advancing their functions. The safety of a wire-
less sensor network is negotiated due to the random distribution of sensor nodes in
exposed environment, memory restraints, power restraints and unattended nature.
Furthermore, providing confidence between every couple of communicating nodes
is a demanding issue and is of prime importance in internet of things. Under these
conditions this chapter spotlights variety of attacks and their symptoms thoroughly.
The chapter analyzes them based on trusting based protection techniques including
classical techniques such as fuzzy, Bayesian, game theory etc. Modern techniques
such as clustering, bio-inspired computing, key establishment based techniques are
stressed upon to provide maximum protection for each node in the wireless sensor
network.

1 Introduction

Currently sensors are accessible everywhere. Wireless sensor networks have become
one of the most attractive and promising field over the past few years. We take it
for granted, but there are sensors in our smart phones, vehicles, ground monitoring
soil conditions in vineyards and even in the factories controlling CO2 emissions.
Although it seems that sensors have been around for a while, the study on wireless
sensor networks initiated back in the 1980s. But, recently wireless sensor networks
produced an increased interest because of industrial perspectives. It is because of
the availability of cheaper, tiny in size low powered miniature components such as
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radios, sensor, and processors that were often unified on a single chip to monitor
some particular phenomenon collectively. Akyildiz et al., proposes the traits such as
flexibility, self-organization, high sensing fidelity, fault tolerance, cheaper and rapid
distribution. It created many new and current applications in real life such as wildlife
monitoring, disaster response, military scrutiny, smart building, industrial quality
control, battlefield scrutiny, traffic scrutiny, forest fire detection, flood detection,
humidity recording, temperature recording, pressuremonitoring and lightmonitoring
inside the area of distribution [1]. The recorded measurements are sent back to
base station. The transmission range of sensor nodes are restricted to tens of meters
and hence not all of them can directly transmit with the base station. Therefore,
information is sent hop-by-hop from one sensor node to another node until they
reach the base station.

Protection becomes an important issue in wireless sensor networks and brings
new threats for protection engineers. Karlof et al., discusses various kinds of attacks
against wireless sensor networks have been detected so far such as sinkhole attack,
sensed data attack, black hole attack, bogus routing, selective forwarding attack,
wormhole attack, and hello flood attack, etc. [2]. All the protection solutions intro-
duced so far can be partitioned into two models: prevention based models and detec-
tion based models. Prevention based models, such as encryption and certification,
are often regarded as the first line of defense against attacks. Further more crypto-
graphic models can also be used to prevent an external attacker from altering the
ongoing transmission. The field of distribution is not usually physically protected
and an attacker can easily enter into the field, and imprisonment some nodes. Since
they are not tamper-resistant, the attacker can modify the software running on the
nodes to launch an array of internal attacks such as selective forwarding, jamming,
and hello flood attacks. Detection based models are designed to identify and detach
internal attackers after failing of prevention based model. However, the harm caused
by internal attacks might be serious.

Intrusion detection systems are proper tools to defend against internal attacks and
they are generally used in common networks. Furthermore, there are two kinds of
intrusion detection systems: signature based detection and anomaly based detection.
Signature based detection systems compare the known attack profileswith suspicious
behaviors whereas anomaly based detection systems recognize unusual deviations
from pre-established common profiles to identify the abnormal behaviors. How-
ever, these intrusion detection systems cannot be directly applied to wireless sensor
networks mainly due to severe restraints of sensor nodes on energy, memory and
computing power. It is enough to have several probes in common networks if they
are fixed in traffic assembly points. In wireless sensor networks, some attacks can
be identified only by the neighbors of a malicious node. Hence, we assume that each
sensor node runs an intrusion detection system agent and supervises its neighbors in
indiscriminate mode. It is believed that the collected information is analyzed locally
by a sensor node itself or in collectively with only nodes from the close surroundings.
This is because of high energy consuming transmission, where one transmitted bit
consumes the power of executing 800 instructions [3].
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This chapter analyzes various attacks, protection requirements, trust analysis
and challenges pertaining to neighborhood based anomaly detection model [4, 5].
Following the introduction in Sect. 1, symptoms of various attacks in wireless sensor
network is presented in Sect. 2. Protection requirements in wireless sensor networks
is discussed in Sect. 3 followed by analysis of trust in Sect. 4. Challenges to trust
techniques in wireless sensor networks is presented in Sect. 5. A brief about mod-
ern trust techniques for wireless sensor network is offered in Sect. 6 followed by
conclusion in Sect. 7.

2 Symptoms of Various Attacks in Wireless
Sensor Network

This section describe selective forwarding, hello flood, jamming, routing anomalies
and identity duplication including packet alteration attack together with their symp-
tomswhich can be applied in the neighborhood basedmodel to identify these attacks.
These symptoms help us in identifying the concerned attack.

2.1 Jamming

In jamming attack amalicious node intently tries to intervene with physical transmis-
sion and reception of wireless connection as shown in Fig. 1. This chapter, discuss
various jamming attacks such as deceptive, constant, random, and reactive. A decep-
tive jammer uniformly injects regular packets without any gap between subsequent

Fig. 1 Diagrammatic representation of jamming attack
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packet transmissions. A random jammer substitutes between sleeping and jamming
randomly. A reactive jammer stays muted when the channel is idle but starts trans-
mitting as soon as it senses action on the channel [5]. Generally, jamming attack
deals with signal strength, packet sending and receiving rate, packet delivery ratio,
and certify rate.

Signal strength (SS) is an analysis of the power present in a received wireless
signal. The signal strength of the node ni j received at a node is denoted as SS(ni j ).
The circulation of SS(ni j ) is affected by a deceptive jammer. A node in the network
considers the node ni j malicious if the circulation of SS(ni j ) significantly differs
from circulations of {SS(ni1), · · · , SS(nimi )}. This approach of jamming cannot be
applied to reactive and random jammers [5].

Packet sending rate (PS) is the amount of packets sent over a fixed period of time.
The packet sending rate of the node ni j noticed by a node is denoted as PS(ni j ).
This help in identifying deceptive jammer. Packet sending rate of a deceptive jammer
significantly distinct from the neighboring nodes since it sends an abnormal rate of
packets in comparison to legitimate nodes. On the other hand, packet receiving rate
is the total amount of packets received over a fixed period of time. It is of two types
such as packet receiving rate with and without retransmissions. The combination of
packet receiving rate with the packet sending rate can be used to identify a random
jammer.

Packet delivery ratio is the ratio of packets that are favorably delivered to a sink
compared to the number of packets that were sent by a sender. It can be computed
as the ratio of the number of received certified packets with respect to the number
of sent packets. This approach is oftenly applied in reactive jammer. Similarly, the
packet certify rate is the amount of certifies (acknowledgements) sent to the node
that are noticed by a node. Existence of any type of jammer in a nodes neighborhood
can be noticed based on packet delivery ratio drops down [5]. But, identification of
attacker itself is not disclosed.

2.2 Hello Flood Attack

In hello flood attack, a malicious node circulates hello packets using a more pow-
erful transceiver than a general sensor node. Nodes receiving such hello packets
may falsely assume that they are within the wireless range of the sender and try to
advancing their packets through this malicious node. These packets will not reach its
destination [2]. This attack can be detected with the help of received signal strength.
In such cases, the signal strength of nearest neighbor of a malicious node is signifi-
cantly higher than signal received from other neighbors.
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2.3 Selective Forwarding

Packets are oftenly transmitted from one node to other in a network. Packet forward-
ing rate of a specific node is the number of packets that the node received from its
neighbors and appropriately advanced to its destination node during a fixed period of
time. By default, inmany cases packets are dropped during transmission and based on
this packet dropping rate is computed. Packet dropping rate is the number of packets
that were sent to a particular node but are not advanced by that node. A node having
considerably higher packet dropping rate than other nodes in the neighborhood is
treated as malicious. A malicious node frequently refuses to advance certain packets
and simply drops them. It leads to an attack called as selective forwarding. Such type
of attacks can be detected by observing the packet dropping rate of neighbouring
nodes. The sensor nodes that are neighbor to each other should have very much
identical packet dropping rates. If any part of a network is congested or affected
by environmental changes then majority of nodes in that part will have the packet
dropping rates similar.

2.4 Routing Anomalies

Routing anomalies are more delicate forms of faults. In such cases, a faulty node
cooperate in the information gathering process, but it does not do so according to
the protocol requirement by design. The impact of which is generally local and
restraints to individual nodes. A routing anomaly often heads to coordinate faulty
behaviors among multiple nodes. A node may only advance a subset of traffic and
mistreat some. Routing anomaly is produced due to a number of reasons such as
buggy routing module, injection of false routing message, and malicious routing
attack from foreign entities.

The prime complexity is how to accomplish software faults methodologically.
One solution is to utilize fault reports from current sensor network projects whereas
the other is to correct programs at random places. Unfortunately, the first solution is
not useful as these faults are not well recorded. But, faults created this way may not
be very significant. In contrast, considerable work has been performed on routing
attacks and their defenses in reference [7]. Various well recorded routing attacks to
produce significant routing faults are black hole, sink hole, flooding, warm hole, grey
hole etc. This section talk about such attacks briefly along with its symptoms.

2.4.1 Black Hole

In wireless communication, black holes refer to areas in the network where arriving
or advancing traffic is wordlessly discarded without conveying the source that the
information has not reached its intended recipient. When analyzing the topology
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Fig. 2 Diagrammatic
representation of black hole
attack

of the network, the black holes themselves are hidden, and can only be identified
by noticing the lost traffic. In multi-hop wireless sensor networks, nodes act as
routers to circulate messages from their children to their corresponding parents and
eventually to the sink. A black hole node drops the sending packets from its child
nodes. Compared to fail-stop breakdowns, the malicious node may appear normal
to its parent as it can still transmit its local information. A graphical presentation is
presented in Fig. 2. In Fig. 2, it is clearly seen that node 3 and node 6 are malicious.

Additionally in black hole attack, the sender node receive replymessage from fault
node and make shortest way to receiver node. Malicious node sends reply message
after authorised node to sender node and then sender become confuse in two replies.
In this, the data packets fully dropped by sender node. The sender node sends large
amount of route request message to every nearby nodes.When route request message
is received bymalicious node, then it sends route replymessage to sender nodewhich
is un-real and also shows the shortest path to reach to receiver node. Sender node
accepts the reply message from un-real node which is termed malicious node and
transfers the packets.

Black hole attack are of two types such as internal black hole attack and external
black hole attack. In internal black hole attack, an internal node become the fault node
and makes route from sender node to receiver node. In external black hole attack,
attack occurs from outside of the network. It is called as denial of service (DoS)
attack. In this attack, network take advantage from network traffic and collapse the
whole network. It is done by an external fault node and then working as same as
internal node.

2.4.2 Sink Hole

The sinkhole attack is specifically a serious attack that blocks the base station from
acquiring complete and accurate sensing information. Consequently, it produces
serious threats to higher-layer applications. In this attack, a malicious node tries to
draw complete or as much traffic as possible from a particular place, by making itself
looking attractive to the neighborhood nodes with respect to the routing measured.
As a result, the attacker succeeds to attract all traffic that is directed to the base
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station. By taking part in the routing process and generating more serious attacks
like selective forward, modify or even packet drop [2].

A black hole restraints by the number of child nodes along with the sink tree,
which use the malicious node as relay. In contrast, a sink hole is a more serious form
of black hole. A malicious node communicates fault routing information often by
advertising a router of shorter hops to the sink. As a result more neighborhood nodes
attract to use this node as relay. Simultaneously, more nodes are disconnected from
the sink when the malicious node drops all the transit traffic.

2.4.3 Flooding

Flooding is an attempt to block the victim from being able to use complete or part of
wireless connection. Flooding attack allows an attacker to pervert, subvert, disrupt,
or destroy a network, and also to minimize a networks capacity to provide a service
[8, 9]. Additionally, such attack widen to all the layers of the protocols of stack. They
are generally very complicated to block because they exist in various forms inside
the network. For instance, a malicious node can send large number of requests to a
server which has to test the legality of the nodes. Due to the large amount of requests,
the server will be busy in testing illegal requests and so it will not be available for
the legal ones. This motivates declining the performance of the entire network as the
network gets blocked due to illegal requests.

2.4.4 Worm Hole

This type of attack occurs on the routing protocol in which the packets or single
bits of the packets are acquired at one location, channeled to another location and
then replayed at some other location [10, 11]. In this attack two or more attackers
are connected by high speed off channel link called wormhole link. Attackers forms

Fig. 3 Representation of wormhole attack
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tunnels to transfer the data packets and replays them into the network. This attack
has a tremendous effect specially against routing protocols. Routing mechanisms are
generally confused and disrupted because control messages are tunneled to wrong
direction. The tunnel created between the two attackers is termed as wormhole link.
Figure3 depicts the working of wormhole attack. Packets received by node 1 is
replayed through node 9 and vice versa. In general, it take several hops for a packet
to traverse from a location near node 1 to a location near node 9. Packets transmitted
near node 1 travelling through the wormhole will arrive at node 9 before packets
travelling through multiple hops in the network. The attacker can make other nodes
believe that they are neighbors by forwarding routing messages. Further, the attacker
selectively drop data messages to disrupt communication between other nodes in the
network.

2.4.5 Gray Hole

Gray hole is an alternation of black hole attack in which the nodes drops packet
selectively. In this attack a legitimate node works as nasty nodes and shows itself
normal. It takes place in the reception of the packets transmitted from the source
node, on reception of packets these nasty nodes drops the selected packets and only
transmits the left packets to the neighbor node. These nodes behave as usual and
therefore this attack is complicated to detect. Simultaneously, a gray hole attack
influence one or two nodes in the network. The various ways in which a nesty node
can drop packets are given below.

1. It can drop complete UDP packets while transmitting complete TCP packets.
2. It can drop 50–60% of the packets or can drop them by some probability distrib-

ution.

Figure4 depicts gray hole attack. In the figure, node 7 act as gray hole. Gray hole
attack can be classified according to node count in wireless sensor network such
as single nasty node, two consecutive nasty node, non consecutive nasty node, and
surrounding nasty node.

Fig. 4 Representation of gray hole attack
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3 Protection Requirements in Wireless Sensor Networks

It is believed that, the diversity and the difficulty of attacks have extended to many
extents. Therefore, it is essential to think of protection to put a stop to the attacks.
This will help to decrease the harmful causes of similar warnings. Protection systems
are expressed to a set of protection necessities. These necessities depend on few
fundamental protection characteristics and few definite protection designs in a built-
in source restraint of wireless sensor networks. Brief discussion on these concepts
are presented in the subsequent sections.

3.1 Protection Characteristics

Lopez et al. has fully outlined protection characteristics and current protection sys-
tems in wireless sensor networks. Authors also consider the following points would
usually be piece of the protection necessities in wireless sensor networks [13]. These
are listed below:

1. Authentication: Authentication of messages permits a recipient to cross validate
the message which is actually send through the stated correspondent.

2. Confidentiality: Any specified information should not be disclosed by any other
than the specific receivers.

3. Integrity: The message created and inspired through the sensor network should
not be falsely modified.

4. Availability: The nodes of a wireless sensor network should be able to receive
its services each and every time they require them.

5. Authorization: Restricted to authorized individuals to perform selective opera-
tions in the network.

6. Freshness: The message created by the wireless sensor network should be fresh.
7. Self organization: Nodes of sensor should be self determining and supple suf-

ficient to separately react next to challenging circumstances, and be capable to
arrange and repair themselves.

8. Forward and backward confidentiality: Forward confidentiality is when a sensor
must not be able to study any prospect information following it leaves from the
network. Backward confidentiality is when a unification of sensor must not be
capable to study any formerly communicated information.

9. Non-repudiation: A node can not be refused to send information that it have.
10. Auditing: The fundamental component of a sensor network should be capable

to back up any important actions that happen within the network.
11. Privacy and anonymity: The place and characteristics of the base class, and the

nodes that produce message must be kept secret or protected.
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3.2 Protection Systems

Protection system of wireless sensor networks has been suggested by various
researchers [13–16]. The overview of current protection systems include the fol-
lowings:

1. Protection primitives: The protection primitives forwireless sensor networks offer
the privacy, reliability, validation, and non-repudiation characteristics. It contains
keys of asymmetric, symmetric cryptography, functions of hash, and information
validation code.

2. Key management and protected channels: The objective of key managing tech-
niques is to resolve the issue of circulating, generating, and keeping of confidential
keys. Alternatively it leads to form confidential paths. The key managing tech-
niques are divided into four chief systems such as negotiation system, key-bunch
system, mathematical system, and asymmetric key system. This partition is done
to cover several diverse categories of protocols.

3. Network core protocols: It deals with routing, message collection and moment
coordination. The properties and behavior of these protocols are extremely vulner-
able on the trait of wireless sensor network function wherever they are executing.
It should be suitable to the demands of the defacto system.

4. Self-restorative and self-managing protocols: Self-alertness mechanism provides
data of a specific node which leave from a region to the sensor node through
protocols. Self-repairing techniques are used to assist the formation of protection
functions like intrusion detection systems and trust managing systems.

5. Privacy and anonymity: Because of a specific situation, the secrecy of the network
components is to be made in explanation. The menaces faced by secrecy come
mostly as of content, place and uniqueness.

6. Software based safeguard and testing: Perverted or duplicated nodes can be
detected as of legal nodes using on specific software support models like iso-
lated verification and wireless fingerprinting.

7. Supplementary protocols and techniques for a particularwireless sensor networks:
Besides the core protocols, there are supplementary protocols and services that can
be helpful to recover the performance of the network like cluster management. In
addition, remaining aspects of protection in wireless sensor networks that require
additional investigation are: the association among the protection and quality
of service necessities of the system, techniques like to attack tree functional
to wireless sensor network to measure their menaces, evolution of safe place
designs, formulation of secure architectures andmiddle-wares that use cross-layer
optimizations, investigation of name and addressing vulnerabilities, information
redundancy and survivability, distributed computing, tools for the defense of the
medium access control layer etc.

As well Hoffman et al. analyzed the protection tools engaged using current stand-
ing systems and proposed five protection designs next to attackers for benignmethods
in general networks [17]. These are briefly explained below:
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1. Blocking multiform identification (Sybil attacks): Clarifications to contract with
attacks is projected into streamline and circulate ways. In streamline way, a vital
authority delivers and cross checks recommendation of each individual uniquely.
Conversely, circulate way do not depend on a vital individual. Several answers
are projected including binding a unique identification or with network correlates
to detect nodes with various identifications.

2. Mollifying the production of fake rumors: Several accesses prevent the produc-
tion of fake rumors using digital signatures and certain evidences to incorporate
responsibility.

3. Mollifying the diffusion of fake rumors: Two systems has been introduced to
decrease the diffusion and collection of fake influences. The former relying on
trusting of pre-defined identifications. But it is extra dangerous if it is malicious.
The later is used arithmetical methods like Bayesian principles to form an actual
comment system, defining a certain threshold for abnormal behaviors.

4. Blocking the misuse of short range model: To restrict attackers misusing the
model using hiring their influence decrease rapidly and again introduce into the
model with a novel identification. One way to make certain that fresh comers
should start with a little influence for a fixed period of time.

5. Mollifying the denial of service attacks: To block a denial of service attack next
to extending, one way is used to incidental models to assemble members for com-
putation and widening of influence principles. This may partition accountability
for either whole identifications or decrease the possibility of cooperativeness as
of compromising nodes.

4 Analysis of Trust in Wireless Sensor Networks

Trust method is one of the protection mechanism in which insider attacks are pre-
vented from varied and constitute a self-restorative wireless sensor network. The
advancement trend of trust is branched into two directions: authorization or hard trust
and evaluation or soft trust. Blaze et al. first introduced a trust management system,
called method maker. It is introduced to define and enforce protection method, cer-
tificate and connection that permit direct authorization of critical protection actions
[18]. Inherent ideas of trust are managed by applications which are established on
cryptographic models. A trusted middle man signs a message certificate to authorize
the identity associated with a public key. An important problem in this scenario is
how the authorized identity is behaved upon. The reaction to this is just a authoriza-
tion policy of trust. In particular, the trust management system certainly implements
the process of finding whether access should be permitted according to the defined
policy, authorization semantics and access rights.

Chapin et al. have examined the foundations and characteristics of authorization
in trust management [19]. But, the prime requirement is how to compute the range of
trust. This issue is consequently discussed in many literature, providing distinct trust
partition, computation models in various domains such as e-commerce, peer-to-peer,
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adhoc networks etc. [20]. Various fundamental properties of trust in wireless sensor
networks, including definitions of trust, characteristics of trust and trust values are
stressed upon in this section. Several methodologies for trust systems in common
networks, which could be applicable to wireless sensor networks after directedmodi-
fication are also discussed. Furthermore, due to the implicit defined characteristics of
wireless sensor networks, the individuality of trust mechanisms matched with other
networks are specified.

4.1 Characteristics of Trust

Issues of trust definition in various schemes of wireless sensor networks is discussed
bymuch researchers.Momani et al. introduced information trust and communication
trust [21],whileLin andVaradharajan suggest hybrid trust based on soft trust and hard
trust [22]. As well other researchers targets on node trust, path trust, and service trust
by listening the behaviors of nodes, the connectedness of paths, and the connections
of service respectively. Even though there is no clear solution on the trust definitions
in wireless sensor networks, much of them are concluded that, trust is a biased
opinion in the loyalty of other entities or functions, including fairness of information,
connectedness of path, handling capability of node, connections of service etc.

Based up on the statements of trust properties in the literature, trust has common
characteristics in different networks. It is planned below.

1. Subjective: This is supported by some observers or recommenders, relying upon
some records of preceding behaviors.

2. Reflexive: Undoubtedly, it trusts itself.
3. Asymmetric: It is commonly independent between two sides. It means to say,

node P trusts node Q while node Q may distrust node P .
4. Incomplete transitive: The trust link builds, but relying upon the structure or range

of the trust relationships among neighborhoods. It means that, node P trusts node
Q, and node Q trusts node R, while node P may trust or distrust node R.

5. Context sensitive: It is effective within a specified pre-requisite.
6. Dynamic: It may vary by period and space.

In addition to above characteristics, there are three more current special attributes
of trust in wireless sensor networks upon the above-listed information about network
environments is introduced.

1. Low evidence: The trust evidence including self behaviors or approved from
others, is rarely poised due to the intrinsic characters of wireless sensor networks
like restraints energy power or uncovered network environment.

2. Ambiguous instability: The variation of dependability status may be large, which
is damaged easily by thewireless environment itself, however, it can not be blamed
on the attacker.
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3. Complicated trust system structure: Similar to the diverse structures of wireless
sensor networks, there are different architectures of trust systems: centralized
trust systems, decentralized or distributed trust systems and hybrid trust systems.
These rely upon the scores of trust calculations.

4.2 Trust Computations

In the previous subsection, characteristics of trust are discussed. Based on the charac-
teristics, trust computations or relationships can be partitioned into three types such
as direct trust, recommended trust, and indirect trust.

1. Direct trust: Direct trust is evaluated by noticing the one hop neighbor directly and
making sufficient investigation, their trust relationships are established without
depending on intermediaries.

2. Recommended trust: Recommended trust is evaluated based on recommendation
given by a third party about a particular node. It is designed based on pull cumula-
tive and push cumulative. In pull cumulative based design a trust demanding node
will need to find the trust information providing on the sink node and then pull
the trust information and various cumulative trust values from various providers.
In the push cumulative based design each member node in the network who has
evaluated the trust of the sink node and also ready to share the evaluated trust
information, push its evaluated trust value on sink node to other members in the
network. Any member can collect its interested trust information, and cumulate
them on various propagation path.

3. Indirect trust: Indirect trust is acquired when communicating entities verify the
validity of each other members trust based on the authorization given by the
centralized server. It also engages in communications like direct trust methods
however here the communications requires authentication and verifications from
the authentication server. Moreover, it is an integration of both direct trust and
recommended trust.

4.3 Trust Values

The mode of trust value may not be crucial for general networks. However for
the wireless sensor networks, the implication is completely different. In common,
documenting and evaluating real quantities will need much more time and storage
complexity. In other words it takes more energy level and high storage space. But,
it is to be avoided in wireless sensor networks. Thus, this problem is essential due
to the form of trust value. But, where to collect those trust information, and how
to progress and calculate trust information in logical and realistic terms is of prime
concern.
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Trust values provide different methods of calculation of trust. It is proposed two
types of definitions for computation of trust values such as continuous and discrete.
Earlier, there are variable ranges of trust according to the concrete calculationmethod.
For instance, the common range could be [–1, 1]. Later it got changed to an integer
quantity or discrete value with tags rather than sizes [23]. Furthermore, the preset
trust values are divided into three types as discussed below.

1. High starting score: When the network is safe at the commencement of construc-
tions, it may be adopted high starting score in an encouraged manner.

2. Low starting score: When the network is not safe at the commencement, it would
be better to be doubtful and have low starting score, holding a discouragedmanner.

3. Middle starting score: Here the ranking of trust for all members are identical at
the commencement, with expression of indifferent manner.

4.4 Classical Trusting Techniques in Wireless
Sensor Networks

Over the past several decades, much researchers have suggested trusting or influence
systems in different fields, which spread from electronic commerce to information
technology [24–26]. Few consequent trusting techniques for the wireless sensor net-
works are introduced in favor of gaining a wide understanding. For this, it is essential
to explain some of the trusting techniques with several classical mathematical mea-
sures. The following subsection provides information briefly about these classical
measures.

4.4.1 Fuzzy Trusting Technique

Self trusting is a vague relation in most cases. So, it cannot be rigidly considered
with the likeliness of probability, although the value of probability varies from 0 to
1. However, fuzzy inference is a design of multi-valued inference derived from fuzzy
set theory to accord with reasoning, which is almost accurate rather than accurate.
Furthermore, vagueness is one of the most implicit characters in trusting networks
due to the evidence backedmay be fuzzy, or themethods to be requiredmay be fuzzy.
The subject inference trusting technique consists of vagueness calculation. However
not all vagueness can be considered as a probability and thus cannot be expressed
by a probability model. Various fuzzy trusting techniques have been suggested to
support a series of fuzzy rules to manage such vagueness in trusting management.
This is reputable to be applied in systems of control for decision building and pattern
matching etc.

Fuzzy inference includes a series of If-Then rules. The important steps followed
in fuzzy rule-based inference are listed below [27].
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1. Initially formalize the fuzzy sets and criteria.
2. Assign the fuzzy engine with variable input values, on due evaluating the grade

to which the fundamental input steps, and clauses of the fuzzy rules.
3. Implement the fuzzy rules to decide the output data, by evaluating the rules

decision upon its matching grade.
4. Compute the outcomes and supply some comments to balance the criteria or rules.

4.4.2 Bayesian Trusting Technique

Bayesian theory is often used for trust management. It is further advanced andwidely
used for decades [21, 28–30]. It is categorized into twoparts: objective and subjective.
In objective, the statistical study on trust is carried out completely on the information
study, refusing any subjective conclusion. In subjective, the confidence level is used as
an argument to participate in the conclusion. In common, the trusting system schemes
rely upon the past behavior records of an objects or the suitable behavior records of
alternative participants. Moreover, the value of trusting can be taken as guessing of
vagueness in behaviors. Luckily, the Bayesian theory is fully cooperating with the
method of trusting calculation. It uses the event of prior probability, which is later
revised in the light of revised suitable proofs, to create an event of posterior inference.
Therefore, Bayesian theory is most relevant to classify trust value. It has been further
advanced to Dirichlet distribution or β distribution [21] and united with other areas
like maximum entropy [28] and Dampster-Shafer theory of evidences [30].

β Distribution System: Josang introduced lists of trust and influence techniques
for e-commerce using beta distribution by designing a posterior influence value
evaluated by binary classification inputs such as positive and negative [30]. To exhibit
and obtain the influence rate, the β probability density function is applied, which
is specified as the prediction value of the same. The β probability density function
designated by β(q|μ, γ ) and can be denoted using the gamma function τ as

β(q|μ, γ ) = τ(μ + γ )

τ(μ) · τ(γ )
qμ−1(1 − q)γ−1 (1)

where 0 ≤ q ≤ 1, μ, γ > 0 with the limitation that the probability variable q �= 0
if μ < 1 and q �= 1 if γ < 1. The prediction value of the beta probability density
function is acquired by

E(q) = μ

μ + γ
(2)

The parametersμ and γ produce the grades of p positive andm negative results with
μ = p + 1 and β = m + 1 respectively. After analyzing the conclusions of events,
the influence grade (i.e., the prediction value of the beta probability distribution
function) can be delivered.
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4.4.3 Game Theory Trusting Technique

This theory aims to capture mathematical behavior in crucial situations in which an
individuals progress to create a conclusion rely upon the behaviors of neighbors. To
some scope, it is also known as trust game for two players [31]. In the networks of
self organizing like adhoc networks, selfish behavior is a specific issue due to absence
of collaboration among wide ranging nodes. Many researchers [32–34] suggest trust
schemes with game theory to remove the non collaborative nodes. According to
Prisoners dilemma, the inter communication operations like forwarding of packets
between nodes, distribution of certain resources can be properly designed as games.
However, this theory can not be taken as a tool for prediction of nodes behavior. This
theory can propose how to behave members while inter communication operations.
Furthermore, the necessity to implement this theory is to utilize the behavior of
two-way inter communication, but it is usually one-way communication in wireless
sensor networks. Hence, it is concluded that, this theory is not a suitable one to
resolve trusting problems in wireless sensor networks.

4.4.4 Subjective Inference Trusting Technique

Subjective inference is expended from the Dampster-Shafer theory of evidence. It is
applied for designing corrupted network and to study a Bayesian network. Subjective
belief directs subjective confidence about the validity of premises with amount of
vagueness [30].

A subjective inference belief is commonly represented as ϕB
χ , where B is the

confidence owner also known as subject, and χ is the premises to which the belief
applies. ϕB

χ is specified as a four tuple (a, b, c, d)where a represents confidence that
the defined premises is true (belief), b represents confidence that the defined premises
is false (disbelief), c represents degree of non-committed belief (vagueness), and d
represents priori probability in lake of proof (base rate).

These elements clarify a, b, c ∈ [0, 1] and (a + b + c) = 1. The prediction prob-
ability value of belief is specified as E = (a + cd). The parameter d decides how
vagueness is involved in the prediction value E . It is also known as relative atomicity.
The subjective inference based on β distribution is defined as below.

E(q) = μ

μ + γ
(3)

where μ = 2a
c + 2d, and γ = 2b

c + 2(1 − d).

4.4.5 Entropy Trusting Technique

It is a theory of numerical mechanics developed from thermodynamics, and theory
of information as a unit of vagueness. Caticha and Giffin suggests that Bayesian
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theory and largest entropy are fully suitable and can be considered as distinct way of
computing largest entropy [35]. Sun et al. suggested a trusting calculation system in
adhoc networks with identical method based on the Bayesian based trusting proposal
design and entropy based trusting value [28]. The entropy based trusting value is
specified as below.

E = F(q) − 1; 0 ≤ q < 0.5 (4)

E = 1 − F(q); 0.5 ≤ q ≤ 1 (5)

where E = E{subject : agent; action}, q = q{subject : agent; action}, F(q)

= −qlogq2 − (1 − q)log(1−q)

2 and F is the function of entropy. The best aspect of
this specification is that the trusting value is the probability of a non linear function.
When the probability rises from 0.50 to 0.5095, in the former case the trusting value
is incremented by 0.00024. When the probability rises from 0.990 to 0.9999 in the
later case, the trusting value is incremented by 0.072. In other words whenever the
vagueness is larger, i.e., the probability value is closer to 0.5., the fluctuation of
trusting value is smaller.

5 Trusting Technique Challenges in Wireless
Sensor Networks

The different challenges of wireless sensor networks in accordance with trusting
techniques are listed below. These challenges are due to low complicatedness of
algorithm, balanced period of trusting validity, diversification in the roles, and criteria
estimation.

1. Low complicatedness of algorithm: Because of restraints energy level and storage
level, the capacities of computation of wireless sensor nodes are low. Therefore,
the design of trusting scheme for wireless sensor networks should be simple to
calculate.

2. Balanced period of trusting validity: Inwireless sensor networks trusting evidence
is collected rarely, the trusting validity status of a wireless sensor node should be
balanced. It should not be too long or too short. The long period may increases
the exposure of attacks from malicious nodes, whereas short period may misuse
resources from wireless sensor nodes which are at present in short supply. Hence
it is necessary to provide a suitable time period in wireless sensor networks.

3. Diversification in the roles: The complicatedness structure of a trusting system
needs diversification roles. It helps to meet the consistency of trusting calculation
schemes. For instance, the chief node of a cluster is usually havingwithmaximum
trusting levels in the lengthy term as the base. At the same time the remaining
nodes of a cluster are having minimum trusting levels and can be convicted from
neighborhood information.
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4. Criteria estimation for trusting system:Many trusting techniques in various direc-
tion are suggested with different analytical procedures. However, currently there
is a lack of criteria consistency to evaluate the ability of those trusting techniques.
Mostly simulation comparison outcomes are limited to the various parameters of
the trusting technique itself. Sometimes it capture into two directions such as with
trusting technique or without trusting technique. Hence, it is difficult to access a
sequence of definite estimation techniques for the trusting techniques [32, 36].

6 Modern Trusting Techniques for Wireless
Sensor Network

Research in computational intelligence and its applications to real life problems has
been carried out in many directions. This section briefly discuss some of the modern
trusting based techniques for wireless sensor networks.

6.1 Ant Colony Trusting Influence Technique

Different kinds of wireless sensor networks can be created based on type of nodes
assured. One can accommodate from a static wireless sensor network where nodes
having a specific location, to a fully mobile wireless sensor network where nodes
can move to all places. Additionally, it can also accommodate from a very limited
wireless sensor network where each and every node spends maximum time in an idle
state, to other where every node supports high functional features and able to process
various services per second. For simplicity it is assumed a design where a wireless
sensor network is a collection of nodes with almost high sensor energy. In addition to
that certain nodes demand generic operations and certain nodes support them. Also
each node will communicate only to its neighboring nodes, and the nodes do not have
the knowledge of complete topology of the network. Further this topology is treated
as the almost highly changing. Design is made to support a node demanding some
service from the network. A node is treated unreliable if it purposely supplies a fake
service or supplies a wrong information because of hardware failures or performance
decline. One technique that satisfies quite well for this situation is an ant colony
system.

In the literature, bio-inspired trust and influenced model for wireless sensor net-
works to obtain the most reliable path which leads to the most influenced node in
a wireless sensor network contributing certain service is discussed. It is established
fact that ant colony system cannot be straight away used effectively because of the
certain constraints. Therefore, certain transformations have to be applied. Let us
assume each node keeps aroma trace of its neighbors. This aroma traces τ ∈ [0, 1] to
evaluate the probability of ants selecting some route or other. Moreover, the search-
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ing values η ∈ [0, 1] are specified as the converse of the suspension communication
period between any two nodes. The reality is that each node supervises its own aroma
traces and searching values, but it can adjust them and becomes a great protection
threat. Alternative problems that prevents the straight forward function of the ant
colony system is the fact of the environment in which an ant is searching for most
influenced server supplying a requested service. This could be due to inaccessible to
certain nodes of ant from which a path is formed either due to switch off or due to
move out of the scope of their preceding sensor in the path. The ant would not able
to return back to the end user in that direction and it would get vanished. Therefore,
it has no assurance that entire of them are going to return back and also it cannot
pause until all the activated ants came back in one cycle of the algorithm.

The initial variation is that the main loop is specified by a general action, which
may be some amount of cycles or it can even be some timeout. This definition will
rely upon the particular wireless sensor network. The following algorithm provides
above discussion and contains four steps.

Algorithm 3 (Ant Colony System)

1. Each ant appends the first sensor to its result, which is generally an end user
sending from it. Then every ant elects next sensor to move according to the
transition rule and it is delivered there.

2. Once each ant moved from the end user, it pauses until they return back. For each
returned ant, the end user matches its result and holds the best one. As discussed
before, in a wireless sensor network the end user has no assurance that all ants
that were sent are going to return back, so it just pauses until a timeout is over or
some percentage of ants has returned back.

3. The finest result determined by all or certain of the ants delivered in the current
cycle is matched with the global finest result and exchanged if it is relevant.

4. An aroma global revising is carried out over the links relevant to the global finest
path.

6.2 Clustering Based Trusting Technique

Recent years clustering is widely used in almost all applications. The main objective
is how clustering can be used to compute trust in wireless sensor networks. The prime
objective is to identify some attacks such as selective forwarding attack, denial of
service attack, and sleep dispossession attack where set of nodes remain idle for a
long period of time.

The proposed design uses cluster based hierarchical layered architecture that can
handle the scalability, flexibility, and energy issues. As it is known that wireless
sensor network works in heterogeneous unpredicted environment with low powered
sensor devices, the model proves to be very effectual. The model works with four
layer hierarchy. It is comprised of one base station on the top, dashed circles depicts
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Fig. 5 Cluster based layer hierarchy design for computing trust

clusters, rectangle indicates function point layer, and sensor nodes as leaf node layer.
The following Fig. 5 depicts the cluster based architecture for computing trust.

The list of primary building blocks used in the architecture and its characteristics
are listed below.

1. Base station layer: This layer consists of base station (BS) which is the target
sink for communicating information. All the cluster heads of sensor nodes are
connected with it.

2. Cluster head layer: This layer consists of cluster heads (CH) of sensor nodes.
The cluster is build based on the sensed values by the sensor nodes. If any two
nodes are sensing almost the identical value, they will make a cluster. Cluster can
be formed by specifying certain set of wireless limit. If the nodes are within same
limit, they will be part of same cluster. The main advantage of making cluster is
that it is easy to identify any fluctuation that can occur within a network. In each
cluster, cluster head is primary responsible for all action takes place within the
cluster.

3. Function point layer: The second most responsible node after the cluster head
is the function point (FP) node. These nodes work as an intrusion detection
system agent. The decision about malicious nodes is taken primarily based on the
information reported by function point. The function point maintains information
about the sensor nodes attached to it andmaintains the information such as number
of packets dropped, number of packets received successfully, number of packets
received within time, the period of time the node is idle etc. It can also participate
in identifying compromising node which is identified by other function point
within same cluster.

4. Sensor node layer: The bottom layer of the model contains all sensor nodes
(SN ). These are generally responsible for sensing various physical phenomenon
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information and for communicating it to the base station by passing through the
hops.

The function points have the information of number of nodes connected, number
of benign nodes, and number of malicious nodes attached to it. At any point of
time, if any sensor node is involved in unusual activity such as drop in packet rates,
blocking of wireless frequency, corrupting of packets etc., then the function point of
the cluster pass this malicious node information to cluster head. Cluster head in turn
communicate this information to other function points in the cluster and base station.
Finally, the base station communicates this information to different cluster heads.
From cluster head this information pass to respective function points. In the same
way the information between any two legitimate sensor nodes is communicated in a
cluster based network.

6.3 Key Formation Based Trusting Technique

In wireless sensor network, the initial necessity is to build cryptographic keys for
succeeding use. To this end, researchers have projected numerous protocols over
many years for wireless networks. The basic characteristics of wireless sensor net-
works provide earlier protocols which are useless. Various existing wireless sensor
devices have restricted to computing power, making asymmetric key cryptographic
natives as it is too costly in terms of structure overhead. In addition, the transmission
design of wireless sensor networks diverse from classical networks. Wireless sensor
nodes may require to framework keys with its neighborhoods and with the informa-
tion collected from nodes. The easiest way for key formation is the width of wireless
network. Unluckily, a single compromise member node in a wireless sensor network
will exploit the secret key and thus creates decryption of complete wireless sensor
network movement.

One alternative to this concept is to apply a unique shared key to form a fixed
link of keys, one pair per transmission nodes. Later delete the width of the keys of
wireless sensor network after framing the session keys. However, this alternative
of the key-formation procedure do not permit inclusion of new nodes after initial
arrangement.

Another alternative is formation of asymmetric key cryptography like
Diffie-Hellman key. Its fundamental feature is that a node can frame a secure key
with some other node in the wireless sensor network. An alternative way is to pre
construct the wireless sensor network with a unique shared symmetric key between
every pair of nodes, though it do not range well. In such cases, every node in the
wireless sensor network require (n − 1) keys, and n(n − 1)/2 keys to maintain the
required form of the network.

Loading keys based on trusting base terminal is an alternative choice. In this case,
every node is required to share only one key with the base terminal and framing keys
with the remaining nodes over the base terminal [37]. This deployment makes the
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base terminal, one point of breakdown. Since, there is only one base terminal, the
network may include resistant container for the base terminal, and relieve the risk of
real attack.

Researchers currently proposed arbitrary key pre sharing protocols [38] in which
an enormous bunch of symmetric keys is selected and an arbitrary subgroup of
the bunch is shared to every wireless sensor member. Two members that want to
transmit analyze their bunch to find whether they share unique key; if they do, they
apply it to form a session key. Not every pair of members circulates unique key. But
if the key formation probability is adequately large, members can still frame keys
with adequately various members to acquire a complete connected wireless sensor
network. The limitation of this access is that attackerswho arrange adequately various
members could also rebuild the complete key bunch and break the system.

Alternative design is an arbitrary key pre sharing systems that permits flexible
to compromise node, as well as analyzes the tools supporting for asymmetric-key
cryptography and more effective asymmetric-key systems like elliptic curve cryp-
tography. Eventually, it is required a secure and effective key sharing system that
permits elementary key formation for sensor networks at large scale.

7 Conclusion

The concept of internet of things (IoT) is becoming more pertinent to the realistic
world due to the development of mobile devices, embedded and ubiquitous com-
munication technologies, cloud computing, and data analytics. It has the potential
to significantly transform several fields such as healthcare, energy management,
business, agriculture, manufacturing, transportation etc. It is made up of appliances
connected via internet and is capable of gathering information about the environ-
ment, communicating the information and to make appropriate action by influencing
the environment autonomously with the help of sensing nodes. This leads to wireless
sensor networks more visible. Simultaneously, it leads to various risks in the form of
attacks. This chapter throughs light on various attacks and its symptoms that can be
found in wireless sensor network. It also analyzed the technologies of trust system;
emphasize the difference and challenges of trust systems of wireless sensor net-
works. Also, a brief survey on classical and modern trust systems of wireless sensor
networks is presented. Though there exists several models to prevent these attacks,
but deep research on these models are welcome in wireless sensor networks. Future
research can be planned to design more suitable trust evaluation models for wire-
less sensor networks that include many advanced types of attacks such as blackmail,
buffer over flow attack etc. Besides, theoretical development in order to decrease the
energy consumption of trust system can also be planned further.
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Wireless Sensor Network in Automation
and Internet of Things

G.R. Sakthidharan and A. Punitha

Abstract Wireless sensor network in IOT automation and its endowment to enable
green computing is of prime concern in recent years. Internet of things (IOT) is the
buzz word in today’s computing world. It is a collection of devices, connected in the
internet that can be controlled, monitored and utilized for a purposeful application.
One of the most important elements in the IoT paradigm is wireless sensor networks.
The emerging field of wireless sensor networks combines sensing, computation, and
communication into a single tiny device. Most often, the connected devices will
be obeying the internet protocols and the devices have the capability of sensing
the environmental conditions. The devices connected to IOT may use wireless or
Radio-frequency identification (RFID), machine to machine (M2M), near frequency
communication (NFC), and vehicle to vehicle (V2V) as a connection medium for
connecting the host network. The IOT devices sense the environmental conditions
using sensor network comprised of sensor nodes. Due to miniature size, minimized
data transmission and very low power factor, the sensor devices are attracting and
holding a greater space in real-time data computation environments. This makes to
concentrate on wireless sensor networks and its benefits towards IOT.

1 Introduction

The Internet of things connects day to day objects like smart phones, Internet, sensors
and actuators to the World Wide Web where the devices are smartly linked together,
thereby facilitating a new structure of communication between people and things,
and between the things itselves. In 2008, the number of connected devices exceeded
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the connected people [1] and it has been anticipated by Cisco that by 2020 there
will be 50 billion connected devices which is seven times the world population. The
progress of the IoT will modernize a number of sector, from wireless sensors to
nanotechnology. In reality, one of the most vital elements in the IoT paradigm is
wireless sensor networks (WSN).

This chapter gives a better understanding of wireless sensor network, components
of sensor nodes, real time sensors that are used in current scenario and the software
for actual deployment. Also, the role of wireless sensor network in IoT is discussed
and finally a brief exploration of WSN in green computing is presented.

2 Wireless Sensor Network

A wireless sensor network (WSN) is a collection of sensor nodes that communicate
with each other using radio signals. A sensor node is a small device that contains a
sensor, a control circuit and power backup. A sensor node is an intelligent device
that has the capability of understanding, analyzing, and transmitting data from one
point of route (source) to another point (destination) [2]. It also has the capability
of storing and maintaining data via sensor based devices. Its physical appearance
makes possible to use in any kind of environment. The need is to design a sensor
device which gives a better functionality, better design, better power factor, better
interfacing mechanism and importantly, data transfer in less time to the originated
destination or sink. When one or more sensors are accommodated in a single system,
then the data traffic may increase. But this has to be minimized, such that the time
taken should be less, including hopping from node to node, till it reaches the final
destination.

The wireless sensor network is not only used to build a versatile and robust
application for IOT, also it has a major contribution in green computing. In this
digital world, the electronic gadgets get updated within a minimal span of time and
this leads to the old gadgets get into scrap. This is impacted in two ways.

1. The electronic gadgets are not utilized for their full life span.
2. The old gadgets that cannot be used further leads to electronic waste.

The increase in the electronic gadgets leads to the consumption of power and
processingdemandandhence exponentially the electronicwaste. Even the processing
of a new gadget is underutilized to its capability. If the old gadget components are
used for designing small applications, then recycling of electronic gadgets can have
a huge consumption by making a green computing revolution.

2.1 Components of WSN Node

The components of WSN node are presented in the Fig. 1. It consists of a sensing
unit, a processing unit, a transceiver, and a power unit.
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Fig. 1 Components of wireless sensor network node

• A sensing unit: The sensing unit contains the vital component of the node and it
has the application specific sensors like temperature, pressure, humidity, sound
etc., The sensing data may transmit via nearby nodes up to the sink node. If the
application is for temperature monitoring, a thermistor will be act as a sensing
unit. According to the application, the sensing device will change.

• A processing unit: A programmable microcontroller acts as a processing unit. The
processing unit controls the entire node operations by sending control commands
to the corresponding device. The microcontroller can be selected from range of
manufacturers and Atmel, Microchip, Siemens, Texas instruments are some of the
market leaders.

• A transceiver unit: A transceiver is a device, performing both the operation of a
transmitter and a receiver, in a single housing or shares a common circuit.

• A power unit: The power unit gives life to the sensor node. This unit accommo-
dates a battery, commonly with a rechargeable option. Advancement in power unit
leads to solar charging. A long life power backup with intelligent power aware,
enables recharging automatically by solar and also with normal power outlet. This
encourages the usage of sensor network in a tremendous application.

2.2 Creating Wireless Sensor Network

When one or more WSN node combines and connects with each other with a sink
node/head node, a wireless sensor network is formed. In the WSN, sensors will
normally be placed to work for an appropriate application. All the sensors will obey
the protocols and hierarchical communication stipulated in the network.
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2.3 Classification of WSN

The sensor deployed inside the WSN defines the classification. The classification
defines the WSN, whether it uses identical sensor nodes or different functionality
sensor nodes with in the network. If the network uses identical sensor nodes for its
processing, the computing is simple but if it uses different kinds in the network, then
the computing is very complex to receive all the sensor data for processing. In this
regard, there are two major types of WSN with respective of using sensor nodes
[3] for instance homogeneous wireless sensor networks, and heterogeneous wireless
sensor networks.

1. Homogeneous WSN : The sensor nodes present in the homogeneous network will
have identical hardware, software and network implementation as shown in the
Fig. 2. In this type, a single protocolwill work and compute for thewhole network.
The data transmission from node to sink starts from the next near proximity sensor
node. This will continue till the data is reaches the designated sink node. So, in
each and every data transmission, the node nearby sink node has to work all the
time and this leads to more consumption of power resource by a single node.
Hence the power backup is drained very rapidly.
All the nodes that are far away from the sink node have more power backup and
enjoy full utilization of power only for its own purpose. But, the node present
nearby the sink node has to work for other node to data transfer as well as its
own. So, this power utilization is worst compared to the nodes that are present
far away from the sink. In a considerable time, the nearby node will wear out
in a short span with respective to far away node which rely for a long time. In
normal applications, homogeneous network is preferred due to its simplicity to
implement and it is easily adaptable to environments. The cost of deployment is
also bearable.

2. Heterogeneous WSN : In the heterogeneous wireless sensor networks shown in
Fig. 3, the sensor nodes present will have unique characteristics. Each sensor node
with similar characteristics forms a group. Each group of sensor nodes will have
different functionality. The hardware, software and functionality of all groups
will be differing. The challenge is to compute the entire datum which is sent
from all the groups. So, typically the design of this kind will be complex. But the
implementation of all network forms a hybrid network. This kind of network is
used to collect different data and have to compute for taking analytical decisions.
In this type, every similar node forms a network and will have a head node called
cluster head. All the nodes of this network will transmit the data to sink via this
cluster head.
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Fig. 2 Homogeneous WSN

Fig. 3 Heterogeneous WSN
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2.4 Sensors for Real Time Processing

Every sensor nodes have a specific defined purpose and functionality. There are
varieties of sensor nodes available in the market that can be chosen for a defined
purpose. For instance, in home appliance control system, all the controls is based on
sensing and analyzing the different parameters. For better understanding, lightings,
fans, air conditioners, geyser and pollution control has to be monitored for a better
utilization. In this scenario, if a person enters a room, automatically lights have to be
switched on. This can be implemented by simply installing amotion sensor. Here, the
motion sensor triggers the operation of switching on/off of the electrical appliance.
So, the data sent by the motion sensor has to match and bind with the respective room
where the person is entering. All the lightings need to be switched on/off according
to the predefined conditions. On the other hand, AC can report itself for cleaning
its filter and service reminders. For this, AC has to be coupled in a common home
network. Even more this application can be smarter; a liked TV program may set
for its time and day. This enables efficient utilization of the electrical appliances,
conserves electricity.

1. Sensor node configuration: Some of the available sensors with their configuration
is given in Table1 to have an idea of internal functionality. The below stated
sensor nodes are taken for knowing the type of processor, memory, I/O sensors
and the type of radio mechanism used. The configurations mentioned are taken
from few real time implementations. Also a specific sensor node can be designed
by customizing with basic components and can be used for selecting a better
configuration for a specific application. Subsequently, some of the popular sensor
nodes used at current scenario is briefly presented.

2. The ring sensor: The ring sensor in the Fig. 4 resembles the same aswearable ring.
This wearable biosensor consists of low power transceiver and has the ability to
accomplish bi-directional communication with a base station. The main function
of this sensor is to monitor the physiological status like temperature, blood pres-
sure and heart beat. The patient’s current medical conditions are recorded within
the biosensor and the measured da-ta are transmitted to a computer through a dig-
ital wireless communication link and hence the patient health status is analyzed
continuously and remotely.

3. Smart dust: It is a tiny device that is used to detect light, magnetism, vibrations,
temperature and chemicals. A smart dust is a type of wireless micro electro
mechanical sensors (MEMS) in a tiny form factor. They are usually operated on
a computer network wirelessly and are distributed over some area to perform
sensing through radio-frequency identification. In the Fig. 5, a penny is very large
compared to the smart dust.

4. E - Nose: A nose-on-chip or e-nose as in Fig. 6 is a single chip that contains both
the sensors and the processing components, that recognize or detect the exact
components of an odor and analyzes its elemental composition to identify it. Its
applications include detection of odors specific to disease for medical diagnosis,
and detection of pollutants and gas leakages for environmental protection.
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Table 1 Sensor node configuration

Sensor
name

Configuration

Tmote CPU: 8MHz Texas Instruments MSP430 microcontroller, Memory:10k RAM and
48k Flash IO sensors: Integrated Humidity, Temperature, and Light sensors, Radio:
250kbps 2.4GHz IEEE 802.15.4 Chipcon Wireless Transceiver

Sensoria
WINS 3.0

CPU: Intel PXA255 (scalable from 100 to 400MHz) Memory: 64MB SDRAM
32MB Flash I/O sensors: GPS, USB 2 host ports, 1 device port, RS-232 serial, Audio
in/out, GPS, USB, PCMCIA / CardBus, Radio: Dual embedded 802.11b modules

UAMPS
MIT

CPU: StrongARM SA-1100, Memory: 16Mb RAM, 512KB ROM I/O sensors:
Seismic and acoustic sensor, Radio: Interface to the SA-1100 ISM 2.45GHz with
1Mbps and range up to 15m

EYES CPU: MSP 430F149 5MHz @ 16 Bit, Memory:60Kbytes of program memory,
2Kbytes of data memory, 4Kbyte EEPROM I/O sensors: UART, AD and I/O, JTAG
interface and sensor board with compass, accelerometer, temperature sensor, light
sensor, pressure sensor, microphone and push button lines Radio: RFM TR1001
hybrid radio transceiver

IPAQ
UCLA

CPU: 206MHz Intel StrongARM, Memory: 64MB RAM 32 Flash I/O sensors:
Acoustic: built-in microphone and speaker, RS232 serial interface, USB Radio:
IEEE 802.11 compliant with 11Mbps

Imote CPU: Atmel ATmega 128L, Memory:4K RAM 128K Flash I/O sensors: Large
expansion connector Radio: 315, 433 or 868/916MHz Multi Channel transceiver
with 38Kbaud

Mica2 CPU: ARM core 12MHz, Memory: 64KB SRAM, 512KB Flash I/O sensors: USB,
UART connector Radio: Bluetooth with the range of 30m

Fig. 4 The ring sensor
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Fig. 5 The smart dust

Fig. 6 E - Nose

5. MICA mote: The core of a mote is a small, low-cost, low-power computer. The
computer monitors one or more sensors, including sensors for light, humidity,
pressure, temperature, vibra-tion, acceleration etc., The computer connects to the
outside world with a radio link. The most common radio links allow a mote to
transmit at a distance of 10 to 200 ft. Motes can operate LEDs, the transmission
of short radio messages and can communicate with a PC by using serial port. The
motes come in two form factors: rectangular and cir-cular. Rectangular mote:
Size: 5.7× 3.18× 0.64cm, the size of the mote is sufficient to fit on the top of
two AA batteries which give life to the mote. Circular mote: Size: 2.5× 0.64cm.
This mote is fit on the top of a 3V button cell as shown in Figs. 7 and 8.
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Fig. 7 Rectangular mote

Fig. 8 Circular mote

2.5 Operating System

Operating system (OS) is software which defines the working of hardware compo-
nents. A survey of operating systems for WSN is found in [4, 5]. After selecting the
right configuration, the node should function according to the application and more
importantly all the internal and external devices attached with the processor need to
be integrated and this is done by the OS. By this the entire design of sensor node
gets completion. In this section the design consideration is defined and the OS used
in current scenario is briefed.

2.5.1 Design Constraints

Thedesignbecomes challenging,whengetting to carve anOS for tinydevicewith tiny
memory. There is no constraint in desktop PC OS design, as the memory, processor
design and power factor, is available or may include easily in design without any
complexity and demand as per aggressive application needs. But in contrast, the
design for the sensor node has a lot of constraints. Some important considerations
are power factor of processor, memory access time, bandwidth utilization, power
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management, portability, OS and application compatibility, multitasking and multi
processing, network participation, automated routing and scalability.

2.5.2 Tiny OS

Tiny OS is a contribution of open source community based on BSD license [4]. The
independent power to have an Opensource OS for developing real time systems is
a great boon to the researchers, developers and academicians. The tinyOS supports
for low powered wireless devices, such as sensor node, personal area networks and
negligible memory devices to fuel the design and development of small or tiny
devices. The system, library and applications of tinyOS are written in NesC.

NesC is a new language for programming structured component based system.
This language is well suitable for embedded system. The syntax is much like of C.
It also exclusively supports the TinyOS concurrency model with capable of structur-
ing, naming and linking the software components into a single powerful embedded
system.

2.5.3 SOS

SOS is a dynamic operating system developed for sensor networks [6].The kernel and
modules are separated. The SOS supports messaging, dynamic memory allocation,
loading and unloading modules. The main advantage of this is, after the deployment
of network, the dynamically loaded machine code modules can be replaced. SOS
supports run time reconfiguration of embedded software.

2.5.4 Contiki

Contiki is an open source, highly portable, multitasking operating system for mem-
ory efficient networked embedded systems and wireless sensor networks. Contiki is
designed for microcontrollers with small amounts of memory. A typical Contiki con-
figuration is 2kilobytes of RAM and 40kilobytes of ROM. Contiki supports some
good sensor list like temperature, door or window opening etc.

2.5.5 MANTIS

The MANTIS is a multithreaded operating system written in C for wireless sensor
networking platform. Some key features of MANTIS OS (MOS) are: Developer
friendly, C API with Linux and Windows development environment, automatic pre-
emptive time slicing for fast prototyping, diverse platform support includingMICA2,
MICAz, andTELOSmotes, energy efficient scheduler for duty-cycle sleeping of sen-
sor node, small footprint (less than 500B RAM, 14KB flash).
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2.5.6 Nano-RK

Nano-RK is a kind of real time operating system (RTOS), conceived by Carnegie
Mellon University. It is designed to use in sensor network based microcontrollers.
The term Nano indicates that the RTOS is small. It is just consuming 2KB of RAM
and only using 18KB of flash. The “RK” is short for resource kernel. A resource
kernel provides reservations on system resources for consumption. The reservation
will ensure the all node to meet full battery lifetime and to protecting from overload
of entire network due to any node fails. Nano-RK is open source, is written in C and
runs on the Atmel-based FireFly sensor networking platform, the MicaZ motes as
well as the MSP430 processor.

3 Wireless Sensor Network and IOT

Nowadays, people are living in the world of sensor and WSN is the key enabler
for the Internet of Things and it plays a vital role in the internet by collecting the
environmental information. At present, the sensors are used in smart phones, cars,
emission control, health care, industrial safety, agricultural and horticulture, and the
list goes on. Everywhere, some sensors is working for protection, comfort, and safety
to help the human being for living a better life. These sensors make the world to sense
and analyze by means of triggering some well-defined actions called as automation.
To reach its full potential, IOT requires automation.

For instance, a rain sensor in car will automatically trigger the wiper when it
sense raining. In this way, the driver of the car need not bother about the switch-
ing mechanisms; meanwhile he can more concentrate on driving. In smart phones,
the orientation is detected by used gyroscope and accelerometer. An accelerometer
measures linear acceleration of movement, while a gyroscope measures the angular
rotational velocity. The WSN is not only used for industrial and materialized pur-
poses, also employed in sensing the whole human body activities. The healthcare
application uses the most of the WSN and the use of wearable sensors [7] for moni-
toring various health-related biometric parameters in everyday activities is attracting
more interest recently. A market analysis firm, ABI research sensed that the market
value of wearable sensors is 400 million market in 2014 and still expecting to go its
high fly. Also it forecast that about 80 million for fitness and wellness monitoring.
This data is just for health care sector and this shows that the usage and implemen-
tation of sensor based applications is in great demand with aggressive growth.

Sensors leads a vital role in taking care of human life. If a disease symptom is
identified earlier by means of sensor, it helps to prevent and also to take pre-caution
measures by consulting the respective physician. If appropriate sensors are fixed in
human body, the respective sensors will analyze, sense and trigger actions when it
find any abnormal functionality of human organ.

Figure9 shows the various sensors for monitoring the human body. ECG sensor
node is used to monitor the heart beat and likewise the blood pressure sensor node
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Fig. 9 Sensors in human body to monitor physiological condition

is used to give the details of blood pressure when it is raised above or below the
prescribed level. In this, all the sensors form a Personal Area Network (PAN). The
PAN is monitored by a central system and in this case, a healthcare server. The data
collected in the PAN can be transmitted over internet, which put a first step of Internet
of Things, where the resources can manage in remote and trigger a responsive action.
By this, IOT come in to existence, where a resource can be monitored, controlled and
accessed anywhere, anytime, anybody, in any context and in any network. If sensors
can be communicated by any networking or communication mode, then the world
of IOT welcomes.
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3.1 Integration of WSN with IOT

The challenge in IOT is, to integrate all the WSN elements with other participat-
ing devices. As all the elements won’t follow a single protocol or communication
methodology, there is a need of common platform for all kinds of communications,
irrespective of any protocol or standards. This complexity leads the way of finding a
better versatile architecture for IOT. The architecture framework is presented in the
Fig. 10. It has four layers such as: wireless sensor network, network access, operation
and management, and application.

The devices in WSN comprises of RFIDs, Gateways, M2M terminals and sensor
node will produce relevant data as per their functionality. The data’s were transmitted
to the network access layer. In network access layer, various communication modes
like mobile, satellite and dedicated line are adopted. This layer plays the vital role
in transferring the data from and to the interconnected devices in the IOT frame-
work. The service support system take cares of network and service management.
The terminals and the applications can be accessed by operation support system for
providing functionalities like user authentication, billing, data analysis and service
acceptance. The applications that are linked to IOT framework are present in the
application layer. In this way the WSN is integrated with other elements of the net-
work. All the devices forms an IOT. The IOT will be accessed as per the application
layer constraints. Even though, all the devices follow some protocols and standards,
the IOT gives a fair function and operation.

Fig. 10 Integration of WSN with IOT
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3.2 Automation of WSN in IOT

Automation or automatic control, is the use of various control systems for operating
equipment such as machinery, processes in factories, boilers and heat treating ovens,
switching in telephone networks, steering and stabilization of ships, aircraft and other
applications withminimal or reduced human intervention. Some processes have been
completely automated.

Automation has been achieved by variousmeans includingmechanical, hydraulic,
pneumatic, electrical, electronic devices and computers, usually in combination.
Complicated systems, such as modern factories, airplanes and ships typically use
all these combined techniques. In other terminology, automation is a combination
of hardware devices and software, that are meant to monitor, control and process a
certain task or function according to the predetermined goals. For instance, in auto-
mated traffic control system, a centralmicrocontroller collects data’s from the sensors
node fixed in the respective junctions. All the sensor node installed is connected and
controlled by the central microcontroller. The sensor nodes sends the traffic status
information to central microcontroller. The central microcontroller will take decision
according to the programmed algorithm. The algorithm will work according to the
real time data send by the sensor nodes. So, at a particular time if any junction suffers
any traffic snares which cannot be controlled by the system, will be communicated
to the respective authorities, i.e., the traffic police, to take control of the situation.

There are some important and vital sectors that need to be automated. For bet-
ter understanding, the sector where automation has a lead role is discussed. These
are supply chain management automation, automation of irrigation system, home
automation, and traffic automation.

3.2.1 Supply Chain Management Automation

Every nation’s economy is depends upon the supply chain management. In India,
logistics are not only driving the goods, also it drives the economy. Its contribution is
around6.7%of total gross domestic product (GDP). India has the largest geographical
area, so the logistic industry have to ply over to all the parts of the nation. With the
increasing importance of services in logistics and supply chain management, there is
a need for gathering, processing, and accessing various kinds information throughout
the logistical process of a supply chain and such information plays a major role in
determining the quality of the product.

The area of coverage and its nature also depends on the better connectivity. For
instance, if the logistics is based on hill station bounded area, the cost of fuel and
time is crucial. In other words, the kilometers travelled and the fuel expenses won’t
match, if the hill station kilometers is 25km, it may take around three hours or more
depending on the traffic and also fuel may burn more than 50km, as the vehicle
has to chunk and struggle to move uphill. Inversely, in plain roads, 25km will take
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just 30 to 45min also there may sometime save fuel less than that of the travelling
kilometers.

The logistics segment is a peculiar segment, where a system is needed to monitor
all the details regarding travel, the goods which it is carrying and the mechanical
parts of the vehicle. Here automation plays a vital role. A GPS is needed to track and
synchronize the time to reach the destination. Different types are sensors are needed
to monitor the mechanics of vehicle, like speedometer linked to GPS. Data has to be
computed to get the distance coverage and remaining time to reach the destination.
To monitor goods like milk, vegetables etc., a temperature sensor has to be used [8].
If the temperature increases or decreases with reference temperature, the sensor has
to trigger an action immediately to correct the lapse, by increasing or decreasing the
air conditioner’s control. If there is no system of monitoring the temperature of the
container, then the consumable goods will be spoiled or contaminated and hence,
automation pays profit in this scenario. In this way, WSN can be used for process
control and verification in transport and logistics. Internet backbone is necessary to
be constructed for theWSN application and when this system can be accessed in any
way or any manner by means of respective methodologies using internet, then IOT
will be deployed.

3.2.2 Automation of Irrigation System

The water is the prime resource for agriculture and in tropical countries, rain is
the only source of water. Water management to crops can be done using irrigation
where, irrigation is an artificial application of watering to land or soil [9]. It is used to
support thewatering to agricultural land,maintenance of landscape etc.Already some
established system using WSN was implemented to irrigate and save water at timely
intervals. The water consumption varies depending on crop to crop. Appropriately,
the water has to be supplied. Else crops may wilt and in extreme case crops fails to
yield or die.

An automated irrigation system was developed to optimize the usage of water
for agricultural crops. In irrigation system automation, sensors were used to monitor
soil moisture and temperature. The sensors were fixed in the root of the crop. The
temperature details were computed and connected by WSN and GPRS module can
be used to transmit the data to a web. This system is designed as web based and the
details of water irrigation plans can be monitored anytime, anywhere irrespective of
the geographical location.

3.2.3 Home Automation

Home automation is needed to control, monitor and utilize any kind of home appli-
ances and as technology advances, smart sensor nodes and actuators can be incorpo-
rated into appliances, such as vacuum cleaners, micro-wave ovens, and refrigerators.
These sensor nodes inside the devices can communicate with each other and with the
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external network via the Internet. They allow the end users to control home devices
remotely and can be used as alarms for disasters at homes. The automation needs to
bother about the power consumption and maximum utilization of the home appli-
ances. In earlier systems, wired technology is used to automate the home. But it
takes more complex in installation and deployment. Now, wireless technology gives
more freedom rather than installing the wires at home. This makes a way to stay
connected with any network like web based or PAN or both. Further improvements
in the medium of communication technology like RFID, Bluetooth and Wi-Fi were
very flexible to use. The automation integrates multi mobile devices based on, net-
working, distributed and power line communication control to all available home
appliances [10]. The user interface may be a mobile device with relevant controlling
software, or web-based on desktop or handheld remote, or all of them. More sensors
like motion sensor, light dependent resistor sensor, temperature sensor etc., can be
used in home automation according to the appliances and application.

3.2.4 Traffic Automation

The traffic in city needs a full control around the clock for effective and consistency
flow. As manual traffic monitoring is not an easy task round the clock, automation
is the only way [11]. Sensor based automation can be done in a better, more precise
and an orderly manner. The traffic inflow and outflow can be monitored by installing
two types of sensor networks, the stationary and floating sensor networks. Stationary
sensors are wireless sensor devices placed at permanent locations in the ground with
traffic sensing capabilities. A mobile or floating sensor is a wireless sensor device
attached to a vehicle travelling within the urban sensing field. All the data’s from
the floating and stationary sensor networks will be analyzed and it is interfaced with
a satellite navigation system. The resultant helps in administrating the traffic for
smooth flow.

3.3 Verdict of Automation

Automation leads to right resource management and the maximum life time of the
equipment, devices and home appliances. The microcontroller technology is chang-
ing day to day, to accommodate the minimized or very negligible form factor. 32 bit
microcontrollers are dominating the market force with enhanced power factors by
consuming very low input voltage. This can be programmed by customizing with
respective development environment. The automation converges all kind of avail-
able resources and manage the same with a versatile platform, called IOT. Also, the
components used in WSN are very compact in size, and most importantly, avoids
heat discharging, and helps to reduce carbon foot prints. In this manner, green com-
puting is also achieved. Thus, WSN leads automation, IOT technology and green
computing.
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4 Green Computing and IoT

Green computing [12] attractedWSN for the environment friendly and energy saving
techniques and development processes. Green computing is termed as the practice
of using the IT and resources efficiently, reuse, rebuild and hence, promises to less
carbon foot with minimal or no bang on the atmosphere. It describes the way of
reducing energy consumption [13] of the computers and peripherals. In this modern
era, electronic waste is a vital problem that needs to be encountered immediately.
Green computing also takes cares of disposing or reusability of the electronic waste.
All the WSN will have a certain life span. After expiry of the life span, the WSN
can be refurbished for the same or reused for a new application. This makes full
utilization of all the components and help to achieve green computing methodology.
By reusability, financial investment becomes very negligible.

Every organization uses computers and peripherals for their day to day business
processing. All of them is connected in the network by using the network components
like routers, switches, hubs etc., all these are electronic components which exhibits
more heat on normal operating conditions. In this, for instance the normal operating
temperature of Intel core i7 is 50 to 65C. If an organization has an approximate of 100
systems, then the temperature of the room has to be controlled by cooling the room
by using air conditioners. This increases the power utilizations and the electricity
bill will be shockingly higher thereby affecting the profit ratio of the organization.

In this case, if sensor for monitoring the temperature [14] is deployed in the
computers and in the server room connected by internet, the temperature is totally
under the control. In other way, the computers which are not under usage can be shut
down and the power supply can be switched off. By this, the wastage of resources
and high power consumption scenario can be avoided. Also, solar power grid can be
installed to minimize the power consumption. The roof top photovoltaic (PV) panels
can be installed for harvesting solar power, where the solar harvesting depends on
the direction of the sunlight. So, the solar panels has to be directed towards the sun
for better solar power harvesting. In this, a light sensor can be installed to monitor
the direction of sun light and the direction of the panel can be rotated by sensing the
actual direction. The rotating mechanism should be triggered by moving the solar
panel towards the direction of sunlight. The solar power grid can be used for electrical
appliances and there is also provision for installing high powered solar grid for high
powered appliances like air conditioners, washing machines etc., In industrial areas
more solar power grid can be installed and utilized. By installing proper sensors and
making them work will improve the utilization of the resources and moreover, some
organizations are encouraging their employees to work at home, where the resource
utilization is minimized and a better work culture and efficiency is developed. All of
the above states that, there are more options for the effective utilization of resources
and minimizing the power usage and thereby a green world.



190 G.R. Sakthidharan and A. Punitha

5 Conclusion and Future Challenges

This chapter discussed a review on wireless sensor networks, wearable sensors, few
applications ofWSN, and integrationwith IOT. In this era of computing andmobility,
the IOT has to make a better convergence of WSN. The real prospective of sensor
networks can be fully unleashed if they are connected to the internet. The future
of IOT depends on the WSN and its wrathful utilization. One of the challenges in
this area is to promise the subsistence of certain security issues in the integration
of WSN with the IoT, such as integration of security mechanisms and services,
user’s acceptance and management of data privacy. As innovative application areas
for WSNs in the field of digital image processing are emerging, the WSN operating
system needs to offer a rich set of basic image and signal processing APIs to facilitate
the responsibility of the application program developer. Also, many investigations
can be focused on integrating the various sensor networks to the Cloud for many
real-time applications.
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Challenges of Distributed Storage Systems
in Internet of Things

Madhvaraj M. Shetty and D.H. Manjaiah

Abstract Internet of things presents a general concept of the strength of different
network devices to sense and collect important information from the world around
it, and then it share this information across the internet where it accessed, processed
and utilized for various other interesting purposes. This concept of internet of things
will be an integrated part of the future internet. But in order to gain more benefits, it is
essential to store heterogeneous data captured by various devices for further analysis.
But it requires vast amount of storage spacewhich cannot be handled using traditional
centralized storage system. So it is achieved using the concept of distributed storage
systems and the growth of these storage devices impose many challenges related to
topologies and interconnection protocols, data consistency, error handling, security
and privacy, etc. Ensuring security and privacy to the users is a major challenge
considering the sensitive, personal or confidential nature of the data stored in the
system. This chapter, discusses various issues related to fusion, privacy, security and
trust in distributed storage systems.

1 Introduction

Internet of Things (IoT) is away of describing a network of smart devices that connect
with each other through the internet to make environment more intelligent. It was
coined more than 10 years ago by the industry researchers but has emerged recently
into mainstream public view [1, 2]. IoT technology includes sensors, circuits, com-
munications, embedded systems, intelligent interfaces, data management, energy
management, distributed processing, data fusion, knowledge management, real-time
processing, system design, and sophisticated software techniques that provides great
convenience for human beings for their life style [3–5]. It presents a general concept
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of the strength of network devices to sense and collect important information from
the world around us, and then it share this information across the internet where it
accessed, processed and utilized for various other interesting purposes. Internet of
things concept will be an integrated part of the future internet and could be defined as
a global dynamic network infrastructure having self configuring capabilities based
on some standard protocols for communication where virtual and physical things
have their identities, attributes and virtual personalities and provides intelligent inter-
faces, and these are seamlessly integrated into the information network present today
[1, 2]. But in order to gain more benefits from IoT, it is necessary to store the data
which are generated and captured by these devices. Thus, to achieve storage for Inter-
net of Things, especially the heterogeneous data (structured data, semi-structured
data and unstructured data), it requires vast amount of storage space. But tradi-
tional centralized storage system is not effective with this size of data, because it is
not possible to store everything on single large disk. If this disk fails, then every-
thing will be lost. To overcome all of these issues, the distributed storage came into
existence.

The forthcoming part of this chapter is divided into four main sections. The
second section provides introduction to the distributed storage systems with
the explanation of the types, followed by different architectures available today.
The third section introduces challenges related to data fusion. The fourth section dis-
cusses issues involving privacy and security. The last section discusses the necessity
of trust management in distributed storage systems, followed by conclusion of the
chapter.

2 Distributed Storage Systems

Distribution is the key for handling huge data sets and it is essential to bring scalability
in today’s world, i.e., maintaining stable performance for growing data collections
by adding new storage resources to the existing system. Distributed data storage
has become more popular for efficient data management and significantly evolved
due to cloud computing upsurge in the past several years, as the underlying core
infrastructure for the cloud computing is distributed storage systems like the Hadoop
Distributed File System (HDFS) which are the foundation of all types of cloud
services. Basically, distributed storage systemsmakes use of the samemain elements
as centralized systems does, but in a distributed manner (i.e., data units and its meta
data); and therefore different data units are scattered over the networked system: files,
objects, blocks or data chunks. The main purpose of distributed networked storage
systems is to store the data consistently over a long period of time by using storage
servers that are distributed [6, 7]. But Long term reliability requires some sort of
redundancy, a straightforward solution of simple replication is used; however, the
cost of storage system is high.

Nowadays, distributed storage systems are very popular and extensively used
throughout the world in many applications. The growth of these storage devices
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impose many challenges related to topologies and interconnection protocols, data
consistency, error handling, security etc. Also this distribution brings a number
of technical problems that makes the design and development of distributed stor-
age, indexing, searching and computing a delicate issue. Often, this distributed
storage systems may contains sensitive data, and thus the security methods are cru-
cial. Since the stored data has to be shared and replicated in a secure way, such
architecture poses number of security challenges. This security challenge became
more complicated with the widespread adoption of distributed storage systems and it
is absolutely essential to understand these challenges. In addition, it is also extremely
challenging, due to the reason that malicious adversaries can reside anywhere and
attack this distributed storage locations because systems are connected over the
internet.

The main objective of distributing storage across multiple nodes is to make data
available closer to the users and applications and to protect the stored data in case of
failure of disks through redundant storage in multiple devices across the system [8].
Popularity of distributed storage systems has been increased due to the rapid growth
of bandwidth, storage volume and computation resources along with the reduction
in the cost of storage devices.

2.1 Types of Distributed Storage Systems

There are mainly four different types of distributed storage systems: Network
Attached Storage (NAS), Server Attached Redundant Array of Independent Disks
(RAID), Storage Area Network (SAN) [9] and Centralized RAID as shown in Fig. 1
[8]. Among the four distributed storage system listed here, NAS and SAN are the
most popular systems where NAS uses TCP/IP protocol and SAN uses SCSI pro-
tocol for communication. While NAS can be implemented on any physical network
which supports TCP/IP such as Ethernet, fiber distributed data interface (FDDI), or
asynchronous transfer mode (ATM). Storage area network can be implemented only
on networks with fiber channels. Compared to SAN, NAS has lower performance,
because of the fact that SCSI is faster than TCP/IP networks and TCP has higher
overhead.

Fig. 1 Types of distributed storage systems
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2.2 Distributed Storage Architectures

There are multiple implementations of distributed storage systems. The most impor-
tant architectures among them are: Google File System, Lustre, General Parallel File
System, Andrew File System and Ceph.

2.2.1 Andrew File System

Andrew file system (AFS) is a pioneer and one of the top most representative of
networked attached storage that uses files (i.e., data units) to distribute data over
multiple nodes in network. It is a location independent file system, makes easy for
users to work together on the same data without knowing the location where the file
actually stored. AFS organize data units in cells and volumes. Cells are just logical
divisions of file space and volume can be seen as a partition managed by a server.
Individual files are organized hierarchically in sub-trees which are grouped into cells.
In AFS, redundancy is achieved by using a special type of volume or partition which
is named as read-only copy, used to acquire high availability and workload balance.

There are three major implementations of AFS namely: OpenAFS, Transarc
(IBM), Arla and fourth implementation exists in the Linux kernel source code com-
mitted by Red Hat. Advantages of AFS is that, it performs well in small as well as
very large installations, provides exceptional performance and provides high security
control based on Kerberos.

2.2.2 Google File System

Google file system (GFS) [10] was built to organize and manipulate huge amount of
data capitalizing strength of reliable, expensive servers while compensating cheap
hardware weakness. It is designed to provide reliable access to data using large
clusters of commodity hardware efficiently. It is not an open source system, but
serves as model for other systems for example HDFS: file system used by hadoop
[11]. In essence, GFS architecture is composed by one active master GFS server and
few clones such as for fail over scenarios, to manage the file systems meta data, and
hundreds of GFS slave servers to store chunks of data in a distributed manner. The
system provides series ofmechanisms to support huge number of clients requests that
can access shared file system in parallel consistently. Benefits of GFS is its simple
design, fault tolerance, and effient, reliable access to data using commodity hardware.
Limitations is that it is only viable in a specific environment and has limited security.
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2.2.3 General Parallel File System

General parallel file system (GPFS) [12] is a parallel, scattered file system solution
from IBM. In contrast with GFS, GPFS supports RAID systems over fiber channel
SAN.Also it has the ability to use LANsystems throughNSD (Network SharedDisk)
which enables block access to the data. The choice between these twomodes depends
on the system purpose. Accessing data using SAN is much faster, but it requires
expensive network equipments, while LAN access is less expensive, but much slower
than SAN. GPFS supports deployments of thousands of storage nodes which spreads
files across them for achieving a high availability. It also supports replication, logging
and recovery capabilities, thus is a fault tolerant system. GFS has no data placement
policy defined, while GPFS distributes data by means of two modes of policies for
instance file placement policy and file management policy. File placement policy
distribute files to specific set of disks (disks pool) and file management policy move
or replicate files across system disks. The file system name space can be split into
small groups by means of file sets achieving management at a smaller granularity.
Another unique feature of GPFS is that the meta data management which spread
across all GPFS clients, thus a single point of failure is avoided. It is also highly
configurable and supports three deployment types such as share-disk, networked
I/O, and multi cluster.

Advantages of GPFS are massive namespace support, seamless capacity expan-
sion and performance scaling, reliability, parallelism, consistency, high availabil-
ity, and flexible architecture. Virtualizing file storage space, and allowing multiple
applications to share common pools of storage provides flexibility to administer the
infrastructure without disrupting applications, thereby improving energy efficiency,
and reducing management overhead.

2.2.4 Lustre File System

Lustre [13] is open source software licensed under the GPL. It is an advanced storage
architecture that provides scalability, significant performance and flexibility to com-
puting clusters and networks. Lustre uses object storage model for I/O and storage
management. It uses sophisticated replication, cutting-edge fail over and recovery
techniques to eliminate downtime and to maximize file system availability, thereby
maximizing productivity and performance. It is composed by three main entities:
object storage servers (used to manage objects stored on targets), meta data server
(for name spaces management) and management server (used to manage all lustre
file systems). In contrast with GFS and GPFS, it splits files into objects. Each object
storage server can have a fail over configuration achieved by using more targets
to achieve high availability and fault tolerance of meta data and data stored. Both
metadata servers (MDS) and management servers (MGS) use similar mechanism.
Lustre supports SAN based storage using commodity storage. The data objects are
managed by keeping a map similar to the inode map in the Berkeley fast file system
(BFFS). But this can be considered as a drawback since it puts more pressure on
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the storage servers. Lustre’s key attributes are its performance, scalability, manage-
ability, flexibility, reliability, availability, and serviceability. The open scalable file
systems (OpenSFS) and European open file system group (EOFS) are two groups
that support vendor neutral development and promotion of lustre file system.

2.2.5 Ceph File System

Ceph is a new open source distributed file system available in Linux kernel. It brought
together many advantages from previous implementations and it distributes every-
thing (name spaces, data storages, logging, monitoring) making it very scalable, but
it is very complex as well, and it is being considered as the new dream distributed file
system. Ceph addresses three critical challenges of storage systems: performance,
scalability and reliability by occupying a unique point in the design space. Its archi-
tecture of meta data management addresses one of the most difficult problems in
highly scalable storage systems. This provide a single uniform directory hierarchy
which can obey POSIX semantics with performance that scales with the large num-
ber of meta data servers. Ceph’s dynamic sub tree partitioning is a uniquely scalable
approach which offers efficiency and ability to adapt to varying workloads. Addi-
tionally, it automatically balances the file system to deliver maximum performance
and also file system provides numerous benefits. It provides stronger data safety for
mission-critical applications and provides virtually unlimited storage to file systems.

It is necessary to have exceptional technologies to process large amount of data
present today. Hadoop is one of the most widely used technologies which supports
programming model to handle this large amount of data using Map Reduce in dis-
tributed manner. Hadoop uses new file system called hadoop distributed file system
(HDFS), which is scalable, distributed and portable file system written in Java. It
is a implementation of Google file system (GFS) where all the resources stored in
Hadoop cluster without any schema representation. Each hadoop cluster contains
one master node and several slave nodes. The master node consists of name node,
data node, task tracker, and job tracker where slave node acts as both a data node and
task tracker which holds computation and the data. The job tracker manages all the
job scheduling.

3 Data Fusion in Distributed Storage Systems

Today Information systems collects data, processes it, provides output, and stores
these results for future use. In traditional systems, it gets input only from a variety
of standard input and use a variety of standard output devices. But in recent sys-
tems, it is not same, if we consider today’s sensor-based smart world systems, it
uses more specialized input devices called sensors and specialized output devices
called effectors, which can cause some action to be taken later. For example, sensors
attached to the aircraftmay detect a position, speed, and orientation; the systemwould
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determine any deviation from the desired path; and output signals would be sent to
the appropriate effectors to take further action. Also sensors may provide a single
binary reading (door is open or closed), a single continuous reading (pressure, tem-
perature, or acceleration), or a set of related readings (multiple readings at a point
from a specific location, or an image). So data fusion is essential for these type of
systemwhere themultiple types data is distributed over the network, it integrates data
from multiple sources to provide better analysis and decision making. Data fusion
can be defined as the process of merging of multiple heterogeneous data sets into
one homogeneous representation to be better processed for data mining and man-
agement, and it is used in a number of technical domains such as sensor networks,
video and image processing, intelligent systems, robotics, and other domains.

Data integration is differentiated from data fusion, in integration, more broadly
data sets combined and retains the larger set of information while in data fusion,
there is usually a replacement or reduction technique and it is facilitated by data
interoperability (ability for two systems to communicate and exchange their data).
Data fusion and data integration is together forms new set of techniques used for
business intelligence, such as integrating online storage of sales information to create
more completed pictures for the customers. Data fusion systems face two folds of
challenges, first, data frommultiple sources are often heterogeneous, it can exist at the
schema level or instance level and second, different sources can provide conflicting
data, because of erroneous data, incomplete data and out-of-date data. But advances
in data fusion can also benefit in many other important areas such as health care
(for CAT scans and other types of medical imaging), manufacturing (for robotic
and adaptive process control), environment (for the identification and tracking of
pollutants), transportation (for intelligent traffic control) and information analysis
for intelligence agencies, etc.

4 Privacy and Security

A single isolated storage node is less vulnerable to be victim of malicious activities
than the storage which are distributed over multiple nodes. It is desired that data
stored in the systemmust remain private even if all storage servers are compromised.
The major challenge of designing these networked distributed storage systems is to
guarantee privacy preservation of users while maintaining its distributed structure. In
current context, with more and more users, devices and applications are joining the
internet, theworld has reached the next level where the global network is not just used
for disseminating information from a server. Today applications are being run from
the cloud and vast amount of data uploaded and saved on the cloud using distributed
storage system. With all this technological improvement, malicious attacks with the
intention to damage or steal data have also become increasingly common. But level
of security has not grown as fast as the systems and applications has grown.

In modern world, traditional approach towards solving some issues security fails
due to the ever increasing complexity of security breaches. If a computer is connected
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to a network, it can get infected by some malicious code easily. It can also cause
serious damage to data on memory or might monitor the system user, even when
hacker has no physical access to machine. Often in today’s world there is increase
in sensitive data, such as customer records, health care records or financial data.
Protecting such data while they are in transit as well as at rest is crucial. During
its life-cycle, the data travels through various networks and storage systems, from
various users and ends up in off line or online data archives. Hence, there exists
large number of potential attack points. So, the data needs to reliably stored and
protected at every stage of its life-cycle. And the data has to be replicated, shared
with multiple users and kept online in order to qualify various performance, recovery
and availability requirements. As a result these data stored in storage systems are
becomingmore vulnerable to security breaches, which can result in potential damage
and losses. There are more number of threats available in distributed storage systems
due to the reason that these systems are inherently more open and exposed to attacks
than centralized storage systems, the main reason is that, being the unsecure network
of loosely connected nodes. Several active researches are going on in the area of
threat modeling and developing security model for protecting distributed storage
systems since it contains sensitive data of users which are private. As the adoption of
Internet of Things becomes universal, data that is collected and stored becomes huge.
The fact that in the IoT, a lot of data flows autonomously without human knowledge
makes it very important to define authorization protocols in place to avoid damage
and misuse of data.

As the Internet of things becomes a key for the future internet and a critical
national/international infrastructure, the need of implementing adequate security for
the IoT infrastructure becomes significant and more important. Large-scale appli-
cations and services based on the IoT are increasingly vulnerable due to different
attack or information theft. Advances are required in several domains to make the
IoT secure from those with malicious intent, including.

• At present DoS/DDOS attacks are well understood for the current internet tech-
nologies, but the Internet of Things is also vulnerable to such attacks and will
require specific mechanisms and techniques to ensure that energy, transport, city
infrastructures cannot be disabled.

• General attack detection and recovery - specific threats, such as malicious code,
compromised nodes, hacking attacks must be detected and recovered.

• Cyber situation awareness tools/techniques need to be implemented, to enable IoT
based infrastructures to be monitored continuously.

Active tap, passive tap, denial of service, faking, replay, traffic analysis. Table1
shows summary of different sources of security threats and its respective measures
can be taken in distributed storage systems, out of these measures authentication,
authorization and cryptography acts as major challenging issues in the field of IoT.

Authentication is a fundamental service for security. AFS uses a slight variation
of Kerberos (v4) protocol for mutual client server authentication [14]. Lustre [13] is
more flexible and supports GSS-API back end, like LIPKEY, Kerberos, and OPEN.
PAGs (Process authentication groups) are used to organize processes that are linked
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Table 1 Security threats source and it measures in distributed storage systems

Security threats Corresponding security measures

Storage devices Redundancy, recovery, backup

Storage systems Authentications, authorization, access control, virus protection,
intrusion detection/protection, firewall

Storage network Access control, cryptography, authentication and authorization,
intrusion detection/protection

Storage application Authentication and authorization, cryptography, access control,
immutable, logging, audit and accounting, tamper-proof

to an authentication event. This can provide a more fine-grained control than normal
uid-based mechanism. Lustre and AFS use PAGs, while NFS does not support PAGs,
being vulnerable to root set uid attacks. Authorization or access control is performed
by comparing the identity of the client with the ACL attached to the object/resource
being accessed. Although POSIX.1e access control lists have removed some of the
limitations of the initial version of POSIXmodel, being supported on ext2, NFS etc.,
it still has not able to meet today’s requirements. Some of the DFSs implement their
own non-standard access control models, for example, AFS uses group inheritance
for easier administration. Positive and negative access control lists are associated
with directories not files. Venus clients emulate POSIX semantics for files, which
are ignored by other servers. Existing authorizationmechanisms fail to provide robust
andpowerful tools for handling security issues at the scale necessary for today’sworld
of Internet of Things. Securing data stored on the disk should be consider seriously
than securing data on the wire due to several factors: securing data on the disk at
user endpoints provides confidentiality for both data at rest and in transit, allowing
outsourcing of servers for storage services to untrusted servers (public cloud storage),
limits the damage done by theft, offers better performance when using optimizations
such as automatic revocation of authorizations, since compute-intensive operations
are performed at the client side. AFS provides data confidentiality on the wire (i.e.,
encrypted communication between a client and a server - ex: authentication) but data
on the disk is not secured. But in more recent distributed file systems for example
Lustre are able to make use of securing data on the disk as well. Thus, the effort shifts
to designing efficient key management (distribution, revocation) schemes, access
control models having the right granularity, searching and sharing encrypted data.

Also the most important challenge in convincing users to adopt upcoming tech-
nologies such as IoT is the protection of their data and preserving privacy, sincemuch
of the information in IoT system are personal data which are sensitive, so there is a
requirement to support anonymity and restrictive handling of users personal infor-
mation. There are a number of areas of IoT security where advances are required,
Mainly:

• Cryptographic techniques that can enable encryption on the data to be stored
processed and shared, without the information being accessible to other third
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parties. Techniques such as homomorphic and searchable encryption mechanism
are potential applicant for developing such approaches.

• Techniques to preserve privacy of the users by designing concepts, including data
identification, minimization, authentication and anonymity.

• Self configuring and fine-grain access control mechanisms should be developed
for IoT.

5 Trust in Distributed Storage Systems

As Internet of Things applications and services scale over several administrative
fields and involves in multiple ownership regimes, there is a increasing need for an
trust framework that can enable the user who use the system to have confidence that
the services and information being exchanged can absolutely relied upon. Trust is an
important concept in distributed storage environments where it plays a critical role to
enhance and ensure system security through trust management so that effective and
valid information services can be provided to the end users. Although different trust
models have been proposed for distributed storage systems and very less research
has been conducted to describe trust in formal and precise way. Also formal, clear
trust definition is very critical, it can help us to interpret the meaning of trust without
ambiguity and implement it on distributed storage and provides good compatibility
for extensive collaboration among various computing systems.

In our society, the capabilities of an individual (or an organization) are so lim-
ited that they must rely upon and cooperate with other entities in order to achieve
various targets of daily life and businesses. This interdependence on each other
makes trust come up as one basic social requirement, by implementing this effec-
tively which can enable us to collaborate with others without fear, and lets us to use
trust as a key component for successful conflict resolution [15]. Trust Management
concept first introduced by Blaze et al. [16], it is a unied approach to specify and
interpret security policies, relationships, credentials and that allows direct autho-
rization for critical security actions. Credentials describes specic delegations of trust
among public/private keys, unlike traditional certificates, which binds keys to names,
trust-management credentials binds keys directly to authorization process to perform
specic tasks. Trust-management systems support delegation and policy specification
and refinement at the different layers of a policy hierarchy, thus solving a large degree
of scalability and consistency problems inherent to the traditional access control lists.
Furthermore, trust-management systems design is extensible; it can guide us to define
policies for different types of applications.
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6 Conclusion

The Internet of Things (IoT) is the interconnected set of intelligent objects and
devices designed specifically to enable the virtualization of the physical world. It
presents a general concept of the strength of different network devices to sense and
collect important information from the world around us, and then it share this infor-
mation across the internet where it accessed, processed and utilized for various other
interesting purposes. Nearly every type of business today can employ IoT systems
to create vast amount of cost savings and efficiencies. It will revolutionize the way at
which people work, entertain, monitors health, interact with others, manages homes
and things around. This will be an integrated part of the future internet, but in order to
gain more benefits from IoT, we need to store the data, especially the heterogeneous
data which are captured by these devices, it requires vast amount of storage space
which cannot be handled using traditional centralized storage system, so it is achieved
using the concept of distribution. Distributed data storage has become more popular
for efficient data management, significantly evolved due to technologies like cloud
computing upsurge in the past several years. The growth of these storage devices
impose many challenges related to topologies and interconnection protocols, data
consistency, error handling, data fusion, security and privacy, so on. Ensuring pri-
vacy and security has become major challenge in the context of distributed storage
systems, because it contains sensitive data which are private. It becamemore compli-
cated with the widespread adoption and it is absolutely essential to understand these
challenges for today’s world. Advances are required in several domains to make IoT
works efficiently and to secure it from malicious intent.
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Internet of Things Based Intelligent
Elderly Care System

J. Arunnehru and M. Kalaiselvi Geetha

Abstract The World Health Organization (WHO) reports that most common cause
of injuries to elderly people increases every year due to fall events. Human fall
events are one of the most important health problem among the elderly people whos
aged 65 and above, which could probably result in a significant barrier to their
independent living. This chapter presents amethod for fall activity detection based on
Motion Projection Profile (MPP) features extracted from temporal difference image
to represent a various levels of a person’s posture. Falls are detected by analyzing the
projection profile features consist of themeasure ofmotion pixel of each row, column,
left diagonal and right diagonal of the temporal difference image and gives adequate
information to recognize the instantaneous posture of the person. The experiments
are carried out using publicly available fall detection dataset and the extracted MPP
feature set are modeled by the various machine learning methods like Support Vector
Machine (SVM) with polynomial kernel, SVM with Radial Basis Function (RBF)
kernel, K-Nearest Neighbor (KNN) and the Decision tree (J48) algorithm are used to
classify the fall activies. Experimental results show that SVM with RBF kernel is an
efficient to recognize the fall activity with an overall recognition accuracy of 89.55%
on the fall detection dataset, which outperforms other machine learning methods.

1 Introduction

Falls is most common among elderly people, disable persons and patients which
cause severe domestic accidents such as head injuries and bone fractures that may
even result in human fatality. The World Health Organization (WHO) says that an
injury due to falls is the major cause of casualty for people over 75. WHO global
report on falls prevention in older age, 2007 defines falls as “inadvertently coming to
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rest on the ground, floor or other lower level, excluding intentional change in position
to rest in furniture, wall or other objects”. Older community express fall as a failure
in steadiness/stability. While the health care expert refer these incidents as injury
causing events leading to ill health. Besides, fall may lead to loss of independence
and sovereignty,mystification, immobilization and despair whichwill direct to added
constraint in the everyday activities. Further, most of the elderly people may not be
able to get up without others’ assistance and any ensuing long lie after an injury may
lead to dehydration, bronchopneumonia, hypothermia and pressure sores [1, 2], and
requires immediate medical assistance.

Fall detection techniques may be classified under three main categories [3]:
vision-based, environmental devices and wearable sensors. Use of wearable devices
[4–7] mounted on clothes or body with embedded sensors, such as accelerometers,
nanowatches and gyroscopes, to detect the location and motion of a particular per-
son is commonly seen in the literature. Elderly persons are already sick and making
them to wear sensors is an added strain to them. Besides, asking them to use devices
for calling assistance after a fall is impractical, since they may be unconscious after
such incident. Since these devices are inconvenient for patients and elderly people,
studies were carried with triaxial accelerometer in smart phones [8]. But usage of
smart phones is also not common among elderly which creates another challenge.
Hence, there is a requirement for a self-directed fall detection technique that triggers
an alarm without human intervention, so that the injured person could get immediate
medical attention. Hence it is necessary to develop an autonomous fall detection
technique that overcomes all these limitations.

Further, a fall detection approach must be able to discriminate between a fall
and the daily activity performed by a person. This is not an easy task, since certain
movements such as going from standing posture to lying down posture have strong
similarity to a fall event. Hence, the problem of fall detection is viewed as activity
recognition in this proposed work. This chapter analyses the fall detection problem
as the vision based activity recognition. In vision-based activity recognition, the
procedure is carried at four steps viz. human detection, human tracking, activity
recognition and then a complex activity assessment to evaluate whether the event is
a fall or not.

Survey on recent techniques in human fall detection can be found in [9].Willems et
al. [10] presents an outline of various approaches for fall detection using 2D cameras.
Initially, they perform background subtraction and used the motion information of
the person for fall identification. Audio based fall detection approach is proposed by
Planinc and Kampel [11]. 2D and Kinect features are utilized to represent the various
orientation of the human posture and height of the spine using image coordination
along with energy, silence ratio are utilized from the frequency domain. Space-time
interest points are used to detect specific actions. In addition, 3D skeleton points are
employed to recognize falls from the regular activities. Chua et al. [12] proposed a
method to detect falls based on human silhouette variationwhere only three points are
used to signify a person posture as a replacement of the conventional bounding box.
For fall detection, two lines are formed from the three points and features extracted
from these lines are used to identify shape change in human silhouette. Doukas et
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al. [13] proposed a system for fall detection, which combines both accelerometer
motion and visual information capture from 2D camera. The motion information
obtained through on-body wireless sensors and body posture features obtained by
visual tracking. Finally, SVM is utilized to train a model for fall detection.

Motion information is modeled [14] using hidden Markov models (HMM) along
with audio to identify the falling event. The impact sound of the falling person is used
as the additional information to avoid false alarms. Standard camera is used in [15]
for fall detection. But, the object trajectories are difficult to identify. Hence, vision
based fall detection system is proposed in [16] for elderly and patients at home and
in health-care centers. It uses an omni-directional camera to evade blind spot. The
angle and length variation associatedwith the body line andmotion history images are
utilized. Falls are detected using a simple thresholding and decision trees are adopted.
Projection histogram of the segmented silhouette, temporal changes in head position
is utilized to solve the problem of fall detection. The features are fed to MLP neural
network for specific classification and determination of fall event. This approach
identified the type of the fall event, like forward, backward or sideward. Authors in
[17] used a related technique by employing the k-Nearest Neighbor (kNN) algorithm
and evidence accumulation technique to infer human postures for fall detection.
Furthermore, they used the speed of fall to discriminate real fall occurrence and an
event where the person is simply lying down.

Robustness of fall detection is influenced by occlusion in the presence of multiple
objects. Occlusion is the main reason for performance degradation in fall detection
systems. Under an occlusion scenario, the objects happen to overlapped and may be
found moving together in a scene. Occlusion can be classified as complete, partial
and non-occlusion. Handling occlusion is a crucial concern in fall detection and is
required all through the occlusion. During occlusion, initially, while two foreground
objects occlude each other, the foreground blob of both the objects will form a single
blob and turn out to be a difficult issue to discriminate the pixels of both the objects
precisely. Secondly, at the time of occlusion, the real position of a traced object
becomes hard to make a decision since the visibility of the object becomes entirely
missing. Further, it is intricate to recognize the reappearing object after occlusion.
The issue becomes more mystifying predominantly while tracking several objects
having identical appearance.Complete occlusion during tracking is normally handled
by fusing the objectmotionwith the appearancemodel by linear dynamic or nonlinear
dynamic models for predicting the location of the reappearing object after occlusion.

The focus of this chapter is to explore the possibilities to detect a fall event by
observing a short video in real-life situations such as home environment, coffee
shop, office and lecture hall by accepting the occlusions of furniture and shadows.
The chapter contributes by providing a novel and robust technique for fall detection
on single persons under partial occlusion. Motion projection profiles are formulated
and the novel methodology is explained to solve the problem by effectively estimat-
ing the activity in real-time. This is followed by directions for future research and
conclusions. Finally, references are listed at the end of the chapter.
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2 Visual Information Representation and Fall
Detection Approaches

Conventionally, activity recognition techniques have centered on the branch of pat-
tern recognition and machine learning. The literature classifies the approaches as
sensor based, vision based, data-driven and knowledge-driven. In sensor-based tech-
niques, the wearable sensors are attached to an object under surveillance. These
techniques employ the sensor network technology for activity sensing and mon-
itoring. The vision-based approaches use video cameras to monitor the behavior.
The data will be in the form of digitized video sequences. These approaches make
use of computer vision procedures to analyze the visual patterns for recognition.
Data-driven approaches are based on probabilistic classification and are competent
of managing uncertain information. However, this approach requires huge datasets
for training. Activity models constructed using the knowledge based approaches are
generally utilized for activity prediction through formal reasoning. These approaches
are easy to start, semantically understandable and logically well-designed but cannot
handle uncertainty.

For recognizing an activity, still certain improvements are to be done in the exist-
ing approaches, particularly to dealwith the posture and clothes,moving background,
imperfect occlusion, camera motion, zooming, etc. In order to overcome these diffi-
culties, the proposed approach focus on motion information extracted from the video
sequences. A video sequence is given as a function v : R2 × R → R. A sampling
point (x, y, t, σ, τ )τ is located in the video sequence at (x, y, t, σ, τ )τ . The charac-
teristic spatial and temporal scales are σ and τ respectively. The spatial scale (σ )

describes the similar structure seen in the image plane. The temporal scale (τ ) mod-
els similar motion seen over a different length of time. σ and τ establish the spatial
and temporal neighborhood size of the descriptor at position (x, y, t).

Traditionally, vision-based fall detection techniques have centered on the branch
of pattern recognition and machine learning. These approaches use video cameras to
observe the event. The data will be in the form of digitized video sequences. These
approaches make use of computer vision procedures to analyze the visual patterns
for recognition. Projection profiles that gives a compact representation of motion
information extracted from the difference image from the two consecutive frames at
time t and t + 1 is proposed in this chapter.

The general architecture of the fall event detection system is shown in Fig. 1. Fall
detection approaches are normally based on motion identification from video. The
following discussions briefly explain the approaches for motion detection and image
feature representation approaches. Prior to an in-depth discussion on fall detection,
it is helpful to discriminate human activities at various levels of granularity. Activity
refers to the intricate sequence of motion patterns performed in a restricted style. For
example, the action for the phrase ‘take the cup’, indicates the sequence of motion
patterns such as going near the table, and taking the cup. Similarly, recognizing a fall
event originally involves classifying the normal and fall event. Thus the fall event
detection approaches naturally follows a hierarchical pattern. Lower level involves
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Fig. 1 General architecture of fall detection approach

human detection, tracking and recognition. Higher level semantics of the recognized
activities are encoded based on the lower level primitive information.

3 Fall Detection Framework - Overview

For better understanding of the underlying study of this chapter, a real life scenario for
fall event detection is experimented. Dataset comprising of activities performed by
several actors in different locations such as home environment, coffee house, office
and lecture hall is used for experimental purpose. The proposed work employs ideal
features extraction approaches and classifiers which reveal promising outcomes.

The overview of the proposed approach is shown in the Fig. 2. The videos are
smoothed by the Gaussian filter with a kernel of size 3 × 3 and variance σ = 0.5. It
is essential to pre-process all video sequences eliminate noise for fine feature extrac-
tion and classification. Frame difference is applied to extract the motion information.
Motion projection profiles are constructed that exploit the extracted motion infor-

Fig. 2 Overview of the proposed fall detection approach
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mation. Support vector machines, k-NN and decision trees are employed to classify
the test video to detect the fall event based on the trained model.

The Motion Projection Profile (MPP) features are extracted from the difference
image (temporal difference), representing various levels of an individuals posture.
The motion projection profile method finds out the measure of moving pixel of each
row, column and diagonal (left and right) pixels of the difference frame and they give
sufficient motion information to recognize the instantaneous posture of the person
as discussed in feature extraction section. Then extracted motion projection profiles
of row, column, left diagonal and right diagonal features are resampled to a fixed
number of bin (8, 16, 24, 32, 40) values are concatenated into a distinctive vector, in
order to obtain a n-dimensional feature vector for each frame in an fall activity video
sequence. The extracted features aremodeled by SVM (polynomial and RBF kernel),
K-NN and Decision tree for fall detection. In this work, fall detection dataset [18] is
used in order to evaluate the effectiveness of proposed feature extraction method.

3.1 Feature Description

The extraction of discriminative feature is themost vital problem in fall detection, that
represents the significant information that is essential for further study. To identify
the person motion across a sequence of images, the current image is subtracted either
by the previous frame or successive frame of the image sequences called as temporal
difference. The difference images are obtained by applying thresholds to eliminate
pixel changes due to camera noise, changes in lighting conditions, etc. This method
is extremely adaptive to detect the motion region corresponding to moving objects in
dynamic scenes and superior for extracting momentous feature pixels. The temporal
difference image obtained by simply subtracting the previous frame t with current
frame is a time t + 1 on a pixel by pixel basis.

The extracted motion pattern information is considered as the Region of Interest
(ROI). Figure3a and b illustrate the consecutive frames of the fall detection dataset.
The resulting difference image is shown in Fig. 3c. Dt (x, y) is the difference image,
It (x, y) is the pixel intensity of (x, y) in the t th frame, h and w are the height and

(a) Frame #122 (b) Frame #123 (c) Difference frame

Fig. 3 a and b Two consecutive frames from fall activity, c Difference image of (a) and (b)
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(a) Normal activity

(b) Fall activity

Fig. 4 Sample motion frames from fall detection dataset a Normal activity b Fall activity

width of the image correspondingly. The sample difference image for normal and
fall activities are shown in Fig. 4. Motion information Dt or difference image is
considered using

Dt (x, y) = |It (x, y) − It+1(x, y)|; 1 ≤ x ≤ w, 1 ≤ y ≤ h (1)

Tk(x, y) =
{
1 i f Dk(x, y) > t
0 Otherwise

(2)

To recognize the fall activity, motion information is an important signal generally
extracted from video sequences. Projection profiles are compact representation of
images, sincemuch valuable information is retained in this projection. The projection
profiles are extracted from the difference image that consists of motion information
only. The row (horizontal), column (vertical), left diagonal and right diagonal pro-
jection profiles are obtained by finding the number of white pixels for each bin in a
row (horizontal), column (vertical), left diagonal and right diagonal four directions
respectively. Figures5 and 6 shows the measure of variability using mean, variance
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Fig. 5 The measure of mean, variance and standard deviation of Motion Projection Profile of the
difference image for normal and fall activity (person 1) in home environment
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Fig. 6 The measure of mean, variance and standard deviation of Motion Projection Profile of the
difference image for normal and fall activity (person 2) in office room environment
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and standard deviation to represent the spread of theMotion Projection Profile feature
for normal and fallen activity. The projection H [i] along the rows and the projection
V [ j] along the columns of a difference image are mathematically defined by

H [i] =
n−1∑
j=0

T [i, j]; V [ j] =
m−1∑
i=0

T [i, j] (3)

where T is the difference image and n andm are the height andwidth of the difference
image respectively.

For diagonal projections of an object requires only the area moments and the
position thus computed from the horizontal and vertical projections are defined by

Am =
m−1∑
j=0

V [ j]; An =
n−1∑
i=0

H [i] (4)

y =

n−1∑
i=0

i H [i]
An

; x =

m−1∑
j=0

jV [ j]
Am

(5)

where Am and An are an area of the difference image.
The diagonal projection profile is to compute the index for the histogram bucket

for the current row and column. Let the row and column be denoted by i and j ,
respectively. Suppose that the dimensions of the image are n rows andm columns, so i
and j range from 0 to (n − 1) and 0 to (m − 1), respectively. The diagonal projection
will require n + m buckets. The affine transformation shouldmap the upper left pixel
into the first position of the diagonal projection, and the lower right pixel into the last
position for left diagonal projection profile feature. For right diagonal profile feature,
the affine transformation should map the upper right pixel into the first position of
the diagonal projection, and the lower left pixel in the last position.

Themotion projection profiles H [i], V [ j], DL [x, y] and DR[y, x] are represented
as four feature vectors { fH , fV , fDL , fDR } to depict the difference frame. Then the
feature set is re-sampledwith different bin (8, 16, 24, 32, 40) values. The row, column,
left diagonal and right diagonal projection profile bin values are concatenated into
a distinctive vector, in order to obtain a n-dimensional feature vector. The extracted
features aremodeledby theSVMwith (polynomial andRBFkernel),K-NN,Decision
tree (J48) classifiers for fall detection.

3.2 Support Vector Machines

Support Vector Machine (SVM) is a popular technique for classification in visual
pattern recognition [19, 20]. The SVM is most widely used in kernel learning



Internet of Things Based Intelligent Elderly Care System 217

Fig. 7 Illustration of
hyperplane in linear SVM

algorithm. It achieves reasonably vital pattern recognition performance in optimiza-
tion theory [21]. A classification task are typically involved with training and test-
ing data. The training data are separated by (x1, y1), (x2, y2), . . . (xm, ym) into two
classes, where xi ∈ RN contains n-dimensional feature vector and yi ∈ {+1,−1} are
the class labels. The aim of SVM is to generate a model which predicts the target
value from testing set. In binary classification the hyper plane w.x + b = 0, where
w ∈ Rn, b ∈ R is used to separate the two classes in some space Z [22]. The maxi-
mum margin is given by M = 2/||w|| as show in Fig. 7. The minimization problem
is solved by using Lagrange multipliers αi (i = 1, . . .m) where w and b are optimal
values obtained from Eq.6.

f (x) = sgn

(
m∑
i=1

αi yi K (xi , x) + b

)
(6)

The non-negative slack variables ξi are used to maximize margin and minimize
the training error. The soft margin classifier obtained by optimizing the functions 7
and function 8.

min
w,b,ξ

1

2
wTw + C

l∑
i=1

ξi (7)

yiw
Tφ(xi ) + b ≥ 1 − ξi , ξi ≥ 0 (8)

If the training data is not linearly separable, the input space mapped into high
dimensional space with kernel function K (xi , x j ) = φ(xi ).φ(x j ) [19]. The typical
kernel functions are shown in Table1 where, γ, r, and d are kernel parameters.

In multiclass SVM, N-binary classifier were constructed and one class was sep-
arated from all the rest. The training sets of the i th class with positive labels and all
others with negative labels. The i th SVM solves i th decision function given in Eq.6.
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Table 1 Types of SVM inner product kernels

Types of kernels Inner product kernel

Linear K (xi , x j ) = xT i x j

Polynomial K (xi , x j ) = (γ xT i x j + γ )
d
, γ > 0

Radial basis function (RBF) K (xi , x j ) = exp(−γ ||xi − x j ||2), γ > 0

Sigmoid K (xi , x j ) = tanh(γ xT i − x j + r)

In RBF kernel, a grid search strategy has been carried out to estimate the best para-
meter for C and γ in parameter space using LIBSVM [22]. The optimal parameters
C and γ are not known before hand, where C - is the slack variable or error weight
and γ - is the curvature of the decision boundary or penalty parameter, where these
two parameters are used to obtain the optimal classifier performance.

3.3 K-Nearest Neighbor

AK-Nearest Neighbor (K-NN) rule is one of the well-knownmethods used in pattern
recognition. It was initially proposed by Cover and Hart [23]. The K-NN algorithm
is a non-parametric classification system has been effectively used in a large number
of classification problems for machine learning without having the prior knowledge
about the distribution of the data [24]. NN may be a “lazy” learning technique as a
result of training information is not preprocessed in anymanner. The category allotted
to a pattern is that the class of the closest pattern proverbial to the system, measured
in terms of a distance outlined on the feature space. The each pattern determines a
region by using Euclidean distancemeasure in feature space called asVoronoi region.
The K-NN rule classifies x by assigning the label which most frequently represented
among the K nearest samples and the decision is contrived by checking the labels
on the K-nearest neighbors. If K = 1, then x is simply assigned to the class of that
single nearest neighbor.

This algorithm process is based on comparing a given new sample with training
samples and resulting training samples that are related to it. It searches the space for
the K training samples that are nearest to the new sample neighbors. In this algorithm
nearest is defined in terms of a distance metric such as Euclidean distance. Euclidean
distance between two samples (or two points in n-dimensional space) is denoted by

x1 = (x11, x12, . . . , x1n), x2 = (x21, x22, . . . , x2n) (9)

dist (x1, x2) =
√√√√ n∑

i=1

(x1i − x2i )2 (10)
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where x1 and x2 are two samples with n attributes to measure the distance between
x1 and the point x2, to take the difference between the consequent values of that
attribute in sample x1 and in sample x2, where the outcome of a new instance sample
is classified based on majority vote of the K - nearest neighbor category. The training
samples are described by n-dimensional numeric attributes. Each sample exhibit a
point in an n-dimensional feature space.

3.4 Decision Tree

A decision tree is a visual representation of a problem. It helps to decompose a
complex problem into smaller parts. This is a formal and structured approach to
making decisions [25, 26]. The classification problem of a particular pattern begins
at the root node. The root node has different value and it has different links based on
the outcome the link followed a subsequent node. The process is continued until the
leaf node is reached, which has no further problem. Each and every leaf node having
a class label, and the test pattern is assigned class label of the leaf node attained.
There are two types in decision tree

1. Classification tree analysis is used when the predicted outcome is the class to
which the data belongs.

2. Regression tree analysis is used when the predicted outcome can be considered
as a real number.

Classification tree is built through a method known as binary recursive partition-
ing. This is an iterative operation of splitting the samples into partitions, and then
splitting it up further on each of the branches. The operation starts with a training
set consisting of pre-classified samples. Each and every possible split is tried and
measured, and the best split is the one which gives the largest subside in diversity of
the classification label within an each partition [27]. This is continuous for all values,
and the victor is chosen as the best splitter for that node. The process is continued
at the next node in this manner. An alternate approach to stop splitting is pruning.
The process of removing leaves and branches is called as preserving it is used to get
better performance of the decision tree when it shift from the training data (where
the classification is known) to real-world applications.

3.5 Fall Detection Dataset

The Electronics laboratory, IT and Image (Le2i) created this dataset [18] in 2013 and
publicly accessible video for fall event detection. The fall detection dataset captured
in realistic environment in video surveillance setting using a single RGB camera
with the frame rate of 25 frames/s and having the resolution of 320 × 240 pixels.
This dataset consists of two types of events namely normal daily activities and fall
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(a) Normal activity

(b) Fall activity

Fig. 8 Example images from fall detection dataset a Normal activities b Fall events

activity performed by several actors in different locations (“Home”, “Coffee room”,
“Office room” and “Lecture room”) various clothing conditions. There is a total of
250 videos sequences whose lengths are around 10 seconds. The video sequence
contains typical difficulties like illumination, occlusions and textured background.
The actors freely choose position and orientation to perform various normal daily
activities (non fall) and falls. The dataset provides the related annotations marking
for start and end of each fall event and representing the position of the human body
in all frames (Fig. 8).

The experiments are carried out inMATLABR2013a in windows 7 operating sys-
tem on computer with Intel Xeon X3430 processor 2.40GHz with 8 GB of RAM. As
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Table 2 Confusion matrix for a fall detection problem

Actual

Fall Normal

PREDICTED Fall True postive False postive

Normal False nagative True negative

explained in feature extraction section, the n-dimensionalMPP features are extracted.
The performance of the proposed feature method is tested on SVM (polynomial
and RBF kernel), K-NN and Decision tree classifiers using 10-fold cross-validation
approach to test the performance of the classifiers.

Table2 illustrates a confusionmatrix for a fall event detection problem having true
positive, false postive, true negative and false negative class values. If the classifier
predicts correct response of class at each instance and it is counted as “success”, if
not, it is an “error”. The overall performance of the classifier is obtained by error
rate, which is a proportion of the errors made over the whole set of instances. From
the confusion matrix it is possible to extract a statistical metrics (Precision, Recall,
F1-measure and Accuracy) for measuring the performance of classification systems
and are defined as follows:

Precision (P) or detection rate is a ratio between correctly labeled instances and
total labeled instances. It is a percentage of positive predictions in specific class that
are correct. It is defined as in Eq.11.

Precision(P) = T P

T P + FP
(11)

where, TP and FP are the number of true positive and false positive predictions for
the particular class.

Recall (R) or Sensitivity is a ratio between correctly labeled instances and total
instances in the class. It have an ability to measure the prediction model and is also
called as true positive rate. It is defined as in Eq.12.

Recall(R) = T P

T P + FN
(12)

where, TP and FN are the numbers of true positive and false negative predictions for
the particular class. TP + FN is the total number of test examples of the particular
class.

The F-measure is the harmonic mean of precision and recall and it attempts to
give a single measure of performance. A good classifier can provide both recall and
precision values high. The F-measure defined as in Eq.13.

Fβ = (1 + β)2.T P

(1 + β)2.T P + β2.FN + FP
(13)
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where β - is the weighting factor, Here β = 1 that is precision and recall are equally
weighted and used to measure the Fβ-score which is also called as F1 - measure.

The most common metric accuracy is defined as the ratio between sum of correct
classifications and total number of classifications.

Accuracy(A) = T P + T N

T P + T N + FP + FN
(14)

3.6 Motion Projection Profile with SVM

The extracted motion projection profile (MPP) features are fed to SVM with poly-
nomial and RBF kernels. In polynomial kernel, different degrees (2, 3, 4, 5) were
tested. Based on the classification results degree 3 performs better than the other
kernel degree. Further, it has been observed that increase in kernel degree doesn’t
give any improvement in performance. Table3 shows the classification results of the
SVM with polynomial kernel on different bin values. The MPP features are experi-
mented with different bin (8, 16, 24, 32, 40) values and indicates that bin 16 gives
good results on proposed MPP feature, when compared to other bin values. Out of
the 6910 samples, 2315 (68.64%) samples were correctly classified as true posi-
tive (fall activity), 3463 (97.90%) samples were correctly classified as true negative
(normal activity), where 1058 (31.36%) samples of fall activity were misclassified
as false positive (normal activity) and 74 (2.10%) samples of normal activity were
misclassified as false negative (fall activity). In Table3, Dim refers feature vector
dimension.

Table4 shows the average performance metrics of polynomial kernel, from the
results it is clearly indicated that bin 16 gives higher precision = 68.63%, recall =
96.9%, F-measure = 80.35% (trade-off between precision and recall) and accuracy
= 83.62% on proposed MPP feature, where high recall value indicate that an SVM
with polynomial kernel classifier returned most of the relevant samples correctly.

In RBF kernel, a grid search strategy has been carried out to estimate the best
parameter for C and γ in parameter space using LIBSVM. Table5 shows the clas-
sification results of RBF kernel on different bin values. In fall detection dataset the

Table 3 Cross-validated results for SVM using polynomial kernel with different bin (8, 16, 24, 32
and 40) values of MPP features

BINS Dim∗ True postive False postive True negative False negative

8 32 2088 1285 3483 54

16 64 2315 1058 3463 74

24 96 2236 1137 3431 106

32 128 2236 1137 3418 119

40 160 2227 1146 3398 139

*Dim—Feature Vector Dimension



Internet of Things Based Intelligent Elderly Care System 223

Table 4 Performance measure results for SVM using polynomial kernel with different bin (8, 16,
24, 32 and 40) values of MPP features (in %)

Bins Dim Precision (%) Recall (%) F-measure
(%)

Accuracy (%)

8 32 61.9 97.48 75.72 80.62

16 64 68.63 96.9 80.35 83.62

24 96 66.29 95.47 78.25 82.01

32 128 66.29 94.95 78.07 81.82

40 160 66.02 94.13 77.61 81.4

Table 5 Cross-validated results for SVM using RBF kernel with different bin (8, 16, 24, 32 and
40) values of MPP features

Bins Dim True postive False postive True negative False negative

8 32 2935 438 3185 352

16 64 2909 464 3279 258

24 96 2915 458 3228 309

32 128 2717 656 3349 188

40 160 2769 604 3296 241

identified parameter are C = 5.65, γ = 0.000481, where C - is the slack variable or
error weight and γ - is the curvature of the decision boundary or penalty parameter,
where these two parameters are used to obtain the optimal classifier performance.
From the experimental results, bin 16 gives good performance on proposedMPP fea-
ture, when compared to other bin values. Out of the 6910 samples, 2909 (86.25%)
samples were correctly classified as true positive (fall activity), 3279 (92.70%) sam-
ples were correctly classified as true negative (normal activity), where 464 (13.75%)
samples of fall activity were misclassified as false positive (normal activity) and 258
(7.30%) samples of normal activityweremisclassified as false negative (fall activity).

Table6 shows the average performance metrics of RBF kernel, from the results it
is clearly indicated that bin 16 gives higher precision = 86.24%, recall = 91.85%,
F-measure = 88.96% and accuracy = 89.55% on proposed MPP feature, where as
precision, F-measure and accuracy values are improved to 5–17%. It is found that
the recall value is dropped to 5% when compared to polynomial kernel. Apparently,
the overall results give good performance on the RBF kernel.

3.7 Motion Projection Profile with K-NN

In k-Nearest Neighbor classification, the training sample is used to classify each
samples of a “target” dataset. An advantage of K-NN classification method is due to
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Table 6 Performance measure results for SVM using RBF kernel with different bin (8, 16, 24, 32
and 40) values of MPP features (in %)

Bins Dim Precision (%) Recall (%) F-measure
(%)

Accuracy (%)

8 32 87.01 89.29 88.14 88.57

16 64 86.24 91.85 88.96 89.55

24 96 86.42 90.42 88.37 88.90

32 128 80.55 93.53 86.56 87.79

40 160 82.09 91.99 86.76 87.77

Table 7 Cross-validated results for K-NN classifier with different bin (8, 16, 24, 32 and 40) values
of MPP features

Bins Dim True postive False postive True negative False negative

8 32 2825 448 3078 559

16 64 2771 602 3239 298

24 96 2852 521 3043 494

32 128 2844 529 2882 655

40 160 2847 526 2844 693

its non-parametric form, because it does not build any assumptions on the parametric
form of the primary distribution of classes. The extracted MPP features are fed to
K-NN (k = 1) for classification. Table7 shows the classification results of the K-NN
classifier on different bin (8, 16, 24, 32, 40) values and indicates that bin 16 gives
good recognition results on proposed MPP feature, when compared to other bin
values. Out of the 6910 samples, 2771 (82.15%) samples were correctly classified
as true positive (fall activity), 3239 (91.57%) samples were correctly classified as
true negative (normal activity), where 602 (17.85%) samples of fall activity were
misclassified as false positive (normal activity) and 298 (8.43%) samples of normal
activity were misclassified as false negative (fall activity).

Table8 shows the average performancemetrics ofK-NNclassifier, from the results
it is clearly indicated that bin 16 gives higher precision = 82.15%, recall = 90.29%,
F-measure = 86.03% and accuracy = 86.98% on proposed MPP feature, where as
precision, F-measure and accuracy values are improved to 3–13% when compared
to SVM with polynomial kernel. But it is relatively less successful to RBF kernel. It
is found that the recall value is dropped to 6% when compared to SVM (polynomial
and RBF kernel). From the results, it must be noted that the performance of the K-NN
classifier is only marginally lesser than other machine learning algorithm.
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Table 8 Performance measure results for K-NN classifier with different bin (8, 16, 24, 32 and 40)
values of MPP features (in %)

Bins Dim Precision (%) Recall (%) F-measure
(%)

Accuracy (%)

8 32 86.31 83.48 84.87 85.43

16 64 82.15 90.29 86.03 86.98

24 96 84.55 85.24 84.89 85.31

32 128 84.32 81.28 82.77 82.87

40 160 84.41 80.42 82.37 82.36

Table 9 Cross-validated results for Decision tree (J48) classifier with different bin (8, 16, 24, 32
and 40) values of MPP features

Bins Dim* True postive False postive True negative False negative

8 32 2658 715 2772 765

16 64 2681 692 2829 708

24 96 2664 709 2814 723

32 128 2674 699 2791 746

40 160 2614 759 2806 731

3.8 Motion Projection Profile with Decision Tree (J48)

The extracted MPP features are fed to Decision tree (J48) for classification. Table9
shows the classification results of the Decision tree classifier on different bin (8,
16, 24, 32, 40) values and indicates that bin 16 gives good recognition results on
proposedMPP feature, when compared to other bin values. Out of the 6910 samples,
2681 (79.49%) samples were correctly classified as true positive (fall activity), 2829
(79.98%) samples were correctly classified as true negative (normal activity), where
692 (20.51%) samples of fall activity were misclassified as false positive (normal
activity) and 708 (20.02%) samples of normal activity were misclassified as false
negative (fall activity).

Table10 shows the average performance metrics of Decision tree classifier, from
the results it is clearly indicated that bin 16 gives overall precision= 79.48%, recall=
79.11%, F-measure= 79.3% and accuracy= 79.74% on proposedMPP feature. It is
found that the overall performance is dropped to 10%onDecision tree classifier,when
compared to SVM (polynomial and RBF kernel) and K-NN. From the experimental
results, it was found that SVM with RBF kernel is much more efficient to recognize
the fall activity with an overall recognition accuracy of 89.55% on the fall detection
dataset, which outperforms other machine learning methods.

There is a craving to all of us to “age in place”, that is to remain in home and be
energetic and self-determining. To achieve this is to use technological support and
to use connected smart devices, “Internet of Things” that are becoming a reality. IoT
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Table 10 Performance measure results for Decision tree (J48) classifier with different bin (8, 16,
24, 32 and 40) values of MPP features (in %)

Bins Dim Precision (%) Recall (%) F-measure
(%)

Accuracy (%)

8 32 78.8 77.65 78.22 78.58

16 64 79.48 79.11 79.3 79.74

24 96 78.98 78.65 78.82 79.28

32 128 79.28 78.19 78.73 79.09

40 160 77.5 78.15 77.82 78.44

Fig. 9 Snapshot of normal activity detection using motion projection profile

can communicate with one another and with the software running in the cloud. The
devices can monitor and can act as sensors to sense the environment and in particular
to monitor and assist the elderly people. They also process information and control
air-conditioning, locking doors, reminding people to take medications. This chapter
proposes an approach for elderly assistance which raises an alarm when a fall event
is detected. Figures9 and 10 shows the detection of normal and fall activity while
monitoring elderly people. An alarm is raised as seen in Fig. 10 when a fall event is
detected.

4 Future Research Directions

The major application of automatic fall event detection is to identify and provide
immediate assistance to the elderly people to avoid some remorseful or dangerous
situation. Several potential research directions may still improve the efficiency of
the fall recognition system substantially. Video information is a multimodal data,
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Fig. 10 Snapshot of fall activity detection using motion projection profile

researchers focus mainly on either audio or visual information for their analysis
except a few. A combined audio-visual representation may produce an immense rise
in the recognition accuracy. Major issue in fall detection is to distinguish such an
event from normal sitting or lying down events. Hence, events can normally be split
into a sequence of concepts that make up that event. Each one of the concept like
objects, actions and audio involved in the incident have their own distinct semantic
granularity. Certain issues that are normally seen are (i) how to define/combine
these concepts (supervised or unsupervised)? (ii) how to model them? (iii) how to
reliably detect them? (iv) how to handle semantic similarity. If these issues could
be answered, recognizing fall events would eventually be graceful to determine.
Occlusion creates another challenge. Even though optical flow and spatio-temporal
techniques are applied to handle this issue, it is always complicated to handle this
problemwhen the object is occluded by another entity with similar shape andmotion.
Further, privacy of the persons has to be compromised. The area of fall event detection
is focused on building a model of the activities performed by the aged people and
patients is still open for further research. Another challenge is despite detecting the
falls and understanding the basis/causes of falls, predicting a fall event will certainly
save and protect the aged people and patients from an injury or further dangerous
medical situations.

5 Conclusion

This chapter introduced a new exemplar for human fall event detection. Initially, a
novel feature extraction procedure was discussed for fall detection framework. Given
the set of video sequences, the motivation is to detect the fall event to enable imme-
diate medical assistance to the elderly and sick by activating an alarm. The problem
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is formulated using motion projection information and a novel fall event detection
methodology is presented using the proposed features. Experimental results demon-
strate that the proposed approach outperforms the existing techniques of fall event
detection problem. Few of the promising future research directions are discussed
towards the end. The authors believe that this effort could afford helpful insights and
valuable assistance to the researchers for exploring this topic.
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Challenges, Issues and Applications
of Internet of Things

Madhvaraj M. Shetty and D.H. Manjaiah

Abstract In world millions of things, objects sense, collect data, share, and
communicate these data with each other. Further on analysis, the results obtained
are used to initiate some action of decision making and planning in business. This is
called Internet of Things (IoT). It has become more relevant to the existing practical
world of today due to the evolution of chips, sensors, mobile devices, embedded and
pervasive communication, data analytics, and cloud computing. By installing tiny
short range of mobile transceivers into everyday items enables new forms of commu-
nication and adds new dimension to the world of information and communication.
This results to come out new applications and address challenges to the society, such
as remote health monitoring, tracking of assets and products, cost savings, optimiz-
ing resource usage, enabling quick responses to disasters, smart offices and homes,
assisted living, enhanced learning, and e-health. All these will play a leading role
in the future. There are numerous potential applications of the IoT, spreading prac-
tically into all areas. This chapter throughs light on some potential applications of
Internet of Things with its advantages and disadvantages.

1 Introduction

The Internet of Things (IoT) is a futuristic technology where millions of things,
objects can able to sense, share information, communicate with each other. All these
are interconnected over private or public internet protocol (IP). These objects col-
lects data regularly, analyzes and these results are used to initiate some action and
it provides good management, planning, and decision making in different stages of
business. The concept of Internet of Things was first coined in 1999 by a member
of Radio Frequency Identification (RFID) development community. In turn it has
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become more relevant to the practical world of today due to the evolution of chips,
sensors,mobile devices, embedded and pervasive communication, data analytics, and
cloud computing. The convergence of effectivewireless protocols, enhanced sensors,
cost-effective processors, and a number of established start ups companies devel-
oping the essential applications and management software has eventually made the
conception of IoT inmainstream [1]. By installing tiny size, short rangemobile trans-
ceivers into everyday items enables new forms of communication between objects
and people, and between objects. For all these, IoTwould become a new dimension to
the world of information and communication. These programmed objects has RFID
communication technology, embedded technology, wireless technologies, and even
quick response (QR)codes. All these objects connected within the current framework
of the Internet and uniquely identified by its IP address. They respond to changes in
humidity, sound, pressure, weight, temperature, time, motion, light etc., and take the
necessary action that they are programmed to.

Internet of Things is a concept and a paradigm that considers environment where
different types of objects with unique addressing schemes communicates each other
with the help of wired orwireless connections and cooperate with other objects. Also,
it creates new services and applications and moves toward accomplishing common
goals. The Internet of Things lets people and things to be connected at anyplace,
anytime, with anything ideally using any wire or wireless network. The IoT is a
symbiotic interaction among the physical, and digital worlds where each individual
physical entities can sense, interact, exchange information with each other. However,
there are many challenging issues still need to be considered and addressed, in both
social as well as technological domains before the concept of IoT becomes a reality
completely.

Themain issues are to be considered are higher level of smartness by enabling their
autonomous transformation and behavior, full interoperability between the objects
which are inter connected, security, trust and privacy of users data, efficient uti-
lization of resources. In future, communication, transport, computation, storage and
other services will be highly persistent and distributed among people, machines,
smart objects, platforms and the surrounding space. It will create a highly decen-
tralized united pool of resources which are interconnected by a dynamic network of
networks. In the last few years the growth of markets, applications and their eco-
nomic potential, impact in addressing societal challenges for the next years has been
changed significantly. These societal trends are not limited to transport and mobility,
health and wellness, security and safety, communication and e-society, energy and
environment. These trends create significant opportunities in the markets of medical
applications, consumer electronics, communication systems, automotive electronics
etc. All these factors lead to smart life [2].

The reminder of this chapter is organized as follows: Sect. 2 discusses general
architecture and various important applications of IoT, Sect. 3 lists various advantages
and limitations of IoT. Section4 introduces implementation challenges and issues
related to IoT. Finally, future research direction and conclusion is discussed in Sects. 5
and 6 respectively.
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Fig. 1 General architecture of any IoT Application

2 General Architecture of IoT

Architecture of internet of things can be defined in three layers as depicted in Fig. 1.
Network of things, internet infrastructure, and the application interface for analysis,
are the three key building blocks of any IoT application [3]. Together these are
envisioned as foundations for emerging IoT applications.

2.1 Applications

The potentials offered by the IoT make it possible to develop number of applications
based on it, of which only a small number of applications are currently deployed.
Figure2 depicts an overview of these applications. With respect to these applica-
tions, smart homes and offices, assisted living, enhanced learning, e-health, smart
transportation systems, smart factories are few examples of potential and promising
application scenarios in which the new paradigm IoT will play a leading role in the
future [2, 4–6].

2.1.1 Smart Cities

The IoT can be used to monitor the vibrations of buildings, bridges, and monuments
in case the building material is threatened or overloaded. Noise pollution can be
controlled around hospitals and schools. It can be used to manage traffic especially



234 M.M. Shetty and D.H. Manjaiah

Fig. 2 Applications of internet of things

during traffic jams, peak hours, accidents, and rains. It can be used to manage street
lights automatically switch off in the presence of sunlight and switch on at the onset
of darkness. Another good application is alerting the officials to empty the trash bins
when filled with waste.

2.1.2 Medical and Healthcare Industry

IoT will have large number applications in medical and healthcare sector, with the
help of using the cell phones having RFID sensor capabilities as a framework for
examining various medical parameters and for delivery of drugs. The gain of IoT
increased because of easy monitoring and prevention of diseases, instant medical
attention in cases of emergencies, accidents and adhoc diagnosis. Implantable, self
configurable, addressable wireless devices is used to capture and store health records
that can save a patients life in some emergency situations, particularly for people
with heart disease, diabetes, cancer, cognitive impairments, coronary stroke, seizure
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disorders etc. The patterns of heart pulse rate, blood pressure, digestive system can
be continuously monitored and diagnosed for abnormalities. This information can
also sent to the doctor in times of emergencies for further analysis. This system will
be very useful to senior citizens and disabled people who live independently.

Monitoring Elderly Family Members: This application of IoT creates freedom for
the elder peoples to move around safely in outdoors and family members being able
to monitor, track their whereabouts. In some situation, elder people may lose their
way andwere unable to recognize surroundings to remember their way back to home.
But using this application, tiny piece of wearable equipment attached to the elderly
can helps them to reach home. This equipment will be embedded with location based
sensors to report the geographic location and paths that the person has traveled. It can
also able to send signals to inform other family members if the person moves away
from programmed paths. Simultaneously, it detects variation in their daily routines.
User interface can be integrated to this to track the location online by using mobile
interfaces.

Continuous Patient Monitoring: This application similar to Elderly Family Mem-
ber Monitoring. But, it requires the medical services to take care of some operations.
It requires the use of medical sensors installed on body of the patient to monitor
vital body conditions of the patient such as temperature, sugar levels, and heart-
beat. The application examine the current condition of the patients health for any
variation, abnormalities and it can predict if the patient is going to face any health
problems. It performs predictive analytics, complex event processing (CEP) used to
derive information to compare against the existing statistics to make a judgment.

Smart Pills: These are ingestible sensors that are swallowed and it records various
physiological measures of a human body. It can also be used to confirm, that a patient
has taken his prescribed tablets, and can measure the effects of the medication in the
body.

2.1.3 Retail, Logistics and Supply Chain Management

Internet of Things provides several benefits in retail, logistics and supply chain man-
agement(SCM) operations. For example, RFID-equipped products and smart shelves
can able to track present items in real time and retailer can optimize many applica-
tions according using these things, such as, automation of checking of goods receipt,
real time monitoring of stocks in warehouse, tracking out-of-stock items, detection
of theft/missing products. IoT can provide a huge savings potential in retail by avoid-
ing loss happens when item shelves go empty and customers returns without getting
their desired items. Further, these data from the retail stores can made available for
optimizing the management of the whole supply chain. That is, manufacturers can
produce the right quantities of products to avoid the situations like over-production
and underproduction, if they know the sales and stock data from retailers.

The logistic processes from supply chains can make benefit from exchanging
RFID data, it can be improved based on the availability of dynamic and fine-grained
data gathered in the real world directly by some of the IoT applications, such as indi-
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vidual items, trucks, shelves, pallets etc. In shops, IoT can offer various applications
such as fast payment solutions (automatically check-out using bio metrics), guid-
ance according to pre selected shopping list, personalized marketing and detection
of potential antigen in a given product, etc.

Shopping assistants: In retail sector, shopping assistants used to provide products
recommendations based on customer preferences and to locate suitable products. At
present, this is not implemented yet in most of the shopping malls, they do not make
any product recommendations for the buyers. The application by IoT can reside in the
shopper’s mobile devices (phones, tablets) and provides shopping recommendations
based on his profile, preferences. Using services that have context aware computing,
the IoT application captures data feeds such as locations, ongoing promotions and
types of stores (open API or malls websites), next this application attempts to match
the buyer’s shopping requirements or prompts the user to set any preferences. If the
buyer wants to search and locate for a particular product, the application guides that
user to destination where the product present from his current location, by using
technology such as Wi-Fi, short range sensors.

2.1.4 Manufacturing Industry

By using IoT, manufacturing processes can be automated, optimized, remotely con-
trolled. Inventory and the supply chain can easily managed, can diagnose if the
machines require repair and maintenance, can monitor the emission of toxic gases
frommachines to avoid harm toworkers’ health and the environment. By linking each
items/devices with information technology using embedded smart objects, unique
identifiers, data carriers that able to communicate with information system, produc-
tion processes can be improved and the entire life cycle of items (from production
to disposal) can be monitored continuously. By tagging products and its containers,
greater transparency can be obtained about its location, disposition, status of the shop
floor and status of production machines which are running. Fine grained data from
IoT serves as input for logistics and other advanced production schedules. In future,
Intelligent manufacturing solutions with self-management can be designed.

2.1.5 Aerospace and Aviation Industry

Internet of Things can help to improve safety and security of different services and
products by reliably identifying fake products and elements. In aviation industries,
it is vulnerable to the problem of suspected unapproved parts (SUP), which is an
aircraft part that does not qualify to meet the provisions of an approved part and does
not meets quality constraints of the industry. Thus, SUPs are seriously violates the
aircraft security standards. It is possible to solve this problem with help of concept
of IoT by introducing electronic chips for certain parts of aircraft, which collects
and stores data about their condition, safety, origin and other critical events during
its life cycle. By storing these data in decentralized database system as well as on
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RFID chips will helps to identify the variation in parameters. By this way, operational
reliability and safety of aircraft can be significantly improved.

2.1.6 Automotive Industry

Applications of IoT in the automotive industry include the use of smart devices to
monitor and report various actions from pressure in tires to proximity of other vehi-
cles. Streamline vehicle production, improves logistics, quality control and customer
services improved by the use of RFID technology. The objects attached to the vehicle
parts contains information such as manufacturer name, where and when the product
was manufactured, product code, serial number, type and the precise location of the
item at that moment in some applications.

Radio Frequency Identification technology provides real time information in the
process of maintenance, manufacturing and it offers innovative ways for managing
these processes more effectively. Dedicated Short Range communication (DSRC)
system will possibly help in reducing interference with other equipment and thus
by achieving higher bit rates for communication. V2V (Vehicle-to-vehicle) and V2I
(Vehicle-to-infrastructure) communicationswill certainlymakes enhancement in ITS
(Intelligent Transportation Systems) applications such as vehicle safety services and
traffic management and it will be fully integrated in the IoT infrastructure in the
future.

2.1.7 Telecommunications Industry

IoTwill create new applications and services bymerging diverse tele communication
technologies. An illustrative example is the use of GSM, WLAN, GPS, Near Field
Communication (NFC), low power Bluetooth, multi-hop networks and other sensor
networks together with Subscriber identity module (SIM) technology. In this types
of services and applications the reader (i.e., tag, sensors) is a part of the devices
like mobile phone, and different applications share the same SIM card. NFC enables
communications, transmission of data among devices in a simple with more secure
way by having the objects close to each other. The mobile phone can be used as
NFC reader and transmit the data to a central server in some applications. Multiple
types devices can join the same type of network and perform peer-to-peer commu-
nication for specialized intentions; also it can increase robustness of networks and
communications channels by optimizing utilization. These devices can form ad hoc
peer-to-peer networks in disaster conditions to keep the flow of critical information
going in case of access point of infrastructure fails.
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2.1.8 Energy Management

Facilities Energy Management: This application is combination of Information sys-
tems, Operational Technology (OT) and advanced metering, that is capable of track-
ing, reporting and alerting operational staff in real time. These management systems
are highly capable of allowing dynamic visibility over buildings and other facility
performance. They can also provides dashboard view for energy consumption levels,
varying degrees of granulation and allows data feeds from a wide range of building
equipments and other subsystems.

Home EnergyManagement: HEM optimizes production and consumption of resi-
dential energy. TheHEM system includes applications that analyze energy usage lev-
els, and energymanagement sensors that are connected to home area network (HAN)
that responds to the variable power supply when optimizing energy. A combination
of these solutions can contributes towards reducing overall energy consumption and
carbon emissions from homes. The IoT can also be used to control the appliances in
home remotely and useful in detecting and avoiding thefts.

2.1.9 Transportation Industry

IoT offers applications for screening of bags, passengers, commercial carriers, fare
collection, toll systems and management of goods at international cargo system that
support the governments security policies and to the transportation industry which
can meet the increasing demand of security in the globe. Transportation of people
and goods can becomemore efficient by monitoring traffic jams at the path using cell
phone devices of the users and deploying of intelligent transport systems (ITS) in
it. Transportation companies would become more productive in packing containers,
since the containers can itself scan andweigh themselves. Using IoT technologies for
managing passengers luggage in airports will enable automated tracking and sorting
with increased security.

Accident avoidance: Traffic vehicles can play a leading role in providing better
road safety by sensing and monitoring actions of each other on the roads. This
application can be programmed and installed on vehicles’ on-board equipment (OBE)
and with the help of radio sensors installed; this application can warn the drivers of
vehicles whichmay face accidents that lie ahead on the road. For e.g., this application
has capacity to interpret a series of complex events occurred such as poor visibility
conditions due to heavy rain, slippery roads and strong wind, etc. Further, it can alert
or advise the driver on how to drive safely in such complex situations. Sensors with
infrared (IR) technology can help to measure the distance between other vehicles or
the conditions of the road and feeding this data to application to alert the drivers to
avoid and drive clear of a potential accident site.

DistributedUrbanTrafficControl systems: This is useful IoTapplication in todays’
world that enables tracking of vehicles locations in real time and provides an appro-
priatemanagement traffic control system in response to handle road conditions. These
control system extremely helpful in the time of emergencies such as setting up of
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fast lane corridors for emergency services such as ambulances and fire brigades to
pass through during heavy traffic conditions.

2.1.10 Pharmaceutical Industry

In Internet of Things paradigm, Pharmaceutical Industries can have many potential
benefits by attaching smart labels to drugs, tracking them through its supply chain and
monitoring their status with help of sensors, for e.g., drugs requiring specific storage
conditions (particular temperature) can be continuously monitored using sensors and
alerted if the conditions were violated during transportation. Also application of IoT
can be implemented for drug tracking that allows the detection of duplicate products
and keep the supply chain system free of frauds. The smart labels on themedicines can
also directly benefit the consumers, for e.g., informing consumers about expiration
dates, dosages and ensuring the authenticity of the medication. Further with a smart
medicine cabinet that collects data transmitted by the drug labels and then reminds
patients to take their medicine at appropriate intervals of time.

2.1.11 Environment Monitoring

Using of wireless identifiable devices and IoT technologies in environmental con-
servation and other green applications are one of the top most promising market
segments in the future. There will be an increased usage of these devices in envi-
ronmental friendly programs in worldwide, like bio-monitoring, remote sensing,
soil monitoring, water monitoring and air quality monitoring. IoT can be used to
advance environmental programs, including the collection of recyclable materials
for the reuse, the disposal of electronic waste (RFID used to identify electronic sub-
components of personal computers, mobile devices and other consumer electronics
products to increase the re usage of these sub parts and to reduce e-waste). A very
important IoT application is detecting natural calamities and pollution. It can mon-
itor the emissions from vehicles and factories to minimize air pollution, can track
the release of waste and harmful chemicals into the rivers and sea, thereby reducing
water pollution, can also maintain the quality of water being supplied for drinking.
In some critical situations, it can send warnings of tsunamis and earthquakes by
detecting tremors, it can keep the water level of dams and rivers under surveillance
to be alert in case of floods.

3 Advantages and Limitations

Internet of things makes life simple in many extent. Simultaneously it leads to many
advantages and limitations. Keeping in mind the applications, this section highlights
the advantages and limitations of internet of things.
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1. Automation of daily tasks: The Internet of Things allows automate and control
the tasks that are done on a daily basis and avoids human intervention leading to
faster and timely output. It also leads to uniformity in the different tasks in a day
with maintaining the quality of service. It also offers to take necessary action in
case of emergencies.

2. Efficient and saves time: The machine-to-machine (M2M) interaction provides
better efficiency, accurate results that obtained quickly. These results saves valu-
able time. Instead of repeating the same tasks every day, it enables users to do
other creative jobs.

3. Saves money: Optimum utilization of energy and resources can be achieved by
adopting this technology and keeping the devices under surveillance by alerting
in case of possible breakdowns, bottlenecks, and damages to the system. IoT
fundamentally proves to be very useful to people in their daily routines bymaking
the devices communicate to each other in an effective manner thereby conserving
energy and saving cost.

4. Better quality of life: All the applications of IoT technology culminate in increased
comfort, better management and convenience thereby improving the quality of
life.

5. Information: It is obvious that having more information related to one problem
helps making better decisions.

6. Monitor: Themost obvious advantage of IoT ismonitoring. For instance, knowing
that printer low on ink could save another trip to the store in the near future,
monitoring the expiration of products can and will improve safety.

Now, various limitations and brief discussion on it are listed below.

1. Loss of privacy and security: As all the industrial machinery, household appli-
ances, public sector services like water supply and transport, and many other
devices are connected to the Internet, a lot of information is available on internet.
With all of this IoT data being transmitted, the risk of losing privacy increases.
The information transmitted and stored is exposed to attack by hackers. It would
be very unfortunate if confidential and private information is accessed by unau-
thorized intruders. As a result, safety is ultimately in the hands of consumers to
verify all automations.

2. Compatibility: As devices from different manufacturers will be interconnected,
the issue of compatibility in tagging and monitoring comes up, this disadvan-
tage may drop off if all the manufacturers agree to a common standard for each
equipment, even after solving compatibility, technical issues will persist.

3. Complexity: The IoT is a complex and diverse network. As with all other complex
systems, there are more chances of failure. Any bugs and failure in the hardware
device or software applicationwill have serious consequences. Even simple power
failure can cause a lot of disturbance.

4. Lesser Employment: With all daily tasks are getting automated, naturally, there
will be fewer requirements of human resources. The unskilled workers may end
up losing their current jobs in the effect of automation of daily activities. This
lead to major issue, unemployment in the society.
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5. Technology Takes Control of Life: Our lives will be increasingly controlled by the
technology, and will be completely dependent on it. Ourselves has to decide how
much of daily activities are willing to automated and controlled by technology.

4 Implementation Challenges and Issues

While the current technologies make the concept of IoT feasible, a large number of
challenges and issues lie ahead for making the a large scale real world deployment
of IoT applications, the following are key challenges [2, 4].

• Network Foundation: Limitations of the current Internet architecture in terms
of availability, mobility, manageability, scalability and the types of networks are
some of themajor barriers to IoT. And address restriction, automatic address setup,
security functions such as authentication and encryption, and multi cast functions
to deliver data efficiently are some issues.

• Security, Privacy andTrust: Securing the architecture of IOT (identification arbi-
trary attacks and malicious software and protection of IOT)
Requires privacy enhancement technologies, relevant protection laws, methodolo-
gies, standards and tools to control over personal information (data privacy) and
individuals physical location movement (location privacy).
Trust has to be a part of the design of IoT and must be built in. It Requires easy
and secure exchange of critical, private and sensitive data (because smart objects
will communicate on behalf of users/organizations with services they can trust).

• Managing heterogeneity: Techniques required formanaging heterogeneous envi-
ronments, applications and devices constitute a major challenge.

• Information retrieval: Managing and mining large amount of information to
provide useful services.

• Architecture design: Designing an efficient architecture for sensor networking
and storage.

• Protocol development: Developing sensor data communication protocols, that
includes publish or subscribe mechanisms, sensor data query and data stream
processing mechanisms. Additionally, designing sensor data mining techniques
such as aggregation, correlation, filtering, etc.

5 Future Research Directions

There are several areas in which further research is required in making deployment
of the IoT more robust, reliable and efficient [3, 7]. Some of the areas are identified
as discussed below.

• In identification technology domain, further research is required in development
of new technologies that address the identity management, global ID schemes,
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identity encoding/encryption, authentication of third parties, revocable anonymity,
repository management, global directory lookup services for IoT applications.

• In communication protocol domain, the issues that need to be addressed: com-
munication spectrum and frequency allocation, design of energy efficient com-
munication protocol, multi frequency protocol, to reduce the need of hardware
upgrades for new protocols and design of high performance, scalable algorithms
and protocols.

• In architecture design domain, some of the issues that need attention: interop-
erability of heterogeneous systems, design of distributed open architecture with
end-to-end characteristics, clear flexibility and layering to physical network, neu-
tral access, decentralized independent architectures based on peering of nodes
etc.

• In network technology domain, further research is required on network on chip
technology, considering chip communication architectures for dynamic configu-
rations, parameterized architecture with a dynamic routing scheme and a variable
number of allowed virtual connections.

• In addition, power-aware network design (that turns on and off the links in response
to traffic on demand), scalable communication infrastructures (to support the com-
munication among modules based on varying workloads and/or changing con-
straints) are some of the important research issues.

6 Conclusion

The confluence of advanced sensors, efficient wireless protocols, cheaper proces-
sors, and a number of companies developing necessary applications and tools for
simple management has finally produced the concept of the Internet of Things. By
installing tiny short-range mobile transceivers into a wide array of everyday items
and additional gadgets, enabling new forms of communication between objects and
people, and between objects themselves, and Internet of Things would add a new
dimension to the world of information and communication. It continues to establish
its important position in the context of Information and communication technologies
and the development of society in the future. Whereas basic concepts and founda-
tions have been elaborated and reached its maturity, further efforts are necessary to
unleash the full potential of IoT. We also get an indication of the important aspects
that need to be further studied and developed for making large-scale deployment of
IoT a reality.
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Application of Technologies in Internet
of Things

P. Geethanjali

Abstract In this modern smart era, various things in the physical world are
connected to the Internet to share information. It is possible to communicate with
every things with sensors connected to it. The data from diverse sensors may be
collected at regular intervals and collected data may be translated to track objects,
control the objects by decision making algorithms, etc. These features of Internet
of Things (IoT) revolutionized the medical applications to provide cost effective
quality health care with improved efficiency of manpower. The IoT alleviated the
obstacles in medical applications in maintaining the records of patients, regular and
remote monitoring of data as well as providing automatic diagnosis information to
care givers or to the doctors without human intervention. The knowledge of sensors,
its connectivity, communication protocol is essential for the neophytes in the devel-
opment of IoT solutions in health care. Most literature, demonstrates the application
of IoT and not much literature describes the various components that are censorious
for understanding IoT. Therefore, this chapter covers the various components such as
sensors, data collection and communication, software technology that are essential
to implement IoT.

1 Introduction

In the near future, the demand for medical assistance will increase due to growing
population and elderly people. Further, caregivers and families did not find adequate
time to monitor the patient, schedule dose of medicine and managing their health
record, look after life style with medication, diet after the treatment during the recov-
ery process and so on. In the world, countries striving hard to provide affordable
health services in a more efficient way at the same time without much consump-
tion of resources, time and manpower to the growing demand. The Internet based
smart technologies will help to tackle these issues compared to traditional hospital
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treatment [1]. Internet of Things (IoT) [2, 3] is a new revolution of the technology
and Internet. Today, several researchers are working on IoT on the development of
technologies for medical application (e.g., health care, rehabilitation, surgery). The
benefits of IoT are not limited to medical applications. Applying technologies of
IoT to industrial systems allows market expansion and diversify new businesses at
reduced cost with less barrier. There is a wide range of applications such as util-
ities, transport, bus systems, defense, etc. where the potential of IoT concepts has
been demonstrated. In medical applications, it is crucial to create a real partnership
between the human subject and the Internet in order to make potentially usable sys-
tem to monitor the patients, diagnosing the condition and providing the necessary
support. The bottleneck in this case is the integration of different parts such as sen-
sors, control, actuators to the specific requirements of users and challenges related to
the on-line monitoring and interfacing data, computational process as well as safety
and privacy of shared information. In the recent past, many scientific and technolog-
ical efforts have been devoted to the creation of human interfacing with electronic
devices for exploring the possibility of monitoring and guiding the human from any-
where at any time. This involves seamless linking of interdisciplinary technologies,
namely sensors for collection of data, low-power semiconductor devices to process
the data, transfer the data, communication technology like wireless transmission and
reception, nanotechnology for miniaturization, etc. into the information network to
reach the specific requirements of the users. The medical applications using the IoT
is one of the promising areas to enable interaction between people and things to
sense, monitor, diagnose and provide support to meet the specific requirements of
the people anytime, anyplace using any communication protocol.

Following the introduction, basic working principle of IoT is discussed in Sect. 2.
Section3 presents integration of various technologies such as sensor technology,
communication technology, middleware technology, cloud computing technology to
realize the IoT. Different technologies pertaining to medical applications are dis-
cussed in Sect. 4. Chapter concludes in Sect. 5 with a conclusion and future chal-
lenges.

2 Basic Working Principle of IoT

The Internet of computers, has evolved into a network of things/objects/devices of
all types and sizes, such as smart phones, cameras, medical instruments, home appli-
ances, toys, tablets, home, vehicle, etc. any physical elements containing processor
to interact and to share information at any time. Therefore, IoT can be considered
as a new paradigm of information and communication technology (ICT), to collect
and share information each other with the network for further analysis or process-
ing. There is a plenty of definition for IoT and it is generally defined as “dynamic
global network infrastructure with self-configuring capabilities based on standard
and interoperable communication protocols where physical and virtual things have
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identities, physical attributes and virtual personalities use intelligent interfaces and
are seamlessly integrated into the information network” [2].

Objects with processor, can interact with the people and other things/objects using
sensors. Sensors in the objects, collect data/information and transfer it to the embed-
ded processor. The information from the sensor can be utilized and processed to
interpret the hidden information. The information can be communicated to any peo-
ple/things, anywhere at any time using communication technology. Objects can be
localized and communicate information using a global positioning system (GPS)
or cellular network, wireless local area network (WLAN). With the advancement
of technology, objects can sense and communicate using wireless sensor network
(WSN), radio frequency identification (RFID). In addition, objects can communi-
cate viaWiFi, Bluetooth, etc. to the network. The identity of the object can be tracked
using names and addresses via a universal unique identifier (UUID) [4, 5]. The infor-
mation communicated from uniquely addressable objects to the Internet can, connect
to another object through Internet to interact.

IoToffers greater potential in themedical field application [4, 6],where its primary
role is to improve access and quality of care for people living in remote locations
at low cost, where people deprived of medical assistance. The regular monitoring
of physiological parameters of hospitalized patients require a special attention by
those who engaged in monitoring. This can be possible using IoT driven noninvasive
monitoring. The sensors collect tangible physiological parameter and communicate
and provide access to the expert/caregivers for further analysis in real-time. In this
method, gateways and the cloud are used to collect, analyse and store the information
wirelessly. It replaces human intervention to monitor the patients at regular basis and
facilitate a continuous automated flow of information. In this way, it improves the
quality of care and simultaneously can be achieved at lowcost by reducingmanpower,
time who engage in data collection and analysis. The basic block diagram of IoT
architecture containing various components is shown in Fig. 1.

Things in IoT may include sensors, actuators, drives, and so on depending on the
user service requirement and connect to the base station to provide the connectivity
to the various networks. Smart devices equipped with various hardware and software
have the limited capability to collect, analyse and store the information for influencing
the everyday life. Things like mobile, tablets are equipped with Wi-Fi and Bluetooth

Fig. 1 Basic Block diagram of IoT Architecture
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connectivity. These things carry the information and communicate using the mobile
network, long term evolution (LTE), 3G/4G to the base station. The base station is
linked to wide area network (WAN), which is connected to the Internet. In case of
wearable devices such as watch, glass equipped with various biometric sensors sends
the data wirelessly to mobile and to base station connected to wide area network,
and to the Internet. The data/information collected from the sensor is delivered to the
to the cloud via WAN through gateways. Gateways can be designed, depending on
service such as clinical application or home automation and may be part of a larger
connectivity resource that also manages energy, entertainment and other systems
in the home. Subsequently, the data/information may be delivered to the desired
destination center via Internet which could be home, office, hospital, etc.

Further, a certain group of people all over the world dont find access to hospital for
effective health monitoring and treatment. Medical device designers can also use the
IoT platform to access devices for remote monitoring [7]. Also, in IoT, remote mon-
itoring of patients, capturing and storing physiological parameters of patients over
time for diagnosis of acute complications from a variety of sensors, analyzing the
acquired parameters with necessary intelligent algorithm and securely sharing with
medical experts through communication protocols tomake appropriate decisions and
treatment is possible. In addition, aged-people need attention of the caregiver/ family
member during the momentary fall/suffering in a day-today activities when they are
alone at home [5, 6]. This is possible via IoT, in which the data aggregation device
such as device gateways, home routers, smart phones, etc. captures not only phys-
iological sensor data and other sensor data within the home [1]. The hub captures
the various sensor data and stores it in the cloud to access/analyze/process data by
those who engaged in caring of the respective individual. Therefore, it is comprehen-
sible that IoT driven solution offers not only monitoring the physiological condition
of unhealthy individual, but also to healthy and active people as well. This way of
remote monitoring provides timely treatment for proper care of health.

In IoT based healthcare, interconnection of patients, doctors, nurses, services such
as hospitals, pharmacies, insurers to provide high quality service to the IoT user is
possible through a secure service layer (SSL) that connects to a central command
and control server in the cloud [8]. The automation in medical application using
IoT, specifically in healthcare eliminates the people from entering the data and the
possibility of getting the necessary data in the desired form at any time, in the way the
professional expert needs it. This significantly reduces the human error and improves
the quality of care for every individual at lower cost [9].

All these are possible through integration with various technologies. The architec-
ture provides the framework for the organization of various components, their rela-
tionship among the them and to the environment, operational principles and design.
However, a single reference architecture may not be possible for all the applications.
For example, sensor based architecture is different from the RFID tag based identi-
fication architecture [10]. There are several types of model for interaction, namely
things to things, things to human, etc. In addition, the technology of various compo-
nents is revolutionizing. The next section of this chapter discusses technologies in
IoT.
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3 Technologies in IoT

Integration of various technologies such as sensor technology, communication tech-
nology, information technology, etc. is essential for the effective interaction of things
and human for sharing the information and to support in decision making application
like diagnosis [11, 12].

3.1 Sensor Technology

In IoT, sensor network plays a vital role and is considered as the system which
aggregate and analyze the data from a variety of sensors and share the data to interact.
These sensors could be wearable sensors for accurately measuring physiological
parameters such as body temperature, heart rate, blood pressure, glucose level, brain
activity, etc. or external sensors for sensing, monitoring and analyzing the human
activity. External sensors could be cameras at home to monitor the patient fall and
smart sensors in pill strips/bottles to monitor the scheduled dose of medication. The
sensors used to measure the various parameters could be wired or wireless. There
are certain cases where wireless is essential like GPS, RFID to track the user [10,
13, 14].

Now a days, the smart phones are embedded with GPS to identify the location
where the user is [10]. However, GPS is expensive due to high energy consumption
and not work well in indoors. Therefore, accelerometers are preferable in recent
smart phone technology due to low power consumption. Low power consumption
is essential in extending battery life that help IoT in medical application as usable
as possible. The distance of wireless transmission of data plays a major role in
energy consumption. Further, the energy consumption in wireless communication
can be reduced by eliminating the continuous raw data transfer using integrated
signal conditioning and signal processing capabilities in the sensor at low cost. The
sensors are called as smart sensor, which combine a sensor and a microcontroller
make it popular and revolutionizing various fields in particular medical applications.
Smart sensors with radio frequency waves like RFID and wireless networking-WSN
are available in the market to get more and more benefit from IoT.

The concept of RFID [10, 15, 16] has been widely demonstrated in logistics
and package tracking which is useful for industries and distributors. This RFID tag
consists of a microchip with an antenna to receive the reader signal and transmit
the ID using radio waves. In case of passive RFID sensor, any on-board power is
not required. The ID is transmitted by harvesting the power of RFID reader. The
RFID data transmission range is few meters, i.e., the radio range and may occur
in several frequency bands ranging from low frequencies to ultra high frequencies.
The on-board powered RFIDs using batteries are referred as active RFID and have
larger coverage. In addition to these RFIDs, semi-passive RFIDs are available in
the market in which, the RFID is powered while receiving reader signal. In RFID
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Fig. 2 Electronic product code

tags, an electronic product code (EPC) is stored, using 64–96 bit string of data. The
distribution of fields in 96 bit EPC of RFID tag is shown in Fig. 2.

3.2 Communication Technology

The networking of different things such as sensors, computer, smart phones, etc. [1,
12, 17, 18]. is essential in IoT to augment interaction to create a smart environment
globally with their unique identity. The result is a globally accessible network of
things, users, and consumers, who are able to create businesses, contribute content,
generate and purchase new services. The cloud enables a global infrastructure to
generate new services, allowing anyone to create content and applications for global
users. The following section discusses classification of networking to connect to the
Internet. Networking may be categorized in many ways. Few methods of categoriza-
tion are given below.

Network Classification based on things: Networks may be categorized depend-
ing on things such as sensor networks, computer network, mobile network, etc.
The sensor networking comprises of a number of sensor nodes and one or more
sink node. Each sensor node consists sensors, processor, power supply module and
communication channel to send the information to the sink. The sensor network
consists of sensors, actuators, drives. The purpose of the node is to collect the data,
process/analyze using processor and share the results to the other nodes called sinks.
There are different types of sensor networking. In this chapter, RFID sensor network
and wireless sensor network is discussed.

1. RFID Sensor Network: The RFID sensor networks consist of RFID with sensing
and computational capability combined with the power of wireless communica-
tion using RFID reader. The integration of sensing capability into RFID, develops
the wireless identification and sensing platform (WISP) forms sensor node in the
RFID sensor network [16, 19].

2. Wireless Sensor Network: Wireless sensor network (WSN) [16] is useful in mon-
itoring autonomous devices, distributed spatially using sensor in the wireless
communication channel. WSN, consists of a group of nodes connected in certain
network topology such as star, mesh, etc. to share the information.

Network Classification based on Mode of Communication: The devices or things
can be connected with or without wire. The interconnection of devices using cables is
called as wired networks. For example, traditional way of networking of computers
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using cables to connect, Ethernet ports, USB port to transfer data between connected
computers/devices [12, 20].

The interconnection of various devices without using a cable is referred as the
wireless network [21]. The wireless network is preferred due to the flexibility in
data collection, sharing and access via smart devices, computer and the Internet The
wireless network is preferred to avoid the expense incurred due to cable, manpower,
etc. and improve the mobility in communication. The interconnection of WSN to
Internet, make the IoT as a powerful technology. But, information translation using
multiple gateways is essential due to heterogeneous devices, to connect to Internet.
Further, the systems are application specific and lacks flexibility due to the require-
ment of the new protocol in the wireless sensor network. This problem is remedied
using IPv6 over low power wireless personal area network (6LoWPAN) [22] to con-
nect the sensor nodes directly to IP protocol. Another important research effort is
the data transmission from the sensors and saving energy with the compressed data.
The information from a variety of sensors are transferred to the users using various
communication standards through gateways [23].

Network Classification based on the Area: Networking can be classified based on
coverage area as given below.

1. Personal Area Network (PAN): The PAN is for one user to support communica-
tion among devices around him. This may be wired using USB or using devices
embedded with Bluetooth, 6LoWPAN, ZigBee, etc. technology.

• IPv6 over low power wireless personal area network (6LoWPAN): It is a
new technology supports IPV6 data packets, large addressing space at low
power. 6LoWPAN technology is based on Internet engineering task force
(IETF) standard using IEEE 802.15.4 wireless PAN technology. This can be
directly integrated to the IPv6 Internet. This technology can interact with each
other, connected to different networks and allows communication with other
IP-based server or device like Wi-Fi, Ethernet on the Internet. A gateway is
required to access the Internet using Ethernet or Wi-Fi. This is an IP-layer
gateway and directly connects the device to the Internet.

• Bluetooth: This technology is a successful PAN technology in mobile phones
for a short range of communication between mobile phones, computer, etc.
This enable networking of Bluetooth wireless devices in the coverage area of
about 10 meters. Bluetooth devices operate by emission of signals consisting
of unique media access identification number that can be read by Bluetooth
sensors in the coverage area. This enables the interaction between the devices
embedded with Bluetooth devices. Bluetooth technology can be used to mon-
itor the heart rate, other medical equipment and communicate to smart phone
which is indoor. However, Bluetooth 4.0 can be extended to 50m and operate
at a rate of 25 megabits per second (Mbps). Bluetooth also available with
different data rates 2.1 and 24 Mbps.

• ZigBee: It is a low-cost, low-power battery powered technology for hoping
data in multiple direction. ZigBee network can be connected to the Internet
via Ethernet or Wi-Fi. It operates with 802.15.4 protocol standard. In this, it
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is possible to implement star network topology, peer-to-peer topology, mesh
network topology and cluster tree in case of large scale network. This can
be added to the network layer and application layer and possible to establish
an isolated network environment. It may be connected to the Internet with
application gateway and in parallel TCP/IP stack and application runs over
Ethernet or Wi-Fi connect the ZigBee to the Internet [24–26].

2. Local Area Network (LAN): LANs are small area up to few meters, which may be
wired or wireless or combination of both. Wireless LANs are referred as WLAN
and coverage is up to 100m using Wi-Fi access. Wi-Fi is a popular network tech-
nology integrated into smart phones, tablets, computer andTV for the replacement
of wired Ethernet for connecting to the Internet. Wi-Fi connect to the Internet via
IP gateway.

3. Neighbourhood Area Network (NAN): The size of NAN is more than 25Km and
it is wireless, e.g. smart metering via ZigBee.

4. Metropolitan Area Network (MAN): The purpose is to cover the city less than
100 km. e.g., high speed wireless Internet access, cable television network, etc.

5. Wide AreaNetwork (WAN):WANs span across a very large geographical area. The
Internet is theWAN. In order to improve the usability and communication, graph-
ical user interface based, a tangible display provide an easy approach to access
a great deal of information to support effective healthcare assistance through an
interaction irrespective type of communication technology. The Internet has rev-
olutionized all the fields and bring the every information in our hand through the
interaction of various heterogeneous wide and local area networks. The people
can connect to the Internet using the service of Internet service providers (ISP).
The Internet service providers, who provide direct Internet access to the end user is
referred as local Internet service providers. The local ISPs provide access by con-
necting regional ISP. Various regional ISPs connect to National ISPs. All national
ISPs connect to form international Internet service provider. This is the hierarchy
of Internet service access.

Network Classification based on the Transmission Technology: The computer
networks are also classified based on transmission technology broadly as shared
media broadcast links and switched point to point links. The devices can transmit
and receive data, utilizing a certain set of protocols and standards. Protocols are set
of rules to communicate data between two entities. Standards allow interoperability
of data internationally in the heterogeneous networks. There are two typical model
in communication are open system interconnection (OSI), a seven order layer and
Internet model, a five order layer. The IoT based communication uses the 4 layered,
transmission control protocol (TCP)/Internetworking protocol (IP).

The four layers of TCP/IP communication protocol are the link layer, network
layer, transport layer and Application layer. The application layer combines session
and presentation layer of the OSI communication model to the application layer,
which is based on software. The seven layers of OSI Model is depicted in Fig. 3a
whereas 4 layer of TCP/IP protocol is depicted in Fig. 3b.
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Fig. 3 Models of communication

Physical layer and data link layer are combined to form a link layer to support
the network layer in the TCP/IP protocol. This lower link layer is a combination of
hardware and software. The network layer packs the data from the lower layer to
transport layer as data packets. The transport layer links, the data from the network
layer in a form that the user can use in the application layer.

1. Physical Layer: The standards of this layer dictate conversion of bits through
the physical medium such as coaxial cable, optic fiber, unshielded twisted pair
(UTP), wireless for sending and receiving the data. There are various devices in
this layer, for instance, RS232, Bluetooth, Wi-Fi and so on.

2. Data-Link Layer: The link layers provide standards for data framing for reliable
data transfer between two hosts. Some of the protocols for the link layer are
Ethernet (802.3), wireless (802.11), LAN, IEEE 802.15, 4e, etc.

3. Network Layer: The network layer packs the data with the source and destination
address and route the data between the host and through the network. For example,
the IP protocol, carry the data packets to the destination device. In this protocol,
IP address is provided to the devices to carry the data packet. The other protocols
in this layer are Internet control message protocol (ICMP), address resolution
protocol (ARP), reverse address resolution protocol (RARP), etc.

4. Transport Layer: This layer permits the communication between two device/
network. The most important protocol in this layer is the TCP, which is predomi-
nantly used. TCP is useful for interaction of human. UDP is suitable for embedded
system based real-time application. Sometime transport layer is referred as stack
layer.

5. Application Layer: This layer is responsible for the work such as transfer of data,
connecting to remote systems, sending and receivingmessages, downloading, etc.
The protocols in this layer are hypertext transfer protocol (HTTP), simple mail
transfer protocol (SMTP), Telnet, remote desktop protocol (RDP), file transfer
protocol (FTP), etc.

In communication protocol, the gateway enables the communication between
the layers to interconnect heterogeneous application. The gateway can bridge
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communication, e.g. Ethernet andWi-Fi, functionality, e.g.,Wi-Fi and ZigBee, trans-
lation capability IP to 6LoWPAN, TCP to UDP, etc. The different things can connect
to each other and to the Internet to share the information through a platform called
Middleware. In addition to communication among diverse devices and networks,
middleware provides an abstraction/adaptation layer of various domains. This mid-
dleware technology is discussed in the next section of this chapter.

3.3 Middleware Technology

The middleware is a software platform in the network layer for integrating various
heterogeneous things or networks such as LAN to enable development of different
application through information sharing. The role of middleware is a to provide
a software platform for communication, hiding details about hardware, operating
system, communication protocols, etc. for IoT applications. Some software vendors
have developed their own communication middleware likeMicrosoftsWCF. In order
to meet the IoT demands, the middleware need to possess the characteristics of
interoperability, scalability, abstraction provision, unfixed infrastructure, security and
privacy and spontaneous interaction to provide communication amongheterogeneous
things.

Interoperability: Collaborative communication of heterogeneous things to share
the knowledge that serve the different application domain. It can be categorized as
network, syntactic and semantic. Network interoperability is responsible for interac-
tive communication of heterogeneous things across the communication network, i.e.,
connectivity of various layers in the protocol such as the link layer, network layer,
transport layer. Syntactic interoperability deals with the data formatting and structure
for information exchange. Semantic interoperability provides rules to understand the
information which is domain specific. For example, ZigBee protocol does not inter-
operate with devices having Wi-Fi protocol, if there is no protocol aggregator and
translator. The devices are connected to the network mostly using the IP protocol,
but this does not satisfy the interoperability requirement at application level. The
interoperability is achieved using IoT protocols such as CoAP [7], XMPP, RESTful,
HTTP, MQTT, etc. Further, if application layer is not defined, e.g., RFID, Wi-Fi,
mobile network, etc. interoperability would not exist, if a protocol exchange is not
adopted.

In addition to protocol exchange, interoperability may instill the network inter-
operation. A gateway provides interoperability between the two protocols and act as
a bridge. This middleware support interface between physical layer and application
by application programming interfacing (API). The architecture of middleware is
layered structure consisting of the fundamental layers for the management module
to identify the devices and context, device abstraction for interoperability, syntax
and semantic knowledge of devices and interface protocols. There are different APIs
architecture namely service oriented architecture (SOA), ubiquitous service-discover
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service (ubiSD-S), home audio/video interoperability (HAVi) etc. Scalability: Capa-
bility of managing scaling up of things to large scale environments.

Abstraction provision: Provision of abstraction at various levels of IoT such as het-
erogeneous input and output things, interfaces, etc. The device abstraction provides
interoperability via different communication interfaces for different application. The
application abstraction is responsible for local and remote application.

Spontaneous interaction: Capability to operate spontaneously with the discovery
of new device and management of data.

Unfixed Infrastructure: Capability to discovermobility devices in the environment
and managing the resources along with the fixed resources from the server.

Multiplicity: Selection of suitable services for communication of things and simul-
taneous communication with each other. Security and Privacy: Maintaining security
and privacy of information in everyday life.

The middleware may be classified based on features, namely interoperating
capability-HYDRA, UBISOAP, UBIROAD, SOCRADES, etc. device management-
HYDRA, UBISOAP, UBIROAD, SOCRADES, ISMB, ASPIRE, etc. security and
privacy-SMEPP, SIRENA, SOCRADES, etc. that suits the interface protocols such
as RFID, Wi-Fi, ZigBee, etc. For example, HYDRA middleware can be used for all
types of interface protocols. But, ISMB protocol does suit only RFID and sensor
protocols and not appropriate for ZigBee, Wi-Fi, etc.

Next, challenging part of IoT is computation capability, memory requirements,
especially in advanced services. Some services may require to collect, analyze and
process the data and generate control signals. In order to support the various ser-
vices, cloud technology is essential in IoT. In addition, cloud computing is essen-
tial for researchers, healthcare applications in order to communicate and share the
knowledge to the deprived local people in national and international level in their
respective fields. This concept integrates expertise in different fields to unite and help
the community by sharing the various resources.

3.4 Cloud Computing Technology

The hardware/software or combination of hardware and software, connecting the
things/sensor, network/sensing domain, to communication networks is referred as
gateway. The gateway is the edge of the network for to and fro transfer of data, analyze
data to transmit to the cloud e.g. router, proxy server. Cloud computing is an essential
platform to sharememory, database, software by providing support for devices which
do not have/limited memory, computing capability, interoperating capability and
network with limited/do not have database through models, namely service models
such as software as a service (SaaS), platform as a service (PaaS) and infrastructure
as a service (IaaS). The purpose of the SaaS is to support the devices with the required
software in order to use the providers applications. The user does not require to have
the operating systems, network, storage, etc. for the configuration of application
in his device. The PaaS supports a network that does not have a database system
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for an application. The IaaS support devices and network for providing necessary
processing capability whenever required. Therefore, cloud computing provides easy
access to, use software, processing platforms and computing infrastructure that is
lacking in devices and networks from anywhere through IP network platform using
IPv4 and IPv6 protocols. The infrastructure for the cloud is composed of various
hardware and software to provide on-demand self service, broad network access,
resource pooling, rapid elasticity and measured service.

Another application of cloud in the IoT is machine intelligence based on data
mining algorithms to build systems and to automate the process and decision. The
concept of removing humans out of the loop improves speed and efficiency in indus-
tries and subsequently had an impact on various domains such as business, educa-
tion and government. However, managing the huge volume of data and interaction
among things is challenging. The data management architecture in the cloud consist
of three layered structure, namely multitenant database layer, data accessing control
layer and business layer. The multitenant layer consists of shared and isolated data-
bases. Shared databases find useful when demand for sharing the data increases. The
resource layer, support access to the data and the business layer controls the access
of data using web services. Therefore, the hierarchy to access the data is as follows.

Initially Application or service sends a request for accessing the data and then
business layers check the rights to access and request RESTful web service to access
if approved. Finally, the data is fetched from databases using database fetching con-
necting layer.

Another challenging part in IoT is security and management of dataflow in addi-
tion to the effective integration of various technologies such as sensor, network
topology, communication protocols, etc. This enables the requirement of authentica-
tion and authorization. Therefore, another challenging technology of identification
and authentication needs to be developed to enhance interoperating capability in the
world wide. Depending upon the service, the security service will vary. Therefore,
gateways are provided with functionalities such as protocol adaptation to bridge dif-
ferent networks, security management of peripheral network, authentication of node
for security, etc. It is essential that IoT architecture should be designed to cater the
various needs.

4 Technologies of IoT in Medical

In this section, the various medical applications of IoT in particular assistive devices
for elder people, assistive living, diagnosis, telemonitoring of physiological para-
meters, smart hospital, smart emergency applications, etc. [3–7, 11, 12, 20, 27] is
discussed to reduce the health care cost and improve the efficiency of man-power. A
case study conducted in China and in connection with medical devices is discussed
here. Also, various research projects and challenges possessed in health care for IoT
is discussed.
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Assistive devices and living application: The devices based on RFID tags are
used to help visual impaired, hearing impaired, elderly people in a lot many ways
to resolve their separation from the social life. RFID tags have been used to find
the fall of blind persons or elderly people, obstacle, navigation, etc. by tagging
the living/non-living things with RFID. Saaid et al. [22], proposed the application
of RFID in navigational system to detect the fall of visually impaired people on
the sidewalk by placing RFID at the centre of the sidewalk. Lopez-de-Ipina et al.
[17], and Lanigan et al. [27] proposed RFID based navigation in the supermarket
with the Bluetooth connection. Shizu et al. [28], proposed a technique that visually
impaired person, send the destination location as a voice message and directions
are played as voice message using monitoring station. Martin et al. [18], discussed
ultrasonic sensor and RFID based obstacle detection system in cane to assist the
visually impaired people during navigation. Zhang et al. [29], discussed multiple
sensor mounted on shoes to detect obstacles within the proximity of 61cm ahead.
Yelamarthi et al. [15], proposed a RFID and GPS based technology for navigation of
visually challenged people. Nicholson et al. [24] proposed a wearable system to get
verbal instruction using a handheld computer to assist visually challenged people to
navigate, to get the information about the product and the location of the product.

Other than vision impairment, IoT has found potential application to assist the
personswithmobility impairment by providing ambient assistive living [3, 9]. IoT for
monitoring vitals [6, 15] with things connected in the wheelchair and providing the
system to support the users [27] with the IoT technology had been proposed. Further,
it is also possible tomonitor the falls of people usingwearable sensors [28] to alert the
caregivers or family member. In addition to management of medical assistance to the
impaired people, IoT found useful to locate the medical apparatus and instruments
using RFID tags [26], providing necessary data in emergency medical services [15].

A number of research has been conducted for IoT based glucose level sensing,
monitoring of ECG, blood pressure, temperature, heart rate, etc. [1, 3, 7, 11–13, 19,
20, 27, 30] with an objective of remote monitoring of patient health and sharing data
using IoT devices to an expert to carry out necessary recommendation. Recently, the
smart phones are equipped with sensors to monitor vitals such as temperature, heart
rate, etc. with the embedded sensors and medical apps [3]. Another, interesting field
where IoT find potential application is telesurgery with the help of robotics. But, the
main objectives are to achieve a user-centric flexible platform for communication
between things, people, things and people aswell. Based on IoT objectives, homecare
case study for non-communicable disease in China has been studiedwith an objective
of monitoring, servicing and management of information.

Case study on Homecare System: This IoT based system consists of sensors
for blood pressure, blood sugar and ECG, cluster of software to store, process and
analyse the data and portal for doctors to treat the patients. The caregiver and patients
have options to view the medical information. The medical devices are integrated
with ARM9 processor [30]. Implementation of hardware is discussed below.

Connection of Medical Devices to implement Homecare system: Physiological
conditions are monitored and analysed using microcontrollers. Liu et al. [12] used
PIC microcontroller in physiology measuring instrument. ECG and blood pressure
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measuring units are embeddedwith PIC. Blood sugarmeasurement provide via serial
port. All these measuring units are connected to ARM processor. But the connection
of devices used in clinics is different. The application in the embedded processor
collects the data and process the data to the user requirements.

The software has been created to manage profile, history of data for 50 patients. It
also process theECGdatawith necessaryfiltering andperformanalysis. This has been
released in January 2012 and certified in January 2013. The case study was presented
for the period of six months. In this study, two doctors serving approximately 3500
patients had been considered. This study reported for 50 patients having hypertension
and 27 patients in that group suffering from diabetes as well. Based on this IoT
platform, the doctor would be able to give a weekly care to every patient in a group
of 3000 patients and improves the efficiency of the doctor.

4.1 Research Projects

There are certain projects realized based on IoT in medical applications for the pur-
pose of monitoring, tracking, assistive living, etc. These research projects include
maintaining the database for the purpose of diagnosis to support the doctors in deci-
sion making e.g. brain tumour. In order to provide timely support, telemonitoring of
physiological parameters at regular intervals are being in use. Information technology
sector such as Tata consultancy services (TCS), Wipro, IBM and so on, along with
embedded system sector such as Texas instruments, Freescale, etc. is showing great
interest in the development of affordable health care for integration of diverse med-
ical devices, maintaining the huge data base, algorithm based diagnosis to support
doctors, maintaining data privacy, etc. in a platform based approach.

5 Conclusion and Future Challenges

As the technology for collecting, analyzing, and transmitting data in the IoT continues
to mature, it is essential to develop more and more embedded technologies for use
throughout IoT driven health care systems. This IoT formedical applications requires
active research in the development of miniaturized sensor at low-power and light
weight, ability to use with mobile devices and flexible GUI for the user without
difficulty, communication protocols, etc. Apart from development of application, it
is necessary to make the information transfer secured and save safely with necessary
encryption. This is another important module in IoT architecture.

One of the vital aspects to be considered in connection of medical devices is the
diversity of devices. The devices could be vital sign monitoring, activity monitoring,
safety monitoring or medication monitoring and located at home/clinics. Interfacing
the diverse devices, collecting the data and translating the data into useful information
is the future challenging task. This could be solved using service-oriented architecture



Application of Technologies … 259

based platform using application programming task [14]. The platform should be
capable of comprehending the query and provide the necessary information.

Another, challenge is maintaining data privacy to maintain privacy for the users.
Further, the created platform should be scalable with ease of access using graphics
user interface. The design of hardwarewith lowpower energy consumption is another
interesting field of research in IoT.
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An Appraisal on Human-Centered Internet
of Things

A. Geetha and M. Kalaiselvi Geetha

Abstract This chapter outlines the current state of the Internet of Things (IoT) from
the people’s association point of view. IoT is an intelligent environmentwhere objects
become smart and autonomously communicate with one another and human beings,
through networks supported by interfaces. The IoT technologies have not only been
widely studied in simulation and investigational circumstances but also dealt with
real world scenarios. The IoT systems are enhanced by surveying diverse interactions
between humans and the IoT to mine the implanted intelligence about individual,
environment, and society. The IoT is facilitated by the latest developments in RFID,
smart sensors, communication technologies, and internet protocols. In the upcoming
years, the IoT is expected to bridge various technologies to enable new applications
by connecting physical objects together in support of intelligent decision making.
The spotlight of this chapter is to present the support of intelligent human-computer
interaction for the IoT and to deal with human-centered concerns in the IoT.

1 Introduction

Nowadays, the internet has changed from a network of interconnected computers to a
network of interconnected objects. The dream of the IoT is to create the potential for
objects of all kinds including people to communicate with one another by means of
the internet. Apart from the technological hurdles such as privacy and trust, currently
there is a lack of strong human-centered perspective on the IoT. Modern machines
profoundly rely on the cognitive skills of their users, who make decisions and act
in real-time. The cognitive skills of human beings include perception, knowledge,
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working memory, auditory and visual processing, judgment and evaluation, produc-
tion of language, reasoning, problem solving and decision making.

The IoT systems [1] usually consist of a set of sensors that collect information,
which is then transmitted among different devices without human intervention. But
integration of the IoT and human interaction will make the IoT work smarter when
input from people is considered. A system that collects data automatically can be
compromised by issues of data qualities, such as inconsistent, missing, or unrecog-
nized datawhich then can result in incorrect analysis. For example, human interaction
with the IoT systems through mobile apps can augment automated data collection
and correct, complement, extend, or even override the data gathered by the system
or the actions it would undertake in response to the analysis of poor quality data.
Also the functionalities of mobile apps such as camera, GPS, compass, bluetooth
etc. make it possible for a person to collect a wide range of information which can
in turn be used to interact with the IoT system.

The IoT systems roll out across industries, such as health management, industrial
production, logistics, retail etc. The key to maximizing the usefulness of the IoT
systems is to improve the capabilities of the IoT environments by making it easier
for real people to contribute to them. The IoT should not be just about alarm clocks
that start our coffee maker, or about accessing regular things over the internet but be
the ultimate platform for human interaction with the physical world that would turn
the internet into a mere medium.

Human-Centered Systems (HCS) are designed to complement human skills [2]
and are not the systems that merely replace or automate human activities. HCS tap
into our creative abilities that are unnoticed by the conventional problem-solving
practices. It depends on human ability to be perceptive, to recognize patterns and
to construct ideas that are emotionally meaningful as well as functional. Human-
Centered Systems are inspired by behaviors rather than demographics, take place in
natural contexts rather than controlled settings, and rely on dynamic conversations
rather than scripted interviews. They are empathetic in understanding the needs
and motivations of people who make up a community, collaborative in benefitting
frommultiple perspectives, optimistic in behaving irrespective of the constraints and
experimental in making new things possible.

The design of Human-Centered Systems [3] is concerned with integrating the
user’s view into the software development process in order to achieve a practical
system. The significant principles of the Human-Centered systems should include
the active involvement of end-users who have knowledge of the system context
and should be a mutual process with an active participation of diverse experts with
excellent technical skills. In this viewpoint, Sect. 2 describes some of the case studies
on human-centered IoT and Sect. 3 discusses the conclusion and future directions of
the IoT.
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2 Case Studies of Human Centered IoT

This section describes a few of the case studies on IoT. The purpose of this description
is to understand how the IoT intelligently help humans survive in vital situations. The
IoT can be exercised by humans irrespective of their age and class such as patients,
elderly people, disabled adults and children, night drivers etc.

2.1 Drug Tracker for Patient Safety

Patient safety is a major issue for human survival. The principal goals to augment
patient care are drug compliance, nominal adverse drug reactions (ADR) and the
elimination of medical errors. The drug compliance portrays the degree to which
a patient correctly follows medical advice. The ADR results from the combination
of two or more drugs. The above are caused mainly due to polypharmacy [4] in
hospitals where patients undergo treatment for multiple illnesses. The polypharmacy
increases with age and exists in poor countries where some diseases like TB cause
the ADR. Such problems can be prevented if the prescribed drugs are examined to
find the impediments by electronic prescribing of drugs and maintaining a record of
prescribed drugs.An interaction between users and drugs is essential to bring out such
drug checking tasks. Antonio J. Jara et al. have proposed a drug checker [5] as shown
in Fig. 1 based on the IoT to watch the treatment for drug compliance and to detect
ADR. The IoT adopts technologies such as barcodes, radio frequency identification
(RFID) and near field communications (NFC) for identification of drugs. Once the
drugs are identified, drug fitness according to the patient’s profile and personal health
record (PHR) has to be verified by means of pharmaceutical intelligent information
system (PIIS).

The components of the proposed architecture in Fig. 1 are listed as below:

1. The PIIS is a knowledge-based system which contains a rule engine system to
detect the possible interactions between prescribed drugs and ontology where
the drug concepts and patients information are described. After the drugs are
prescribed by the doctors in hospitals the patients can confirm them before con-
sumption.

2. The database contains a detailed drug description about ingredients and side
effects.

3. The drugs are kept up-to-date and indexed by barcode numbers letting for easy
and scalable identification.

4. A patient profile is set up, which contains the record of allergies and drug his-
tory ontology describes the anatomical, therapeutic, and chemical classification
(ATC), dose, drug name, drug interactions, side effects, allergy causing ingredi-
ents etc.
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Fig. 1 Drug checker [5]

5. Rule-based system detects drug allergies, skin rashes and breathing problems,
drug interactions where one drug changes the effect of another drug, and drug
loop where the side effect of one drug is solved by another drug.

The proposed drug checker has adoptedmany IoT technologies as depicted below:

1. Personal device based on IoT : A personal device called Movital based on IoT
offering RFID and internet connectivity is developed and offered based on
6LoWPAN. This permits direct patient access to the internet and to PIIS. The
RFID lets patient identification and a medium to load the patients’ health record
by nearing their personal health card to the reader. The drug is identified by inte-
grating RFID tags with drug box that store the drug code as a drug identifier as
shown in Fig. 2. The Movital RFID raises an alarm or light signals to remind
patients to take their medicines in time. The drawback of this adapted device is
its highcost.

2. Movital IrDA: Another technology called Movital IrDA as shown in Fig. 3 is
attempted in order to reduce the cost of Movital RFID. This tag is designed with
low cost ICwhich consumes less power by transmitting the drug identifier through
LED.

3. RFID/NFC using USB reader: This technology provides an option to store the
patient profiles in the PIIS, and to access their health cards based on RFID.

4. GS1 barcode using smart phones: Currently the smart-phones have cameras by
which the barcodes of drugs can be scanned and read. The drug ID reaches
PIIS with the patient profile using the internet. PIIS checks the drug ID with its
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Fig. 2 Drug box with RFID tag [5]

Fig. 3 Drug box with IrDA-based tag [5]

rule-based system and the patient profile and respond with informative details
to the phone. This information verifies drug suitability for the patient with a
proposed solution. The drug suitability is indicated by the display in green color
and unsuitability in red color as shown in Fig. 4.

5. NFCusing smart-phones and pocket PCs: The Pocket PC or smart phone is placed
near the NFC drug tag, which reads the tag and starts the communication with
PIIS as shown in Fig. 5.

From the above discussion, it is understood that the proposed system has used
three media such as the RFID, the IrDA and the barcode. The proposed solutions
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Fig. 4 Barcode reading [5]

have been analyzed and evaluated by a multidisciplinary group of experts and by
two pharmacies. Each solution has its own pros and cons. As a result, Movital with
RFID is recommended for richer countries whereas Movital with IrDA for low-
income countries. The proposed system has made the possibility of utilizing new
technologies to improve quality assurance in drug delivery, to improve adherence
to drug appropriate consumption, and to reduce clinical errors caused by dosage
mistakes and drug interactions.

2.2 IoT Embedded Systems for Disabled Persons

Human-Computer Interaction (HCI) is a challenging task for people with disabilities.
Davide Mulfari et al. have examined the use of low-cost embedded systems [6] to
support the interaction between disabled users and computers. The main intention is
to connect such embedded systems to any computer to help the userwork on itwithout
any prior configuration setup so as to adapt to the user disability. These embedded
devices are designed in such a way that they manage heterogeneous wireless sensor
networks and process data over cloud for IoT purposes. In general, disabled users
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Fig. 5 NFC with smartphone [5]

interact with computers by means of Assistive Technology (AT) equipments. Such
AT equipments need special configuration which makes the users difficult to work
with their personal AT solutions. This issue can be solved by providing the end
user with a smart AT hardware to interface the user with any computer without any
installation of drivers or specific applications. As a result, the disabled user is enabled
to employ his AT equipment to interact with different computing devices, such as
PCs or smart phones. This setup process should make any computer to interact with
the HCI system.

The proposed HCI system comprises of Atmega32u4, a microcontroller that sup-
ports mouse/keyboard libraries and acts as a resident mouse or keyboard when
attached to a generic computer with an USB host port. Another key hardware com-
ponent of the HCI system is a processor that needs to manage a network connection
to access the internet and an USB host port to interface external peripherals. These
constraints are accomplished by Arduino Yun board, a microcontroller board based
on the Atmega32u4 and the Atheros AR9331 processor which supports a Linux
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Fig. 6 Accelerometer-based
sensor node attached on the
head [6]

distribution. Yun board is designed with quite a few kinds of sensor node, each sen-
sor node consisting of a dedicatedmicrocontroller, and an interfacewhich enables the
communication with a computing device. These sensor nodes are placed on human
head or arms to capture their movements. Since the head is the highest body seg-
ment, head controls can be considered as alternative for hand controls to control the
computer cursor as shown in Fig. 6.

The up and down vertical movements of the head are used for up and down
displacement of the cursor while left and right horizontal movements are used for left
and right displacement.Hence the disabled users can fully control a computer through
head movements given that a sensor node can detect measurement of inclination
changes less than 1.0◦. AT is mainly used by persons with disabilities in order to
control their computers through resources other than a standard keyboard or pointing
device. The other assistive solutions used by some of the relatedworks are as follows:

1. Keyboards with alternative configuration for use with one hand.
2. Electronic pointing devices using ultrasound, infrared beams, eye movements,

nerve signals, or brain waves to control the cursor on the screen without use of
hands.

3. Sticks worn on the head, held in the mouth or strapped to the chin that are used
to press keys on the keyboard.

The aforementioned discussion proves that the IoT devices can be effectively used
to achieve human-computer interfaces for users with disabilities.
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Fig. 7 Architecture of the proposed system [7]

2.3 Elderly People Care Using IoT

Taking care of elderly people plays an important role in the society. Many elderly
people are living alone because they are isolated from the society and are deficient
in support from their family. Junbo Wang et al. have proposed a new application
[7] using IoT to watch elderly people, to grasp the situations around them and to
send the information to their care- takers to support them. While watching them,
any abnormal activity detection need to be carried out since the services should be
immediately offered to them in such cases to avoid any danger.

The proposed technique detects the situations around the user and provides the
corresponding services or automatically changes environment to adapt the user. In
this proposed work, not only the general situations are detected, but the abnormal
activities in the situations are also recognized to support the users. The basic archi-
tecture of the proposed means is shown in Fig. 7. Initially the location of the elderly
people need to be detected. A special type of sensor network called u- tiles sensor
network is built below the floor which captures the location and position relation
between the elderly people and surrounding objects based on the zones and other
detail information namely status of the home appliances, actions of the user, etc.
Then the abnormal activities in the detected situations are recognized by Support
Vector Data Description (SVDD) and ultimately, the system sends the correspond-
ing information to care-takers such as remote family and staff in care center.

Following are the abnormal activities need to be detected based on some features
as discussed below:

1. Forgetting to take medicine or taking medicines in an incorrect manner can be
detected by tracing the duration between taking medicines

2. Going to restroommany times than normal times can be detected by starting time
3. Sleeping for a long time is detected by number of times per day
4. Taking unbalanced and insufficient foods by types of food
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5. Inappropriate body exercise by number of times per week

The proposed technique has used a hardware environment called u-tile sensor
network to detect the abnormal activities and SVDD for recognizing them. The
basic idea of u-tiles sensor network is to detect precise location and position relation
between the elderly people and surrounding objects by embedding various sensors,
including pressure sensors and RFID antennas under the floor. This network consists
of u-tiles under which there are pressure sensors and RFID antennas which are
connected with a reader through a PIC based switch. The IDs of users and objects
are read by each piece of u-tiles, and the position relation between users and objects
are captured. To realize a smart home environment, the u-tiles sensor network need
to be set up in the zones where elderly people often have several activities around
the bed, in front of sofa, restroom etc. Apart from the u-tiles sensor network, a smart
plug has been developed by NTT Company to detect and control the status of home
appliances, i.e. turning on or off of a lamp, fan etc.

In the proposed technique four aspects about elders are needed to represent a
situation, i.e. zone, status of related home appliances, actions of the elder people and
environment. A situation s can be represented by the four tuple, s =< z, D, A, E >,
where z is used to represent the current zone of the elderly people, D is a set including
the status of related devices, A is a set including current actions of the elderly people,
and E is a set including environmental factors.

A situation can be detected by framing some detection rules. An example of such
a detection rule is “if the person is in the bedroom and if the bedroom light is off
and if there is no action” then the situation detected is “sleeping in the bedroom”.
The next task after detecting situations is to recognize the abnormal activity in these
situations. The proposed technique uses SVDD to recognize abnormal activity which
constructs a boundary for a dataset to detect target data or outlier. On analyzing the
performance of the system by experimenting with 5 subjects the system has totally
detected 136 activities out of 146 and achieved an accuracy of 93.2%.

The aforesaid details show the importance of elderly care and prove that the
proposed situation-aware system detects abnormal activities of the elderly people on
par with the other systems.

2.4 IoT Support for Children Affected by ASD

Autism Spectrum Disorder (ASD) is a serious neurodevelopmental disorder that
impairs a child’s ability to communicate and interact with others. It also includes
restricted repetitive behaviors, interests and activities. Since currently there is no
cure for ASD, Ardiana Sula et al. have proposed a novel framework [8] based on
Internet of Things (IoT) and P2P technology for supporting children with ASD to
help them to interact, respond, and tell parents what they need for their survival.

The IoT ismotivated by the victory of RFID technology, which is nowwidely used
for tracking objects, people, and animals. RFID is primarily used to identify objects
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Fig. 8 IoT based framework for supporting children with ASD [8]

from a distance of a few meters and to determine the approximate location of objects
provided the position of the reader is known. RFID systems consist of three main
components namely RFID tags, the RFID readers, and RFID software. The RFID
tag is an electrical device that receives a specific signal and automatically transmits a
specific reply. The tag also carries an unique ID data and stores information contents
depending on the size of its memory. The RFID reader is a hardware device that is
used to read the transmitted data from the tag. The RFID software is a middleware
that runs on the RFID reader.

The assistive technologies for the diseased children can be realized through the
IoT where the children with autism live in their homes with smart objects, commu-
nicating to the outside world in an intelligent manner. The proposed framework is
shown in Fig. 8. The system sends information about the children state in real time
to therapists using P2P technology and also allows children to interact with other
children and parents. The architecture of P2P distributed platform is developed using
JXTA technology [9].

The Smartbox device used in the proposed system is integrated as a useful tool for
monitoring and controlling children activities. The Smartbox has different sensors
such as body sensor, chair or bed vibrator control, light control, smell control and
sound control, and remote control socket. They are used to detect body movement,
vibrating chair or bed, adjusting room light, controlling room smell, and emitting
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Fig. 9 Assistive learning [8]

relax sounds respectively. Such functions relax the children affected by ASD and
divert them to concentrate on some tasks.

Assistive technologies, apart from improving the health of the childrenwith autism
spectrum disorders, help them in assistive learning. Tagging physical objects to find
and analyze data about the object is one way the IoT can be used in education.
Figure9 shows a part of the proposed framework for assistive learning. A child can
learn new words through touching the physical objects that are in their vocabulary
list. Each physical object would have a RFID tag placed on the item. When this tag
is read by a RFID reader or scanned by an application running on a computer or
mobile device it would prompt the device to open up a page of information or send a
command for an action to happen. The RFID tags can be created and attached by the
parents for each of the physical items in the vocabulary list. When the child places
the RFID card on the RFID reader, it pronounces the word for the item in their native
language. Touching the item will give the child another sense to be engaged and may
help them learn new words faster.

According to the above picture about the assistive technologies in the IoT, it is
understood that even children affected by ASD can learn and survive on par with the
normal children.

2.5 Tracking of Night Drivers for Accident Prevention

Prevention of road accidents during night time is an essential service for night drivers.
Most of the road accidents happen due to the drowsiness state of the drivers. Aish-
warya S.R et al. have proposed a novel system called Eye Blink Monitoring System
(EBM) [10] to alert the drivers when they are under the condition of drowsiness.
An embedded system based on psychological state of the drivers is developed to
monitor eye and head movements which are useful in warning drivers during their
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sleepy phase of drowsiness. The sleep state of the drivers is determined by capturing
the eye-blink rate using an IR sensor and head movement using an accelerometer.
An IOT enabled sensor is used to transmit the entire data collected by sensors over
a smart grid network for a quick response to take recovery actions under emergency
conditions.

The existing technologies to prevent accidents are not cost effective and not easy to
be implemented. Also they are inferior to the proposed technique due tomany factors
for the reason being that they are not well defined, load elimination is impossible
and they respond only after the occurrence of accidents. The main objectives of the
proposed framework are as follows:

1. Creation of an eye blink & head movement monitoring sensor system for Drowsi-
ness detection.

2. If drowsiness is detected,

• Alerting the driver by means of a buzzer
• Reducing the speed and stabilizing the vehicle.

3. Mediating the sensor information and tracing accident location using GPRS for
help and rescue.

4. Displaying the activities of designed system on LCD display.

The block diagram of the proposed framework is shown in Fig. 10. The designed
embedded system is interfacedwith anothermobile phonehaving an android platform
through an IOT application. Such mobile phone offers notification to the host about
the status of the embedded system in case of drowsiness and accident occurrence via
alarms, text messages and voice notifications.

The proposed work involves measurement of the eye blink using an IR sensor and
head movement using an accelerometer. The IR transmitter is used to transmit the
infrared rays in our eyes. The IR receiver is used to receive the reflected infrared rays
of the eyes. If the eyes are closed then the output of IR receiver is high, otherwise the
IR receiver output is low. To know whether the eye is in closing or opening position,
the output is provided to a logic circuit for alarm indication and the status will be
displayed on LCD. The accelerometer is placed on the driver’s fore-head which
measures tilting angle of the drivers either towards forward or backward direction
and towards left or right direction from the driver’s knee. If the tilting angle exceeds
a certain threshold range then the output is given to logic circuit to indicate the alarm
and the status is displayed on LCD. Figs. 11 and 12 show the sensors and message
display on LCD.

Apart from helping the night drivers, the proposed technique prevents the drunk-
ards from drowsing and rash drivers from over speed in driving. The main pros of
the proposed work are as below:

1. Effective and easy implementation.
2. User friendly interface.
3. Prevention of over speeding of vehicles.
4. Prevention of accidents before their occurrence.
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Fig. 10 Block diagram of the proposed tracking system [10]

Fig. 11 IR sensor and
accelerometer [10]

5. Load reduction due to the usage of cloud computing in implementation.

The countable demerits are requirement of active internet connection and standard
bodies to enable IoT. From the above narration, it is clear that the IoT can revolution-
ize the way the embedded systems interact and respond for variety of applications
especially in case of night drivers by monitoring the state of their drowsiness for a
quick, safe and effective response for a safer road travel.
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Fig. 12 LCD response on
drowsiness detection [10]

2.6 IoT Based Healthcare System for Wheelchair Users

Healthcare monitoring of residents such as disabled or elder persons has become a
focus of recent researches and developments. Lin Yang et al. have proposed a home
mobile healthcare system [11] for wheelchair users, based on IoT technologies. The
primary ambition of the proposedwork is to build an intelligent systemwith real-time
monitor and interaction to take care of wheelchair users at home. The shortcomings
of other related technologies have been overcome by the efficient design of the
architecture of the proposed work as shown in Fig. 13.

The architecture of the proposedwork constitutes three components namelyWire-
less Body Area Networks (WBANs) with smart objects, smart phone and data center
layer. WBANs is a people-centric network for wheelchair users, containing nodes of
vital physiological parameters and living environment to detect wheelchair falling
and controlling. The purpose of detecting the falling of wheelchair is to indirectly
perceive the falling down of the user sitting on it. Heart rate and ECG are the primary
physiological parameters for the wheelchair users’ healthcare. WBANS contain sink
node, heart rate sensor node and ECG sensor node to measure the heart rate of the
users.

In addition to these sensors, a couple of sensors called pressure cushion and
accelerator sensor are used to detect a human falling from the wheelchair and detect
wheelchair falling down respectively. The aim of perceiving the surroundings is
to monitor the emergency of wheelchair users. Environment parameters such as
temperature, humidity and carbon monoxide are computed when the wheelchair
shifts from one place to another. The smart phone is the core device of the people-
centric networks, and is not only the gateway for transforming data and instruction
between the nodes and internet, but also the interface between human and physical
world. Wheelchairs, families or clinicians can remotely visit the data or control the
nodes of WBSNs.
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Fig. 13 Architecture of the healthcare system [11]

The data center platform connects different smart objects, builds the interopera-
tion of the virtual nodes for smart objects and provide sharing of data to different
applications via various interface. In concluding the above discussion it is obvious
that the proposedmethod excels the other relatedmethods in the sense that the former
raises its portability and flexibility by providing a remote monitoring system.

2.7 Smart Home for Elderly and Disabled Persons

Home automation encompasses household activities such as centralized control of
lighting, heating, ventilation and air conditioning appliances, security locks of gates
and doors which would provide improved quality of life for the elderly and disabled
persons who might otherwise have to oblige their caretakers. Commercial home
automation systems are categorized as locally controlled systems and remotely con-
trolled systems. The locally controlled systems use their automation system from
within their home via a stationary or wireless interface. The remotely controlled sys-
tems use The IoT to allow the users to control their system from their mobile device,
personal computer, or telephone.

VishwajeetH.Bhide [12] has designed a fully smarthome environmentmonitoring
various sensors. The key issue in designing a home automation system is to offer
a cost-effective user-friendly interface on the host side, with the intention that the
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Fig. 14 Home automation [12]

devices can be easily monitored and organized. For this reason, cloud networking
and data infrastructure are used to monitor, manage, and control their personal data
points through the internet. The framework for the proposedwork is shown in Fig. 14.
The components include sensors, a home PC, a cloud server etc.

Different sensors for light, temperature, humidity etc. are used to gather the data to
understand the environmental conditions and also to detect any fault in devices. The
home PC is used to monitor sensor values, control the devices accordingly and send
information about faulty devices to the cloud server. The cloud server on noticing the
faults in the devices will send details to the owner. The aforesaid discussion shows
that this novel technique would assist the elderly and disabled persons in monitoring
and controlling the household activities without depending on their caretakers.

3 Conclusion and Future Research

This chapter presents a detailed survey on the applications of IoT. The key objective
of the IoT is the “things” having different types of communication methods and
belonging to different kinds of networks should be connected so as to share the
required information.

In the future, first and foremost, the researchers have to focus on integrated IoT
systems [13]. Moreover, if the number of the “things” in the network is significantly
increased, proper protocols for the communication is required. Owing to the intro-
duction of the IPv6 protocol, the IoT communications have been improved due to
the large address space in it. Thus, the IPv6 over Low power Wireless Personal Area
Networks (6LoWPAN) standard is likely to support the IoT communication in future.
In view of the fact that different “things” are connected to the IoT network, security
requirements are also varied according to network conditions. Since, the existing
framework of security is not sufficient to keep the IoT secured, a safe and secured
network is crucial for the IoT systems.
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With the IoT being a product of information and communication technology, there
will be demand for professionals with IT skills such as data scientists, user interface
experts and digital-mechanical engineers. Also there will be a marked increment in
the technology awareness of workers. Thus, instead of being afraid of the IoT, future
workers should prepare themselves to work alongside it. The IoT apart from having
robust cloud computing facilities, the smart Things in IoT should be easily deployed
in the form of plug-n-play in any IoT framework. In the IoT, the data comes in smaller
pieces and all the data is not needed. Hence the Big Data is required to collect only
relevant data to filter irrelevant data and to handle massive amounts of unstructured
data.
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A Survey on Internet of Things: Case
Studies, Applications, and Future Directions

Kalavathy Perumal and Murali Manohar

Abstract Internet is recognized as the best innovative and influential establishment
in the human history. The Internet of Things (IoT) represents the upcoming huge step
in the Internet with its ability to gather, distribute, analyze and interpret data. The
combination of Internet with RFID technologies, smart objects, sensor technologies,
network components and electronics is IoT. IoT has been recognized as the promise
of technology today and are well-defined as things belonging to the Internet aiding to
the accessibility and supply of all of real-time data. Millions of devices are expected
to be connected or networked into the IoT structure which requires massive dissem-
ination of networks as well as the method of converting raw data into meaningful
interpretations. The form of communication that is experienced now is either human-
human or human-device, but Internet of Things (IoT) assures a promising type of
communication, that is machine-machine (M2M). More influential smart phones,
appliances, tablets and the applications that are similarly rich and powerful available
for each, will enable buyers and business customers to interact seamlessly with com-
panies altering the business processes. With businesses realizing that great digital
experience to customers is no longer nice to have, but it is a make-or-break point for
business has led to the integration and wider acceptance of Internet of Things. This
chapter gives an idea of Internet of Things (IoT), the technologies that enable the
implementation of IoT, the objectives and the future vision of IoT, the general layered
architecture of IoT and the future growth challenges. This chapter also discusses the
various applications of IoT and two case studies.
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1 Introduction

With the numerous advancements in technology, the increasingly evolving technol-
ogy is the system of inter connected objects, from books to cars, from electrical
appliances to day today activities known as the ‘Internet of things’ (IoT). With the
internet connecting people across the globe at an unprecedented pace and scale, the
next thing is the interconnection between multiple objects thereby creating a smart
environment. At present, IoT is used in numerous fields and is adopted steadily for
the interchange of data between different entities. The data collected from the phys-
ical devices that are connected to these entities can be further used for forming new
principles for human needs. The motivation for including IoT in our daily life is the
accumulation of data from various sources and sharing it with millions of people
around the world in a faster way.

The idea of the Internet of Things became standard through the Auto-ID center at
MIT University and term was initially coined by Kevin Ashton in 1999. The RFID
cluster defines IoT as the worldwide network of interconnected objects uniquely
addressable based on standard communication protocols, incorporating ancient fields
like Embedded Systems, management Systems and Automation, Wireless sensing
element Networks to facilitate Device to Device (D2D) communication through the
internet [1]. In 2003, we had Six billion people living on the planet and Five hundred
million devices that were connected to the Internet. Cisco IBSG forecasts that there
will be Twenty five billion devices connected to the Internet by 2015 and Fifty billion
by 2020which indicates that the connectivity of things around the globe will increase
exponentially [2].

Internet of Things is progressing at a quick pace and is restructuring current static
web into a completely integrated Future web [3]. Anyone can keep track of their
belongings for many place and anytime with the network of devices interacting with
one another and this will change the way people work, think and lead their lives.
This technological phenomenon of Internet of Things combines innovative solutions
and concepts of Information and Commutation systems that are associated with the
following.

• Ubiquitous Computing: Ability of the networked objects to communicate anytime
and anywhere.

• Pervasive Computing: Objects enhanced with processing power which means that
the each individual object becomes a computer.

• Ambient Intelligence: Capability of the objects to capture and register changes in
the physical environment thereby participating and interacting in the process.

IoT for this reason can also be defined as ‘the ability of smart objects to commu-
nicate among each other and building networks of things’ [4]. The technologies used
in implementation of IoT are:

• Radio Frequency Identification (RFID): It is used for automatic identification of
anything they are attached acting as an electronic bar code and is in the design of
microchips for wireless data communication.
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• Wireless Sensor Networks (WSN) Sensors: TheWSNnetwork consists of hardware
(consisting of power supply, processing units, sensor interfaces and transceiver
units), communication stack (enables communication amongst the nodes), and
middleware (platform independent sensor application development), secure data
combination (for ensuring reliable data collected from sensors and for extending
the lifetime of the network).

• Addressing Schemes: The basic for development of IoT is that the uniform resource
network (URN)that makes replicas of resources accessed through address (Uni-
form resource Locator). The connectivity flow of internet from users (high level) to
sensors (low level) that’s available (through URN) and accessible (through URL).

• Data Storage and Analytics: The information created by IoT are to be stored and
used for smart sensing using intelligence. To attain machine-driven decision mak-
ing, storage solutions based on cloud are getting common. Temporal machine
learning strategies supported by algorithms, neural networks and alternative com-
puting techniques are necessary for machine-driven conclusions.

• Visualization: This plays a key role in attracting and understanding the IoT revo-
lution to a user. This allows interaction of the user with the environment through
images, diagrams or animations to communicate the message [5].

This chapter discusses the present developments in IoT analysis propelled by the
requirement for convergence and applications in many knowledge domain technolo-
gies. Specifically, in Sect. 2, the general IoT design vision and challenges supported
by the findings is discussed and in Sect. 3, many application domains in IoT with an
approach in shaping them is discussed. Sections4 and 5 presents case studies on few
sensible environments are mentioned. Future vision of IoT is presented in Sect. 6.
Finally the chapter concludes in Sect. 7.

2 Architecture of IoT

The general IoT architecture consists of the perception layer which is the Context
aware tier, Middle ware layer, Network layer and Application layer. The context
aware tier that perceives and procures information using the integrated hardware is
also called as sensing layer. The RFID and WSNs form a part of perception layer.

The Middleware layer interposed between the application and network layer per-
mits the developers to concentrate on the development method by concealment the
hardware details. Along with measurability, interoperability and abstraction, this
layer is accountable for providing services to the users. Besides effective delivery of
services it additionally authenticates the users to a safer environment. The informa-
tion Storage and Analytics and visualization form a of Middleware layer.

Aggregating the knowledge from numerous sources and routing it to correct des-
tinations and also the secure data transfer over the sensing element networks is
provided by the Network layer. The information transfers over the wireless network
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Fig. 1 Layerwise functions
of wireless sensor network

technology like Bluetooth, Infrared, 3G, Wi-Fi etc. is enabled by this layer. Data
aggregation, addressing schemes form a part of the network layer.

The application layer is the uppermost layer of the IoT design. The delivery of
all the services in varied fields of business like education, medical care, insurance,
logistics, agriculture, media, environmental observance etc. is provided by this layer
as shown in Fig. 1 [6].

2.1 Findings of IoT

The findings of IoT as compared to traditional information networks is to provide
more extensive interconnection, more comprehensive intelligent service and more
intensive information perception.

• More extensive Interconnection: It means the interconnection of all insightful or
non-insightful physical objects like the interconnection between mobile devices
and computers. The characteristics are extensiveness in the number of devices, the
sort of devices and themode of connectivity. The quantity of the connected devices
can sharply rise from over hundred billions to over several billions (including a
steep increase in the actuators, sensors and devices connected with RFID), the
device communication and computation capability could also be greatly vary for
the devices (some devices even might not have any process ability) and therefore
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the devices can be wired or wireless (the communication might be one hop or
multiple hops).

• More Comprehensive Intelligent Service: The software design needs to be adaptive
in order to provide intelligent services as the IoT environment is dynamic. Inno-
vative software modeling techniques, delivery methods and mechanisms needs to
be developed that can adapt to such changing IoT environment.

• More IntensiveDataPerception: There could also be uncertainties in the data that is
sensed from every sensing element within the following aspects: Non Uniformity,
Inconsistency, Inaccuracy, Discontinuities, Incomprehensiveness and wholeness.
It becomes troublesome to use the sensing element data directly, and there the
challenge of efficient utilization arises thanks to unreliable sensory information [7].

2.2 Challenges

Internet of Things devices presents innate challenges as they are inhibited with low
processing, memory, energy and communication capabilities.

• Ubiquitous Deployment: To confirm that the communication network is depend-
able and ascendible the key challenge is the assimilation of multi-technology
networks in an exceedingly common all-IP network. IoT depends on the new IPv6
protocol to cover the measurability and addressing requirements, reliability and
connectivity for its communication requirements, to eliminate this.

• Interoperability and Standardization: Normalization of IoT to produce effectual
services IETF (The Internet Engineering Task Force) initiative on standardization
to permit devices and objects to integrate with IPv6 and web services (better
routing services, heightened reliability and security) will contribute vastly to the
expansion of IoT.With IoT being open standard, IPv6 becomes a reliable protocol.

• Security and Privacy: To ensure privacy, security, integrity and confidentiality
of the user data is another key challenge [8]. Built up on defined geographical
boundary with numerous objects deployed, unauthorized persons access to objects
needs to be prevented to ensure that the outlined practicality is not altered and also
to ensure there is no physical damage [9].

• Robustness in Connectivity: IoT will need to work on providing reliable and
enhanced connectivity in order to connect the humans and objects through sen-
sors. Investment on energy garnering devices needs to be considered to improve
connectivity with the assistance of energy mechanism.

• Additional challenges are arising from the technological, economical, application
and views:

– From the economic perspective, the economies of scale need to be provided in
order to leverage the connected platform investment using new services that are
supported by the existing modules.
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– From an application perspective it’s the massive information known as the big
data [10]. From an IoT perspective of big data, it’s mandatory to ensure that only
solely relevant information is being extracted from the large databases [11].

– From the networking perspective, considering that different IoT applications
present varied requirements in terms of bandwidth and potential it is important
to ensure the end to end support for Quality of Service (QoS) [12].

3 Applications of Internet of Things

Emerging Internet of Things has impacted several applications these applications
are classified based on scale, coverage, availability, repeatability, user experience,
heterogeneity and impact. The categorized four different applications domains are
(1) Personal and Home; (2) Enterprise; (3) Utilities; and (4) Mobile.

As depicted in Fig. 2 [6], at the home or individual level, it is the home or personal
IoT, at the community level, it is the enterprise IoT, at the regional or national level
it is the utility IoT and the one that is usually spread across every domain due to
the scale of connectivity is the mobile IoT. Numerous IoT applications are already
available and the upcoming applications of IoT promises to improve the quality of
our lives. Few of these applications are:

Fig. 2 Internet of things sensing analytics visualization tools



A Survey on Internet of Things: Case Studies, Applications, and Future Directions 287

3.1 Smart Traffic System

Traffic problems are one of the major problems of the society. A prediction or fore-
thought on traffic will improve the traffic situation and improve the traffic system.
With an intelligent traffic monitoring system, a number of WSN and Sensor enabled
communications are connected to provide sufficient data about the availability of the
provision and logistics on the highway. This in turn will make the system smart and
self-reliable. This intelligent traffic system can be called as Traffic IoT. This provides
traffic information to be collected, processed, integrated and analyzed automatically
and intelligently [13].

The model of smart traffic system has been applied already in many developed
countries. A proposed methodology for intelligent transportation has been discussed
in [14] for Jamaican transportation environment. Data mining that includes critical
data, allows transport managers to make instantaneous decisions and the concerned
authorities to methodically oversee a schedule events for a particular day. Logistics
and be improved which can help in classifying peak times and off peak times, busy
routes, as well as other irregularities at a more granulated level by using data mining.
This enables the depot managers to make changes to deployments of the units based
on the actual demand.

This smart traffic system eliminates the traditional traffic control systems that
are unidirectional, huge implementation costs, dependency on the environmental
conditions, etc. However, the limitations occur when the position of vehicle does not
come in alignment the sensors and the sensor goes unresponsive, the sensor reading
may not be accurate when the vehicle is under faulty condition.

3.2 Smart Environment

Technology with embedded smart sensors can oversee and communicate critical
factors of the environment The common aspects of the environment are humidity,
pressure, temperature etc. Some of the services that could be enabled based on a
smart city concept are given below [15].

• MonitoringHealth of Buildings: Required for propermaintenance of each building
and the discovery of areas that are to be impacted with foreign agents.

• Monitoring Quality of Air: The quality of air can be monitored using IoT and also
health applications can be connected the infrastructure.

• Monitoring Noise: The quantity of noise produced at any given hour can be mea-
sured by IoT and detection algorithms enable to identify the type of noise.

• Smart Parking: The vehicle users are directed to the best parking slot in the town
with the help of smart displays and road sensors. The benefits include quicker time
to find a parking slot which also includes less congestion of traffic, less vehicle
emissions.
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• Smart Lighting: The concentration of the street light can be adjusted depending
on the weather conditions, presence of people and many other factors. The smart
city infrastructure should include street lights for the service to work properly and
can also include an error recognition system along with street light controllers.

The benefits of smart environment are ease of use, customization that could be done
and the convenience it brings to our daily lives. The limitations include the cost and
reliability.

3.3 Smart Home

Smart homes are of increasing popularity in the recent years due to the simplified
and cheaper smart connectivity and home automation. With the boom of the IoT,
the study and execution of home automation is gaining momentum. The benefits of
smart homes are improved convenience, luxury, security and energy savings [16]. The
commercially available smart home systems can be separated into two categories:

1. Locally controlled systems:Locally controlled systemsvia a stationary orwireless
interface using the in-home controller allow control of the automation system
within their home for the users.

2. Remotely controlled systems: Remotely controlled systems on the other hand
can be controlled remotely from the personal computer of the user or via mobile
device or via telephone. This is done with the use of an Internet connection or
connecting with an already existing home security system [17].

The advantages of smart home include convenience and security; however the imple-
mentation cost will be a huge limitation.

3.4 Healthcare Monitoring Applications

Internet of Things application in Healthcare is being explored by major companies
to improve the quality of care, improve the access to care and most significantly cut
down on the charges of care [18]. The use of IoT in personalized Healthcare can be
classified into Clinical healthcare and Remote Monitoring.

1. Clinical Care: It is the monitoring of hospitalized patients whose biological con-
dition needs constant monitoring or attention. This enables automated flow of
information in a continued basis and improved excellence of care which in turn
removes the dependency of the caregiver to constantly engage in collection of
data and investigation and lowers the cost of care.

2. Remote Monitoring: It is the possibility of providing monitoring to patients with-
out visiting physicians. This is achieved by tiny, efficient wireless solutions con-
nected via the IoT.
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Some examples of applications of Internet of Things in healthcare include Mon-
itoring an aging family member where elderly patients monitoring can be enabled
using a sensor system that is waterproof and can be worn like a wristwatch. Scalable,
continuous heart rate monitoring is a system that can monitor a patients: ECG Heart
rate (including heart rate variability and dependability), activity level and respiration
rate. Healthcare monitoring applications offers great benefits in personalized care,
elderly care and women healthcare. The limitations include the security and privacy
of sensitive data that is being shared across various participants.

3.5 Logistics and Supply Chain Management

RFID technologies with IoT provide numerous benefits to shop keepers as they
can easily track the stocks and detect shoplifting and also can prevent out-of-stock
of items by tracking constantly and placing an order automatically. With IoT, the
logistics commodity has changed greatly to become an autonomous by a variety of
applications available to support the needs [19].

One such application of Internet of Things in Supply chain management is the
Smart Shopping Cart Subsystem. To assist the user in choosing goods, the smart
shopping cart in a supermarket act as an assistant. Smart shopping cart ensures
information flow is instant and interactive by interacting constantly with data center
and smart shelves. The important functions of a smart shopping cart are as follows:

1. View: Here a buyer can get the particulars of the merchandises, including raw
material supply data, the production data and shipping data and can also see the
discounted commodity data, etc. at the same time.

2. Goods Location Map: This provides the user navigation information on the posi-
tion information of goods so that the user can locate the good quickly.

3. Quick Settlement: Here user can add the merchandises to the cart (including
virtual and physical cart), confirm and buy the merchandises after scanning using
the RFID reader and then quickly complete the payment [20, 21].

4 Case Study on Multi Robot System

This case study is based on a multi-robot systemwhere a robot accomplishes a stated
mission without human intervention. In this proposed system, a robot provides infor-
mation to another robot with information that will be needed to run live actions [22].
In this system, the challenge is on feeding every robot with environmental informa-
tion for accuracy in action. Three techniques are used for the robot to get information
from the environment. In the first technique, the information is given from an air-
plane thatwill regulate and achieve the robotmission. In the second technique, human
control techniques are used for providing data. In the third technique, multimedia
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information is collected from the robots environment by a robot using cameras or
sensors which in turn feeds the data to another robot.

For the case study, a mission against terrorism usually accomplished by a human
team is considered. The current multi robot systems has lot of challenges on execu-
tion of the mission independently, wide range communication and scalability. The
proposed multi robot system offers improved performance and establishes a sustain-
able solution that can be used for some serious missions, such as fighting against
terrorism, war and violence (Fig. 3).

Fig. 3 Scenario of executing the mission using human combat team
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Fig. 4 Scenario of executing this mission using robots

In this proposed multi robot mission, each human is replaced by a robot and each
target set for a soldier is executed by a robot. The sensing ability of a human is attained
using sensors by the robot, the ability on vision is attained by cameras, the ability
on speaking is attained by information communication between robots, the ability
on thinking is attained by simulated intelligence techniques [23] and the ability on
prediction is resolved by feedback algorithms [24]. The Fig. 4 shows the scenario
of a mission execution by a human combat team where it is required to capture a
terrorist either live or dead. The mission execution team has four well trained and
well equipped soldiers who are provide with arms andwireless communication tools.

BelowFig. 4 shows the execution of thismission using robots.A completely armed
robot that has sensors, camera, battery, a RFID tag, a wireless Internet connection
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card and the fighter tools, replaces each soldier. The target is fixed for the robot in the
mission and can cooperate with rest of the robots. In case of movement of a terrorist
from one area to another, an alarm is sent by the robot which is responsible for this
region observation to the rest of the robots in mission advising them on the new state
(position, style, and equipment) of the terrorist.

The various advantages of the proposed system include Scalability (where many
number of robots can be connected using internet and also has the capability to
improve the system with addition of new functionality to the web intelligent applica-
tions wither locally or globally), Least hardware complications (RFID tags or readers
is the only hardware that might be needed), Multi applications suitability (For big-
ger missions, one robots applications can be collected to be one strong application),
Communication over long distances (the media of robot communication is available
any whereas the Internet connectivity is supported by satellite).

5 Case Study on Emergency Department in Hospitals

Applications of RFID in Hospitals An Emergency Department Case Study: In a
hospital, the emergency department is the most busiest and difficult place. It is the
center where patients (cases of accident injuries and/or acute sicknesses) need imme-
diate and adequate care at the earliest time possible from both the physicians and
the nurses. Preserving precise information in real time on the patients location is
also a crucial issue for the medical workers as the patient leaves the premises with
a registration record but not a medical record [24]. It is also important to reduce the
patient wait time. This case study is about improving the safety of medical treat-
ment through RFID tags in the emergency room for medical treatment process of the
patients which includes an alerting mechanism on overly long queue and prolonged
stay, tracking patients location thereby improving the quality of medical treatment,
improved satisfaction of patients towards the hospital and allowing adequate time for
treatment of emergency cases. The goal of the study is to plan a RFID query system
with the major function to provide real-time data of the location of the patient with
extremely long waiting time [25].

Figure5 shows the procedure of most hospitals at emergency department where
it starts with initial triage at the hospital entrance.

The relationship between the departments (radiology or laboratory) and the two
way arrows depict the physician diagnosis as denoted in the above diagram. This
indicates that such method is not essentially dependent on the decision of the physi-
cian. The five problem areas are highlighted in red which are long waiting time for
consulting, unreasonably long stay for patients in the temporary observation area
resulting in the patients leaving the hospital premises without an excuse. This in
turn compels dissatisfaction toward the hospital and the physicians. Patients depar-
ture without payment, patients departure without excuse, no occupancy of sickbed
makes patients go back to wait in the emergency center.
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Fig. 5 The process at emergency department in most hospitals

Fig. 6 The process at emergency department after RFID implementation

In Fig. 6, the application of RFID is used by the medical personnel in emergency
department by instantly printing and placing a RFID wristband on the patients wrist
at initial triage and is then is sent to the waiting area. In case the patient is not
diagnosed by the physician in the time stipulated by the hospital, the management
center is alerted with a short message where higher management may initiate an
emergency protocol. Nevertheless, if the physician has made the patient wait for a
predetermined amount of time though it is long, the RFID will not be read.
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As shown in Fig. 6, the RFID system will automatically initiate short messages at
the stages highlighted in Green due to which all the problem areas listed is addressed.
The trial introduction of the RFID system at the hospital emergency center resolves
the issues of extremely long waiting time of the patients, those who are not attended
to by a medical personnel, unreasonably long waiting time of sickbed occupancy,
excessively long provisional observation period and departure without excuse. This
ensures that the hospital assures the five-step medical safety checklist (the right
timing, the right patient, the rightmedication, the right dosage and the right approach).

6 Internet of Things Future Vision

The Internet of Things vision is still under development as there are many stakehold-
ers in this development involved based on their interests and usage. Sensor based
information gathering, organizing, mining and World Wide Web involves with the
present vision, including the sensor based hardware. The three particular visions as
per [6] are briefly discussed below. Figure7 depicts the three main visions of IoT.

1. Things Oriented Vision: This vision is sustained by the point that anything can
be tracked using RFID pervasive technologies and sensors the RFID functions
with the basic philosophy that any object can be uniquely identified using the
terms of Electronic Product Code (EPC). The future vision is dependent on the
sensors and its ability to accomplish the things oriented vision. The data will be
generated collectively with the assistanceof sensor type embedded system and
sensors.

2. Internet Oriented Vision: This vision is supported by the necessity to create
smart objects that are interconnected with the things having the same features of
IP protocols. The sensor based objects are converted to a format that is under-
standable, distinctively recognized and the characteristics are constantly observed
which forms the base for smart objects that are presumed to be microcomputers.

3. Semantic Oriented Vision: This vision is sustained by the point that numerous
data will be at our disposal with the amount of sensors that collect the data. This
huge amount of data needs to be administeredexpressively as the information
could possibly be redundant. For better understanding and representation the non-
manipulated data needs to be organized and processed in areasonable manner.
The sets of data can be divided into homogeneous and heterogeneous formats
which also mean that there are issues with interpreting the data with regards to
interoperability which is reliant upon the semantic tools and techniques to process
the data [26].
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Fig. 7 The three main
visions of Internet of Things

7 Conclusion

IoT targets to progressively spread the benefits of regular internet consistent connec-
tivity, capability to remotely, data sharing, and so on. Just as Internet did, IoT will
change the way of our life and world with lot of things connected. In this chapter we
provided an introduction of Internet of Things, the evolution of connected devices
and the various technologies that help in implementation of IoT. This chapter also
discussed the objectives of IoT as compared to traditional information networks.
The architecture of IoT was discussed that describes the various layers and the future
vision that comprises the Internet Oriented Vision, the Things Oriented Vision and
Semantic Oriented Vision. Various application areas are presented, providing guid-
ance for future utilization of IoT concepts. The successful implementation of IoT
is not without challenges, this chapter provided an overview of the challenges of
implementing IoT and also discussed the other challenges at application, economi-
cal, and technological perspectives. The chapter also discussed on two case studies
Multi Robot System and RFID Applications in Hospitals which explains the benefits
of IoT technologies implementation. IoT has potential to drive integrated solutions
that can make a difference allowing objects and people to be connected anyplace,
anytime with anything and anyone. Though it is still early in the research cycle, the
potential difference IoT can bring is very clear. There are ample opportunities for
research and development to capitalize on the promise of IoT however the success
of IoT mainstream will be based on the union of right standardization, improved
sensors, cheaper and low power microprocessors, effective and efficient wireless
protocols, the support of government, communities and established companies for
the necessary development of IoT applications.
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Internet of Things in Cloud Computing

Hemdan Ezz El-Din and D.H. Manjaiah

Abstract In the recent time, the advancement of network and communication sys-
tems developed new mechanisms for communicating and managing devices and it
led to new area called Internet of Things (IoT). It means connecting devices through
Internet for performing processes and services to provide prime services and needs of
people in real life. So, it has become one of the most popular and important research
directions for scientists and researchers to develop new approaches and procedures
for performing communication process between devices in easy and efficient man-
ner. To empower the connected devices with huge capabilities of computing and
storage resources that can help to manage and handle billion of devices, there is a
serious need in technology to support these capabilities. Cloud computing is one
such essential technologies that can provide and enable IoT with the required capa-
bilities and resources. This chapter reviews IoT in cloud computing systematically
reviewed. Additionally, various research directions to enable cloud computing in IoT
are presented.

1 Introduction

In the recent years, IoT has an imperative economic and societal impact for the
future construction of communications to exchange information between people and
things. The new regulation of future will be eventually, everything will be connected
and intelligently controlled. The concept of IoT is becoming more pertinent to the
realistic world due to the development of mobile devices, embedded and ubiquitous
communication technologies, cloud computing and data analytics. Internet of Things
(IoT) is made up of devices connected through the Internet to gather and collect
information about the environment using sensors connected to things (i.e. devices).
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These devices communicate and interact together to acquire, process and storage
information in intelligent way.

In the last decades, cloud computing has started changing theways people live and
work. Cloud computing is a new paradigm that manage and arrange multi-tenancy,
automated provisioning and usage accounting technologies through the Internet.
Cloud computing now is more popular service that comes with more characteristics
and advantages that change people life. The use of cloud computing in the IoT
environment is an essential step to take the advantage of huge capabilities such as pool
of available resources. The understanding of cloud environment will help researchers
to design and develop new strategies and methods for IoT. These strategies and
methods will enable the IoT to benefit from huge capabilities of the cloud such as
processing and storage. Discussing the applications, challenges and future directions
of the IoT is an important step in research community to introduce new opportunities
for scientists and researchers in universities and research centres to help them in
designing and developing new applications in various fields that will make life of
people easier and comfortable in the future.

In the IoT environment,millions of devices are connected to each otherwhich need
to exchange information through the network (i.e. Internet) with huge capabilities
such as high bandwidth, processing and storage capabilities. These huge capabilities
can be provided by cloud computing. Researchers who are working in the Internet
of Things (IoT) can use the cloud capabilities to design and develop applications
that can create smart and intelligent environments such as smart homes and cities.
Devices that are used in the IoT system generates huge amount of data which need
to leverage cloud computing to scale cost effectively.

The reminder of this chapter is organized as follows: Sect. 2 provides foundations
of cloud computing. Fundamentals of IoT is presented in Sect. 3. Section4 provides
challenges in cloud computing for enabling IoT and research directions to address
the IoT challenges in real life. Finally, integration of IoT and cloud computing is
discussed. Chapter conclusion is presented in Sect. 5.

2 Cloud Computing

Cloud computing is a new paradigm that manage and arrange multi-tenancy, auto-
mated provisioning and usage accounting technologies through the Internet. Cloud
computing now is more popular service that comes with more characteristics and
advantages that change people life. The use of cloud computing in the IoT envi-
ronment is an essential step to take the advantage of huge capabilities such as pool
of available resources. The study of cloud computing is essential for understanding
challenges and opportunities to enable IoT in the cloud. This section will discuss def-
inition, characteristics and models of cloud computing technology. There are many
definitions for cloud computing such as:
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The National Institute of Standard and Technology (NIST) definition of cloud
computing: Cloud computing is a model for enabling ubiquitous, convenient,
on demand network access to a shared pool of configurable resources (e.g.,
networks, servers, storage, applications, and services) that can be rapidly pro-
visioned and released with minimal management effort or service provider
interaction [1].

The Cloud Security Alliance (CSA) definition of cloud computing: Cloud com-
puting is an evolving term that describes the development of many existing
technologies and approaches to computing into something different. Cloud
separates application and information resources from underlying infrastruc-
ture, and the mechanisms used to deliver them. Cloud enhances collaboration,
agility, scaling, and availability, and provides the potential for cost reduction
through optimized and efficient computing [2].

The cloud computing has mainly five essential characteristics as follows [1]:

• On-demand self-service: Customers can automatically provision cloud capabilities
without requiring human interaction for each request.

• Broad network access: Cloud capabilities are available via the network to access
and use them by customers.

• Resource pooling: Huge pool of resources such as computing and storage are
available to serve several customers in the same time.

• Rapid elasticity: Capabilities of cloud can be elastically provisioned and released
in timely fashion manner for providing services to customers.

• Measured service: The cloud can automatically control and optimize resource used
by leveraging a metering capability.

2.1 Cloud Computing Models

Cloud computing has twomodels; deployment and service models as shown in Fig. 1
as follows [1]:

1. Deployment Models: Deployment models in cloud computing are of four types
as defined below.

a. Private Cloud: Private cloud services are provided only for single organiza-
tions and not to the public use.

b. Public Cloud: Public cloud services are exposed to the public use like indi-
vidual users and organizations.
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Fig. 1 Cloud computing models

c. Community Cloud: Community cloud services are used and shared by many
organizations to save costs, as compared to a private cloud.

d. Hybrid Cloud: Hybrid cloud services can be combined among and distributed
in multiple cloud types.

2. ServiceModels: Service models in cloud computing are of three types as defined
below.

a. Software as a Service (SaaS): In SaaS, the user can able to use applications
which are running on the cloud. These applications are accessible from several
user devices. In this service model, the user cannot control the underlying
cloud infrastructure like network, servers, operating systems and storage.
There are many examples about SaaS services such as storage services.

b. Platform as a Service (PaaS): In PaaS, the user is able to deploy onto the
cloud many types of applications using tools and programming languages
supported by the provider. The user does not manage or control the underlying
cloud infrastructure but has control over the deployed applications. Examples
of PaaS are Windows Azure from Microsoft and Google App Engine from
Google.

c. Infrastructure as a Service (IaaS): In IaaS, the user provision several resources
such as processing, storage and networks. In addition to this, the user can
develop and deploy to run arbitrary software. In this service model, the user
does not manage or control the underlying cloud infrastructure but he can con-
trol over operating systems, storage, and deployed applications. An example
of IaaS is Amazon EC2 service from Amazon.

3 Internet of Things

Internet of things will contribute to improve human life activity and life style by
providing intelligent services like smart homes. This change in human life will help
to create comfortable environment for people in their daily life. For example, when
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Fig. 2 The internet of things from an embedded systems point of view

an employee needs to finish his work report to submit his manager from the home,
he will simply operate his computer which is connected to the Internet for finishing
his work. IoT is a paradigm in which objects or humans are providing with a unique
identifiers and it got an ability to transfer data automatically over the networkwithout
human interactions. The IoT gives us total control over anything which is at home or
office from anywhere and at any time. In the IoT ecosystem, sensors devices connect
through gateway to the Internet and then to cloud service provider. The end user
can monitor and control remotely any environment through connecting to the cloud
provider. This section introduces background and overview about IoT paradigm
includes definition, classification, application and security in IoT.

Internet of Things means connecting devices to the Internet for performing
processes and services that support our basics services and needs. The IoT can be
considered as a novel paradigm that is rapidly gaining ground in the scenario of
modern wireless networks and telecommunications. The Internet of Things (IoT)
from an embedded systems point of view consists of four main components; hard-
ware device (i.e. things), local network, communication network (i.e. the Internet)
and finally, back-end services which are communicated to each other to exchange
information as shown in Fig. 2.

3.1 Classifications of Internet of Things

Internet of Things can be classified into four types as shown in Fig. 3 such as: Inter-
net of Nano Things, Internet of WiFi-enabled Things, Internet of Things for Smart
Society, and Global-scaled Internet of Things [3].

Fig. 3 Internet of things classifications
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1. Internet of Nano Things: The Internet of Nano Things (IoNT) as a type of IoT
that consist of nano-devices that are connected together through nanonetwork. In
IoNT, it becomes possible to add a new dimension to the IoT by embedding nano-
sensors to the various things and devices that surround us. The IoNT has many
types in biological and multimedia fields which are called IoBNT and IoMNT
respectively.

2. Internet of WiFi-enabled Things: Recently, WiFi has become an important type
of wireless networks for wirelessly connecting various electronic devices to the
Internet. When the WiFi enabled devices are connected together through the
Internet that introduced new type of the IoT called Internet of WiFi-enabled
Things that depends on the WiFi Connection.

3. Internet of Things for Smart Society: Nowadays, the concept of smart cities
and world has become an attractive area for many researchers to develop new
approaches and mechanisms for connecting objects in the society in an intelli-
gent way to make an intelligent society (i.e. Smart World) by embedding sensors
in all surrounding devices and objects to enable them to communicate and inter-
act together in smart way by using new technologies like cloud computing. This
brings a new type of IoT called internet of things for smart society.

4. Global-scaled Internet of Things: Global-scaled internet of things is a type of IoT
that utilized in global-scaled area such as satellite system and Unmanned Aerial
Vehicle (UAV). These systems remotely connect to various devices in ground
which are connected to sensors to sense and acquire data in easy and efficient
manner. An example about global-scaled internet of things is Tsunami Detection
System.

3.2 Applications of Internet of Things

Internet of Things has become an important paradigm for providing smart and intel-
ligent applications in several fields such as military, healthcare, transportation, agri-
culture, logistics, smart society, energy, security and emergencies. These applications
will improve and change the quality of our lives to better level of life. The IoT has
various applications such as; smart society, industrial control system and smart man-
ufacturing, smart agriculture, healthcare ecosystem and trade and logistics as shown
in Fig. 4 [4–8].

Fig. 4 Internet of things
applications
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1. Smart Society: Smart society is the concept of making smart world which makes
people life easy and comfortable. The advanced development in smart technolo-
gies enables the IoT to effect in changing people life style. There are many appli-
cations in smart society domain such as home automation and smart cities as
follows:

• Home Automation: The IoT can be used in home automation to provide
services as; monitoring of energy and power consumption to save cost and
resources, remotely control in operating appliances to avoid accidents and
intrusion detection and prevention to protect homes from stealing.

• Smart Cities: The IoT can be used in smart cities to provide services as; intelli-
gent highways with warning messages for an unexpected events like accidents
or traffic jams,monitoring of vehicles and pedestrian levels to optimize driving
and walking routes, monitoring of parking spaces availability inside the city.

2. Industrial Control System and Smart Manufacturing: Internet of things can be
used in industrial control systems to improve their performance by making them
more smart with taking in consideration necessary factors like safety and avail-
ability factors to guarantee continues in business and save people life. Industrial
control system can use the IoT formany purpose as; auto-diagnosis ofmachines in
control system, monitoring of toxic gas and oxygen levels inside chemical plants
to ensure workers and goods safety, control of temperature inside industrial and
medical fridges with sensitivemerchandise andmonitoring of ozone levels during
the drying meat process in factories of food manufacturing.

3. Smart Agriculture: Agriculture is an important field that provide people and soci-
etywith food so that there are serious needs to improve and enhance an agriculture
systemby using smart and intelligent technologies that are introduced by using the
IoT. The IoT will improve operational efficiency and productivity in agriculture
system. There are many benefits from IoT in agriculture field such as; monitoring
soil moisture and trunk diameter in vineyards to control the amount of sugar in
grapes and grapevine health, control micro-climate conditions to maximize the
production of fruits and vegetables and its quality, location and identification of
animals grazing in open pastures or location in big stables, prevent fungus and
other microbial contaminants, control the exact conditions of plants grown in
water to get the highest efficiency crops, control of growing conditions of the off-
spring in animal farms to ensure its survival and health and study of ventilation
and air quality in farms and detection of harmful gases from excrements.

4. Healthcare andMedical: There are many services and benefits of using the IoT in
healthcare andmedical field like; remotemonitoring of patients, tracking of drugs,
identification and authentication of people. The IoT also can use in healthcare as
assistance for elderly or disabled people living independent, control of conditions
inside freezers storing vaccines, medicines and organic elements, monitoring of
conditions of patients inside hospitals and measurement of Ultraviolet sun rays
that warn people not to be exposed in certain hours.

5. Trade and Logistics: Advanced development in the IoT paradigm help to develop
and manage shopping of products from online websites in addition to using IoT
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in trade and logistics by embedding tags and sensors in roads and products for
monitoring and tracking them and.

• Trade: IoT can be used in trade for many purposes such as; monitoring of
storage conditions, product tracking, payment processing based in location
or activity duration for public transport, getting advices in the point of sale
according to customer habits, preferences, presence of allergic components
for them or expiring dates and control of rotation of products in shelves and
warehouses to automate restocking processes.

• Logistics: In logistics, IoT can be used for monitoring of vibrations, strokes,
container openings for insurance purposes, Search of individual items in big
surfaces like warehouse and warning emission on containers storing inflam-
mable goods closed to others containing explosive material.

3.3 Security and Challenges in Internet of Things

Security issues for enabling IoT for various applications that are important to allow
users to use IoT services in easy and secure environment because the devices commu-
nicate and interact through the Internet which make them easy to attack by malicious
users. They are exploiting vulnerabilities and weakness in communication system.
In the recent time, security of IoT became an attractive area for many researchers
to develop mechanisms for handling security issues of IoT system. There are many
security issues should be addressed in IoT. These are security and privacy of users in
the IoT environment, authentication and authorization for IoT users, secure commu-
nication system between devices in IoT system, strong registration system for IoT
users, and availability and safety of IoT infrastructure in industrial applications.

The Internet of things hasmany challenges. Fewof these challenges are integration
of IoT with the current existing communication systems, development of security
mechanisms for secure communication, addressing and discovery of things in IoT
network, manage and analyze large amount of structure and unstructured, semi-
structure data that generated from IoT things, security and privacy in IoT paradigm,
IoT standardization includes interoperability, radio access level issues, and semantic
interoperability, embedding sensors for complex environment, connecting end-to-
end and enabling applications, and above all power and energy consumption.

3.4 Future Research Directions in Internet of Things

There are several future research directions for researchers and scientists working in
internet of things [9]. Few of these directions are listed below.

1. Develop new techniques and methods to secure IoT infrastructure.
2. Propose methodologies for performing digital forensics in IoT environment.
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3. Provide new standards and protocol to enable IoT.
4. Efficient energy consumption algorithms and mechanisms.
5. Handle and manage large amount of data collected from sensors.
6. Transport protocols to use in IoT scenarios.
7. Privacy mechanism to protect user information.
8. Authentication system to authenticate access to IoT infrastructures.
9. Map a reference to a description of a specific object and the related identifier

using Object Name Servers (ONS).

3.5 Practical System in Internet of Things

This section, a real IoT application called Tsunami Detection System is discussed.
The Tsunami detection system [3] is introduced by Yuichi Kawamoto et al. (2014).
This system is used to facilitate early detection of the tsunami using real-time obser-
vation of the sea level in Japan. Large number of buoys equipped with sensors and
small earth stations are planned to be deployed around Japan in this system. The
sensors are used to measure the fluctuation of the wave height while the small earth
stations send the data gathered from the sensors to the satellite. To cover whole Japan
to detect a tsunami as early as possible, it is necessary to deploy numerous sensor
terminals. In the case where the sensor terminals are deployed in a large scale, it
is difficult to send the data gathered from the sensors directly to the base station

Fig. 5 Tsunami detection
system
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on the ground by ground-based wireless networks due to the remotely located base
station. Therefore, in this system, the data is sent from the sensor terminals to the
base station via a satellite. Since the satellite has a large coverage, it is possible to
collect data from sensor terminals deployed throughout Japan. The construction of
Tsunami detection system is shown in Fig. 5 which consists from many components
such as sensors, small earth stations, base stations, and satellites to construct the
detection system. In this system; the sensors are used to measure the change of the
Z-axis position by using the GPS. The change of the Z-axis position implies the
change of the sea level. The collected data is sent to the base station via a satellite
and then the data are analyzed to distinguish the tsunami from normal waves. Thus,
the occurrence of a tsunami can be detected at the base station. This system will help
early to detect of tsunami before it occurs for protect people life.

4 Internet of Things in the Cloud

Internet of things with cloud computing led to a new trend and paradigm which
provide an efficient managing and processing of data generated from sensors using
the cloud. Cloud computing is an interesting area for researchers to enable the IoT by
utilizing the huge capabilities of cloud such as high processing and storage. In the IoT
environment, sensors can generate huge amount of data that need special processing
and storage capabilities that can be provided by the cloud service providers. The
cloud service providers can provide on demand, fast, scalable, efficient, and flexible
data center to enable the IoT services.

Integration of IoT with cloud computing which are two different technologies
produced a new paradigm called CloudIoT. This integration will help to perform
efficient services in various types of applications likemilitary, healthcare, agriculture,
home automation and smart cities. The process of integration IoT in cloud need to
satisfy some issues such as: combine services offered by multiple vendors and be
scale to support large number of customers in a distributed and reliable way. Several
advantages can be derived from the integration of cloud and IoT; Firstly, IoT can
benefit from the huge and unlimited capabilities and resources of cloud computing.
Secondly, Cloud can benefit from the integration with the IoT by extending its scope
to deal with devices in real world that are distributed in different locations in addition
to deliver new services for a lot of people in real world. The CloudIoT paradigm will
enable new and novel scenarios for providing intelligent services and applications
[4] based on the use of cloud through the things. A conceptual CloudIoT framework
that integrate cloud services with user applications and things is used to provide
the services of internet of things for end customers and users as shown in Fig. 6.
The conceptual framework is used to illustrate the concept of integration both of
cloud and IoT to provide best services in timely fashion manner for improving daily
life of people. The CloudIoT framework consists from three layers; first layer to
provide a network of things, then second layer provide cloud computing services and
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Fig. 6 Conceptual CloudIoT framework

capabilities to enable IoT applications and the third layer provide IoT applications
and services for end users.

4.1 Challenges to Enable Internet of Things
in Cloud Computing

Cloud computing can be used to enable the IoT services but there are many chal-
lenges in the integration of cloud computing and IoT [10, 11]. These are supporting
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application elasticity to satisfy the highly dynamic resource demand in the IoT envi-
ronment, reliability in the cloud to support the IoT application availability, security
and privacy for securing data of the users who use IoT services through the cloud,
management of energy to consume the power of applications, provide interoperabil-
ity and portability of the cloud to enable IoT user for access an interoperable cloud
ecosystem, managing and analyzing large amount of data which are generated from
sensors.

4.2 Future Research Directions

There are many research directions according to the challenges mentioned above
that are opened for researchers in the IoT domain to handle and integrate with cloud
computing [12]. Few of them are listed below.

1. Elasticity of Application Services: Elasticity of application services and
autonomous adaptation of services.

2. Scalability of Cloud Infrastructure: To manage and scale of processing, storage
and networks across multiple distributed locations.

3. Security and Privacy: Secure multi-tenant and multi-users environments and sup-
port isolation of services and applications for each user, and Integrity and privacy
techniques to secure data in cloud storages.

4. Energy Efficient Management: Better utilization of resources by supporting and
providing energy efficiency models load balancing and optimization algorithms
for cloud infrastructures.

5. Cloud Interoperability and Portability: Standards for support integration of cloud
computing and IoT and virtual appliances portability for cloud service providers.

5 Conclusion

Recently, Internet of Things (IoT) has potential significantly in several fields such
as business, healthcare, energy management, agriculture, manufacturing, and trans-
portation. The IoT is made up of appliances connected through the Internet that is
capable of gathering information about surrounding environment to make appropri-
ate action by influencing the environment autonomously. Cloud Computing is an
emerging revolutionary technology that has started changing the ways people live
and work. Cloud computing provide huge processing and storage capabilities that
can be used by the IoT industry for performing high availability and reliability in
providing services for people in the real world. This chapter is written to provide
researchers an overview and background to understand cloud computing infrastruc-
ture, Internet of Thing (IoT) technology in addition to how integrate cloud computing
with IoT for providing efficient and effective services for users.
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