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Preface

The present book includes extended and revised versions of a set of selected papers
from the 8th International Conference on Agents and Artificial Intelligence (ICAART
2016), held in Rome, Italy, during February 24–26, 2016.

ICAART 2016 received 149 paper submissions from 39 countries, of which 12%
are included in this book.

The papers were selected by the event chairs and their selection is based on a number
of criteria that include the classifications and comments provided by the Program
Committee members, the session chairs’ assessment, and also the program chairs’ global
view of all papers included in the technical program. The authors of selected papers were
then invited to submit a revised and extended version of their papers having at least 30%
innovative material.

The purpose of the International Conference on Agents and Artificial Intelligence is
to bring together researchers, engineers, and practitioners interested in the theory and
applications in the areas of agents and artificial intelligence. The conference has two
related tracks, covering both applications and current research work. One track focuses
on agents, multi-agent systems and software platforms, agile management, distributed
problem solving and distributed AI in general. The other track focuses mainly on
artificial intelligence, knowledge representation, planning, learning, scheduling, per-
ception, data mining, data science, reactive AI systems, and evolutionary computing
and other topics related to intelligent systems and computational intelligence.

The papers included in this volume address a number of open research trends in
agents and artificial intelligence. In an innovative manner the authors highlight the
trends in intelligent multi-agent systems natural language processing, soft computing,
and knowledge representation. In one way or another, all papers are related to
knowledge representation.

In the intelligent multi-agent systems area we have included a set of five papers
focusing on aspects related to team formation and planning. The topics addressed are:
“Adaptive Team Formation in Changing Environments,” “Multi-Agent Coalition
Formation in Self-Interested Environments,” and “Discrete Multi-Agent Plan Recog-
nition: Recognizing Teams, Goals, and Plans from Action Sequences”; two additional
papers in this area address more reflective issues, namely: “From Reviews to Argu-
ments and from Arguments Back to Reviewers’ Behavior,” and “Model Checking
Approaches to Branch-and-Bound Optimization of a Flow Production System.”
Finally, one paper discusses issues related to the interaction with virtual agents: Per-
ception of Masculinity and Femininity of Agent’s Appearance and Self-adaptors.

The area of natural language processing is approached from several perspectives by
a set of four papers. Two of them are related to “Spatial and Temporal Understanding
with Modelling the Directionality of Attention During Spatial Language Comprehen-
sion,” and “Integrating Graded Knowledge and Temporal Change in a Modal Fragment
of OWL”; two other papers are related to text understanding, namely: “Natural



Language Argumentation for Text Exploration,” and “Advanced User Interfaces for
Semantic Annotation of Complex Relations in Text.”

Three papers focus on soft computing by discussing uncertainty representation,
neural nets, and fuzzy systems. They are: “Enhancing Visual Clustering Using
Adaptive Moving Self-Organizing Maps (AMSOM),” “An Automatic Approach for
Generation of Fuzzy Membership Functions,” and “Enhancing Support Vector Deco-
ders by Integrating an Uncertainty Model.” Finally, we have included in this book a set
of papers that address knowledge representation, related to decision support and
machine learning: “Qualitative Possibilistic Decisions,” “Detecting Hidden Objects,”
and “Improving Cascade Classifier Precision”; two additional papers in this area use
the Semantic Web principles to address issues such as privacy or context-based rec-
ommendations, namely: “Keeping Secrets in EL+ Knowledge Bases” and “An Agent-
based Architecture for Personalized Recommendations.”

We would like to thank all the authors for their contributions and to express our
gratitude to the reviewers who helped ensure the quality of this publication.

February 2016 Jaap van den Herik
Joaquim Filipe
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Abstract. This paper reports how our perception of virtual agents differ by the
combination of the gender of their appearances and gestures. We examined how
we perceive masculinity and femininity of agents and how our perception of
agent’s gender affect our impression of the agent. Human-human interactions
among Japanese undergraduate students were analyzed with respect to usage of
gender-specific self-adaptors in a pre-experiment. Based on the results, a male
and a female agent were animated to show these extracted self-adaptors. Eval-
uation of the interactions with the agents that exhibit self-adaptors typically
exhibited by Japanese human male and female indicated that there are cross
gender interactions between participants’ gender and agents’ gender. Male
participants showed more favorable impressions on agents that display feminine
self-adaptors than masculine ones performed by the female agent, while female
participants showed rigorous impressions toward feminine self-adaptors.
Although the obtained results were limited to one culture and narrow age range,
these results implies there is a possibility that the combination of male
appearance and masculine gestures is “safer” in order to facilitate neutral
impressions and avoid any cross gender interactions made by the gender of
human users. Designers of virtual agents should consider gender of appearance
and gesture animations of virtual agents, and make them customizable according
to the user’s gender and preferences.

Keywords: Conversational agents � Intelligent virtual agents � IVA � Gesture �
Self-adaptors � Non-verbal behavior � Gender � Evaluation

1 Introduction

Intelligent virtual agents (IVAs) that interact face-to-face with humans are beginning to
spread to general users, and IVA research is being actively pursued. IVAs require both
verbal and nonverbal communication abilities. Among those non-verbal communica-
tions, Ekman classifies gestures into five categories: emblems, illustrators, affect dis-
plays, adapters, and regulators [1]. Self-adaptors are non-signaling gestures that are not
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intended to convey a particular meaning [2]. They are exhibited as hand movements
where one part of the body is applied to another part of the body, such as picking one’s
nose, scratching one’s head and face, moistening the lips, or tapping the foot. Many
self-adaptors are considered taboo in public, and individuals with low emotional sta-
bility perform more self-adaptors, and the number of self-adaptors increases with
psychological discomfort or anxiety [2–4]. According to Caso et al. self-adaptor ges-
tures were used more often when telling the truth than when lying [5].

Because self-adaptors have low message content and are low in relevancy to the
contents of conversations, they are believed to be actions that are easily ignored during
a conversation. Thus, there has not been much IVA research done on self-adaptors,
compared with nonverbal communication with high message content, such as facial
expressions and gazes. Among few research that has dealt with an IVA with
self-adaptors, Neff et al. reported that an agent performing self-adaptors (repetitive
quick motion with a combination of scratching its face and head, touching its body, and
rubbing its head, etc.), was perceived as having low emotional stability. Although
showing emotional unstableness might not be appropriate in some social interactions,
their finding suggests the importance of self-adaptors in conveying a personality of an
agent [6].

However, self-adaptors are not always the sign of emotional unstableness or stress.
Blacking states self-adaptors also occur in casual conversations, where conversants are
very relaxed [7]. Chartrand and Bargh have shown that mimicry of particular types of
self-adaptors (i.e., foot tapping and face scratching) can cause the mimicked person to
perceive an interaction as more positive, and may lead to form rapport between the
conversants [8].

We focus on these “relaxed” self-adaptors performed in a casual conversation in
this study. If those relaxed self-adaptors occur with a conversant that one feels
friendliness, one can be induced to feel friendliness toward a conversant that displays
self-adaptors. We apply this to the case of agent conversant, and hypothesize that users
can be induced to feel friendliness toward the agent by adding self-adaptors to the body
motions of an agent, and conducted two experiments.

The first experiment evaluated continuous interactions between an agent that
exhibits self-adaptors and without [9]. The results showed the agent that exhibited
relaxed self-adaptors was more likely to prevent any deterioration in the perceived
friendliness of the agent than the agent without self-adaptors. However, when we
consider evaluators social skills, there is a dichotomy on the impression on the agents
between users with high social skills (HSS hereafter) and those with low skills (LSS
hereafter). Social skills are defined as “skills that are instrumental in conducting smooth
personal communication” [10]. People with HSS are able to read nonverbal behaviors
of their conversants and tend to use a great amount of nonverbal behaviors themselves
in order to makes smooth interactions. We focused on this characteristic of social skills
and considered that it could have the same effect when applied to non-verbal behavior
of an agent. The results of the first experiment indicated people with HSS harbour a
higher perceived friendliness with agents that exhibited relaxed self-adaptors than
people with LSS. Moreover, HSS’s friendliness feeling toward the agent with
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self-adaptors increased over time, while LSS felt higher friendliness toward the agent
that does not exhibit self-adaptors. The dichotomy between the use’s social skills
suggests that it is possible to continually improve users’ sense of friendliness toward
IVAs by combining the presence of self-adaptors with the user’s level of social skills
during continued interactions with agents.

The second experiment evaluated interactions with agents that exhibit either relaxed
self-adaptors or stressful self-adaptors in a desert survival task [11]. The results indi-
cated that the exhibiting of any types of self-adaptors in interactions that exchange
serious opinions, such as a desert survival task, caused deterioration in the agents
perceived friendliness and empathy, although such deterioration does not occur during
a casual conversation with the agent displays self-adaptors. This results suggests that
users unconsciously expect agents to behave in a manner that is appropriate to the topic
of conversation as we do with humans. Thus non-verbal behaviors of agents should
adapt to the conversational topics. Taken together with the results of previous research,
the results shows that it will be necessary to make the non-verbal behavior of an agent,
at least, self-adaptors, adapt to the social skills of the other person in an interaction, and
to the conversational content.

This paper reports a result of our consecutive experiment of self-adaptors that deals
with gender issues. As Cassell points out in [12, 13], considering gender effect is
essential for successful and comfortable human-computer interaction, so as for
human-agent interaction.

2 Related Research on Gender and Virtual Agents

Social psychology studies have indicated gender stereotypes and roles. Men are
regarded as more dominant, influential and more effective leaders than women, while
women are submissive, supportive, and better listeners than men [14, 15]. Commer-
cially used virtual agents mainly serve as virtual assistant chatbots to help online users.
They are often represented as female due to the above gender stereotypes, i.e., Aetna’s
virtual online assistant Ann (Fig. 1(a)1), IKEA’s virtual assistant Anna (Fig. 1(b)2), and
Alaska Airline’s virtual assistant Jenn (Fig. 1(c)3).

However, it is still an open question whether female appearance is adequate for any
virtual agent applications and domains. Zanbaka et al. examined the role of gender in
an application where virtual agents act as persuasive speakers, and found cross gender
interactions between the agents’ gender and the participants’ gender. The male par-
ticipants were more persuaded by the female agent than the male agent, and female
participants are more persuaded by the male agent than the female agent [16].

Our two previous experiments used a female agent only and did not consider the
effects of appearance of the agent’s gender. Moreover, as some self-adaptors are
gender-specific [17], i.e., “crossing arms” self-adaptors are more frequently found in

1 https://member.aetna.com/AskAnn/agent.aspx.
2 https://twitter.com/IKEA_jp_Anna.
3 https://www.alaskaair.com/content/about-us/site-info/ask-jenn.aspx.
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males, and “covering mouth” self-adaptors are mostly found in Japanese females, we
need to consider gender of the agent, gender-specific self-adaptors, and gender of
participants.

Hence, we evaluate the impression of the agents with male/female appearance and
masculine/feminine self-adaptors in this experiment in order to examine whether cross
gender effects similar to [16] can be found in our experimental settings. We hypoth-
esize that (1) when the agent’s gender, and gender of the gender-specific self-adaptors
are consistent, participants feel higher naturalness. (2) Male participants have better
impression toward the agent with female appearance and feminine self-adaptors, while
female participants have better impression on the agent with male appearance and
masculine self-adaptors”, and conduct an experiment.

3 Video Analysis of Self-adaptors and Implementation
of Agent Animation

3.1 Video Analysis of Self-adaptors

We conducted a pre-experiment in order to examine when and what kind of
self-adaptors are performed, and whether/what kind of gender-specific self-adaptors are
found during a casual conversation between friends in a Japanese university. We
invited ten pairs (5 male pairs and 5 female pairs) who are friends for more than three
years (they are university students who study together) to record their free conversation
for 20 min.

The video analysis were made in terms of the body parts touched, frequency of
each self-adaptors, and number of participants who performed each self-adaptors

(a) Aetna's virtual online assistant Ann  

(b) IKEA's virtual assistant Anna

(c) Alaska Airline's virtual assistant Jenn

Fig. 1. Female virtual agents used for commercial purpose.
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during the conversation for all 20 participants. Total of 587 self-adaptors were iden-
tified during the 20 min recordings of the 10 male participants. Total of 617
self-adaptors were identified during the 20 min recordings of the 10 female partici-
pants. Figures 2 and 3 show the body parts touched by the male and female participants

Fig. 2. Ratio of body parts touched by the male participants.

Fig. 3. Ratio of body parts touched by the female participants.
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respectively. The most frequently touched body part by the Japanese male participants
is head (66%), followed by upper body (26%). The most frequently touched body part
by the Japanese female participants is head (50%), followed by upper body (16%).
Table 1 shows the top five types of self-adaptors performed most frequently and most
participants (how and which body parts were touched, how many times for each
self-adaptor, and by how many people for each self-adaptor) by the male participants
and Table 2 by the female participants.

We identified the following gender-specific self-adaptors from the recordings of the
conversations among Japanese university students. There are three types of
self-adaptors occurred most frequently in most male participants: “touching nose”,
“touching chin,” and “scratching head.” We call these self-adaptors as “masculine
self-adaptors” hereafter. The most frequent self-adaptors performed by most female
participants are “touching nose”, “stroking hair”, and “touching mouth (covering
mouth)”. We call these self-adaptors as “feminine self-adaptors” hereafter. Figure 4
shows typical masculine self-adaptors seen in the video recordings performed by
Japanese male students, and Fig. 5 shows those by Japanese female students.

We implement those masculine/feminine self-adaptors to our conversational agents
for the experiment. In terms of the timing of self-adaptors, 50% occurred at the
beginning of the utterances in the video recordings.

Table 1. Number of self-adaptors performed by male participants in video recordings (left:
number of times, right: number of people).

Table 2. Number of self-adaptors performed by female participants in video recordings (left:
number of times, right: number of people).
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3.2 Agent Character and Animation Implementation

The agent characters (male and female) and animation of the six types of self-adaptors
were created using Poser4. Figures 6 and 7 show the agents carrying out the three
masculine self-adaptors and three feminine self-adaptors respectively. We created the
following four types of animations in order to examine the combination of gender of
the character and self-adaptors; “male agent performs masculine self-adaptors”, “male

Fig. 4. Male participants perform three masculine self-adaptors (from left: “touching chin,”
“scratching head,” and “touching nose”.

Fig. 5. Female participants perform three feminine self-adaptors (from left: “touching nose”,
“stroking hair“, and “touching lips (covering mouth)”.

Fig. 6. Male agent performs three masculine self-adaptors (from left: “touching chin,”
“scratching head,” and “touching nose”.

4 http://poser.smithmicro.com/poser.html.
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agent performs feminine self-adaptors”, “female agent performs masculine
self-adaptors”, “female agent performs feminine self-adaptors.”

We found no literature that explicitly described the form of the movement (e.g.,
how the nose has been touched, in which way, by which part of the hand etc.), we
mimicked the form of the movements of the participants in the video recordings. We
adjust the timing of the animation of self-adaptors at the beginning of the agent’s
utterances as found in the video recordings.

Besides these self-adaptors, we created animations of the agent making gestures of
“greeting” and “placing its hand against its chest.” These gestures were carried out by
the agent at appropriate times in accordance to the content of the conversation
regardless of experimental conditions in order not to let self-adaptors stand out during a
conversation with the agent.

4 Experiment

4.1 Experimental System

The agent’s conversation system was developed in C++ using Microsoft Visual Studio
2008. The agent’s voices were synthesized as male and female voice using the Japanese
voice synthesis package AITalk5. Conversation scenarios, composed of questions from
the agent and response choices, were created beforehand, and animation of the agent
that reflected the conversational scenario was created. Figure 8 shows the experiment
system components. By connecting animated sequences in accordance of the content of
the user’s responses, the system realized a pseudo-conversation with the user. The
conversation system has two states. The first state was the agent speech state, in which
an animated sequence of the agent uttering speech and asking questions to the user was
shown. The other state was the standby for user selection state, in which the user chose
a response from options displayed on the screen above the agent. In response to the
user’s response input from a keyboard, animated agent movie that followed the con-
versation scenario was played back in the speech state.

Fig. 7. Female agent performs three feminine self-adaptors (from left: “touching nose”,
“stroking hair”, and “touching lips (covering mouth)”.

5 http://www.ai-j.jp/.
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4.2 Experimental Procedure

The interactions with the agents were presented as pseudo conversations as follows:
(1) the agent always asks a question to the participant. (2) Possible answers were dis-
played on the screen and the participant selects one answer from the selection from a
keyboard. (3) The agent makes remarks based on the user’s answer and asks the next
question. The contents of the conversations were casual (the route to school, residential
area, and favorite food, etc.). The reasonwe adopted the pseudo-conversationmethodwas
to eliminate the effect of the accuracy of speech recognition of the users’ spoken answers,
which would otherwise be used, on the participants’ impression of the agent.

The participants in the experiment were 29 Japanese undergraduate students
(19 male and 10 female), aged 20–23 years, who did not participate in the video
recording pre-experiment. The experiment is conducted as 3 � 2 factorial design. The
experimental conditions are participants’ gender (male/female), agent’s gender
(male/female), gender of self-adaptor (male/female). Each participant interacted with
all four types of agents (male agent performing masculine self-adaptors, male agent
performing feminine self-adaptors, female agent performing masculine self-adaptors,
female agent performing feminine self-adaptors) randomly assigned to them. Thus,
there are four conversation sessions with different combination of the agent and
self-adaptor for each participant. The conversational topics are different for each
interaction and the topics are randomized. Each agent performed three all gender
specific self-adaptors in any interaction and the gestures of “greeting” and “placing its
hand against its chest.”

After each interaction, the participants rated their impressions on the agent using a
semantic differential method on a scale from 1 to 6. A total of 27 pairs of adjectives,
consisting of the 20 pairs from the Adjective Check List (ACL) for Interpersonal
Cognition for Japanese [10] and seven original pairs (concerning the agent’s

Fig. 8. Dialogue and agent animation control system.
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“humanness,” “naturalness,” “annoyingness”, and “masculinity” etc.), were used for
evaluation. The list of adjectives is shown in Table 3 in Sect. 5. At the end of the
experiment, a post-experiment survey was conducted in order to evaluate the partici-
pants’ subjective impression of overall qualities of the agents, such as the naturalness of
their movements and synthesized voice and whether they have noticed the difference of
gestures.

5 Results

5.1 Results of Factorial Analysis

Factor analysis (FA hereafter) was conducted on the agent’s impression ratings
obtained from the experiment in order to extract the factors that composes our inter-
personal impressions toward the agents. The results of FA using the principal factor
method extracted four factors (shown in Table 3). The First factor is named as “Tol-
erance factor” (composed of adjectives such as calm, broad-minded, kind, soft, and
sophisticated), the second as “Sociability factor” (composed of adjectives such as
active, cheerful, confident, and social), the third as “Gender factor” (composed of
adjectives such as lovable, feminine, and delicate), and the forth as “Naturalness factor”
(composed of adjectives such as natural and humanlike).

Table 3. Four factors and adjectives for interpersonal impressions.
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Cronbach’s coefficients alpha for the factors are 0.84 for “Tolerance factor”, 0.79
for “Sociability factor”, 0.67 for “Gender factor”, and 0.62 for “Naturalness factor”,
which show high enough internal consistency of the extracted factors. The result of the
factorial analysis indicates when the participants perceive the agents interpersonally
and rate their impressions, these four factors have large effects. Thus we will use the
factors and factorial scores for later analysis to evaluate the gender effects.

5.2 Analysis of Tolerance Factor and Sociability Factor

We performed three-way ANOVA (repeated measures) with factors “participant gen-
der”, “agent gender”, and “gender of self-adaptor”. The dependent variables are total
factorial score of each factor.

The result showed there are no main effects of participants’ gender, agent’s gender,
and gender of self-adaptor on “Tolerance factor” and “Sociability factor”. There are
significant second-order interactions in the “Tolerance factor” (p � 0.05) between
participants’ gender and agents’ gender. Figure 9 shows the tolerance factor score of
each condition. The male participants rated the female agent performing feminine
self-adaptors significantly higher than the same agent performing masculine
self-adaptors (F: 4.58, p � 0.05). While the female participants showed tendency for
higher rating to the female agent performing masculine self-adaptors (F: 2.55,
p = 0.122). There are no difference in the tolerance factors when the participants
evaluated the male agent. While to the case of the female agent, the tolerance scores
were higher when the female agent performs different gender’s self-adaptors from the
participants’ gender. There are no significant main effects nor second-order interactions
found in the “Sociability factor” (shown in Fig. 10).
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Fig. 9. Tolerance factor score of four conditions compared by participants’ gender.
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5.3 Analysis of Gender Factor

We performed three-way ANOVA for total factorial scores of gender factor. Figure 11
shows gender factor scores of four conditions. The main effect of agent’s gender on
gender factor is found (p � 0.01). Significant second-order interactions are not seen in
gender factor. These results mean the agents’ appearance made significant differences
in impression of gender. The male agent were perceived as more masculine than the
female agent regardless of the gender of self-adaptors, and the female agent were
perceived as more feminine than the male agent regardless of the gender of the
self-adaptors by both gender of participants.

However, when we focus on the gender factor score of the female agent, a sig-
nificant difference in participants’ gender was found. As shown in Fig. 12, in the case
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Fig. 11. Gender factor scores of four conditions compared by participants’ gender.
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of the female agent, the male participants perceived significant higher femininity to the
female agent performing feminine self-adaptor (F: 4.88, p < 0.05) than the same agent
performing masculine ones. While the female participants showed no difference in the
gender scores of the same agent conditions. It should be noted that only one female
participant (out of 29) noticed the difference of each condition and identified masculine
and feminine self-adaptors.

5.4 Analysis of Naturalness Factor

We performed three-way ANOVA for total factorial scores of “Naturalness factor”.
Figure 13 shows naturalness factor scores of four conditions. There are no significant
main effects nor second-order interactions found in the naturalness factor. This means
the participants perceived agents with all conditions as equally natural.
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Fig. 12. Gender factor scores of female agent conditions compared by participants’ gender.
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6 Discussion and Future Directions

The above results showed we did not find deterioration in the perceived naturalness of
agents when the agents’ appearance and gender of self-adaptors don’t match. Thus, our
hypothesis 1 “when the participant’s gender, agent’s gender, and gender of the
gender-specific self-adaptors are consistent, participants feel higher naturalness than
any other combinations” was not supported.

In the case of the female agent, there are interactions between the participants’
gender and gender of self-adaptors in the tolerance factor. Specifically, the female
participants had lower impression on the feminine self-adaptors performed by the
female agent. Thus, our hypothesis 2 “Male participants have better impression toward
the agent with female appearance and feminine self-adaptors, while female participants
have better impression on the agent with male appearance and masculine self-adaptors”
was not fully supported. We will discuss why the hypothesis was not supported below.

When the participants evaluate the impression of the agents used in the experiment,
the four factors forms the overall impression of the agent, namely, tolerance, socia-
bility, gender, and naturalness. The analysis of gender factor showed the participants
of both gender correctly perceived the gender of the agent. Only male participants
perceived the feminine self-adaptors performed by the female agent as most feminine,
while such correct perception did not occur in the case of the female participants, nor of
the male agent, and the masculine self-adaptors. On the other hand, all agents in
four conditions are perceived as equally natural even when the gender of the agent
and the gender of self-adaptors don’t match. In terms of perceived tolerance, the female
agent’s performing the feminine self-adaptors resulted in opposite impressions between
the male and female participants. The male participants perceived the female agent
performing feminine self-adaptors as most tolerant, while the female participants rated
the same condition as least tolerant in all conditions. Such cross gender interaction was
not found in the case of the male agent with both self-adaptors (masculine/feminine).

The results suggest interesting cross gender interactions in perceiving the feminine
self-adaptors. The Japanese male participants are in favor of the feminine self-adaptors,
while the Japanese female participants have rigorous impression on them when they are
performed by the female agent, without noticing the difference as all conditions are
rated as equally natural. This suggest there is a dichotomy between participants’ gender
in the perception of combination of self-adaptor and agent’s gender. Thus the
hypothesis 2 is partially supported only to the case of the female agent.

This research is still at a starting phase, thus has several limitations. Firstly, we need
to conduct more fine grained study on the self-adaptor in human-human interactions.
Extraction of self-adaptors was made from the video recordings of only 20 participants,
who are undergraduate students in Japan. The evaluations of self-adaptor performing
agents were made by 29 Japanese undergraduate students (different subjects from those
who were videotaped). Given the enormous inter-subjective variability in gesture use,
we need to conduct close observations on the form and movements of self-adaptors
with larger samples with wider age range and cultures.
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Secondly, although we compared only masculine/feminine self-adaptors in this
experiment, we need to compare impressions with non-self-adaptor condition in order
to evaluate the masculinity and femininity of the self-adaptors solely.

Thirdly, the result of this study is limited to the virtual agents used in our exper-
iment and may not generalize to other types of virtual agents. Further research should
use wider variety of virtual agent appearances.

Finally, future work should also consider cultural diversity in expressing and
perceiving self-adaptors. There are culturally-defined preferences in bodily expressions
[18–21] and in facial expressions [22, 23], and allowance level of expressing
non-verbal behavior are culture-dependent. Japanese male tend to perform self-adaptors
around their nose and chin more frequently than other cultures by observation, and
Japanese female tend to cover their mouth while talking, which is considered as typical
Japanese female self-adaptor. We will investigate culture specific self-adaptors from
video recordings of human-human interactions from other cultures. Furthermore, we
will implement them with agents, and conduct a cross-cultural evaluation study.

7 Conclusion

The contributions of this study are: (1) identified gender specific self-adaptors in
Japanese male and female university students, (2) suggested significant cross gender
interactions between the gender of agents and the participants’ gender in the case of the
female agent. Our evaluation of the interactions between the agents that exhibit
self-adaptors typically exhibited by Japanese male and female indicated that there is a
dichotomy on the impression on the agent between participants’ gender. Japanese male
participants showed more favorable impressions on agents that display feminine
self-adaptors than masculine ones performed by the female agent, while Japanese
female participants showed rigorous impressions toward feminine self-adaptors.

Althoughwe need to investigate our perception of agentswithwider variety of agent’s
appearances, gestures, and cultures, the result implies the combination of male appear-
ance andmasculine gesturesmight be “safer” in order to facilitate neutral impressions and
avoid any cross gender interactions made by the gender of human users. Designers of
virtual agents should consider gender of appearance and gesture animations of virtual
agents, and make them customizable according to the user’s gender, preferences, social
skills, conversational content, and cultures.We couldmake use of the advantage of virtual
agents that they are flexible to customize to make them suit various conditions.
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Abstract. In this paper we introduce a novel application of model
checking to find optimal planning solutions for a flow production sys-
tem. Originally controlled by a multiagent system, the production system
consists of autonomous products and asynchronous production stations
with limited space for waiting products. In this work, we present two
different approaches of application of the Spin model checker to opti-
mize throughput in the given production system. Instead of mapping
the multiagent system directly, we model the production line itself as a
set of communicating processes. Each communication channel between
two processes represents a one-way monorail connection from one sta-
tion to another. Experiments show that both approaches derive valid
and optimized plans with several thousands of steps using constrained
branch-and-bound. However, experiments also indicate individual advan-
tages of both approaches.

1 Introduction

The ongoing transformation of production industries causes a paradigm shift
in manufacturing processes towards new technologies and innovative concepts,
called cyber, smart, digital or connected factory [5]. The sector is entering its
fourth revolution, characterized by a merging of computer networks and factory
machines. At each link in production and supply chains, tools and workstations
communicate constantly via Internet and local networks. Machines, systems, and
products exchange information both among themselves and with the outside
world.

Flow production systems are installed for products that are produced in high
quantities. By optimizing the flow of production, manufacturers hope to speed
up production at a lower cost, and in a more environmentally sound way. In man-
ufacturing practice there are not only series flow lines (with stations arranged
one behind the other), but also more complex networks of stations at which
assembly operations are performed (assembly lines). The considerable difference
from flow lines, which can be analyzed by known methods, is that a number
of required components are brought together to form a single unit for further
processing at the assembly stations. An assembly operation can begin only if all
required parts are available.
c© Springer International Publishing AG 2017
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Performance analysis of flow production systems is generally needed during
the planning phase regarding the system design, when the decision for a concrete
configuration of such a system has to be made. The planning problem arises, e.g.,
with the introduction of a new model or the installation of a new manufacturing
plant. Because of the investments involved, optimization of the system is crucial.
The expenditure for new machines, for buffer or handling equipment, and the
holding costs for the expected work-in-process face revenues from sold products.
The performance of a concrete configuration is characterized by the throughput,
i.e., the number of items that are produced per time unit. Other performance
measures are the expected work in process or the idle times of machines or
workers.

In this paper we consider assembly-line networks with stations, which are
represented as a directed graph. Between any two successive nodes in the net-
work, we assume a buffer of finite capacity. In the buffers between stations and
other network elements, work pieces are stored, waiting for service. At assembly
stations, service is given to work pieces. Travel time is measured and overall time
is to be optimized.

Our running case study is the so called Z2, a physical monorail system for
the assembling of tail-lights. Unlike most production systems, Z2 employs agent
technology to represent autonomous products and assembly stations. The tech-
niques developed, however, will be applicable to most flow production systems.
We formalize the production floor as a system of communicating processes and
apply the state-of-the-art model checker Spin [29] for analyzing its behavior.
Using optimization mechanisms implemented on top of Spin, additional to the
verification of the correctness of the model, we exploit its exploration process
for optimization of production flow.

For the optimization via model checking we use many new language fea-
tures from the latest version of the Spin model checker including loops and
native c-code verification. The main contribution of this text, however, is gen-
eral cost-optimization via branch-and-bound. The optimization approach orig-
inally invented for Spin was designed for state space trees [43,44], while the
proposed new approach also supports state space graphs, crucially reducing the
running time and memory consumption of the algorithm, rendering otherwise
intractable models to become analyzable.

The paper is structured as follows. First, we consider related work on
agent-based industrial (flow) production, on model checking multiagent systems
(MASs), and on planning via model checking. Next, we introduce the industrial
case study, and its modeling as well as its simulation as an MAS. The simulator
is used to measure the increments of the cost function to be optimized. Then,
we turn to the intricacies of the Promela model specification and the parameter-
ization of Spin, as well as to the novel branch-and-bound optimization scheme.
Furthermore, we give a detailed overview over two different strategies to manage
process synchronization and progression of time within the model. In the exper-
iments we validate the conciseness and effectiveness of the model and the taken
approaches.
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2 Related Work

Especially in open, unpredictable, dynamic, and complex environments, MASs
are applied to determine adequate solutions for transport problems. For exam-
ple, agent-based commercial systems are used within the planning and control
of industrial processes [12,27], as well as within other areas of logistics [7,17].
A comprehensive survey is provided by [40].

Flow line analysis is often done with queuing theory [8,36]. Pioneering work in
analyzing assembly queuing systems with synchronization constraints analyzes
assembly-like queues with unlimited buffer capacities [25]. It shows that the
time an item has to wait for synchronization may grow without bound, while
limitation of the number of items in the system works as a control mechanism
and ensures stability. Work on assembly-like queues with finite buffers all assume
exponential service times [2,30,34].

2.1 Model Checking Multiagent Systems

Model checking production flow is rare. Timed automata were used for simulat-
ing material flow in agricultural production [26]. There are, however, numerous
attempts to apply model checking to validate the work of MASs.

The LORA framework [47,48] uses labeled transition and Kripke systems
for characterizing the behavior of the agents (their belief, their desire and their
intention), and temporal logics for expressing their interplay, as well as for the
progression of knowledge. Alternatives consider an MAS as a game, in which
agents – either in separation or cooperatively – optimize their individual out-
come [45]. Communication between the agents is available via writing to and
reading from channels, or via common access to shared variables. Other for-
malization approaches include work in the context of the MCMAS tool by
Lomuscio1. Recently, there has been some approaches to formalize MASs as
planning problems [39].

2.2 Planning and Model Checking

Since the origin of the term artificial intelligence, the automated generation of
plans for a given task has been seen as an integral part of problem solving in
a computer. In action planning [38], we are confronted with the descriptions of
the initial state, the goal (states) and the available actions. Based on these we
want to find a plan containing as few actions as possible (in case of unit-cost
actions, or if no costs are specified at all) or with the lowest possible total cost
(in case of general action costs).

The process of fully-automated property validation and correctness verifica-
tion is referred to as model checking [11]. Given a formal model of a system M
and a property specification φ in some form of temporal logic like LTL [21], the
task is to validate, whether or not the specification is satisfied in the model,

1 http://vas.doc.ic.ac.uk/software/mcmas/.

http://vas.doc.ic.ac.uk/software/mcmas/
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M |= φ. If not, a model checker usually returns a counterexample trace as a
witness for the falsification of the property.

Planning and model checking have much in common [9,22]. Both rely on the
exploration of a potentially large state space of system states. Usually, model
checkers only search for the existence of specification errors in the model, while
planners search for a short path from the initial state to one of the goal states.
Nonetheless, there is rising interest in planners that prove insolvability [28], and
in model checkers to produce minimal counterexamples [15].

In terms of leveraging state space search, over the last decades there has been
much cross-fertilization between the fields. For example, based on Satplan [32]
bounded model checkers exploit SAT and SMT representations [1,3] of the system
to be verified, while directed model checkers [13,33] exploit panning heuristics
to improve the exploration for falsification; partial-order reduction [23,46] and
symmetry detection [18,35] limit the number of successor states, while symbolic
planners [10,14,31] apply functional data structures like BDDs to represent sets
of states succinctly.

3 Case Study: Z2

One of the few successful real-world implementations of a multiagent flow pro-
duction is the so called Z2 production floor unit [20,37]. The Z2 unit consists of
six workstations where human workers assemble parts of automotive tail-lights.
The system allows production of certain product variations and reacts dynami-
cally to any change in the current order situation, e.g., a decrease or an increase
in the number of orders of a certain variant. As individual production steps are
performed at the different stations, all stations are interconnected by a monorail
transport system. The structure of the transport system is shown in Fig. 1(a).
On the rails, autonomously moving shuttles carry the products from one station
to another, depending on the products’ requirements. The monorail system has
multiple switches which allow the shuttles to enter, leave or pass workstations
and the central hubs. The goods transported by the shuttles are also autonomous,

(a) Assembly scenario for tail-lights [37]. (b) Assembly states of tail lights. [20].

Fig. 1. Z2 Case study setup.



Two Model Checking Approaches to Branch-and-Bound Optimization 23

which means that each product decides on its own which variant to become and
which station to visit. This way, a decentralized control of the production system
is possible.

The modular system consists of six different workstations, each is operated
manually by a human worker and dedicated to one specific production step. At
production steps III and V, different parts can be used to assemble different
variants of the tail-lights as illustrated in Fig. 1(b). At the first station, the
basic metal-cast parts enter the monorail on a dedicated shuttle. The monorail
connects all stations, each station is assigned to one specific task, such as adding
bulbs or electronics. Each tail-light is transported from station to station until
it is assembled completely.

3.1 Multiagent System Simulation

In the real-world implementation of the Z2 system, every assembly station, every
mono-rail shuttle and every product is represented by a software agent. Even the
RFID readers which keep track of product positions are represented by software
agents which decide when a shuttle may pass or stop. The agent representation is
based on the well-known Java Agent Development Kit (JADE) and relies heavily
on its FIPA-compliant messaging components.

Most agents in this MAS resemble simple reflex agents as defined by Russell
and Norvig [42]. These agents just react to requests or events which were caused
by other agents or the human workers involved in the manufacturing process.
In contrast, the agents which represent products are actively working towards
their individual goal of becoming a complete tail-light and reaching the storage
station. In order to complete its task, each product has to reach sub-goals which
may change during production as the order situation may change. The number
of possible actions is limited by sub-goals which already have been reached, since
every possible production step has preconditions as illustrated in Fig. 2.

Fig. 2. Preconditions of the various manufacturing stages.

The product agents constantly request updates regarding queue lengths at
the various stations and the overall order situation. The information is used to
compute the utility of the expected outcome of every action which is currently
available to the agent. High utility is given when an action leads to fulfillment



24 C. Greulich and S. Edelkamp

of an outstanding order and takes as little time as possible. Time, in this case, is
spent either on actions, such as moving along the railway or being processed, or
on waiting in line at a station or a switch. By inferring a MATLAB server, each
agent individually makes its decisions by applying a Fuzzy Logic model [41].

The Z2 MAS was developed strictly for the purpose of controlling the Z2
monorail hardware setup. Nonetheless, due to its hardware abstraction layer [37],
the Z2 MAS can be adapted into other hardware or software environments. By
replacing the hardware with other agents and adapting the monorail infrastruc-
ture into a directed graph, the Z2 MAS can be transferred to a virtual simulation
environment [24]. Such an environment, which treats the original Z2 agents like
black boxes, can easily be hosted by the JADE-based event-driven MAS sim-
ulation platform PlaSMA2. Experiments show how close the executions of the
simulated and the real-world scenarios match.

For this study, we provided the PlaSMA model with timers to measure the
time taken between two graph nodes. Since the hardware includes many RFID
readers along the monorail, which all are represented by an agent and a node
within the simulation, we simplified the graph and kept only three types of
nodes: switches, production station entrances and production station exits. The
resulting abstract model of the system is a weighted graph (see Fig. 3), where the
weight of an edge denotes the traveling/processing time of the shuttle between
two respective nodes.

Fig. 3. Weighted graph model of the assembly scenario.

4 Formal Specification

Promela is the input language of the model checker Spin3, the ACM-awarded
popular open-source software verification tool, designed for the formal verifica-
tion of multi-threaded software applications, and used by thousands of people
worldwide. Promela defines asynchronously running communicating processes,
which are compiled to finite state machines. It has a c-like syntax, and supports
bounded channels for sending and receiving messages.
2 http://plasma.informatik.uni-bremen.de/.
3 http://spinroot.com/spin/whatispin.html.

http://plasma.informatik.uni-bremen.de/
http://spinroot.com/spin/whatispin.html
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Channels in Promela follow the FIFO principle. Therefore, they implicitly
maintain order of incoming messages and can be limited to a certain buffer size.
Consequently, we are able to map edges to communication channels. Unlike the
original Z2 MAS, the products are not considered to be decision making entities
within our Promela model. Instead, the products are represented by messages
which are passed along the node processes, which resemble switches, station
entrances and exits.

Unlike the original MAS and the resembling PlaSMA simulation, the Promela
model is designed to apply a branch-and-bound optimization to evaluate the
optimal throughput of the original system. Instead of local decision making, the
various node agents have certain nondeterministic options of handling incoming
messages, each leading to a different system state. The model checker systemat-
ically computes these states and memorizes paths to desirable outcomes when it
ends up in a final state. As mentioned before, decreasing production time for a
given number of products increases the utility of the final state.

We derive a formal model of the Z2 multiagent systems as follows. First, we
define global setting on the number of stations and number of switches. We also
define the data type storing the index of the shuttle/product to be byte.

In the Promela model, production nodes are realized as processes and edges
between the nodes by the following channels.
chan entrance_to_exit[STATIONS]=[1] of {shuttle};
chan exit_to_switch[STATIONS]=[BUFFERSIZE] of {shuttle};
chan switch_to_switch[SWITCHES]=[BUFFERSIZE] of {shuttle};
chan switch_to_entrance[STATIONS]=[BUFFERSIZE] of {shuttle};

As global variables, we also have bit-vectors for the different assemblies being
processed.
bit metalcast[SHUTTLES];
bit electronics[SHUTTLES];
bit bulb[SHUTTLES];
bit seal[SHUTTLES];
bit cover[SHUTTLES];

Additionally, we have a bit-vector that denotes when a shuttle with a fully
assembled item has finally arrived at its goal location. A second bit-vector is
used to set for each shuttle whether it has to acquire a colored or a clear bulb.
bit goals[SHUTTLES];
bit color[SHUTTLES];

A switch is a process that controls the flow of the shuttles. In the model, a
non-deterministic choice is added to either enter the station or to continue trav-
eling onwards on the cycle. Three of four switching options are made available,
as immediate re-entering a station from its exit is prohibited.
proctype Switch(byte in; byte out; byte station)
{

shuttle s;
do
:: exit_to_switch[station]?s; switch_to_switch[out]!s;
:: switch_to_switch[in]?s; switch_to_switch[out]!s;
:: switch_to_switch[in]?s; switch_to_entrance[station]!s;
od

}
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The entrance of a manufacturing station takes the item from the according
switch and moves it to the exit. It also controls that the manufacturing complies
with the capability of the station.

First, the assembling of product parts is different at each station, in the sta-
tions 1 and 3 we have the insertion of bulbs (station 1 provides colored bulbs,
station 3 provides clear bulbs), station 2 assembles the seal, station 4 the elec-
tronics and station 0 the cover. Station 5 is the storage station where empty metal
casts are placed on the monorail shuttles and finished products are removed to
be taken into storage.

Secondly, there is a partial order of the respective product parts to allow
flexible processing and a better optimization based on the current load of the
ongoing production.

proctype Entrance(byte station)
{

shuttle s;
do
:: switch_to_entrance[station]?s;

entrance_to_exit[station]!s
if
:: (station == 4) -> electronics[s] = 1;
:: (station == 3 && !color[s]) -> bulb[s] = 1;
:: (station == 2)-> seal[s] = 1;
:: (station == 1 && color[s]) -> bulb[s] = 1;
:: (station == 0 && seal[s]

&& bulb[s] && electronics[s])-> cover[s] = 1;
:: (station == 5 && cover[s]) -> goals[s] = 1;
:: else
fi

od
}

An exit is a node that is located at the end of a station, at which assembling
took place. It is connected to the entrance of the station and the switch linked
to it.

proctype Exit(byte station)
{

shuttle s;
do
:: entrance_to_exit[station]?s;

exit_to_switch[station]!s;
od

}

A hub is a switch that is not connected to a station but provides a shortcut
in the monorail network. Again, three of four possible shuttle movement options
are provided

proctype Hub(byte in1; byte out1; byte in2; byte out2)
{

shuttle s;
do
:: switch_to_switch[in1]?s; switch_to_switch[out1]!s;
:: switch_to_switch[in1]?s; switch_to_switch[out2]!s;
:: switch_to_switch[in2]?s; switch_to_switch[out1]!s;
od

}
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In the initial state, we start the individual processes, which represent nodes
and hereby define the network of the monorail system. Moreover, initially we
have that the metal cast of each product is already present on its carrier, the
shuttle. The coloring of the tail-lights can be defined at the beginning or in
the progress of the production. Last, but not least, we initialize the process by
inserting shuttles on the starting rail (at station 5).

init {
atomic {

byte i;
c_code { cost = 0; }
c_code { best_cost = 100000; }
for (i : 0 .. (SHUTTLES)/2)){ color[i] = 1; }
for (i : 0 .. (SHUTTLES-1)) { metalcast[i] = 1; }
for (i : 0 .. (STATIONS-1)) { run Entrance(i);

run Exit(i); }
run Switch(7,0,5); run Switch(0,1,4);
run Switch(1,2,3); run Switch(3,4,2);
run Switch(4,5,1); run Switch(5,6,0);
run Hub(2,3,8,9); run Hub(6,7,9,8);
for (i : 0 .. (SHUTTLES-1)) { exit_to_switch[5]!i; }

}
}

We also heavily made use of the term atomic, which enhances the exploration
for the model checker, allowing it to merge states within the search. In difference
to the more aggressive d step keyword, in an atomic block all communication
queue action are still blocking, so that we chose to use an atomic block around
each loop.

5 Constrained Branch-and-Bound Optimization

There are different options for finding optimized schedules with the help of a
model checker that have been proposed in the literature. First, as in the Soldier
model of [44], rendezvous communication to an additional synchronized process
has been used to increase cost, dependent on the transition chosen, together with
a specialized LTL property to limit the total cost for the model checking solver.
This approach, however, turned out to be limited in its ability. An alternative
proposal for branch-and-bound search is based on the support of native c-code
in Spin (introduced in version 4.0) [43]. One running example is the traveling
salesman problem (TSP), but the approach is generally applicable to many other
optimization problems. However, as implemented, there are certain limitations
to the scalability of state space problem graphs. Recall that the problem graph
induced by the TSP is in fact a tree, generating all possible permutations for
the cities.

Inspired by [6,13] and [43] we applied and improved branch-and-bound opti-
mization within Spin. Essentially, the model checker can find traces of several
hundreds of steps and provides trace optimization by finding the shortest path
towards a counterexample if run with the parameter ./pan -i. However, these
traces are step-optimized, and not cost-optimized. Therefore, Ruys [43] proposed
the introduction of a variable cost.
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c_state "int best_cost" "Hidden"
c_code { int cost; }
c_track "cost" "sizeof(int)" "Matched"

While the cost variable increases the amount of memory required for each
state, it also limits the power of Spins built-in duplicate detection, as two other-
wise identical states are considered different if reached by different accumulated
cost. If the search space is small, so that it can be explored even for the enlarged
state vector, then this option is sound and complete, and finally returns the opti-
mal solution to the optimization problem. However, as with our model, it might
be that there are simply too many repetitions in the model so that introducing
cost to the state vector leads to a drastic increase in state space size, so that
otherwise checkable instances now become intractable. We noticed that even by
concentrating on safety properties (such as the failed assertion mentioned), the
insertion of costs causes troubles.

5.1 Optimization Goal

For our model, cost has to be tracked for every shuttle individually. The variable
cost of the most expensive shuttle indicates the duration of the whole produc-
tion process. Furthermore, the cost total provides insight regarding unnecessary
detours or long waiting times. Hence, minimizing both criteria are the optimiza-
tion goals of this model.

In Promela, every do-loop is allowed to contain an unlimited number of pos-
sible options for the model checker to choose from. The model checker randomly
chooses between the options, however, it is possible to add an if -like condition
to an option: If the first statement of a do option holds, Spin will start to execute
the following statements, otherwise, it will pick a different option.

Since the model checker explores any possible state of the system, many of
these states are technically reachable but completely useless from an optimiza-
tion point of view. In order to reduce state space size to a manageable level, we
add constraints to the relevant receiving options in the do-loops of every node
process.

Peeking into the incoming queue to find out, which shuttle is waiting to
be received is already considered a complete statement in Promela. There-
fore, we exploit C-expressions (c expr) to combine several operations into one
atomic statement. For every station t and every incoming channel q, a function
prerequisites(t, q) determines, if the first shuttle in q meets the prerequisites for
t, as given by Fig. 2.

shuttle s;
do
:: c_expr{prerequisites(Px->q,Px->t)} ->

channel[q]?s;
channel[out]!;

For branch-and-bound optimization, we now follow the guidelines of [43].
This enables the model checker to print values to the output, only if the values
of the current max cost and sum cost have improved.
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c_code {
if (max < best_cost ||

(max == best_cost && sum < best_sum_cost) {
best_cost = max;
best_sum_cost = sum;
putrail();
Nr_Trails--;

};
}

6 Process Synchronization

Due to the nature of the state space search of the model checker, node agents
in the Promela model do not make decisions. Nonetheless, the given Promela
model is a distributed simulation consisting of a varying number of processes,
which potentially influence each other if executed in parallel.

In parallel simulation, different notions of time have to be considered. Physi-
cal time is the time of occurrence of real world events, simulation time (or virtual
time) is the adaptation of physical time into the simulation model. Furthermore,
wall clock time refers to the real-world time which passes during computation
of the simulation.

Parallel execution allows faster processes to overtake slower processes, even
though the LVT of the slower process is lower. While Spin maintains the order of
products and their respective costs implicitly by the FIFO queues as long as the
products are passed along in a row, the so called causality problem [19] emerges,
as soon as products part ways at any switch node.

We addressed this problem by examining two different approaches of process
synchronization in order to maintain simulation consistency. Both approaches
ensure that a product p can only be removed from a queue q if it is its turn
to move. Therefore, we introduce an atomic boolean function canreceive(q)
which only holds if the first element p in q is allowed to move. The function
canreceive(q) is added to the prerequisite check at every node entrance.

shuttle s;
do
:: c_expr{canreceive(Px->q) &&

prerequisites(Px->q, Px->t)} ->
channel[q]?s;
waittime[s]+=next_step_cost;
channel[out]!s;

When no product p is allowed to make a move, all current processes are
unable to proceed. Within Spin, a global Boolean variable timeout is defined,
which is automatically set to true whenever this situation occurs. Following a
suggestion by Bošnački and Dams [4], we add a process that computes time
progress whenever timeout occurs. Unlike Bošnački and Dams, however, we
examine two event-driven discrete time models. To further constrain branch-
ing, the time-managing process also asserts that the time does not exceed the
best cost, since worse results do not need to be explored completely.
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active proctype timemanager() {
do
:: timeout -> c_code{ increasetime(); };

assert(currenttime < best_cost);
od

}

6.1 Discrete Event System

For the first approach, we created a discrete event system (DES) with event-
based time progress [16]. Whenever a product p travels along one of the edges,
the corresponding message is put into a channel and the cost of the respective
shuttle is increased by the cost of the given edge.

To maintain consistency in the DES, canreceive(q) returns true for a product
p only if no pi �= p exists with cost(pi) < cost(p). Consequently, the first item p
of q can only be moved if it has minimal cost(p).

Time progress is enforced as follows: if the minimum event is blocked (e.g.,
because it is not first in its queue), we compute the wake-up time of the second
best event. If the two are of the same time, a time increment of 1 is enforced.
In the other case, the second best event time is taken as the new one for the
first. It is easy to see that this strategy eventually resolves all possible deadlocks.
Algorithm 1.1 illustrates the procedure.

1: procedure IncreaseTime
2: first ← p0 ∈ products
3: mina ← cost(p0)
4: minb ← ∞
5: for all p �= p0 ∈ products do
6: if cost(p) < mina then
7: mina ← cost(p)
8: first ← p
9: for all p ∈ products do

10: if cost(p) < minb ∧ cost(p) > mina then
11: minb ← cost(p)
12: if minb = ∞ then
13: cost(first) ← mina + 1
14: else
15: cost(first) ← minb

Algorithm 1.1. DES time progress.

6.2 Local Virtual Time

While the DES approach already maintains consistency within the simulation
model, it only considers actual traveling costs per edge for each shuttle while
costs for waiting in queues are not taken into account. In order to be able
to include them into the total production cost, we introduce an integer array
waittime[SHUTTLES] to the Promela model. It enables each shuttle to keep
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track of its local virtual time (LVT), as the wait time will be increased by the
cost of each action as soon as the action is executed.

Again, we introduce a function canreceive(q), which returns true only if the
first element s of q has waittime(s) ≤ 0. Furthermore, we apply an event-driven
discrete time model as described in Algorithm 1.2. In this model, whenever a
timeout occurs, the waiting time until the earliest event is determined and
subtracted from waiting times of every product simultaneously.

1: procedure IncreaseTime
2: minimum ← ∞
3: delta ← 1
4: for all p ∈ products do
5: if 0 < waittime(p) < minimum then
6: minimum ← waittime(p)
7: if minimum < ∞ then
8: delta ← minimum
9: for all p ∈ products do

10: if waittime(p) − delta ≥ 0 then
11: waittime(p) ← waittime(p) − delta
12: else
13: waittime(p) ← 0

Algorithm 1.2. LVT time progress.

7 Evaluation

In this section, we present results of a series of experiments executing both
synchronization models. For comparison, we also present results of simulation
runs of the original MAS implementation [24].

Unlike the original system, the Promela models do not rely on local deci-
sion making but searches for an optimal solution systematically. Therefore, both
Promela models resemble a centralized planning approach.

For executing the model checking, we chose version 6.4.3 of Spin. As a com-
piler we used gcc version 4.9.3, with the posix thread model. For the standard
setting of trace optimization for safety checking (option -DSAFETY), we compiled
the model as follows.

./spin -a z2.pr;
gcc -O2 -DREACH -DSAFETY -o pan pan.c;
./pan -i -m30000

Parameter -i stands for the incremental optimization of the counterexample
length. We regularly increased the maximal tail length with option -m, as in
some cases of our running example, the traces turned out to be longer than the
standard setting of at most 10000 steps. Option -DREACH is needed to warrant
minimal counterexamples at the end. To run experiments, we used a common
notebook with an Intel(R) Core(TM) i7-4710HQ CPU at 2.50 GHz, 16 GB of
RAM and Windows 10 (64 Bit).
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7.1 Inflexible Product Variants

In each experiment run, a number of n ∈ {2 . . . 20} shuttles carry products
through the facility. All shuttles with even IDs acquire clear bulbs, all shuttles
with odd IDs acquire colored ones.

A close look at the experiment results of every simulation run reveals that,
given the same number of products to produce, all three approaches result in
different sequences of events. However, LVT and DES propose that the same
sequence of production steps for each product. The example given in Table 1
shows that for all shuttles 0 . . . 2 the scheduling sequence is exactly the same
in LVT and DES, while the original MAS often proposes a different schedule.
In the given example, both LVT and DES propose a sequence of 4, 2, 1, 0, 5 for
shuttle 1. To the contrary, the MAS approach proposes 2, 1, 4, 0, 5 for shuttle
1. The same phenomenon can be observed for every n ∈ {2 . . . 20} number of
shuttles.

Table 1. Sequences of events for n = 3 products (Product ⇒ Station, where ⇒
indicates a finished production step).

MAS 0 ⇒ 4 1 ⇒ 2 0 ⇒ 3 2 ⇒ 1 0 ⇒ 2 1 ⇒ 4 0 ⇒ 0 2 ⇒ 4 0 ⇒ 5 1 ⇒ 1 2 ⇒ 2 1 ⇒ 0 2 ⇒ 0 1 ⇒ 5 2 ⇒ 5

LVT 0 ⇒ 4 1 ⇒ 4 2 ⇒ 4 0 ⇒ 3 2 ⇒ 3 1 ⇒ 2 1 ⇒ 1 2 ⇒ 2 1 ⇒ 0 0 ⇒ 2 2 ⇒ 0 0 ⇒ 0 1 ⇒ 5 2 ⇒ 5 0 ⇒ 5

DES 0 ⇒ 4 1 ⇒ 4 2 ⇒ 4 0 ⇒ 3 1 ⇒ 2 2 ⇒ 3 0 ⇒ 2 1 ⇒ 1 2 ⇒ 2 0 ⇒ 0 1 ⇒ 0 2 ⇒ 0 0 ⇒ 5 1 ⇒ 5 2 ⇒ 5

All three simulation models keep track of the local production time of each
shuttle’s product. However, in MAS and LVT simulation, minimizing maximum
local production time is the optimization goal. Steady, synchronized progress
of time is maintained centrally after every production step. Hence, whenever a
shuttle has to wait in a queue, its total production time increases. For the DES
model, progress of time is managed differently, as illustrated in Sect. 6.1. In the
DES model, actual traveling costs per edge are summarized for each shuttle but
costs for waiting in queues are not considered. Consequently, time in MAS and
LVT includes idle time while time in DES does not. Therefore, results always
show that max. production time in DES is lower than LVT and MAS production
times in all cases.

For every experiment, the amount of RAM required by DES to determine an
optimal solution is slightly lower than the amount required by LVT as shown in
Table 2. While the LVT required several iterations to find an optimal solution,
the first valid solution found by DES was already the optimal solution in every
conducted experiment. However, the LVT model is able to search the whole state
space within the 16 GB RAM limit (given by our machine) for n ≤ 3 shuttles,
whereas the DES model is unable to search the whole state space for n > 2.
For every experiment with n > 3 (LVT) or n > 2 (DES) shuttles respectively,
searching the state space for better results was cancelled, when the 16 GB RAM
limit was reached.

In general, experiments indicate that the DES model is faster and more
memory efficient than the LVT model even though both approaches propose
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Table 2. Simulated production times for n products in the original MAS and Spin
simulation, including the amount of RAM required to compute the given result. (*
indicates that the whole state space was searched within the given RAM usage.)

Products MAS LVT DES

Max. Prod. Time Max. Prod. Time RAM Max. Prod. Time RAM

2 4:01 3:24 987MB* 2:53 731MB*

3 4:06 3:34 2154MB* 3:04 503MB

4 4:46 3:56 557MB 3:13 519MB

5 4:16 4:31 587MB 3:25 541MB

6 5:29 4:31 611MB 3:34 565MB

7 5:18 5:08 636MB 3:45 587MB

8 5:57 5:43 670MB 3:55 610MB

9 6:00 5:43 692MB 4:06 635MB

10 6:08 5:43 715MB 4:15 557MB

20 9:03 8:56 977MB 5:59 857MB

the same optimal production schedules for each shuttle. Both models follow a
different notion of time and, therefore, a slightly different optimization goal. By
excluding idle time, the DES model focuses strictly on minimizing the time spent
moving along edges and being processed at stations. The LVT model includes
idle time, hence, it minimizes the total time spent in the production system.

7.2 Flexible Product Variants

In a second series of experiments, we allowed the model checker to decide, which
products to provide with a colored or clear bulb. In these experiments, a desirable
final state is reached when all products have returned to the storage station
(station 5) and the difference d between the amount of both product variants is
0 ≤ d ≤ 1.

In these experiments, the model checker has even more possibilities to branch
its search space. Therefore, it is hardly surprising that problems with n > 3
shuttles could not be computed on our test machine. However, for n = 2 shuttles,
the LVT model proposes a solution that takes 3:21 s and therefore is 3 s faster
than the inflexible solution. For n = 3 shuttles, the difference is 10 s, as the
production takes 3:24 s of simulation time.

8 Conclusions

In this paper, we introduced two different approaches to apply branch-and-bound
optimization to a flow production system by employing model checking software.
Our research is motivated by our interest in creating a benchmarking baseline
for optimization of decentralized autonomous manufacturing.
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Using model checking for optimizing DES is a relatively new playground for
formal method tools in form of a new analysis paradigm. Our Promela model
reflects the routing and scheduling of entities in a flow production system. We
successfully adapted the monorail structure of our case study into a network
of communicating channels which connect a number of concurrent processes.
Additional constraints to the order of production steps enable to carry out a
complex planning and scheduling task.

We introduced two different synchronization strategies. A close look at the
limits and possibilities of LVT and DES revealed that both approaches have
certain advantages and disadvantages.

In future work, we will consider applying an action planner or a general game
player for comparison, even though we do not expect a drastic improvement in
state space size. Also, we will use the baseline established in this paper as a
reference to improve the decentralized planning for the original MAS implemen-
tation.
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Abstract. This paper proposes a control method for in agents by
switching their behavioral strategy between rationality and reciprocity
depending on their internal states to achieve efficient team forma-
tion. Advances in computer science, telecommunications, and electronic
devices have led to proposals of a variety of services on the Internet
that are achieved by teams of different agents. To provide these services
efficiently, the tasks to achieve them must be allocated to appropriate
agents that have the required capabilities, and the agents must not be
overloaded. Furthermore, agents have to adapt to dynamic environments,
especially to frequent changes in workload. Conventional decentralized
allocation methods often lead to conflicts in large and busy environments
because high-capability agents are likely to be identified as the best team
member by many agents, resulting in the entire system becoming inef-
ficient due to the concentration of task allocation when the workload
becomes high. Our proposed agents switch their strategies in accordance
with their local evaluation to avoid conflicts occurring in busy envi-
ronments. They also establish an organization in which a number of
groups are autonomously generated in a bottom-up manner on the basis
of dependability to avoid conflicts in advance while ignoring tasks allo-
cated by undependable/unreliable agents. We experimentally evaluated
our method in static and dynamic environments where the number of
tasks varied.

Keywords: Allocation problem · Agent network · Bottom-up
organization · Team formation · Reciprocity

1 Introduction

An increasing number of applications with services/goals that are achieved by
teams of different agents have been proposed due to recent advances in informa-
tion science, telecommunications, and electronics. For example, in the Internet
of Things (IoT) [26], many types of intelligent nodes, such as sensors, actua-
tors, robots, and processors are interconnected, and a variety of services are
provided by intelligent programs using up-to-date information from these nodes.
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These services are achieved by executing the corresponding tasks within teams
of cooperative agents, where agents are autonomous and intelligent programs for
controlling nodes, network bandwidth, and computer resources or for providing
specialized functionalities. Of course, the services are simultaneously requested
by huge numbers of users. Thus, in these systems, the agents are massive and
busy, they are located in a variety of positions and are deployed by different com-
panies for their own purpose, and they operate in the Internet autonomously.
However, they are still required to identify other agents’ functions and perfor-
mance appropriately, and they are allocated the suitable and executable com-
ponents of the task (this component is called a subtask hereafter). Mismatching
or excessive allocations of subtasks to agents results in delays or failures of ser-
vices. Teams of agents for the required tasks need to be formed simultaneously
on demand and in a realtime manner for timely and quick service provision.

Studies on the aforementioned decentralized task allocation problem have
been conducted in the multi-agent system (MAS) context for a long time. For
example, coalition structure formation is a theoretical approach in which (ratio-
nal) agents find the optimal coalition structure (the set of agent groups) that
provides the maximal utilities for a given set of tasks [5,21]. However, this app-
roach assumes that the systems are static, relatively small, and unbusy because
it assumes the (static) characteristic function to calculate the utility of an agent
set. It also requires high computational costs to find (semi-)optimal solutions,
making it impractical when the systems are large and busy. Another approach
that is more closely related to our method is team formation (or task-oriented
coalition formation) by rational agents. In this framework, a number of leaders
that commit to forming teams for tasks first select the agent appropriate for
executing each of the subtasks on the basis of the learning of past interactions,
and they solicit the agents to form a team to execute the entire task. Agents
that receive a number of solicitations accept one or a few of them depending
on their local viewpoints. When a sufficient number of agents has accepted the
solicitations, the team can successfully be formed for executing the target task.
However, conflicts occur if many solicitations by leaders are concentrated to only
a few capable agents, especially in large and busy MASs, so the success rate of
team formation decreases considerably in busy environments.

In the real world, people often form teams to execute complicated tasks. Of
course, we usually behave rationally, i.e., we decide who will provide the most
utility. However, if conflicts in forming teams are expected to occur and if no prior
negotiation is possible, we often try to find and ask reliable people with whom to
work. Reliable people are usually identified through past success in cooperative
work [6]. Furthermore, if the opportunities for group work are frequent, we try
to form implicit or explicit collaborative structures based on (mutual) reliability.
In an extreme case, we may ignore or understate offers from non-reliable people
for the sake of possible future proposals with more reliable people. Such behav-
ior based on reciprocity may be irrational because offers from non-reciprocal
people are expected to be rewarding in at least some way. However, it can sta-
bilize collaborative relationships and reduce the possibility of conflicts in team
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formations. Thus, we can expect steady benefits in the future through working
based on reciprocity. To avoid conflicts and to improve efficiency in group work
in computerized systems, we believe that agents should identify which agents
are cooperative and build an agent network on the basis of mutual reliability
that is appropriate for the request patterns and task structures of the service
requirements.

To avoid conflicts in team formation in large and busy MASs, we propose
a computational method of enabling efficient team formations that have fewer
conflicts (thereby ensuring stability) by autonomously generating reliability from
reciprocity. The proposed agents switch between two behavioral strategies, ratio-
nality and reciprocity: they initially form teams rationally and identify reliable
so dependable agents through the success of past team work and then identify a
number of dependable agents that behave reciprocally. Of course, they return to
the rational strategy if the dependable relationships are dissolved. The concept
behind this proposal is that many conflicts occur in the regime of only ratio-
nal agents because such agents always pursue their own utilities. Conversely,
the regime of only reciprocal agents experiences less conflict but seems to con-
strain the behavior of some agents in the cooperative structure without avail. We
believe that the optimal ratio between rationality and reciprocity will result in
better performance. However, the relationship between the ratios, performance,
and the locations of agents in an agent network that behave rationally or recip-
rocally remains to be clarified. Thus, we propose agents that switch strategies
in a bottom-up manner by directly observing the reciprocal behavior of others
and the success rates of team formation.

We already discussed the method to switch behavioral strategies in a prelimi-
nary report [14] by building upon our previous work [13]. In this paper, we revised
the experimental environments and conducted the experiments again to find
more detailed insight. Particularly, we investigated the features of our method
in dynamic environments where the system’s workload, i.e., the number of tasks,
gradually changed or explosively increased but only occasionally [2,29]. Our
experimental results suggested that because our method enabled agents to estab-
lish stable cooperation relationships between them, it could instantly adapt to
gradual and sudden changes in workload.

2 Related Work

Achieving allocations using an effective negotiation method or protocol in a
decentralized environment is an attractive goal in MAS research. For example,
the conventional contract net protocol (CNP) [25] approach and its extensions
have been studied by many researchers. For example, Sandholm and Lesser [19]
extended the CNP by introducing levels of commitment to make a commitment
breakable with some penalty. One of the key problems in negotiation protocols is
that the number of messages exchanged for agreement increases as the number
of agents increases [18]. However, broadband networks have begun easing this
problem at the link level, and agents (nodes) are now overloaded by excessive
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messages, instead. Furthermore, it has been pointed out that the eager-bidder
problem, where a number of tasks are announced concurrently, occurs in large-
scale MASs, in which the CNP with levels of commitment does not work well
[20]. Gu and Ishida [12] also reported that busy environments decrease the per-
formance of the CNP. Thus, these methods cannot be used in large-scale, busy
environments.

Coalition structure formation is a theoretical approach based on an abstrac-
tion in which agents find the optimal coalition structure that provides the maxi-
mal utilities for a given set of tasks [5,21–23]. Although this technique has many
applications, it assumes static and relatively small environments because high
computational costs to find (semi-)optimal solutions are required, and the static
characteristic function for providing utilities of agent groups is assumed to be
given. Market-based allocation is another theoretical approach based on game
theory and auction protocol. In this approach, information concerning allocations
is gathered during auction-like bidding. Although it can allocate tasks/resources
optimally in the sense of maximizing social welfare, it cannot be applied to
dynamic environments where optimal solutions vary. Team formation is another
approach in which individual agents identify the most appropriate member agent
for each subtask on the basis of the learning of functionality and the capabilities
of other agents [1,4,10,13,15]. However, this may cause conflicts in large-scale
and busy MASs, as mentioned in Sect. 1.

Many studies in computational biology, sociology, and economics have
focused on the groups that have been organized in human societies [24]. For
example, many studies have tried to explain irrational behaviors for collabora-
tion in group work using reciprocity. The simplified findings of these studies are
that people do not engage in selfish actions toward others and do not betray
those who are reciprocal and cooperative, even if selfish/betraying actions could
result in higher utilities [8,11,17]. For example, Panchanathan and Boyd [17]
stated that cooperation could be established from indirect reciprocity [6], while
the authors of [8,11] insisted that fairness in cooperation may produce irra-
tional behavior because rational agents prefer a higher payoff even though it
may reduce the payoff to others. However, agents do not betray relevant recip-
rocal agents because such a betrayal would be unfair. Fehr and Fischbacher [6]
demonstrated how payoffs shared among collaborators affected strategies and
found that punishment towards those who distribute unfair payoffs is frequently
observed, although administering the punishment can be costly [7]. In this paper,
we attempt to introduce the aforementioned findings into the behaviors of com-
putational agents.

3 Model

3.1 Agents and Tasks

Let A = {1, . . . , n} be a set of agents. Agent i ∈ A has its associated resources
(corresponding to functions or capabilities) Hi = (h1

i , . . . , h
p
i ), where hk

i is 1 or
0, and p is the number of resource types. Parameter hk

i = 1 means that i has
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the capability for the k-th resources. Task T consists of a number of subtasks
ST = {s1, . . . , sl}, where l = |ST |. Subtask sj requires some resources, which are
denoted by (r1sj

, . . . , rp
sj

), where rk
sj

= 0 or 1 and rk
sj

= 1 means that the k-th
resource is required to execute sj . Agent i can execute sj only when

hk
i ≥ rk

j for 1 ≤ ∀k ≤ p

is satisfied. We often identify subtask s and its associated resource s =
(r1s , . . . , rp

s). We can say that task T is executed when all the associated sub-
tasks are executed.

3.2 Execution by a Team

Task T is executed by a set of agents by appropriately allocating each subtask
to an agent. A team for executing task T is defined as (G, σ, T ), where G is the
set of agents. Surjective function

σ : ST −→ G

describes the assignment of ST , where subtask s ∈ ST is allocated to σ(s) ∈
G. We assume that σ is a one-to-one function for simplicity, but we can omit
this assumption in the following discussion. The team for executing T has been
successfully formed when the conditions

hk
σ(s) ≥ rk

s (1)

hold for ∀s ∈ ST and 1 ≤ ∀k ≤ p.
After the success of team formation for task T , the team receives the asso-

ciated utility uT ≥ 0. In general, the utility value may be correlated with, for
example, the required resources and/or the priority. However, here we focus
on improving the success rate of team formation by autonomously establishing
groups based on dependability, so we simplify the utility calculation and distribu-
tions; hence, all agents involved in forming the team receive uT = 1 equally when
they have succeeded but receive uT = 0 otherwise. Note that agents are confined
to one team and cannot join another team simultaneously. This assumption is
reasonable in some applications: for example, agents in a team are often required
to be synchronized with other agents, and some sensors and actuators are exclu-
sive resources. Another example is in robotics applications where the physical
entities are not sharable due to spatial restrictions [30]. Even in a computer sys-
tem that can schedule multiple subtasks, selecting one team corresponds to the
decision on which subtasks should be done first.

3.3 Forming Teams

For a positive number λ, λ tasks per tick are requested by the environment
probabilistically and stored in the system’s task queue Q = 〈T1, T2, . . . 〉, where
Q is an ordered set and tick is the unit of time used in our model. Parameter λ is
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called the workload of the system. Agents in our model are in either an inactive
or active state, where an agent in the active state is involved in forming a team
and otherwise is inactive. Inactive agents first decide to play a role, leader or
member; how they select the role is discussed later.

Inactive agent i playing a leader role picks up task T from the head of Q
and becomes active. If i cannot find any task, it stays inactive. Active agent i
then finds subtask s ∈ ST that i can execute. Then, i identifies |ST | − 1 agents
to allocate subtasks in ST \ {s}. (If i cannot find any executable subtask in ST ,
it must identify |ST | agents. In our upcoming explanation, we assume that i
can execute one of the subtasks, but we can omit this assumption if needed.)
How these agents are identified will be discussed in Sect. 4. The set of i and the
identified agents is called the pre-team and is denoted by Gp

T . Agent i sends the
agents in Gp

T messages soliciting them to join the team, and it then waits for
the response. If the agents that accept the solicitations satisfy condition (1), the
team (G, σ, T ) is successfully formed, where G is the set of agents to which the
subtask in ST is allocated, and the assignment σ is canonically defined on the
basis of the acceptances. Then, i notifies G\{i} of the successful team formation
and all agents in G continue to be active for dT ticks for task execution. At this
point, i (and agents in G) return to being inactive. However, if an insufficient
number of agents for T accept the solicitation, the team formation by i fails, and
i discards T and notifies the agents of the failure. The agents in G then return to
being inactive. Note that the failed tasks can be returned to Q without discarding
them. However, because the propose of this paper is efficient team formation,
we simply assume to discard them.

When agent i decides to play a member, it looks at the solicitation messages
from leaders and selects the message whose allocated subtask is executable in i.
The strategy for selecting the solicitation message is described in Sect. 4. Note
that i selects only one message because i can join only one team at a time. Agent
i enters the active state and sends an acceptance message to the leader j of the
selected solicitation and rejection messages to other leaders if they exist. Then,
i waits for the response to the acceptance. If it receives a failure message, it
immediately returns to the inactive state. Otherwise, i joins the team formed by
j and is confined for duration dT to its execution. After that, it receives uT = 1
and returns to being inactive. If i receives no solicitation messages, it continues
in the inactive state.

Note that we set the time required for forming a team to dG ticks; thus, the
total time for executing a task is dG + dT ticks. We also note that leader agent
i can select pre-team members redundantly; for example, i selects R ≥ 1 agents
for each subtask in ST (where R is an integer). This can increase the success
rate of team formation but may overly restrain other agents. We make our model
simpler by setting R = 2, as our purpose is to improve efficiency by changing
behavioral strategies.
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4 Proposed Method

Our agents have three learning parameters. The first is called the degree of
expectation for cooperation (DEC) and is used to decide which agents they should
work with again. The other two are called the degree of success as a leader (DSL)
and the degree of success as a member (DSM) and are used to identify which
role is likely to be successful for forming teams. We define these parameters and
explain how agents learn and use them in this section.

4.1 Learning for Cooperation

Agent i has the DEC parameter cij for ∀j (∈ A\{i}) with which i has worked in
the same team in the past. The DEC parameters are used differently depending
on roles. When i plays a leader, i selects pre-team members in accordance with
the DEC values, i.e., agents with higher DEC values are likely to be selected.
How pre-team members are selected is discussed in Sect. 4.3. Then, the value of
cij is updated by

cij = (1 − αc) · cij + αc · δc, (2)

where 0 ≤ αc ≤ 1 is the learning rate. When j accepts i’s solicitation, cij is
updated with δc = 1; otherwise, it is updated with δc = 0. Therefore, j with a
high DEC value is expected to accept the solicitation by i.

After i agrees to join the team that is initiated by leader j, i also updates cij

using Eq. (2), where δc is the associated utility uT , i.e., δc = 1 when the team
is successfully formed and δc = 0 otherwise. Agent i also selects the solicitation
messages according to the DEC values with the ε-greedy strategy.

After the value of cij in i has increased, j may become uncooperative for
various reasons. To forget the outdated cooperative behavior, the DEC values
are slightly decreased in every tick by

cij = max(cij − νF , 0), (3)

where 0 ≤ νF 	 1.

4.2 Role Selection and Learning

Agent i learns the values of DSL and DSM to decide which role, leader or mem-
ber, would result in a higher success rate of team formation. For this purpose,
after the team formation trial for task T , parameters eleaderi and emember

i are
updated by

eleaderi = (1 − αr) · eleaderi + αr · uT and
emember
i = (1 − αr) · emember

i + αr · uT ,

where uT is the received utility value that is 0 or 1, and 0 < αr < 1 is the
learning rate for the DSL and DSM.
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When i is inactive, it compares the values of DSL and DSM: specifically, if
eleaderi > emember

i , i decides to play a leader, and if eleaderi < emember
i , i plays

a member. If eleaderi = emember
i , its role is randomly selected. Note that when i

selects the leader as the role but can find no task in Q, i does nothing and will
select its role again in the next tick.

4.3 Agent Switching Behavioral Strategies

Our main objective in this work was to design a new type of agent that switches
its behavioral strategy, rational or reciprocal, depending on its internal state. In
this section, we first discuss how worthy-to-cooperate agents (called dependable
agents) are identified and then go over the behaviors of rational and reciprocal
agents. Finally, we explain how agents select their behavioral strategies.

Dependable Agents. Agent i has the set of dependable agents Di ⊂ A \ {i}
with the constraint |Di| ≤ XF , where XF is a positive integer and is the upper
limit of dependable agents. The elements of Di are decided as follows. For the
given threshold value TD > 0, after cij is updated, if cij ≥ TD and |Di| < XF

are satisfied, i identifies j as dependable by setting Di = Di ∪ {j}. Conversely,
if ∃k ∈ Di s.t. cik < TD, k is removed from Di.

Behaviors of Agents with Rational and Reciprocal Strategies. Behav-
ioral strategies mainly affect decisions regarding collaborators. Both leader
agents with rational and reciprocal behavioral strategies select the members of
the pre-team based on the DEC values with ε-greedy selection. Initially, agent
i sets Gp

T = {i} and allocates itself to the subtask s0 (∈ ST ) executable in i.1

Then, S̃T = ST \ {s0}, and i sorts the elements of A by descending order of the
DEC values. For each subtask sk ∈ S̃T , i seeks from the top of A an agent that
can execute sk and that is not in Gp

T and then adds it to Gp
T with probability

1 − ε. However, with probability ε, the agent for s ∈ Gp
T is selected randomly. If

R = 1, the current Gp
T is the pre-team member for T . If R > 1, i repeats R − 1

times the seek-and-add process for subtasks in S̃T .
Behavioral differences appear when agents play members. An agent with a

rational behavioral strategy selects the solicitation message sent by the leader
whose DEC value is the highest among the received ones. An agent with a recip-
rocal behavioral strategy selects the solicitation message in the same way but
ignores any solicitation messages sent by leaders not in Di. Note that by ignoring
non-dependable agents, no solicitation messages may remain in i (i.e., all solici-
tations will be declined). We understand this situation in which i does not accept
the messages for the sake of possible future proposals from dependable agents.
Thus, we can say that this ignorance may be irrational. All agents also adopt
the ε-greedy selection of solicitation messages, whereby the selected solicitation
message is replaced with another message randomly selected from the received
messages with probability ε.
1 s0 may be null, as mentioned before.
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4.4 Selection of Behavioral Strategies

When agent i decides to play a member, it also decides its behavioral strategy
on the basis of the DSM values emember

i and Di. If the DSM emember
i is larger

than the parameter Tm (> 0) and if Di = ∅, i adopts the reciprocal strategy;
otherwise, it adopts rationality. The parameter Tm is a positive number used in
the threshold for the criterion of whether or not i has had a sufficient degree of
success working as a member. Thus, Tm is called the member role threshold for
reciprocity. When i plays a leader, its strategy is not affected by how members
are selected.

We have to note that i memorizes dependable agents on the basis of DEC
values that reflect the success rates of team formation so that it can expect utility
after that. In this sense, the DEC values are involved in rational selections.
Therefore, dependable agents are identified on the basis of rational decision
making. In our framework, after a number of dependable agents are identified,
i changes its behavior. Therefore, we can say that at first, i pursues only the
utilities. However, when it has identified a number of dependable agents that
may bring utilities, i tries not only to work with them preferentially but also to
reduce the chances of unexpected uncooperative behaviors.

5 Experimental Evaluation

5.1 Experimental Setting

We conducted three experiments to evaluate our method. In the first experiment
(Exp. 1), we investigated the performance (i.e., the number of successes) of team
formation in the society of the proposed agents and the structure of behavioral
strategies, and we then compared it with the performance of agents in the society
of rational agents and that of the proposed agents of the static group regime
whose structures are initially given and fixed. A rational agent always behaves
on the basis of rationality, thereby corresponding to the case where XF = 0.
The agents with the static group regime are initially grouped into teams of six
random agents, and any agent that initiates a task always allocates the associated
subtasks to other agents in the same team. Thus, this type of agent corresponds
to the case where Di is fixed to the members of the same group and R = 1. We
call this type of agent the static group-structured agents or the SGS agents.2

In the second experiment (Exp. 2), we introduced dynamic environments
where workload, λ, gradually increased or decreased over time, and investigated
how agents with the proposed method, rational agents, and SGS agents could
adapt to the gradual changes. Finally, we considered more bursty environments
where workload varied in accordance with the Pareto (or power-law) distribution
in the third experiment (Exp. 3). Our reason for conducting this experiment was
the numbers of service requests over time on the Internet such as HTTP [29]

2 We omit the networks of dependability and team formation achievement because
they were reported by Hayano et al. [14].
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and other service requests on the Internet [16] have the self-similarity that is
characterized by this distribution.

Let the number of agents |A| be 500 (so 83 groups are initially established in
the environment of SGS agents) and the number of resource types p be six. The
amount of the k-th resource of agent i, hk

i , and the amount of the k-th resource
required for task s, rk

s , is 0 or 1. We assume that at least one resource in Hi is
set to 1 to avoid null-capability agents. However, only one resource is required
in s, so ∃k, rk

s = 1, and rk′
s = 0 if k′ = k. A task consists of three to six subtasks,

so |ST | is an integer between three and six. The duration for forming a team,
dG, is set to two, and the duration for executing a task, dT , is set to one. Other
parameters used in Q-learning for agent behaviors are listed in Table 1. Note
that while ε-greedy selection and Q-learning often used learning parameters, we
used the shared learning rate α and random selection rate ε. The experimental
data shown below are the mean values of ten independent trials.

Table 1. Parameter values in experiments.

Parameter Value

Initial value of DEC ci 0.1

Initial value of DSL eleaderi 0.5

Initial value of DSM emember
i 0.5

Learning rate α (= αc, αr) 0.05

Epsilon in ε-greedy selection ε 0.01

Decremented number γF 0.00005

Threshold for dependability TD 0.5

Max. number of dependable agents XF 5

Member role threshold for reciprocity Tm 0.5

5.2 Performance Results

Figure 1 plots the number of successful teams every 50 ticks in societies consist-
ing of the SGS, rational, and proposed agents when workload λ is 10, 15, 25,
and 35 in Exp. 1. Note that because all agents individually adopted ε-greedy
selection with ε = 0.01 when selecting member roles and solicitation messages,
approximately five to ten percent of tasks were used for challenges to find new
solutions. However, in these situations, forming teams was likely to fail. We also
note that λ = 10, 15, 25, and 35 correspond to the environment where work
is low-loaded (λ = 10, 15), balanced (slightly lower than the system’s limit of
performance when λ is around 25), and overloaded (λ = 35), respectively.

Figure 1 shows that the performance with the proposed agents outperformed
those with other strategies except when λ = 10. When the system load was
low, the performance with the SGS agents was stable, but when λ = 25 and
35, their performance gradually decreased. In the busy environment, an agent
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Fig. 1. Team formation performance.

that learned to play a leader in a group encountered many team formation
failures, thereby starting to learn that it was ineffective as a leader. In such
cases, other agents started to play the leader roles instead. However, among the
SGS agents, groups are static and no leaders existed in a number of groups.
Thus, the number of team formation failures increased. Because many conflicts
occurred in the society of only the rational agents, their performance was lower
than that with the proposed agents (except when λ = 10). However, in a busy
environment (λ = 35), the performance by the proposed agents also reached a
ceiling, and their difference decreased.

Because Fig. 1 suggests that the improvement ratios might vary depending
on the work load, we plotted the ratios in Fig. 2, where the improvement ratio
I(str) was calculated as

I(str) =
N(proposed) − N(str)

N(proposed)
× 100, (4)

where N(str) is the number of successful teams between 45,000 and 50,000 ticks
with agents whose behavioral strategy is str, which is “proposed,” “SGS,” or
“rational.”

Figure 2 indicates that the performance improvement ratio of the society of
the SGS agents, I(SGS), was small when the workload was low (λ ≤ 20) but
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Fig. 2. Performance improvement ratios.

Table 2. Number of leaders at 50,000 ticks

Workload (λ) 10 15 20 25 30 35 40

Proposed 108.3 105.2 102.4 99.9 98.2 97.5 97.7

Rational 234.2 208.6 183.0 157.0 124.3 101.9 100.4

SGS 69.2 67.9 64.1 61.3 59.4 58.8 59.6

that it monotonically increased in accordance with the system’s workload when
λ > 20. The improvement ratios to the rational agents I(rational) depict a
characteristic curve, becoming maximal around λ = 25 and 30, which is near
but below the system’s limit, as aforementioned. We think this is the effect of
autonomous organization in the society of the proposed method, as reported in
[3]; we will discuss this topic in Sect. 5.5. Finally, when the workload was low
(λ ≤ 10), we could not observe any clear difference in the performances because
conflict in team formation rarely occurred.

5.3 Behavioral Analysis

To understand why teams were effectively formed in the society of the proposed
agents, we first analyzed the characteristics of the behavioral strategy and role
selections. Table 2 lists the numbers of leader agents in which eleaderi > emember

i

were satisfied at the time of 50,000 ticks (so they played leaders) when λ was
varied. As shown, we found that the number of leader agents slightly decreased
when the workload increased, but the number was almost invariant around 100
in the environments of the proposed agents. Thus, 400 agents were likely to
play member roles. The number of subtasks required to complete a single task
was fixed between three and six with uniform probability, and the structures of
the task distribution did not change in our experiments. Hence, the number of
leaders that initiated the team formation also seemed to be unchanged.

In contrast, the number of leaders changed considerably in the society of
rational agents. When workload, λ, was small, fewer conflicts occurred, so many
agents could continue to be leaders. However, as λ increased, leader agents began
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to give up the leader role, and the number of leaders decreased to approximately
one hundred. In the SGS regime, the number of leaders slightly changed around
60 to 69, which was smaller than the number of fixed groups, 83.
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Fig. 3. Selected behavioral strategies at 50,000 ticks.
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Fig. 4. Stability of behavioral strategies.

However, behavioral strategies were selected differently depending on the
workload. The relationships between the workload and the structures of behav-
ioral strategies at the end of the experiment are plotted in Fig. 3. The figure
indicates that reciprocity was selected by over half of the agents, but this number
gradually decreased as the workload increased. Furthermore, in Fig. 4, we plot the
number of selected behavioral strategies during 49,000 to 50,000 ticks stably. For
example, “reciprocity” in Fig. 4 means that they constantly selected reciprocity
during 49,000 to 50,000 ticks, and “fractional (strategy)” means agents changed
their strategy at least once during this period.

First, we can observe that the number of agents stably selecting reciprocity as
their behavioral strategy decreased in accordance with the increase in workload.
This is expected because they have a greater chance of forming teams as the
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workload increases, so they may have more chances to change their strategies.
Nevertheless, the number of agents stably selecting rationality barely changed
around 30 % of the agent population and if anything slightly increased in accor-
dance with the workload. Hence, we can say that a number of the reciprocal
agents occasionally became rational agents and worked like freelancers. We dis-
cuss this further in Sect. 5.5. Note that we found that all leader agents stably
selected the reciprocal behavioral strategy.

Fig. 5. Team formation performance in changing environments.

5.4 Performance in Changing Environments

In Exp. 2, we investigated the performance in dynamic environments, i.e., how
the numbers of successful teams of agents with the proposed method, rational
agents, and SGS agents, were affected by the gradual changes in workload. First,
we fixed λ = 25 until 50,000 ticks. After that, (1) λ increased by one every 5000
ticks until λ = 35 and was fixed until 150,000 ticks, and (2) λ decreased by one
every 5000 ticks until λ = 15 and was fixed until 150,000 ticks. The results are
plotted in Fig. 5. The vertical dotted lines in the figure indicates when λ started
and stopped changing.

We can see from Fig. 5 that the number of successful teams of the proposed
agents quickly and linearly increased or decreased in both cases. However, the
number of successful teams with the rational agents increased behind the change
in workload. This suggested that the proposed agents immediately adapted to
the change in workload, but rational agents required additional time to adapt
to the environmental changes. In the proposed method, agents already estab-
lished the groups based on the dependability until 10,000 ticks, and this solid
structures contributed to adapting to the changes in workload quickly. How-
ever, rational agents caused the structural change, especially the decrease in
the number of leaders in accordance with the increase in workload as shown in
Table 2. Therefore, they require additional time to adapt to the changes. In con-
trast, Fig. 5(a) indicates that the number of successful teams of the SGS agents
constantly decreased, while the workload increased, like Fig. 1(c) and (d).
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Fig. 6. Team formation performance in changing environments (Pareto distribution).

Table 3. Improvement ratio between 45,000 and 50,000 ticks (%)

Value of α 1.5 2.0 2.5 3.0

Rational 2.7 6.8 16.2 18.6

SGS 2.9 4.1 5.7 6.1

In Exp. 3, we introduced the Pareto distribution, whose cumulative distrib-
ution function, F (x), is

F (x) = 1 −
(x0

x

)α

,

and the mean was αx0/(α − 1) (for α > 1). We fixed four instances of Pareto
distribution whose α values were 1.5, 2.0, 2.5, and 3.0 (because a number of
observations of service requests and network traffic reported that α was small)
and whose mean values were 25. Then, we examined the number of successful
teams when workload λ varied every tick in accordance with each instance of
distribution. Figure 6(a) indicates the example of the generated distribution of
workload over time when α = 3, and Fig. 6(b) indicates the numbers of successful
teams over time under this workload distribution. We also list the improvement
ratios, I(str), defined by Formula (4) in Table 3.

Table 3 shows that the proposed agents exhibited better performance than
those of rational and SGS agents, although their improvement ratios became
slightly smaller than those in the constant workload (see also Fig. 2). When
α = 3.0 (the changes in workload were relatively moderate among the four
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Pareto distributions), the number of successful teams of the proposed agents
seems synchronized with the distribution of task generation (in particular, see a
flood of task generations around 10,000 ticks in Fig. 6), but that of the rational
agents did not correlate with the distribution. From these results, we can say
that the proposed agents quickly adapted to the bursts of task requests. Of
course, when tasks are generated in accordance with the Pareto distribution, if
anytime a flood of service requests occur, many failures of forming teams are
inevitable even with the proposed agents due to the bursty nature of the Pareto
distribution. However, the failures are much smaller than those with rational
and SGS agents.

5.5 Discussion

The results of Exp. 1 suggest that the mixture of reciprocity and rationality
produces an efficient and effective society. The appropriate ratio between these
behavioral strategies is still unknown and probably depends on a variety of fac-
tors such as task structure, workload, and topology of the agent network. Our
study is the first attempt to pursue this ratio by introducing autonomous strat-
egy decision making through social and local efficiency. We also believe that
a bottom-up construction of organization, such as the group/association struc-
tures based on the dependability discussed in this paper, is another important
issue to achieve a truly efficient society of computer agents like a human soci-
ety. Thus, another aim of this study was to clarify the mechanism to establish
such an organization in a bottom-up manner. Our experimental results also sug-
gest that reciprocity is probably what generates the organization, but further
experimentation is required to clarify this.

As shown in Fig. 2, if we look at the curve of I(rational) from the society of
the proposed agents, it peaked around λ = 25 to 30, which is near but below the
system’s limit of task execution. This peak, called the sweet spot by Corkill et
al. [3], is caused by the appropriate organizational structure of the agent society.
A similar phenomenon was also reported by Sugawara et al. [28]: a peak of
performance appeared when the workload was right before the theoretical upper
limit. In our case, the proposed agents established their groups on the basis of
dependability through their experience of cooperation. We want to emphasize
that this curve indicates an important feature of the organization: namely, that
its benefit rises up to the surface when the efficiency is really required. When the
system is not busy, any simple method works well, and when the system is beyond
the limit of the theoretical performance, no method can help the situation. When
the workload is near the system’s limit, the potential capabilities of agents must
be maximally elicited. The experimental results suggest that the organization
generated by the proposed agents partly elicited their capabilities in situations
where it was really required.

In Exp. 1, all leaders agents in our method stably selected rationality as
their behavioral strategy. Thus, from Fig. 4, approximately fifty members were
stable rational agents. Because the number of leaders was about a hundred,
agents generated groups of mostly four or five members on the basis of their
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dependability [14]. Hence, they could form teams from only within their groups
if the number of subtasks was less than or equal to four or five. When they were
requested to form larger teams for larger tasks, only one or two agents were
solicited from outside of the groups. Because these agents were not beneficial
enough for them to stay in the groups of dependability, they dropped out and
behaved rationally. If the solicited agents behaved reciprocally, the solicitation
messages might be ignored, so rational agents are likely to be solicited. There-
fore, rational agents work like freelancers, compensating for the lack of member
agents in larger tasks. The role of rational agents from this viewpoint is essential,
especially in busy environments: when the workload is high, the rational agents
can earn more utilities, thereby increasing the ratio of rational agents as shown
in Fig. 3.

The solid and stable group structure based on the aforementioned depend-
ability also contributed to better performance when the workload quickly varied
(Exp. 3), but this performance was not sufficient, although the Pareto distribu-
tion occasionally causes explosive peaks, and thus, many failures (or long delays)
of forming teams are unavoidable. In the current experiments, we set the size of
task queue Q to infinity, but in reality it must be finite and often a small num-
ber, so many tasks will be dropped, resulting in task refusals. We believe that,
for the actual systems, we have to consider intentional refusals of services, like
a random early detection algorithm [9], which is a very effective method against
congestion of network traffic and which also has a self-similarity nature; this is
a future direction of our research.

6 Conclusion

We proposed agents that switch their behavioral strategy between rationality
and reciprocity in accordance with internal states on the basis of past coop-
erative activities and success rates of task executions to achieve efficient team
formation. Through their cooperative activities, agents with reciprocal behav-
ior established groups of dependable agents, thereby improving the efficiency of
team formation by avoiding conflicts, especially in large and busy environments.
We experimentally investigated the performance of the society of the proposed
agents, the structures of selected roles, and behavioral strategies. We also inves-
tigated the effect of changes in workload on the entire performance and experi-
mentally showed that the proposed agents form a solid group structure based on
dependability. Thus, they can adapt to changes without restructuring groups.
This feature is quite useful in the actual systems where service requests may
suddenly change.

Our future study is to investigate the mechanisms to identify rules or
norms [27] to enable agents to behave efficiently to form more stable groups
of dependability in the future. We also plan to introduce the concept of execu-
tion time and delay to evaluate our method in more realistic situations where
tasks are requested by a phase-change distribution between Poisson and Pareto
distributions.
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Abstract. Our aim is to understand reviews from the point of view of
the arguments they contain, and then do a first step from how arguments
are distributed in such reviews towards the behaviour of the reviewers
that posted them. We consider 253 reviews of a selected product (a bal-
let tutu for kids), extracted from the “Clothing, Shoes and Jeweller”
section of Amazon.com. We explode these reviews into arguments, and
we study how their characteristics, e.g., the distribution of positive (in
favour of purchase) and negative ones (against purchase), change through
a period of four years. Among other results, we discover that negative
arguments tend to permeate also positive reviews. As a second step, by
using such observations and distributions, we successfully replicate the
reviewers’ behaviour by simulating the review-posting process from their
basic components, i.e., the arguments themselves.

1 Introduction

Online e-commerce stores like Amazon.com, or travel-related services like
TripAdvisor.com are a common venue to let consumers voice their opinions.
They represent a source of information for the companies, which can exploit
such datasets to gain a better understanding of what consumers think about
their products. Moreover, they also represent an important source of information
about the quality of a product or the reliability of a service for other consumers
who might be not aware of such quality/reliability before purchase.

Recent surveys have reported that 50% of on-line shoppers spend at least ten
minutes reading reviews before making a decision about a purchase, and 26%
of on-line shoppers read reviews on Amazon prior to making a purchase.1 Such
a flow of information among consumers has an impact on sales of products like
books, CDs, and movies [5,31].

This paper reports an exploratory study of how customers use arguments in
writing such reviews. We start from a well acknowledged result in the literature
on on-line reviews: the more reviews a product gets, the more the rating tends

1 http://www.forbes.com/sites/jeffbercovici/2013/01/25/how-amazon-should-fix-its-
reviews-problem/.
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to decrease [25]. Such rating is, in many case, a simple scale from 1 to 5, where
1 is a low rating and 5 is the maximum possible rating.

This fact can be explained easily considering that first customers are more
likely to be enthusiast of the product, then as the product gets momentum,
more people have a chance to review it and inevitably the average rating tends
to stabilise on some values lower than 5. Such a process, with a few enthusiast
early adopters then followed by a majority of innovators, ultimately followed
by late adopters that end the hype of an innovation, is a typical pattern in
diffusion studies [25]. In on-line reviews however, when more people get involved
in reviewing a product, we observe a lower level of satisfaction among them.
More data is needed to assess the shape of diffusion of products through on-
line reviews, but our initial investigation points in this direction. Some charts
describing such phenomena are reported in Sect. 3.

However, the level of disagreement in product reviews remains a challenge:
does it influence what other customers will do? In particular, what does it hap-
pen, on a micro level, that justifies such diminishing trend in ratings? Since
reviewing a product is a communication process, and since we use arguments
to communicate our opinions to others, and possibly convince them [21], it is
evident that late reviews should contain enough negative arguments to explain
such a negative trend in ratings - or that we are more susceptible to negative
arguments.

The presence of extreme opinions on-line is a well-known issue grounded on
the reporting bias and the purchasing bias of online customers - we will deepen
this argument in the next section.

Our present study can be considered as “micro” because we focus on a single
product only, even if with a quite large number of reviews (i.e., 253). Unfortu-
nately, due to the lack of well-established tools for the automated extraction of
arguments and attacks, we cannot extend our study “in the large” and draw
more general considerations.

We extracted by hand, for each review about the selected product, both
positive and negative arguments expressed, the associated rating (from one to
five stars), and the time when the review has been posted. Afterwords, we analyse
our data in terms of:

– how positive/negative arguments are posted through time;
– how many positive/negative arguments a review has (through time).

In particular, we argue that the reason why average ratings tend to decrease
as a function of time depends not only on the fact that the number of negative
reviews increases, but also on the fact that negative arguments tend to permeate
positive reviews, decreasing de facto the average rating of these reviews.

As a second contribution of the paper, the goal is to replicate the behaviour
of the reviewers of the investigated product as agents, by simulating how they
assemble reviews in the form of arguments. The aim of this step is to translate
our hypotheses on how customers write reviews into a computable form so to
simulate them and attempt to reproduce the empirical patterns we have observed
and described in the first part of the paper.
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To accomplish this, we propose three different core mechanisms to understand
the two main stylised facts observed in the data: (i) the tendency for average
review rating to decrease with time, and (ii) the presence of negative arguments
in reviews with positive ratings. The goal of this step is to evaluate the similarity
between empirical and simulated data as per the correlations and distribution
outlined in Sect. 4. To run our simulation on all such three mechanisms we use
NetLogo, which is a programmable modelling environment for simulating natural
and social phenomena.

The rest of the paper is structured as follows. Section 2 sets the scene where
we settle our work: we introduce related proposals that aggregate Amazon.com
reviews in order to produce an easy-to-understand summary of them. After-
wards, in Sect. 3 we describe the Amazon.com dataset from where we select our
case-study. Section 4 plots how both positive and negative arguments dynami-
cally change through time, zooming inside reviews with a more granular app-
roach. Section 5 reproduce the observed phenomenon through a simulation of
different mechanisms. Finally, Sect. 6 wraps up the paper and hints direction for
future work.

2 Literature Review

Electronic Word-of-Mouth (e-WoM) is the passing of information from person
to person, mediated through any electronic means. Over the years it has gained
growing attention from scholars, as more and more customers started sharing
their experience online [1,4,13,27,31]. Since e-WoM somewhat influences con-
sumers’ decision-making processes, many review systems have been implemented
on a number of popular Web 2.0-based e-commerce websites (e.g., Amazon.com2

and eBay.com3), product comparison websites (e.g., BizRate.com4 and Epin-
ions.com5), and news websites (e.g., MSNBC.com6 and SlashDot.org7).

Unlike recommendation systems, which seek to personalise each user’s Web
experience by exploiting item-to-item and user-to-user correlations, review sys-
tems give access to others’ opinions as well as an average rating for an item
based on the reviews received so far. Two key facts have been assessed so far:

– reporting bias: customers with more extreme opinions have a higher than nor-
mal likelihood of reporting their opinion [1];

– purchasing bias: customers who like a product have a greater chance to buy
it and leave a review on the positive side of the spectrum [5].

These conditions produce a J-shaped curve of ratings, with extreme ratings
and positive ratings being more present. Thus a customer who wants to buy
2 http://www.amazon.com.
3 http://www.ebay.com.
4 http://www.bizrate.com.
5 http://www.epinions.com.
6 http://www.msnbc.com.
7 http://slashdot.org.
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a product is not exposed to a fair and unbiased set of opinions. Scholars have
started investigating the relation between reviews, ratings, and disagreement
among customers [7,22]. In particular, one challenging question is: does the dis-
agreement about the quality of a product in previous reviews influence what new
reviewers will post?

A common approach to measure disagreement in reviews is to compute the
standard deviation of ratings per product, but more refined indexes are possible
[24]. The next step is to detect correlations among disagreement as a function of
time [7,24]. We aim, however, at modelling a lower level, micro-founded mech-
anism that could account for how customers’ reviewing behaviour evolves over
time. We want to analyse reviews not only in terms of rating and length, but also
in terms of what really constitutes the review itself, i.e., the arguments used by
customers. We aim at explaining disagreement as a consequence of customers’
behaviour, not only at describing it as a correlation among variables; an analyt-
ical and micro-founded modelling of social phenomena is well detailed in some
works [14,19,26], and applied to on-line contexts as well [9].

However, before automatically reasoning on arguments, we have first to
extract them from a text corpora of on-line reviews. On this side, research is
still dawning, even if already promising [28,30]. In addition, we would like to
mention other approaches that can be used to summarise the bulk of unstruc-
tured information (in natural language) provided by customer reviews. Some
authors [15] summarise reviews by (i) mining product features that have been
commented on by customers, (ii) identifying opinion sentences in each review
and deciding whether each opinion sentence is positive or negative, and, finally,
(iii) summarising the results. Several different techniques have been advanced to
this, e.g., sentiment classification, frequent and infrequent features identification,
or predicting the orientation of opinions (positive or negative).

3 Dataset

Amazon.com allows users to submit their reviews to the web page of each prod-
uct, and the reviews can be accessed by all users. Each review consists of the
reviewer’s name (either the real name or a nickname), several lines of comments,
a rating score (ranging from one to five stars), and the time-stamp of the review.
All reviews are archived in the system, and the aggregated result, derived by
averaging all the received ratings, is reported on the Web-page of each product.
It has been shown that such reviews provide basic ideas about the popularity
and dependability of corresponding items; hence, they have a substantial impact
on cyber-shoppers’ behaviour [5]. It is well known that the current Amazon.com
reviewing system has some noticeable limits [29]. For instance, (i) the review
results have the tendency to be skewed toward high scores, (ii) the ageing issue
of reviews is not considered, and (iii) it has no means to assess reviews’ helpful-
ness if the reviews are not evaluated by a sufficiently large number of users.

https://www.amazon.com/
https://www.amazon.com/


60 S. Gabbriellini and F. Santini

Fig. 1. Degree distribution of reviews per product.

For our purposes, we retrieved the “Clothing, Shoes and Jeweller” products
section of Amazon.com8. The dataset contains approximately 110k products and
spans from 1999 to July 2014, for a total of more than one million reviews. The
whole dataset contains 143.7 millions reviews.

We summarise here a quick description of such dataset. As can be seen in
Fig. 1, the distribution of reviews per product is highly heterogeneous.

Figure 2 shows the disagreement in ratings tends to rise with the number
of reviews until a point after which it starts to decay. Interestingly, for some
highly reviewed products, the disagreement remains high: this means that only
for specific products opinions polarise while, on average, reviewers tend to agree.9

Figure 3 shows that more recent reviews tend to get shorter, irrespectively of
the number of reviews received, which is pretty much expectable: new reviewers
might realise that some of what they wanted to say has already been stated in
previous reviews.

Finally, Fig. 4 shows that more recent ratings tend to be lower, irrespectively
of the number of reviews received.

8 Courtesy of Julian McAuley and SNAP project (source: http://snap.stanford.edu/
data/web-Amazon.html and https://snap.stanford.edu).

9 Polarisation only on specific issues has already been observed in many off-line
contexts, see [3].

https://www.amazon.com/
http://snap.stanford.edu/data/web-Amazon.html
http://snap.stanford.edu/data/web-Amazon.html
https://snap.stanford.edu
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Fig. 2. The disagreement in ratings.

Fig. 3. Reviews tend to get shorter.
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Fig. 4. The disagreement in ratings.

Coupling results from the second and fourth plots, it seems that disagreement
in previous reviews does not affect much latest ratings - except for some cases
which might correspond to products with polarised opinions. This result has
already been found in the literature [22]. However, it has also already been
challenged by Nagle and Riedl [24], who found that a higher disagreement among
prior reviews does lead to lower ratings. They ascribe their new finding to their
more accurate way of measuring the disagreement in such J-shaped distributions
of ratings.

One of the main aims of this work is to understand how it is that new
reviews tend to get lower ratings. Our hypothesis is that this phenomenon can
be explained if we look at the level of arguments, i.e., if we consider the dynamics
of the arguments used by customers, more than aggregate ratings.

Since techniques to mine arguments from a text corpora are yet in an early
development stage, we focus on a single product and extract arguments by hand.
We randomly select a product, which happens to be a ballet tutu for kids, and
we examine all the 253 reviews that this product received between 2009 and
July 2014. From the reviews, we collect a total of 24 positive arguments and 20
negative arguments, whose absolute frequencies are reported in Table 1.

There are of course many issues that arise when such a process is done by
hand. First of all, an argument might seem positive to a reader and negative to
another. For the purpose of this small example, we coded arguments together
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Table 1. Positive and negative arguments, with their number of appearances in reviews
between 2009 and July 2014.

ID Positive arguments #App. ID Negative arguments #App.

A The kid loved it 78 a It has a bad quality 18

B It fits well 65 b It is not sewed properly 17

C It has a good quality/price ratio 52 c It does not fit 12

D It has a good quality 44 d It is not full 11

E It is durable 31 e It is not as advertised 8

F It is shipped fast 25 f It is not durable 7

G The kid looks adorable 23 g It has a bad customer service 4

H It has a good price 21 h It is shipped slow 3

I It has great colors 21 i It smells chemically 3

J It is full 18 j You can see through it 3

K It did its job 11 k It cannot be used in real dance class 2

L It is good for playing 11 l It has a bad quality/price ratio 2

M It is as advertised 9 m It has a bad envelope 1

N It can be used in real dance classes 7 n It has a bad waistband 1

O It is aesthetically appealing 7 o It has bad colours 1

P It has a good envelope 2 p It has high shipping rates 1

Q It is a great first tutu 2 q It has no cleaning instructions 1

R It is easier than build your own 2 r It is not lined 1

S It is sewed properly 2 s It never arrived 1

T It has a good customer service 1 t It was damaged 1

U It is secure 1

V It is simple but elegant 1

W You can customize it 1

X You cannot see through it 1

and, for each argument, tried to achieve the highest possible agreement on its
polarity. A better routine, for larger studies, would be to have many coders
operate autonomously and then check the consistency of their results. However,
we didn’t find case where an argument could be considered both positive and
negative, maybe because the product itself didn’t allow for complex reasoning.
When we encountered a review with both positive and negative arguments, like
“the kid loved it, but it is not sewed properly”, we split the review counting
one positive argument and one negative argument. The most interesting thing
emerging from this study is the fact that, as reviews accumulate, they tend to
contain more negative bits, even if the ratings remain high.

4 Analysis

In Fig. 6, the first plot on the left shows the monthly absolute frequencies of
positive arguments in the specified time range. As it is easy to see, the number
of positive arguments increases as time goes by, which can be a consequence of a
success in sales: more happy consumers are reviewing the product. At the same
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time, the first plot on the right shows a similar trend for negative arguments,
which is a signal that, as more customers purchase the product, some of them
are not satisfied with it. According to what we expect from the literature (see
Sect. 2), the higher volume of positive arguments is a consequence of the J-shaped
curve in ratings, i.e., a consequence of reporting and selection biases. What is
interesting to note though, is that the average review rating tends to decrease
with time, as shown by the second row of plots in Fig. 6. This holds both for
reviews containing positive arguments as well as for those containing negative
arguments. In particular, the second plot on the right shows that, starting from
2012, negative arguments start to infiltrate “positive” reviews, that is reviews
with a rating of 3 and above. Finally, the last row of plots in Fig. 6 shows that the
average length of reviews decreases as time passes; this happens both for reviews
with positive arguments and for reviews with negative arguments. However, such
a decrease is much more steep for negative ones than for positive ones.

In Fig. 7 we can observe the distribution of positive and negative arguments.10

Regarding positive arguments, we cannot exclude a power-law model for the
distribution tail with x-min = 18 and α = 2.56 (pvalue = 0.54)11. We also tested
a log-normal model with x-min = 9, μ = 3.01 and σ = 0.81 (pvalue = 0.68). We
then searched a common x-min value to compare the two fitted distributions:
for x − min = 4, both the log-normal (μ = 3.03 and σ = 0.78) and the power-
law (α = 1.55) models still cannot be ruled out, with p − value = 0.57 and
pvalue = 0.54 respectively. However, a comparison between the two leads to a
two-sided pvalue = 0.001, which implies that one model is closer to the true
distribution - in this case, the log-normal model performs better. For negative
arguments, we replicated the distribution fitting: for xmin = 2, a power law
model cannot be ruled out (α = 1.78 and p-value = 0.22) as well as a log-normal
model (μ = 1.48 and σ = 0.96, pvalue = 0.32). Again, after comparing the
fitted distributions, we cannot drop the hypotheses that both the distributions
are equally far from the true distribution (two-sided pvalue = 0.49). In this case,
too few data are present to make a wise choice.

Among the positive arguments (plot on the left), there are four arguments
that represent, taken together, almost 44% of customers’ opinions. These argu-
ments are: (i) good because the kid loved it, (ii) good because it fits well, (iii)
good because it has a good quality/price ratio, (iv) good because it has a good
quality. Negative arguments represent, all together, less than 20% of opinions.

We have a clear view where the pros and cons of this product are stated as
arguments: not surprisingly, the overall quality is the main reason why customers
consider the product as a good or bad deal. Even among detractors, this product
is not considered expensive, but quality still is an issue for most of them.

The plots in Fig. 5 show the cumulative frequencies and the rate at which
new arguments are added as a function of time. In the left plot, it is interesting

10 We used the R poweRlaw package for heavy tailed distributions (developed by Colin
Gillespie [12]).

11 We used the relatively conservative choice that the power law is ruled out if pvalue =
0.1 [6].
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Fig. 5. Left plot: cumulative frequencies of new positive and negative arguments per
month. Right plot: rate of new positive and negative arguments over total arguments
per month.

to note that, despite the difference in volume (positive arguments are more cited
than negative ones), the cumulative frequencies at which positive and negative
arguments are added are almost identical. Positive arguments start being posted
earlier than negative ones, consistently with the fact that enthusiast customers
are the first that review the product. Moreover, it is interesting to note that no
new positive argument is added in the 2011–2013 interval, while some negative
ones arise in the reviews. Since 2013, positive and negative arguments follow a
similar trajectory. However, as can be noted in the second plot on the right, new
arguments are not added at the same pace. If we consider the total amount of
added arguments, positive ones are repeated more often than negatives, and the
rate at which a new positive argument is added is considerably lower than its
counterpart. This information sheds a light on customers’ behaviour: dissatisfied
customers tend to post new reasons why they dislike the product, more than just
repeating what other dissatisfied customers have already said.

5 Simulation with NetLogo

In this section we propose an agent-based model simulation to replicate empirical
data about customers, reviews, and arguments, as described in Sect. 4. The aim
of this step is to translate our hypotheses on how customers write reviews into
a computable form so to simulate them and attempt to reproduce the empirical
patterns we have observed and described in previous sections.

Following Moody [23], our aim is to specify a substance-specific model that
can shed light on how customers behave when they have to review a product, thus
to identify properties that make real-world and simulated data differ, without
quantifying these differences with a statistical significance.
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Fig. 6. Argument trends: (row1) absolute frequency of arguments per month, (row2)
average rating of reviews per month, (row3) average review-length per month.

We opt for the Agent-Based Modelling (ABM ) computational approach [18]
to simulate arguments networks of online reviews from user behaviour. There
is a growing literature that uses ABM in network studies [8,17]. ABM is a
straightforward way to detail and implement substance-specific mechanisms in
the form of computational models, i.e., software that generates entities with
attributes and decision-making rules, and that is goal-oriented.

Despite the specific solution implemented, the main logic would be to test
different specifications of a mechanism against empirical data and to refine such
implementations until a satisfactory match is found or, alternatively, to get back
to the blackboard and think again about the hypotheses.

An interesting analytical strategy to understand the robustness of an ABM is
to compare its results against empirical data [20] in order to assess how realistic
the model behaves - thus how plausible is the theory behind it. We will also
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Fig. 7. Arguments distribution: probability of observing an argument repeated x times.

compare the results of our ABM against a random baseline in order to assess
whether a simpler model can suffice to deal with the complexity of what we
observed empirically. The idea is that our ABM should outperform the baseline
model in approximating empirical data.

We adopt NetLogo12, a programmable modelling environment in Scala13 for
simulating natural and social phenomena, to implement our model. NetLogo
is particularly well suited for modelling complex systems developing over time.
Modellers can give instructions to hundreds or thousands of agents all operating
independently. This makes it possible to explore the connection between the
micro-level behaviour of individuals and the macro-level patterns that emerge
from their interaction. Figure 8 shows our simulation running in NetLogo.

Our simulation model assumes a few constraints from empirical data:

1. the size of simulated and empirical populations coincide and it is equal to 198;
2. reviewers decide to review with a probability proportional to observing a

review in empirical data: the frequency of reviews is thus mimicked realis-
tically, but each time reviewers are chosen randomly to avoid artefacts (i.e.
reproducing the same order in which physical reviewers reviewed the product);

3. the percentages of happy and unhappy reviewers coincide in real and simu-
lated scenarios (around 80% are happy about the product);

4. the average number of arguments per review is 2, with a minimum of 1 argu-
ment and a maximum of 4 arguments;

5. the number and distribution of both positive and negative arguments is held
constant (24 positive arguments and 20 negative arguments) and possibly
similar to the empirical one (we use a Poisson generator to assign to every
reviewers positive and negative arguments among the 44 possible arguments).

12 https://ccl.northwestern.edu/netlogo/.
13 http://www.scala-lang.org.

https://ccl.northwestern.edu/netlogo/
http://www.scala-lang.org
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We then propose three different core mechanisms to understand the two main
stylized facts observed in the data: (a) the tendency for average review rating
to decrease with time; (b) the presence of negative arguments in reviews with
positive ratings.

The first mechanism, Mechanism 1, is used as a random baseline where argu-
ments and ratings are not related: we start assigning to reviewers a rating for
their reviews (a value between 1 and 5) and then we randomly assign positive
or negative arguments, irrespective of the rating value.

With Mechanism 2, we assume that a strict correlation is in place between
ratings and arguments, thus reviews with positive ratings contain only positive
arguments and vice versa.

With Mechanism 3 we relax Mechanism 2 a bit, assuming that positive
reviews can contain also negative arguments. In this case, for a certain posi-
tive rating (3, 4 or 5) the probability to contain a positive arguments is given
by:

1/1 + exp(α − β ∗ x)

As in Mechanism 2, however, negative reviews contain only negative
arguments.

We have a very simple scheduling: at each time step, reviewers examine their
probability to review the product. If this is the case, then they “write” a review
with their rating and all the arguments they know. Each reviewer can review
just once. The result of this process is simply a list of lists, where every inner
list represents an agent’s review.

Fig. 8. Our simulation running in NetLogo.

We simulate each of the three mechanisms 100 times and we record, for each
outcome, the distribution of positive and negative arguments, as well as the
corresponding ratings. We then compare each simulated result against empiri-
cal data using the euclidean distance between the two curves, and report the
distributions of distances as box-plots in Fig. 9.
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Fig. 9. Simulation results: each plot shows the distribution of euclidean distances
between simulated curves and empirical ones over 100 replications. For Mechanism
3, α = 4.8 and β = 1.8. From left to right in each figure, Mechanisms from 1 to 3.

Figure 9(a) shows, for each mechanism, the distribution of distances from the
cumulative frequency curve of positive arguments. It is evident that all mecha-
nisms can produce equally distant curves from the empirical one. When it comes
to negative arguments, however, things are different. Figure 9(b) shows the distri-
bution of distances from the cumulative frequency curve of negative arguments:
it is evident that Mechanisms 2 and 3 do a better job. Figure 9(c) shows, for
positive arguments, the distribution of distances from the curve of ratings over
time. While it looks like Mechanism 3 is performing slightly better than the oth-
ers, we can say that the three mechanisms are doing pretty much the same job.
When it comes to the same measure, but for negative arguments, Fig. 9(d) shows
clearly that Mechanism 3 performs better than the others, producing curves of
ratings versus time that are statistically more close to the empirical one w.r.t.
the other two mechanisms.

6 Conclusion

We have proposed an exploratory study on arguments in Amazon.com reviews.
Firstly, we extract positive (in favour of purchase) and negative (against it) argu-
ments from each review concerning a selected product. We have accomplished
such information extraction manually, scanning all the related reviews. Secondly,
we have linked the extracted arguments to the rating score, to the length, and

https://www.amazon.com/
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to the date of reviews, in order to understand how they are connected. As a
result, we have shown that negative arguments are quite sparse in the begin-
ning of such social review-process, while positive arguments are more equally
distributed along the timeline. As a second step, we have replicated the behav-
iour of reviewers as agents, by simulating (ABM) how they assemble reviews in
the form of arguments. In such a way, we have shown we are able to mirror the
measured experiment through a simulation that takes into account both positive
and negative arguments.

With our model we are in the position to offer a possible explanation of
reviewers’ behaviour, but we still do not know much about why some opinions
are in place among reviewers nor how they engage in discussions when they
disagree. In other words, we still do not know anything about the arguments
used by reviewers. Much research is at stake in computational argumentation and
some frameworks for agent-based modelling with argumentative agents have been
proposed. In the future, it would be interesting to mine the dataset for arguments
and then model how argumentative frameworks evolve when disagreement is
strong: a closer examinations of such exchanges should lead to more insightful
conclusions.

In addition, reviews, reviewers, and products could be mapped as in [2]:

– reviewers and products are represented as two sets of nodes in a bipartite
network;

– reviews are represented as links that connect consumers and products, where
the weight of the link represents the rating of the review.

Different strategies are possible in order to check how much empirical and
simulated networks share a common topology and to validate the realism of the
mechanisms proposed in Sect. 5. An interesting approach is to use as more sta-
tistics as possible, coupling for example descriptive statistics and GOF statistics
[9,19]. Following [11], we also plan to implement an Agent-Based Model with
Argumentative Agents in order to explore the possible mechanisms, from a user’s
perspective.

We limited the horizon of our study to a “micro” dimension [10] due to
the constraint imposed by the argument-mining field, which is still at its first
steps: no well-established tool seems already exist to handle this task in our
application, except for emerging approaches [16]. However, the ultimate aim is
to widen our study to check the behaviour of consumers of products in different
databases, not only the one dedicated to “Clothing, Shoes and Jeweller”, as
in this paper. Different classes of products may involve a different consumers’
behaviour: the same consumers can interact on a different class of products (e.g.,
technology-related ones) with different attitudes.

References

1. Anderson, E.W.: Customer satisfaction and word of mouth. J. Serv. Res. 1(1),
5–17 (1998)

2. Balázs, K.: The duality of organizations and audiences, pp. 397–418. Wiley (2014).
http://dx.doi.org/10.1002/9781118762707.ch16

http://dx.doi.org/10.1002/9781118762707.ch16


From Reviews to Arguments 71

3. Baldassarri, D., Bearman, P.: Dynamics of political polarization. Am. Sociol. Rev.
72, 784–811 (2007)

4. Chatterjee, P.: Online reviews do consumers use them? In: Gilly, M.C., Myers-Levy,
J. (eds.) ACR 2001 Proceedings, pp. 129–134. Association for Consumer Research
(2001)

5. Chevalier, J., Mayzlin, D.: The effect of word of mouth on sales: online book
reviews. J. Mark. 43(3), 345–354 (2006)

6. Clauset, A., Shalizi, C., Newman, M.: Power-law distributions in empirical data.
SIAM Rev. 51(4), 661–703 (2009)

7. Dellarocas, C.: The digitization of word of mouth: promise and challenges of online
feedback mechanisms. Manag. Sci. 49(10), 1407–1424 (2003)

8. Flache, A., Macy, M.W.: Local convergence and global diversity: from interper-
sonal to social influence. J. Confl. Resolut. 55(6), 970–995 (2011). http://jcr.sag
epub.com/content/55/6/970.abstract

9. Gabbriellini, S.: The evolution of online forums as communication networks: an
agent-based model. Rev. Francaise de Sociol. 4(55), 805–826 (2014)

10. Gabbriellini, S., Santini, F.: A micro study on the evolution of arguments in Ama-
zon.com’s reviews. In: Chen, Q., Torroni, P., Villata, S., Hsu, J., Omicini, A. (eds.)
PRIMA 2015. LNCS (LNAI), vol. 9387, pp. 284–300. Springer, Heidelberg (2015).
doi:10.1007/978-3-319-25524-8 18

11. Gabbriellini, S., Torroni, P.: A new framework for abms based on argumen-
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Abstract. Natural language statements uttered in diagnosis, but more
general in daily life are usually graded , i.e., are associated with a degree
of uncertainty about the validity of an assessment and is often expressed
through specific words in natural language. In this paper, we look into
a representation of such graded statements by presenting a simple non-
standard modal logic which comes with a set of modal operators, directly
associated with the words indicating the uncertainty and interpreted
through confidence intervals in the model theory. We complement the
model theory by a set of RDFS-/OWL 2 RL-like entailment (if-then)
rules, acting on the syntactic representation of modalized statements.
After that, we extend the modal statements by transaction time, in order
to implement a notion of temporal change. Our interest in such a formal-
ization is related to the use of OWL as the de facto language in today’s
ontologies and its weakness to represent and reason about assertional
knowledge that is uncertain and that changes over time.

1 Introduction

Medical natural language statements uttered by physicians or other health pro-
fessionals and found in medical examination letters are usually graded , i.e., are
associated with a degree of uncertainty about the validity of a medical assess-
ment. This uncertainty is often expressed through specific verbs, adverbs, adjec-
tives, or even phrases in natural language which we will call gradation words
(related to linguistic hedges); e.g., Dr. X suspects that Y suffers from Hepatitis
or The patient probably has Hepatitis or (The diagnosis of) Hepatitis is confirmed.
Our approach is clearly not restricted to medical statements, but is applicable to
graded statements in general, e.g., in technical diagnosis (the engine is probably
overheated) or in everyday conversation (I’m pretty sure that Joe has signed a
contract with Foo Inc.), involving trust (I’m not an expert, but ...) which can be
seen as the common case (contrary to true universal statements).

In this paper, we look into a representation of such graded statements by
presenting a simple non-standard modal logic which comes with a small set of
partially-ordered modal operators, directly associated with the words indicating
the uncertainty and interpreted through confidence intervals in the model theory.
Our interest in such a formalization is related to the use of OWL in our projects
c© Springer International Publishing AG 2017
J. van den Herik and J. Filipe (Eds.): ICAART 2016, LNAI 10162, pp. 75–95, 2017.
DOI: 10.1007/978-3-319-53354-4 5
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as the de facto standard for ontologies today and its weakness to represent and
reason about assertional knowledge that is uncertain [16] or that changes over
time [10]. There are two principled ways to address such a restriction: either by
sticking with the existing formalism (viz., OWL) and trying to find an encoding
that still enables some useful forms of reasoning [16]; or by deviating from a
defined standard in order to arrive, at best, at an easier, intuitive, and less
error-prone representation [10].

Here, we follow the latter avenue, but employ and extend the standard entail-
ment rules from [7,15,18] for positive binary relation instances in RDFS and
OWL towards modalized n-ary relation instances, including transaction time
and negation. These entailment rules talk about, e.g., subsumption, class mem-
bership, or transitivity, and have been found useful in many applications. The
proposed solution has been implemented for the binary relation case (extended
triples: quintuples) in HFC [11], a forward chaining engine that builds Herbrand
models which are compatible with the open-world view underlying OWL.

This paper extends [12,14] by new material, addressing the temporal change
of graded statements. We will introduce a special notion of transaction time [17]
(the time period in which a database entry is valid), contrary to valid time which
we have investigated in [10] for the non-modal case. Due to space restrictions,
we let the interested reader refer to [12,14] for more material that we can not
cover here, viz., (i) more on implementing modal entailments in HFC, (ii) spe-
cialized custom entailments, (iii) further kinds of modals (dual, in-the-middle),
and (iv) related work, including the relation to the normal modal logic K and
to Subjective Logic [8].

2 OWL Vs Modal Representation

We note here that the names of our initial modal operators were inspired by
the qualitative information parts of diagnostic statements from [16] as shown in
Fig. 1.

Fig. 1. Schematic mappings of the qualitative information parts excluded (E), unlikely
(U), not excluded (N), likely (L), and confirmed (C) to confidence intervals. Picture
taken from [16].

These qualitative parts were used in medical statements about, e.g., liver
inflammation with varying levels of detail [16] in order to infer, e.g., if Hepatitis
is confirmed then Hepatitis is likely but not Hepatitis is unlikely . And if Viral
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Hepatitis B is confirmed , then both Viral Hepatitis is confirmed and Hepati-
tis is confirmed (generalization). Things “turn around” when we look at the
adjectival modifiers excluded and unlikely : if Hepatitis is excluded then Hepati-
tis is unlikely , but not Hepatitis is not excluded . Furthermore, if Hepatitis is
excluded , then both Viral Hepatitis is excluded and Viral Hepatitis B is excluded
(specialization).

[16] consider five OWL encodings, from which only two were able to fully
reproduce the plausible inferences for the above Hepatitis use case. The encod-
ings in [16] were quite cumbersome as the primary interest was to stay within
the limits of the underlying calculus. Besides coming up with complex encodings,
only minor forms of reasoning were possible, viz., subsumption reasoning. Fur-
thermore, each combination of disease and qualitative information part required
a new OWL class definition/new class name, and there exist a lot of them! These
disadvantages are a result of two conscious decisions: OWL only provides unary
and binary relations (concepts and roles) and comes up with a (mostly) fixed
set of entailment/tableaux rules.

In our approach, however, the qualitative information parts from Fig. 1 are
first class citizens of the object language (the modal operators) and diagnos-
tic statements from the Hepatitis use case are expressed through the binary
property suffersForm between p (patients, people) and d (diseases, diagnoses).
The plausible inferences are then simply a byproduct of the instantiation of the
entailment rule schemas (G) from Sect. 5.1, and (S1) and (S0) from Sect. 5.2 for
property suffersForm (the rule variables are universally quantified; � = universal
truth; C = confirmed ; L = likely), e.g.,

(S1) ViralHepatitisB � ViralHepatitis ∧ ViralHepatitisB(d)
→ �ViralHepatitis(d)

(G) CsuffersFrom(p, d) → LsuffersFrom(p, d)

Two things are worth mentioning here. Firstly , not only OWL properties can
be graded, such as CsuffersFrom(p, d) (= it is confirmed that p suffers from d),
but also class membership, e.g., CViralHepatitisB(d) (= it is confirmed that d is
of type Viral Hepatitis B). As the original OWL example from [16] can not make
use of any modals, we employ the special modal � here: �ViralHepatitisB(d).
Secondly , modal operators are only applied to assertional knowledge (the ABox
in OWL)—neither TBox nor RBox axioms are being affected by modals in our
approach, as they are supposed to express universal truth.

3 Confidence and Confidence Intervals

We address the confidence of an asserted (medical) statement [16] through graded
modalities applied to propositional formulae: E (excluded), U (unlikely), N (not
excluded), L (likely), and C (confirmed). For various (technical) reasons, we add
a wildcard modality ? (unknown), a complementary failure modality ! (error),
plus two further modalities to syntactically state definite truth and falsity: �
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(true, or top) and ⊥ (false or bottom).1 Let � now denotes the set of all modal-
ities: � := {?, !,�,⊥, E, U,N,L,C}.

A measure function μ : � �→ [0, 1] × [0, 1] is a mapping which returns the
associated confidence interval μ(δ) = [l, h] for a modality from δ ∈ � (l ≤ h). We
write ||δ|| = h− l to denote the length of the confidence interval and presuppose
that μ(?) = [0, 1], μ(�) = [1, 1], μ(⊥) = [0, 0], and μ(!) = ∅.2

In addition, we define two disjoint subsets of �, called 1 := {�, C, L,N} and
0 := {⊥, E, U} and again make a presupposition: the confidence intervals for
modals from 1 end in 1, whereas the confidence intervals for 0 modals always
start with 0. It is worth noting that we do not make use of μ in the syntax of
the modal language (for which we employ the modalities from �), but in the
semantics when dealing with the satisfaction relation of the model theory (see
Sect. 4).

We have talked about confidence intervals now several times without saying
what we actually mean by this. Suppose that a physician says that it is confirmed
(= C) that patient p suffers from disease d, for a set of observed symptoms (or
evidence) S = {S1, . . . , Sk}: CsuffersFrom(p, d).

Assuming that a different patient p′ shows the same symptoms S (and only
S, and perhaps further symptoms which are, however, independent from S), we
would assume that the same doctor would diagnose CsuffersFrom(p′, d).

Even an other, but similar trained physician is supposed to grade the two
patients similarly . This similarity which originates from patients showing the
same symptoms and from physicians being taught at the same medical school is
addressed by confidence intervals and not through a single (posterior) probabil-
ity, as there are still variations in diagnostic capacity and daily mental state of
the physician. By using intervals (instead of single values), we can usually reach
a consensus among people upon the meaning of gradation words, even though
the low/high values of the confidence interval for, e.g., confirmed might depend
on the context.

Being a bit more theoretic, we define a confidence interval as follows. Assume
a Bernoulli experiment [9] that involves a large set of n patients P , sharing
the same symptoms S. W.r.t. our example, we would like to know whether
suffersFrom(p, d) or ¬suffersFrom(p, d) is the case for every patient p ∈ P , shar-
ing S. Given a Bernoulli trials sequence X = (X1, . . . , Xn) with indicator ran-
dom variables Xi ∈ {0, 1} for a patient sequence (p1, . . . , pn), we can approximate
the expected value E for suffersFrom being true, given disease d and background
symptoms S by the arithmetic mean A: E[X] ≈ A[X] =

∑n
i=1 Xi

n .

1 We also call � and ⊥ propositional modals as they lift propositional statements to
the modal domain. We refer to ? and ! as completion modals since they complete
the modal hierarchy by adding unique most general and most specific elements (see
Sect. 4.3).

2 Recall that intervals are (usually infinite) sets of real numbers, together with an
ordering relations (e.g., < or ≤) over the elements, thus ∅ is a perfect, although
degraded interval.
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Due to the law of large numbers, we expect that if the number of elements
in a trials sequence goes to infinity, the arithmetic mean will coincide with the
expected value: E[X] = limn→∞

∑n
i=1 Xi

n .
Clearly, the arithmetic mean for each new finite trials sequence is different,

but we can try to locate the expected value within an interval around the arith-
metic mean: E[X] ∈ [A[X]− ε1,A[X]+ ε2]. For the moment, we assume ε1 = ε2,
so that A[X] is in the center of this interval which we will call from now on
confidence interval .

Coming back to our example and assuming μ(C) = [0.9, 1], CsuffersFrom
(p, d) can be read as being true in 95% of all cases known to the physician,
involving patients p potentially having disease d and sharing the same prior
symptoms (evidence) S1, . . . , Sk: (

∑
p∈P Prob(suffersFrom(p, d)|S))/n ≈ 0.95.

The variance of ±5% is related to varying diagnostic capabilities between
(comparative) physicians, daily mental form, undiscovered important symptoms
or examinations which have not been carried out (e.g., lab values), or perhaps
even by the physical stature of the patient (crooked vs. upright) which uncon-
sciously affects the final diagnosis, etc., as elaborated above. Thus the individ-
ual modals from � express (via μ) different forms of the physician’s confidence,
depending on the set of already acquired symptoms as (potential) explanations
for a specific disease.

4 Normal Form and Model Theory

Let C denote the set of constants that serve as the arguments of a relation
instance. For instance, in an RDF/OWL setting, C would exclusively consist
of XSD atoms, blank nodes, and URIs/IRIs. In order to define basic n-ary
propositional formulae (ground atoms), let p(c) abbreviates p(c1, . . . , cn), for
c1, . . . , cn ∈ C, given length(c) = n. In case the number of arguments does
not matter, we sometimes simply write p, instead of, e.g., p(c, d) or p(c). As
before, we assume � = {?, !,�,⊥, E, U,N,L,C}. We inductively define the set
of well-formed formulae φ of our modal language as follows:

φ ::= p(c) | ¬φ | φ ∧ φ′ | φ ∨ φ′ | �φ

4.1 Simplification and Normal Form

We now syntactically simplify the set Φ of well-formed formulae φ by restricting
the uses of negation and modalities to the level of propositional letters π:

• π ::= p(c) | ¬p(c) • φ ::= π | �π | φ ∧ φ′ | φ ∨ φ′

The design of this language is driven by two main reasons: firstly , we want
to effectively implement the logic (in our case, in HFC), and secondly , the appli-
cation of the below semantic-preserving simplification rules in an offline pre-
processing step makes the implementation easier and guarantees a more efficient
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runtime system. To address negation, we first need the notion of a complement
modal δC for every δ ∈ �, where

μ(δC) := μ(δ)C = μ(?) \ μ(δ) = [0, 1] \ μ(δ)

I.e., μ(δC) is defined as the complementary interval of μ(δ) (within the bounds
of [0, 1], of course). For example, E and N (excluded, not excluded) or ? and !
(unknown, error) are already existing complementary modals.

We also require mirror modals δM for every δ ∈ � whose confidence interval
μ(δM) is derived by “mirroring” μ(δ) to the opposite side of the confidence
interval, either to the left or to the right:3

if μ(δ) = [l, h] then μ(δM) := [1 − h, 1 − l]

For example, E and C (excluded, confirmed) or � and ⊥ (top, bottom) are
mirror modals. In order to transform φ into its negation normal form, we need
to apply simplification rules a finite number of times (until rules are no longer
applicable). We depict those rules by using the � relation, read as formula �
simplified formula (ε = empty word):

1. ?φ � ε (?φ is not informative at all)
2. ¬¬φ � φ
3. ¬(φ ∧ φ′) � ¬φ ∨ ¬φ′

4. ¬(φ ∨ φ′) � ¬φ ∧ ¬φ′

5. ¬�φ � �Cφ (example: ¬Eφ = ECφ = Nφ)
6. �¬φ � �Mφ (example: E¬φ = EMφ = Cφ)

Clearly, the mirror modals δM (δ ∈ �) are not necessary as long as we
explicitly allow for negated statements (which we do), and thus case 6 can, in
principle, be dropped.

What is the result of simplifying �(φ ∧ φ′) and �(φ ∨ φ′)? Let us start
with the former case and consider as an example the statement about an engine
that a mechanical failure m and an electrical failure e is confirmed: C(m ∧ e).
It seems plausible to simplify this expression to Cm ∧ Ce. Commonsense tells
us furthermore that neither Em nor Ee is compatible with this description (we
should be alarmed if, e.g., both Cm and Em happen to be the case).

Now consider the “opposite” statement E(m ∧ e) which must not be rewritten
to Em ∧ Ee, as either Cm or Ce is well compatible with E(m ∧ e). Instead, we
rewrite this kind of “negated” statement as Em ∨ Ee, and this works fine with
either Cm or Ce.

In order to address the other modal operators, we generalize these plausible
inferences by making a distinction between 0 and 1 modals (cf. Sect. 3):

7a. 0(φ ∧ φ′) � 0φ ∨ 0φ′

7b. 1(φ ∧ φ′) � 1φ ∧ 1φ′

3 This construction procedure comes in handy when dealing with in-the-middle
modals, such as fifty-fifty or perhaps, whose confidence intervals neither touch 0
nor 1. Such modals have a real background in (medical) diagnosis.
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Let us now focus on disjunction inside the scope of a modal operator. As we
do allow for the full set of Boolean operators, we are allowed to deduce

8. �(φ ∨ φ′) � �(¬(¬(φ ∨ φ′))) � �(¬(¬φ ∧ ¬φ′)) � �M(¬φ ∧ ¬φ′)

This is, again, a conjunction, so we apply schemas 7a and 7b, giving us

8a. 0(φ∨φ′) � 0M(¬φ∧¬φ′) � 1(¬φ∧¬φ′) � 1¬φ∧1¬φ′ � 1Mφ∧1Mφ′ � 0φ∧0φ′

8b. 1(φ∨φ′) � 1M(¬φ∧¬φ′) � 0(¬φ∧¬φ′) � 0¬φ∨0¬φ′ � 0Mφ∨0Mφ′ � 1φ∨1φ′

Note how the modals from 0 in 7a and 8a act as a kind of negation operator
to turn the logical operators into their counterparts, similar to de Morgan’s law .

The final case considers two consecutive modals:

9. δ1δ2φ � (δ1 ◦ δ2)φ

We interpret the ◦ operator as a kind of function composition, leading to a
new modal δ which is the result of δ1 ◦ δ2. We take a liberal stance here of what
the result is, but indicate that it depends on the domain and, again, plausible
inferences we like to capture. The ◦ operator will probably be different from the
related operation � which is used in Sect. 5.3.

4.2 Model Theory

In the following, we extend the standard definition of modal (Kripke) frames
and models [3] for graded modal operators from � by employing the confidence
function μ and focussing on the minimal definition for φ. A frame F for the
probabilistic modal language is a pair F = 〈W,R�〉 where W is a non-empty
set of worlds (or situations, states, points, vertices, etc.) and R� a family of
binary relations over W × W, called accessibility relations. In the following, we
write Rδ to depict the accessibility relation for modal δ ∈ �.

A model M for the probabilistic modal language is a triple M = 〈F ,V, μ〉,
such that F is a frame, V : Φ �→ 2W is a valuation, assigning each proposition
φ ∈ Φ a subset of W, viz., the set of worlds in which φ holds, and μ is a mapping,
returning the confidence interval for a given modality from �. Note that we only
require a definition for μ in M (the model, but not in the frame), as F represents
the relational structure without interpreting the edge labelling Rδ of the graph.

The satisfaction relation |=, given a model M and a specific world w is
inductively defined over the set of well-formed formulae in negation normal form
(remember π ::= p(c) | ¬p(c)):

1. M, w |= p(c) iff w ∈ V(p(c)) and w �∈ V(¬p(c))
2. M, w |= ¬p(c) iff w ∈ V(¬p(c)) and w �∈ V(p(c))
3. M, w |= φ ∧ φ′ iff M, w |= φ and M, w |= φ′

4. M, w |= φ ∨ φ′ iff M, w |= φ or M, w |= φ′

5. for all δ ∈ 1: M, w |= δπ iff # {u|(w,u)∈Rδ and M,u|=π}
#∪δ′∈�{v|(w,v)∈Rδ′} ∈ μ(δ)

6. for all δ ∈ 0: M, w |= δπ iff 1 − # {u|(w,u)∈Rδ and M,u|=π}
#∪δ′∈�{v|(w,v)∈Rδ′} ∈ μ(δ)
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The last two cases of the satisfaction relation addresses the modals: for a
world w, we look for the successor states u that are directly reachable via Rδ

and in which π holds, and divide the number of such states (# ·) by the number
of all worlds that are reachable from w by an arbitrary Rδ′ in the denominator.
This number, lying between 0 and 1, is then required to be an element of the
confidence interval μ(δ) of δ, in case δ ∈ 1. For the modals whose confidence
intervals start at 0, we clearly need to subtract this number from 1.

It is worth noting that the satisfaction relation above differs from the stan-
dard definition in its handling of M, w |= ¬p(c), as negation is not interpreted
through the absence of p(c) (M, w �|= p(c)), but through the existence of ¬p(c).
This treatment addresses the open-world nature in OWL and the evolvement of
a (medical) domain over time.

We also note that the definition of the satisfaction relation for modalities (last
clause) is related to the possibility operators Mk· (= ♦≥k·; k ∈ N) introduced
by [5] and counting modalities · ≥ n [1], used in modal logic characterizations of
description logics with cardinality restrictions.

4.3 Two Constraints: Well-Behaved Frames

The definition of the satisfaction relation |= above makes no assumptions about
the underlying frame F . For various reasons described below, we will now impose
two constraints (C1) and (C2) on F .

As we will see later, it is handy to assume that the graded modals are
arranged in a kind of hierarchy—the more we move along the arrows in the
hierarchy, the more a statement φ in the scope of a modal δ ∈ � becomes uncer-
tain. In order to address this, we slightly extend the notion of a frame by a
third component � ⊆ � × �, a partial order (i.e., a reflexive, antisymmetric,
and transitive binary relation) between modalities: F = 〈W,R�,�〉.

Let us consider the following modal hierarchy that we build from the set �
of already introduced modals (cf. Fig. 1):

!

�

⊥

C

E

L

U

N

?

This graphical representation is just a compact way to specify a set of 33
binary relation instances over � × �, such as � � �, � � N , C � N , ⊥ � ?,
or ! � ?. The above mentioned form of uncertainty is expressed by the measure
function μ in that the associated confidence intervals become larger:

if δ � δ′ then μ(δ) ⊆ μ(δ′)

In order to arrive at a proper and intuitive model-theoretic semantics which
mirrors intuitions such as if φ is confirmed (Cφ) then φ is likely (Lφ), we will
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focus here on well-behaved frames F which enforce the existence of edges in W,
given � and δ, δ↑ ∈ �:

(C1) if (w, u) ∈ Rδ and δ � δ↑

then (w, u) ∈ Rδ↑

However, by imposing this constraint, we also need to adapt the last two
cases of the satisfiability relation from Sect. 4.2:

5. for all δ ∈ 1: M, w |= δπ iff
#∪

δ↑�δ
{u|(w,u)∈R

δ↑ and M,u|=π}
#∪δ′∈�{v|(w,v)∈Rδ′} ∈ μ(δ)

6. for all δ ∈ 0: M, w |= δπ iff 1 − #∪
δ↑�δ

{u|(w,u)∈R
δ↑ and M,u|=π}

#∪δ′∈�{v|(w,v)∈Rδ′} ∈ μ(δ)

Not only are we scanning for edges (w, u) labeled with Rδ and for successor
states u of w in which π holds in the numerator (original definition), but also take
into account edges Rδ↑ marked with more general modals δ↑, given δ↑ � δ. This
mechanism implements a kind of built-in model completion that is not necessary
in ordinary modal logics as they deal with only a single relation (viz., unlabelled
arcs).

We have also seen that negated propositions inside the scope of a modal can
be formulated equivalently by using the mirror modal: δ¬φ ≡ δMφ. Since F is
only constrained by (C1) so far, we impose a further restriction to guarantee that
the satisfaction relation works properly for the interplay between negation and
mirror modals as otherwise the fraction in case (5) will yield wrong numbers.
In order to capture both the left-to-right and the right-to-left direction of the
equivalence, we use π here for abbreviating the propositional letters π ::= p(c) |
¬p(c) (see Sect. 4.1):

(C2) if (w, u) ∈ Rδ s.t. u ∈ V(¬π)
then ∃u′ ∈ W s.t. (w, u′) ∈ RδM and u′ ∈ V(π)

5 Entailment Rules

We now turn our attention, again, to the syntax of our language and to the syn-
tactic consequence relation. This section addresses a restricted subset of entail-
ment rules which will unveil new (or implicit) knowledge from already existing
graded statements. Recall that these kind of statements (in negation normal
form) are a consequence of the application of simplification rules as depicted
in Sect. 4.1. Thus, we assume a pre-processing step here that “massages” more
complex statements that arise from a representation of graded (medical) state-
ments in natural language. The entailments which we will present in a moment
can either be directly implemented in a tuple-based reasoner, such as HFC [11],
or in triple-based engines (e.g., Jena [4] or OWLIM [2]) which need to reify the
medical statements in order to be compliant with the RDF triple model.
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5.1 Modal Entailments

The entailments presented in this section deal with plausible inference centered
around modals δ, δ′ ∈ � which are, in part, also addressed in [16] in a pure OWL
setting. We use the implication sign → to depict the entailment rules lhs →
rhs which act as completion (or materialization) rules the way as described in,
e.g., [7] and [18], and used in today’s semantic repositories (e.g., OWLIM). We
sometimes even use the biconditional ↔ to address that the LHS and the RHS
are semantically equivalent, but will indicate the direction that should be used
in a practical setting. As before, we define π ::= p(c) | ¬p(c). We furthermore
assume that for every modal δ ∈ �, a complement modal δC and a mirror modal
δM exist (cf. Sect. 4.1).

Lift (L) π ↔ �π. This rule interprets propositional statements as special
modal formulae. It might be dropped and can be seen as a pre-processing step.
We have used it in the Hepatitis example above. Usage: left-to-right direction.

Generalize (G) δπ ∧ δ � δ′ → δ′π. This rule schema can be instantiated in
various ways, using the modal hierarchy from Sect. 4.3, e.g., �π → Cπ, Cπ →
Lπ, or Eπ → Uπ. It has been used in the Hepatitis example.

Complement (C) ¬δπ ↔ δCπ. In principle, (C) is not needed in case the
statement is already in negation normal form. This schema might be useful for
natural language paraphrasing (explanation). Given �, there are four possible
instantiations: Eπ ↔ ¬Nπ, Nπ ↔ ¬Eπ, ?π ↔ ¬!π, and !π ↔ ¬?π.

Mirror (M) δ¬π ↔ δMπ. Again, (M) is in principle not needed as long as the
modal proposition is in negation normal form, since we do allow for negated
propositional statements ¬p(c). This schema might be useful for natural lan-
guage paraphrasing (explanation). For �, there are six possible instantiations:
Eπ ↔ C¬π, Cπ ↔ E¬π, Lπ ↔ U¬π, Uπ ↔ L¬π, �π ↔ ⊥¬π, and ⊥π ↔ �¬π.

Uncertainty (U) δπ ∧ ¬δπ ↔ δπ ∧ δCπ ↔ ?π. The co-occurrence of δπ
and ¬δπ does not imply logical inconsistency (propositional case: π ∧ ¬π), but
leads to complete uncertainty about the validity of π. Usage: left-to-right direc-
tion. Remember that μ(?) = μ(δ) � μ(δC) = [0, 1]:

Negation (N) δ(π ∧ ¬π) ↔ δM(π ∧ ¬π). (N) can be easily shown by apply-
ing the simplification rules from Sect. 4.1. δ(π ∧ ¬π) can be formulated equiva-
lently by using the mirror modal δM:

In general, (N) is not the modal counterpart of the law of non-contradiction,
as π ∧ ¬π is usually afflicted by uncertainty, meaning that from δ(π ∧ ¬π),
we can not infer that π ∧ ¬π is the case for the concrete example in question
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(recall the intention behind the confidence intervals; cf. Sect. 3). There is one
notable exception, involving the � and ⊥ modals. This is formulated by the
next entailment rule.

Error (E) �(π ∧ ¬π) ↔ ⊥(π ∧ ¬π) → !(π ∧ ¬π) ↔ !π. (E) is the modal
counterpart of the law of non-contradiction (note: ⊥M = �,�M = ⊥, !M = !). For
this reason and by definition, the error (or failure) modal ! from Sect. 3 comes
into play here. The modal ! can serve as a hint to either stop a computation the
first time it occurs, or to continue reasoning and to syntactically memorize the
ground literal π. Usage: left-to-right direction.

5.2 Subsumption Entailments

As before, we define two subsets of �, called 1 = {�, C, L,N} and 0 = {⊥, E, U},
thus effectively become 1 = {�, C, L,N,UC} and 0 = {⊥, U,E,CC, LC, NM} due
to the use of complement modals δC and mirror modals δM for every base modal
δ ∈ � and by assuming that E = NC, E = CM, U = LM, and ⊥ = �M, together
with the four “opposite” cases.

Now, let � abbreviate relation subsumption as known from description logics
and realized through subClassOf and subPropertyOf in RDFS. Given this, we
define two further very practical and plausible modal entailments which can be
seen as the modal extension of the entailment rules (rdfs9) and (rdfs7) for classes
and properties in RDFS [7]:

(S1) 1p(c) ∧ p � q → 1q(c) (S0) 0q(c) ∧ p � q → 0p(c)

Note how the use of p and q switches in the antecedent and the consequent,
even though p � q holds in both cases. Note further that propositional state-
ments π are restricted to the positive case p(c) and q(c), as their negation in the
antecedent will not lead to any valid entailments.

Here are two instantiations of (S0) and (S1) for the unary and binary case
(remember, E ∈ 0 and C ∈ 1):

ViralHepatitis � Hepatitis ∧ EHepatitis(x) → EViralHepatitis(x)
deeplyEnclosedIn � containedIn ∧ CdeeplyEnclosedIn(x, y) → CcontainedIn

(x, y)

5.3 Extended RDFS and OWL Entailments

In this section, we will consider further entailment rules for RDFS [7] and a
restricted subset of OWL [15,18]. Remember that modals only head positive
and negative propositional letters π, not TBox or RBox axioms. Concerning the
original entailment rules, we will distinguish four principal cases to which the
extended rules belong (we will only consider the unary and binary case here as
used in description logics/OWL):

1. TBox and RBox axiom schemas will not undergo a modal extension;
2. rules get extended in the antecedent;
3. rules take over modals from the antecedent to the consequent;
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4. rules aggregate several modals from the antecedent in the consequent.

We will illustrate the individual cases in the following with examples by using
a kind of description logic rule syntax. Clearly, the set of extended entailments
depicted here is not complete.

Case-1: No Modals. Entailment rule (rdfs11) from [7] deals with class sub-
sumption: C � D ∧ D � E → C � E. As this is a terminological axiom schema,
the rule stays constant in the modal domain. Example rule instantiation:

ViralHepatitisB � ViralHepatitis ∧ ViralHepatitis � Hepatitis
→ ViralHepatitisB � Hepatitis

Case-2: Modals on LHS, No Modals on RHS. The following original
rule (rdfs3) from [7] imposes a range restriction on objects of binary ABox rela-
tion instances: ∀P.C ∧ P(x, y) → C(y). The extended version needs to address the
ABox proposition in the antecedent (don’t care modal δ), but must not change
the consequent (even though we always use the � modality here—the range
restriction C(y) is always true, independent of the uncertainty of P(x, y); cf.
Sect. 2 example):

(Mrdfs3) ∀P.C ∧ δP(x, y) → �C(y)

Example rule instantiation:
∀suffersFrom.Disease ∧ LsuffersFrom(x, y) → �Disease(y)

Case-3: Keeping LHS Modals on RHS. Inverse properties switch their argu-
ments [18] as described by (rdfp8): P ≡ Q− ∧ P(x, y) → Q(y, x). The extended
version simply keeps the modal operator:

(Mrdfp8) P ≡ Q− ∧ δP(x, y) → δQ(y, x)

Example rule instantiation:
containedIn ≡ contains− ∧ CcontainedIn(x, y) → Ccontains(y, x)

Case-4: Aggregating LHS Modals on RHS. Now comes the most inter-
esting case of modalized RDFS & OWL entailment rules, that offers several
possibilities on a varying scale between skeptical and credulous entailments,
depending on the degree of uncertainty, as expressed by the measuring func-
tion μ of the modal operator. Consider the original rule (rdfp4) from [18] for
transitive properties: P+ � P ∧ P(x, y) ∧ P(y, z) → P (x, z).

Now, how does the modal on the RHS of the extended rule look like, depend-
ing on the two LHS modals? There are several possibilities. By operating directly
on the modal hierarchy , we are allowed to talk about, e.g., the least upper bound
or the greatest lower bound of δ1 and δ2. When taking the associated confidence
intervals into account, we might play with the low and high numbers of the
intervals, say, by applying min/max, the arithmetic mean or even by multiplying
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the corresponding numbers. Let us first consider the general rule from which
more specialized versions can be derived, simply by instantiating the combina-
tion operator �:

(Mrdfp4) P+ � P ∧ δ1P(x, y) ∧ δ2P(y, z) → (δ1 � δ2)P(x, z)

Here is an instantiation of (Mrdfp4) as used in HFC, dealing with the tran-
sitive relation contains from above, assuming that � reduces to the least upper
bound (i.e., C � L = L):

Ccontains(x, y) ∧ Lcontains(y, z) → Lcontains(x, z)

What is the general result of δ1�δ2? It depends, probably both on the appli-
cation domain and the epistemic commitment one is willing to accept about the
“meaning” of gradation words/modal operators. To enforce that � is at least
both commutative and associative (as is the least upper bound) is probably a
good idea, making the sequence of modal clauses order independent . And to
work on the modal hierarchy instead of combining low/high numbers of the cor-
responding intervals is probably a good decision for forward chaining engines, as
the latter strategy might introduce new individuals through operations such as
multiplication, thus posing a problem for the implementation of the generaliza-
tion schema (G) (see Sect. 5.1).

6 Adding Time

Temporal databases [17] distinguish between (at least) two different notions of
time and the representation of temporal change: valid time, the temporal interval
in which a statement about the world is valid, and transaction time, the temporal
duration during which a statement has been stored in a database (or ontology,
in our case). Valid time is able to add information about the past, present,
and future, given a moment in time, whereas transaction time add present time
(= now) when a statement is entered to the database. At the end of this section,
we will have established a transaction time extension for the modal fragment
of OWL derived so far, including a set of entailment rules and a corresponding
extended model theory.

6.1 Metric Linear Time

In the following, we assume that the temporal measuring system is based on
a one-dimensional metric linear time 〈T ,≤〉, so that we can compare start-
ing/ending points, using operators, such as ≤, or pick out input arguments in
aggregates, using min or max . We require, for reasons which will become clear,
that time is discrete and represented by natural or rational numbers.

The implementation of HFC employs 8-byte long integers (XSD datatype
long) to encode milli or even nano seconds w.r.t. a fixed starting point (Unix
Epoch time, starting with 1 January 1970, 00:00:00). Alternatively, the XSD
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dateTime format can be used which provides an arbitrarily fine precision, if
needed.

As a consequence, given a time point t ∈ T , the next smallest or successor
time point would then be t + 1 (after a potential normalization). We often use
this kind of notation to derive the ending time of a valid proposition �φ@t from
the time it gets invalidated: ⊥φ@t+1; see Sect. 6.3.

6.2 Valid Time

Valid time is a useful concept when representing, e.g., biographical knowledge
which has been obtained from the Web. Various forms of OWL representations
involving time have been investigated [6,13,19]. However, reasoning and query-
ing with such representations is extremely complex, expensive, and error-prone
and standard OWL reasoning is no longer applicable. In [10], we have investi-
gated valid time for a non-graded extension of RDFS and OWL (triples, binary
relation instances), representing the time period of an atemporal statement by
two further argument, giving us quintuples instead of triples in the end. This
extension is a pure syntactic calculus, defined as a set of tableaux-like entailment
rules à la [7,18], able to derive useful new information in a temporal environ-
ment. For instance, the standard entailment rule (rdfp4) in OWL for transitive
properties (see Sect. 5.3)

P+ � P ∧ P(x, y) ∧ P(y, z) → P(x, z)

then becomes

P+ � P ∧ P(x, y, b1, e1) ∧ P(y, z, b2, e2) ∧ [b1, e1] ∩ [b2, e2] �= ∅ → P(x, z, b, e)

where [b1, e1] and [b2, e2] are the temporal intervals during which P(x,y) and
P(y,z) are valid, given b = max (b1, b2) and e = min(e1, e2). I.e., P(x,z) is only
valid during the proper intersection of [b1, e1] and [b2, e2]. This is depicted in the
following figure:

P(y,z)

�—————�

P(x,y)

�———�

· · ·———b1—b2—–e1———–e2——————� t

Note that P(x,z) is definitely the case for [b, e], but we do not know if it
holds before b or after e. This inference harmonizes well with the open-world
assumption underlying OWL.
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In HFC, the meaning of the original entailment rule (left) and the extension
for valid time (right) can be straightforwardly derived from the abstract syntax
above:

?p rdf:type owl:TransitiveProperty ?p rdf:type owl:TransitiveProperty

?x ?p ?y ?x ?p ?y ?b1 ?e1

?y ?p ?z ?y ?p ?z ?b2 ?e2

-> ->

?x ?p ?z ?x ?p ?z ?b ?e

@test

IntersectionNotEmpty ?b1 ?e1 ?b2 ?e2

@action

?b = Max ?b1 ?b2

?e = Min ?e1 ?e2

In HFC, IntersectionNotEmpty refers to the (Java) implementation of a
specific method of the corresponding class which realizes the above intersection
of the corresponding temporal intervals (pseudo code):

IntersectionNotEmpty start1 end1 start2 end2 ≡
start := max (start1, start2)
end := min(end1, end2)
return (start ≤ end)

This computationally cheap left-hand side test (cf. the @test section in the
above HFC rule) is applied after LHS matching and before right-hand side instan-
tiation. The RHS generation of the resulting interval [b, e] is achieved by the two
aggregates Max and Min whose return values are bound to the RHS-only rule
variables ?b and ?e, resp. (cf. the @action section above). It is worth noting
that these two aggregates do not generate brand-new individuals (contrary to
addition, for example), thus a terminating rule set and so a finite model is guar-
anteed overall.

The interesting observation when adding valid time to the RDFS & ter Horst
subset of OWL is that only an additional test (cf. IntersectionNotEmpty) and
two aggregates (cf. Max, Min) are needed [10]. Almost the same is true when
adding transaction time to the modal extension of RDFS & OWL that we have
investigated so far in the first part of this article. The additional test in HFC is
called ValidInBetween and the aggregates are Min and Max, as before.

6.3 Transaction Time

Like valid time, the original approach to transaction time makes use of temporal
intervals in order to represent the time during which a fact is stored in the
database, even though the ending time is not known in advance. This is indicated
by the wildcard ? which will later be overwritten by the concrete ending time.

We deviate here from the interval view by specifying both the starting time
when an ABox statement is entered to an ontology, and, via a separate statement,
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the ending time when the statement is invalidated .4 For this, we exploit the
propositional modals � and ⊥ from before. This idea is shown in the follow-
ing figure for a binary relation P. We write P(c,d,b,e) to denote the row
< c, d, b, e > in the database table P for relation P.

Time Database View Ontology View
...

...
...

t1 add: P(c,d,t1,?) add: �P(c,d)@t1
...

...
...

t2 overwrite: P(c,d,t1,t2) ——
t2 + 1 —— add: ⊥P(c,d)@t2+1

...
...

...

As we see from this picture, the invalidation in the ontology happens at t2+1,
whereas [t1, t2] specifies the transaction time in the database. Clearly, the same
transaction time interval for P(c,d) in the ontology can be derived from the
two statements �P(c, d)@t1 and ⊥P(c, d)@t2 + 1, assuming that there does not
exist a ⊥P(c, d)@t, such that t1 ≤ t ≤ t2 (we can effectively query for this by
employing the ValidInBetween test).

Extending ontologies by transaction time the way we proceed here gives us
a means to easily encode time series data, i.e., allows us to record the history
of data that changes over time, and so simulating imperative variables in a
declarative environment.

6.4 Entailment Rules for Graded Modals and Transaction Time

We have almost introduced the abstract syntax for graded propositions with
transaction time (δ ∈ �)

δφ@t

Here, we focus on the binary relation case in order to address the RDFS [7]
and ter Horst extension of OWL [18] from above. For this, we will then write

δP(c, d)@t

The corresponding quintuple representation in HFC then becomes

δ c P d t

We opt for a uniform representation, thus axiomatic triples need to be
extended by two further arguments; for instance,

owl:sameAs rdf:type owl:TransitiveProperty

4 When we say transaction time we usually mean the time a statement is added to
the ontology , say t1 or t2+1 in the figure.
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becomes

logic:true owl:sameAs rdf:type owl:TransitiveProperty"0"ˆˆxsd:long

We read the above statement as being true (� = logic:true) from the begin-
ning of time (long int 0 = "0"ˆˆxsd:long). We are now ready to distinguish,
again, between the four principled cases from Sect. 5.3, where we compared the
original rules from [7,18] to the graded modal extension, but now extend them
further by a transaction time argument.

Case-1: Top Modals Only, Zero Time. We have already seen
that the entailment rule (rdfs11) from [7] deals with class subsumption:
C � D ∧ D � E → C � E. As this rule concerns only terminological knowledge
(TBox), we decided not to change it in the modal domain. Since we argued
above for a uniform quaternary relation or quintuple representation, this rule
leads us quite naturally to the extended version of (rdfs11):

(TMrdfs11) �C � D@0 ∧ �D � E@0 → �C � E@0

This notation simply highlights that the original class subsumption entail-
ment is true at every time, i.e., expresses an universal truth (remember the
meaning of � and transaction time 0, and compare this to the axiomatic triple
from above).

Case-2: Modals on LHS, Top Modals on RHS, Keeping Time. The orig-
inal rule (rdfs3) from [7] imposes a range restriction on P: ∀P.C ∧ P(x, y) → C(y).
Adding modals gave us (Mrdfs3): ∀P.C ∧ δP(x, y) → �C(y). Extending this rule
with transaction time is easy:

(TMrdfs3) �∀P.C@0 ∧ δP(x, y)@t → �C(y)@t

The range restriction is a universal RBox statement (thus � and 0). P(x,y)
is graded (δ) and happens at a specific time t. Thus, the class prediction C(y) of
the range argument y at time t is true (�).

Case-3: Keeping LHS Modals on RHS, Keeping Time. Inverse proper-
ties are described in [18] by (rdfp8): P ≡ Q− ∧ P(x, y) → Q(y, x). The modalized
version simply kept the modal operator (Mrdfp8): P ≡ Q− ∧ δP(x, y) → δQ(y, x).
The transaction time version furthermore takes over the temporal argument:

(TMrdfp8) �P ≡ Q−@0 ∧ δP(x, y)@t → δQ(y, x)@t

Again, P ≡ Q− is a universal RBox statement (use � and0) and both the
grading of P(x, y) and time t is consequently transferred to Q(y, x).
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Case-4: Aggregating Modals, Aggregating Time. This case is the most
challenging and computationally expensive one. The concrete implementation in
HFC employs the above-mentioned test ValidInBetween (two times use in lines
2 and 3 below in a different form) and the aggregates Min and Max. Again, we will
focus on one specific rule here, viz., (rdfp4) from [18] for transitive properties:
P+ � P ∧ P(x, y) ∧ P(y, z) → P (x, z). The modal extension led us to (Mrdfp4):
P+ � P ∧ δ1P(x, y) ∧ δ2P(y, z) → (δ1 � δ2)P(x, z). This blueprint can be utilized
to derive the final transaction time version:

(TMrdfp4) �P+ � P@0 ∧ δ1P(x, y)@t1 ∧ δ2P(y, z)@t2 ∧
ValidInBetween : � δM1 P(x, y)@t s.t. min(t1, t2) ≤ t ≤ max (t1, t2) ∧
ValidInBetween : � δM1 P(y, z)@t′ s.t. min(t1, t2) ≤ t′ ≤ max (t1, t2) ∧

→ (δ1 � δ2)P(x, z)@max (t1, t2)

Lines 1 and 4 of (TMrdfp4) are easy to grasp when compared to the plain
modal extension (Mrdfp4) and the fact that the transaction time for the conse-
quent (δ1 � δ2)P(x,z) is based on the time when both δ1P(x,y) and δ2P(y,z) are
the case, i.e., max (t1, t2):

δ1P(x,y)

�———————–� · · ·
δ2P(y,z)

�—————� · · ·
· · ·——t1——–t2——————————� t

Furthermore, lines 2 and 3 guarantee that graded contradictory information
with an equal or less degree of uncertainty ||δM1,2|| (i.e., equal or more trustworthi-
ness) does not exist as it would argue too strongly against the graded entailment
of P(x, z). Here, it is important to understand the interplay between (TMrdfp4)
and the extension of the binary generalization schema (G) from Sect. 5.1:

(TG) δP(x, y)@t ∧ �δ � δ′@0 → δ′P(x, y)@t

Consider, for example, that δ1P(x, y)@t1 matches CP(x, y)@30 and δ2P(y, z)
@t2 matches LP(y, z)@42 in (TMrdfp4). Given statement EP(x, y)@40 (30 ≤
40 ≤ 42), we are thus not allowed to derive the instantiation of the antecedent
of (TMrdfp4). The more certain statement ⊥P(x, y)@40 does also not support the
rule as (TG) would allow us to derive EP(x, y)@40 again. Only a more uncertain
modal than E will do the trick, e.g., U (recall that ||⊥|| < ||E|| < ||U ||). Thus,
UP(x, y)@40 is a necessary requirement for finally deriving (C � L)P(x, z)@42.

6.5 Model Theory for Graded Modals and Transaction Time

The model theory for graded modals including transaction time will not differ
much from what we already introduced in Sects. 4.2 and 4.3. Time points t ∈ T ,
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indicated by the notation @t relative to a proposition P(x,y), are related to what
hybrid logics [3] call nominals—handles to worlds which are indexed by t and
which are made available in the syntax of the modal language via @t. In our
setting and contrary to hybrid logics, t does not refer to a single world, but to
multiple ones.

For transaction time, we still keep the notion of a frame F = 〈W,R�,�〉
and, in principle, that of a model M = 〈F ,V, μ〉 (see Sect. 4.2). However, we
will modify the valuation function V : Φ �→ 2W in that its domain now also takes
time points from T into account; i.e., V : Φ × T �→ 2W returns those worlds
at which φ@t is valid, given φ ∈ Φ and t ∈ T . This directly leads us to the
extension of the six cases for the satisfaction relation |= from Sects. 4.2 and 4.3:

1. M, w |= p(c)@t iff w ∈ V(p(c), t) and w �∈ V(¬p(c), t)
2. M, w |= ¬p(c)@t iff w ∈ V(¬p(c), t) and w �∈ V(p(c), t)
3. M, w |= φ@t ∧ φ′@t′ iff M, w |= φ@t and M, w |= φ′@t′

4. M, w |= φ@t ∨ φ′@t′ iff M, w |= φ@t or M, w |= φ′@t′

5. for all δ ∈ 1: M, w |= δπ@t iff
#∪

δ↑�δ
{u|(w,u)∈R

δ↑ and M,u|=π@t}
#∪δ′∈�{v|(w,v)∈Rδ′} ∈ μ(δ)

6. for all δ ∈ 0: M, w |= δπ@t iff 1 − #∪
δ↑�δ

{u|(w,u)∈R
δ↑ and M,u|=π@t}

#∪δ′∈�{v|(w,v)∈Rδ′} ∈ μ(δ)

We also keep constraint (C1) for well-behaved frames, but need to modify
constraint (C2) to incorporate transaction time (cf. Sect. 4.3):

(C2) if (w, u) ∈ Rδ s.t. u ∈ V(¬φ, t)
then ∃u′ ∈ W s.t. (w, u′) ∈ RδM and u′ ∈ V(φ, t)

Furthermore, we impose a third constraint on the relational structure F
which models the intuition if φ is valid at time t, so is φ at t+1, in case nothing
argues heavily against φ (compare this to a similar argumentation expressed by
lines 2 and 3 in (TMrdfp4) of case 4 in Sect. 6.4):

(C3) if (w, u) ∈ Rδ s.t. u ∈ V(φ, t) and �(w, v) ∈ RδM s.t. v ∈ V(φ, t)
then ∃(w, x) ∈ Rδ s.t. x ∈ V(φ, t + 1)

Here, however, we do not need to check for proposition δMφ between t and
t+1, as time is discrete and normalized, so that t+1 is the immediate successor
of t.

Constraint (C3) can be seen as a kind of forward monotonicity in that valid
propositions at time t will always hold at time t + 1. As a consequence, this
will give us an infinite frame (cf. the existential variable x in the consequent),
i.e., an infinite number of worlds. To implement such a kind of model behaviour
in the syntax through a finite number of propositions, we make the following
assumption. Propositions will never be brought to the temporal forefront (never
being updated), i.e., there is no rule such as δφ@t → δφ@(t + 1). Only if δφ
needs to be invalidated at t′, we will add the further statement ⊥φ@t′. Thus,
through the use of the test ValidInBetween from above, we are then able to
query whether δφ is still valid at a different time t′′ > t.
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7 Summary

In this paper, we have explored a fragment of a non-standard modal logic, being
able to represent graded statements about the world. The modal operators in the
syntax of the modal language were derived from gradation words and were fur-
ther extended through mirror and complement operations. The operators were
interpreted through confidence intervals in the model theory for expressing the
uncertainty about the validity of a proposition. The model theory was comple-
mented by a set of RDFS-/OWL-like entailment rules, acting on the syntactic
representation of modalized statements. Finally, we extended the framework by
transaction time in order to implement a notion of temporal change. The frame-
work has been implemented in HFC for the case of binary propositions.
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Abstract. This paper proposes a design framework for a personalized
multi-agent recommender system. More precisely, the proposed frame-
work is a multi-context based recommender system that takes into
account user preferences to generate a plan satisfying those preferences.
Agents in this framework have a Belief-Desire-Intention (BDI) compo-
nent based on the well-known BDI architecture. These BDI agents are
empowered with cognitive capabilities in order to interact with others
agents. They are also able to adapt to the environment changes and to
the information coming from other agents. The architecture includes also
a planning module based on ontologies in order to represent and reason
about plans and intentions. The applicability of the proposed model is
shown through a simulation in the NetLogo environment.

1 Introduction and Motivation

Human activities take place in particular locations at specific times. The increas-
ing use of wearable devices enables the collection of information about these
activities from an heterogeneous set of actors varying in physical, cultural, and
socioeconomic characteristics. Generally, the places you have spent regularly or
occasionally time in, reflect your lifestyle, which is strongly associated to your
socioeconomic features. This amount of information about people, their rela-
tions, and their activities are valuable elements to personalize healthcare being
sensitive to medical, social, and personal characteristics of individuals. Besides
this, the decision-making process in human beings is based not only on logi-
cal objective elements, but also emotional ones that are typically extra-logical.
As a result, the behavior can also be explained by other approaches, which
additionally consider emotions, intentions, beliefs, motives, cultural and social
constraints, impulsive actions, and even the simple willingness to try. Hence,
building recommender systems that take user behavior into account requires a
step toward personalization.

c© Springer International Publishing AG 2017
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To the best of our knowledge, there are no recommender systems that com-
bine all these features at the same time. Consider the following motivating exam-
ple that had driven this research: Bob, a 40 year-old adult, wants to get back
to a regular physical activity (pa). Bob believes that a regular physical activity
reduces the risk of developing a non-insulin dependant diabetes mellitus (rd).
Mechanisms that are responsible for this are weight reduction (wr), increased
insulin sensitivity, and improved glucose metabolism. Due to his busy sched-
ule (bs), Bob is available on weekends (av) only. Hence, he would be happy if
he can do his exercises only on weekends (w). Bob prefers also not to change
his eating habits (eh). Besides all the aforementioned preferences, Bob should
take into account his medical concerns and refer to a healthcare provider for
monitoring. This scenario exposes the following problem: how can we help Bob
to select the best plan to achieve his goal based on his current preferences and
restrictions? This problem raises different challenges. First, the proposed solution
should take into account Bob’s preferences and restrictions (e.g., medical and
physical concerns) in the recommendation process. Second, information about
the environment in which Bob acts and people that might be in relationship with
him may have impact in his decision-making process. Third, the system should
be able to keep a trace of Bob’s activities in order to adapt the recommendation
according to his progress. Finally, the information or data about Bob’s activities
is distributed geographically and temporarily.

In order to address these challenges, multi-agent systems stand as a promis-
ing way to understand, manage and use distributed, large-scale, dynamic, and
heterogeneous information. The idea is to develop recommender systems able
to help users confronted with situations in which they have too many options
to choose from, with the aim of assisting them to explore and filter out their
preferences from a number of different possibilities. Based on this real-world
application scenario, we propose in this paper a multi-agent-based recommender
system where agents are described using the BDI model as a multi-context sys-
tem. The system’s goal is to recommend a list of activities according to the user
preferences. We propose also an extension of the BDI model to deal with the
social dimension and the uncertainty in dynamic environments.

The originality of what we propose with respect to existing works is the
combination of an extended possibilistic BDI approach with multi-context sys-
tems. The resulting framework is then used as a healthcare recommender system.
There are several advantages deriving from such combination. First, the use of a
multi-context architecture allows us to have different syntaxes, e.g., the ontology
to represent and reason about plans and intentions. Besides this, we believe that
extending the classical BDI model with goals and social contexts better reflects
human behavior. Moreover, the proposed approach deals with goal-belief con-
sistency, and defines a belief revision process. However, the idea of extending
the BDI model with social contexts is not novel: different works explored trust
or reputation [1,2]. In our approach, we consider trust measures between two
agents only if they are similar.

The reminder of this paper is organized as follows: Sect. 2 includes a literature
overview about the related work. In Sect. 3, we summarize the main concepts on
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which this work is based. We introduce after, in Sect. 4, the multi-context BDI
agent framework. In order to show how the model works, we describe in Sect. 5
a real-world scenario in healthcare domain, and we describe its simulation in
Sect. 6. Conclusions end the paper.

2 Related Work

Research in agent-based recommender systems is increasing in order to address
the challenges raised by a growing number of real-world applications. For a
taxonomy of recommender agents on the Internet, we refer the reader to [3].
Several works propose to use a cognitive architecture as a base for a recommender
system. Next, we will focus on works using the well known BDI architecture.

Casali et al. proposed in [4] a Travel Assistant agent that helps a tourist
to choose holiday packages. They used a graded BDI agent model based on
multi-context systems to deal with information uncertainty and graded notions
of beliefs, desires and intentions, and a modal many-valued logic approach for
modeling agents. An implementation of the proposed model is later presented
in [5,6]. Results concluded that BDI agents are useful to build recommender
systems. Nevertheless, as pointed in [7], this approach needs further research to
adapt the agent behavior in a dynamic environment.

In [8], the authors propose a framework for personalized recommendations
in e-commerce. They use the cognitive architecture as a middle layer between
the user, and a set of recommenders instead of using it as a recommender.
However, the proposed framework still in a preliminary stage and needs further
improvements, e.g., to enable the communication with the user.

Another example of a multi-agent recommender system using a BDI archi-
tecture is studied in [9]. The proposed system, SHOpping Multi-Agent System
(SHOMAS), aims at helping users to identify a shopping or leisure plan. The
architecture of the user agent is based on both Case-Based Reasoning and the
Beliefs Desires Intentions architectures (CBR-BDI). The combination of the two
architectures allows dynamic re-planning in a dynamic environment.

In [10], an Interest Based Recommender System (IBRS) is proposed for the
personalization of recommendations. The IBRS is an agent-based recommender
system that takes into account users’ preferences to generate personalized rec-
ommendations. Agents are based on the BDI architecture empowered with cog-
nitive capabilities and interact with other users using argumentation. A travel
case study is used to experiment the model.

Our work takes a different approach compared to the aforementioned
approaches. It is based on a full-fledged possibilistic approach and includes a
revision process for beliefs and intentions.

3 Background

In this section, we summarize the main insights on which the present contribution
is based.
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An agent in a BDI architecture is defined by its beliefs, desires and inten-
tions. Beliefs encode the agent’s understanding of the environment, desires are
those states of affairs that an agent would like to accomplish and intentions those
desires that the agent has chosen to act upon. Many approaches tried to formal-
ize such mental attitudes (e.g., [11–14]). However, all these works concentrated
on the human decision-making process as a single approach without consider-
ing social influences. They did not take the gradual nature of beliefs, desires,
and intentions into account. Incorporating uncertainty and different degrees of
attitudes will help the agent in the decision-making process. In order to repre-
sent and reason about uncertainty and graded notions of beliefs, desires, and
intentions, we follow the approach proposed in [15], where uncertainty reasoning
is dealt with by possibility theory. Possibility theory is an uncertainty theory
dedicated to handle incomplete information. It was introduced by [16] as an
extension to fuzzy sets which are sets that have degrees of membership in [0, 1].
Possibility theory differs from probability theory by the use of dual set functions
(possibility and necessity measures) instead of only one. A possibility distribu-
tion assigns to each element ω in a set Ω of interpretations a degree of possibility
π(ω) ∈ [0, 1] of being the right description of a state of affairs. It represents a
flexible restriction on what is the actual state with the following conventions:
– π(ω) = 0 means that state ω is rejected as impossible;
– π(ω) = 1 means that state ω is totally possible (plausible).

While we chose to adopt a possibilistic BDI model to include gradual mental
attitudes, unlike [15], we use multi-context systems (MCS) [17] to represent our
BDI agents. According to this approach, a BDI model is defined as a group of
interconnected units {Ci}, i ∈ I,Δbr, where:
– For each i ∈ I, Ci = 〈Li, Ai,Δi〉 is an axiomatic formal system where Li, Ai

and Δi are the language, axioms, and inference rules respectively. They define
the logic for context Ci whose basic behavior is constrained by the axioms.

– Δbr is a set of bridge rules, i.e., rules of inference which relate formulas in
different units.

The way we use these components to model BDI agents is to have separate
units for belief B, desires D and intentions I, each with their own logic. The
theories in each unit encode the beliefs, desires, and intentions of specific agents
and the bridge rules (Δbr) encode the relationships between beliefs, desires and
intentions. We also have two functional units C and P , which handle commu-
nication among agents and allow to choose plans that satisfy users desires. To
summarize, using the multi-context approach, a BDI model is defined as follows:

Ag = ({BC,DC, IC, PC,CC},Δbr)

where BC, DC, IC represent respectively the Belief Context, the Desire Context
and the Intention Context. PC and CC are two functional contexts correspond-
ing to Planning and Communication Contexts.

The use of MCS offers several advantages when modeling agent architectures:
it gives a neat modular way of defining agents, which allows from a software
perspective to support modular architectures and encapsulation.
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4 The Multi-context BDI Framework

The BDI agent architecture we are proposing in this paper extends Rao and
Georgeffs well-known BDI architecture [12]. We define a BDI agent as a multi-
context system being inspired by the work of [17]. Following this approach, our
BDI agent model, visualized in Fig. 1, is defined as follows:

Ag = ({BC,DC,GC, SC, PC, IC,CC},Δbr)

where GC and SC represent the Goal and the Social Contexts, respectively.

Fig. 1. The extended multi-context BDI agent model.

In order to reason about beliefs, desires, goals and social contexts we follow
the approach developed by da Costa Pereira and Tettamanzi [15,18] where they
adopt a classical propositional language for representation and possibility theory
to deal with uncertainty.

Let A be a finite set of atomic propositions, and L be the propositional
language such that A ∪ {�,⊥} ⊆ L and ∀φ, ψ ∈ L,¬φ ∈ L, φ∨ψ ∈ L, φ∧ψ ∈ L.
These propositions can contain temporal elements that are left as future work.
As in [15], L is extended, and we will denote with Ω = {0, 1}A the set of all
interpretations on A. An interpretation ω ∈ Ω is a function ω : A → {0, 1}
assigning a truth value pω to every atomic proposition p ∈ A and, by extension,
a truth value φω to all formula φ ∈ L. [φ] denotes the set of all interpretations
satisfying φ. (i.e., [φ] = {ω ∈ Ω : ω � φ}).

In the planning and intentions contexts, we propose an ontological representa-
tion for plans and intentions to provide the agents with a computer-interpretable
description of the services they offer, and the information they have access to
(workout plans in our case). In the following subsections, we will outline the
different theories defined for each context in order to complete the specification
of our multi-context agent model.
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4.1 Belief Context

The BC Language and Semantics. In order to represent beliefs, we use
the classical propositional language with additional connectives, following [15].
We introduce also a fuzzy operator B over this logic to represent agents beliefs.
The belief of an agent is then represented as a possibility distribution π. A
possibility distribution π can represent a complete preorder on the set of possible
interpretations ω ∈ Ω. This is the reason why, intuitively, at a semantic level,
a possibility distribution can represent the available knowledge (or beliefs) of
an agent. When representing knowledge, π(ω) acts as a restriction on possible
interpretations and represents the degree of compatibility of the interpretation
ω with the available knowledge about the real world. π(ω) = 1 means that is
totally possible for ω to be the real world. As in [15], a graded belief is regarded
as a necessity degree induced by a normalized possibility distribution π on the
possible worlds ω. The degree to which an agent believes that a formula Φ is
true is given by:

B(φ) = N([φ]) = 1 − max
ω�φ

{π(ω)} (1)

An agent’s belief can change over time because new information arrives from
the environment or from other agents. A belief change operator is proposed
in [15], which allows to update the possibility distribution π according to new
trusted information. This possibility distribution π′, which induces the new belief
set B′ after receiving information φ, is computed from the possibility distribution
π with respect to the previous belief set B (B′ = B ∗ τ

Φ , π′ = π ∗ τ
Φ ) as follows:

for all interpretations ω,

π′(ω) =

⎧
⎨
⎩

π(ω)
Π({φ}) if ω � φ and B(¬φ) < 1;
1 if ω � φ and B(¬φ) = 1;
min{π(ω), (1 − τ)} if ω � φ.

(2)

where τ is the trust degree towards a source about an incoming information φ.

BC Axioms and Rules. Belief context axioms include all axioms from classical
propositional logic with weight 1 as in [19]. Since a belief is defined as a necessity
measure, all the properties of necessity measures are applicable in this context.
Hence, the belief modality in our approach is taken to satisfy these properties
that can be regarded as axioms. The following axiom is then added to the belief
unit:

BC : B(φ) > 0 → B(¬φ) = 0

It is a straightforward consequence of the properties of possibility and necessity
measures, meaning that if an agent believes φ to a certain degree then it cannot
believe ¬φ at all. Other consequences are:

B(φ ∧ ψ) ≡ min{B(φ), B(ψ)}
B(φ ∨ ψ) ≥ max{B(φ), B(ψ)}
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The inference rules are:

– B(¬p ∨ q) ≥ α,B(p) ≥ β � B(q) ≥ min(α, β) (modus ponens)
– β ≤ α, B(p) ≥ α � B(p) ≥ β (weight weakening)

where � denotes the syntactic inference of possibilistic logic.

4.2 Desire Context

Desires represent a BDI agent’s motivational state regardless its perception of
the environment. Desires may not always be consistent. For example, an agent
may desire to be healthy, but also to smoke; the two desires may lead to a con-
tradiction. Furthermore, an agent may have unrealizable desires; that is, desires
that conflict with what it believes possible.

The DC Language and Semantics. In this context, we make a difference
between desires and goals. Desires are used to generate a list of coherent goals
regardless to the agent’s perception of the environment and its beliefs. Inspired
from [18], the language of DC (LDC) is defined as an extension of a classical
propositional language. We define a fuzzy operator D+, which is associated with
a satisfaction degree (D+(φ) means that the agent positively desires φ) in con-
trast with a negative desire, which reflects what is rejected as unsatisfactory. For
sake of simplicity, we will only consider the positive side of desires in this work,
and the introduction of negative desires is left as future work.

In this theory, da Costa Pereira and Tettamanzi [15] use possibility measures
to express the degree of positive desires. Let u(ω) be a possibility distribution
called also qualitative utility (e.g., u(ω) = 1 means that ω is fully satisfactory).
Given a qualitative utility assignment u (formally, a possibility distribution), the
degree to which the agent desires φ ∈ LDC is given by:

D(φ) = Δ([φ]) = min
ω�φ

{u(ω)} (3)

where Δ is a guaranteed possibility measure that, given a possibility distribution
π, is defined as follows:

Δ(Ω) = min
ω∈Ω

{π(Ω)} (4)

DC Axioms and Rules. The axioms consist of all properties of possibility
measures such as D(φ∨ψ) ≡ min{D(φ),D(ψ)}. The basic inference rules, in the
propositional case, associated with Δ are:

– [D(¬p ∧ q) ≥ α], [D(p ∧ r) ≥ β] � [D(q ∧ r) ≥ min(α, β)] (resolution rule)
– if p entails q classically, [D(p) ≥ α] � [D(q) ≥ α] (formula weakening)
– for β ≤ α, [D(p) ≥ α] � [D(p) ≥ β] (weight weakening)
– [D(p) ≥ α]; [D(p) ≥ β] � [D(p) ≥ max(α, β)] (weight fusion).
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4.3 Goal Context

Goals are sets of desires that, besides being logically “consistent”, are also max-
imally desirable, i.e., maximally justified. Even though an agent may choose
some of its goals among its desires, nonetheless there may be desires that are
not necessarily goals. The desires that are also goals represent those states of
the world that the agent might be expected to bring about precisely because
they reflect what the agent wishes to achieve. In this case, the agent’s selection
of goals among its desires is constrained by three conditions. First, since goals
must be consistent and desires may be inconsistent, only the subsets of consis-
tent desires can be the potential candidates for being promoted to goal-status,
and also the selected subsets of consistent desires must be consistent with each
other. Second, since desires may be unrealizable whereas goals must be consis-
tent with beliefs (justified desires), only a set of feasible (and consistent) desires
can be potentially transformed into goals. Third, desires that might be potential
candidates to be goals should be desired at least to a degree α. Then, only the
most desirable, consistent, and possible desires can be elected as goals.

The GC Language and Semantics. The language LGC to represent the
Goal Context is defined over the propositional language L extended by a fuzzy
operator G having the same syntactic restrictions as D+. G(φ) means that the
agent has goal φ. As explained above, goals are a subset of consistent and possible
desires. Desires are adopted as goals because they are justified and achievable.
A desire is justified because the world is in a particular state that warrants its
adoption. For example, one might desire to go for a walk because he believes it is
a sunny day and may drop that desire if it starts raining. A desire is achievable,
on the other hand, if the agent has a plan that allows it to achieve that desire.

GC Axioms and Rules. Unlike desires, goals should be consistent, meaning
that they can be expressed by the DG axiom (D from the KD45 axioms [12]) as
follows:

DG GC : G(φ) > 0 → G(¬φ) = 0

Furthermore, since goals are a set of desires, we use the same axioms and deduc-
tion rules as in DC. Goals-beliefs and goals-desires consistency will be expressed
with bridge rules as we will discuss later on in the paper.

4.4 Social Context

One of the benefits of the BDI model is to consider the mental attitude in the
decision-making process, which makes it more realistic than a purely logical
model. However, this architecture overlooks an important factor that influences
this attitude, namely the sociality of an agent. There are a number of ways in
which agents can influence each other mental states, e.g., authority where an
agent may be influenced by another to adopt a mental attitude whenever the
latter has the power to guide the behavior of the former, trust where an agent
may be influenced by another to adopt a mental attitude merely on the strength
of its confidence in the latter, or persuasion where an agent may be influenced to



104 A.B. Othmane et al.

adopt another agent mental state via a process of argumentation or negotiation.
In this work, we will only consider trust as a way by which agents can influence
each others.

The SC Language and Semantics. In our model, we consider a multi-agent
system MAS consisting of a set of N agents {a1, .., ai, ..aN}. The idea is that
these agents are connected in a social network such as agents with the same goal.
Each agent has links to a number of other agents (neighbors) that change over
time. In this paper, we do not consider dynamic changes in the social network,
but we assume to deal with the network in a specific time instant. Between
neighbors, we assume a trust relationship holds. The trustworthiness of an agent
ai towards an agent aj about an information φ is interpreted as a necessity
measure τ ∈ [0, 1], as in [20], and is expressed by the following equation:

Tai,aj
(φ) = τ (5)

where ai, aj ∈ MAS = {a1, .., ai, .., aN}. Trust is transitive in our model, which
means that, trust does not hold only between agents having a direct link to each
other, but indirect links are also considered. Namely if agent ai trusts agent ak

to a degree τ1, and ak trusts agent aj with a trust degree τ2 then ai can infer
its trust for agent aj , and Tai,aj

(φ) = min{τ1, τ2}.

SC Axioms and Rules. As sociality is expressed as a trust measure, which
is interpreted as a necessity measure, SC axioms include properties of necessity
measures as in BC (e.g., N(φ ∧ ψ) ≡ min{N(φ), N(ψ)}).
When an agent is socially influenced to change its mental attitude, by adopting
a set of beliefs and/or desires, the latter should maintain a degree of consistency.
Those rules will be expressed with bridge rules that link the social context to
the belief and the desire contexts.

4.5 Planning and Intention Contexts

The aim of this functional context is to extend the BDI architecture in order
to represent plans available to agents and provide a way to reason over them.
In this context, we are inspired by [21] to represent and reason about plans and
intentions. Plans are described using ontologies. [22] defines an ontology as ‘the
specification of conceptualizations used to help programs and humans to share
knowledge’. According to the World Wide Web Consortium1 (W3C), ontologies
or vocabularies define the concepts and relationships used to describe and rep-
resent an area of concern. We use the 5W2 (Who, What, Where, When, Why)
vocabulary which is relevant for describing different concepts and constraints in
our scenario. The main concepts and relationships of this ontology are illustrated
in Fig. 2.

1 http://www.w3.org/standards/semanticweb/ontology.
2 http://ns.inria.fr/huto/5w/.

http://www.w3.org/standards/semanticweb/ontology
http://ns.inria.fr/huto/5w/
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Fig. 2. The main concepts and relationships of the 5W ontology.

Fig. 3. Planning and intention contexts.

The main task of this context is to select plans that satisfy maximally the
agents goals. To go from the abstract notions of desires and beliefs to the more
concrete concepts of goals and plans, as illustrated in Fig. 3, the following steps
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are considered: (1) new information arrives and updates beliefs or/and desires
which trigger goals update; (2) these goal changes invoke the Plan Library. The
selection process is expressed by Algorithm 1 which looks in a knowledge base
(KB) for all plans that satisfy maximally these goals; CB and/or CF techniques
can be used in the selection process but will be investigated more thoroughly in
further work. The algorithm complexity is significantly reduced since we discard
from the beginning goals without plans; (3) one or more of these plans is then
chosen and moved to the intention structure; and (4) a task (intention) is selected
for execution and once executed or failed this leads to the update of the agents
beliefs (5).

Data: G
Result: S //S is a list of plans
G∗ = {φ1, φ2, .., φn}
m ← 0; S′ ← ∅; G′ ← ∅;
for each φi in G∗ do

//Search in the KB for a plan satisfying φi

Sφi ← SearchInKB(φi);
if Sφi �= ∅ then

//Discard goals without plans
Append(G′, Sφi);

end

end
for i in 1..Lenght(G′) do

//Combination of i elements in G’
S′ ← Combination(G′, i);
for j in 1..Length(S′) do

if S′[j] �= ∅ then
//Compute the satisfaction degree of S′

αi = G(S′[j]);
//Select the maximum αi

if αi > m then
m ← αi;
Initialize(S);
Append(S, S’);

else
if αi = m then

Append(S,S’);
end

end

end

end

end
Return S;

Algorithm 1. RequestForPlan Function.
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4.6 Bridge Rules

There are a number of relationships between contexts that are captured by so-
called bridge rules. A bridge rule is of the form:

u1 : φ, u2 : ψ → u3 : θ

and it can be read as: if the formula φ can be deduced in context u1, and ψ in
u2, then the formula θ has to be added to the theory of context u3. A bridge rule
allows to relate formulae in one context to those in another one. In this section,
we present the most relevant rules, illustrated by numbers in Fig. 1. For all the
agents in the MAS, the first rule relating goals to beliefs can be expressed as
follows:

(1) � GC : G(ai, φ) > 0 → BC : B(ai,¬φ) = 0

which means that if agent ai adopts a goal φ with a satisfaction degree equal to
βφ then φ is believed possible to a degree βφ by ai. Concerning rule (2) relating
the goal context to the desire context, if φ is adopted as goal then it is positively
desired with the same satisfaction degree.

(2) � GC : G(ai, φ) = δφ → DC : D+(ai, φ) = δφ

An agent may be influenced to adopt new beliefs or desires. Beliefs coming from
other agents are not necessarily consistent with the agent’s individual beliefs.
This can be expressed by the following rule:

(3) � BC : B(aj , φ) = βφ, SC : Tai,aj
(φ) = t → BC : B(ai, φ) = β′

φ

where β′
φ is calculated using Eq. 1 with τ = min{βφ, t} to compute the possibility

distribution, and Eq. 1 to deduce the Belief degree.

Data: B,D
Result: G∗, γ∗

γ̄ ← 0;
repeat

Compute Gγ̄ by Algorithm 3;
if Gγ̄ = ∅ then

//Move to the next more believed value in B

γ̄ ←
{

min{α ∈ Img(B) | α > γ̄}
1 if � α > γ̄

end

until γ̄ < 1 and Gγ̄ = ∅;
γ∗ = 1 − γ̄, G∗ = Gγ̄ ;

Algorithm 2. The goal election function.

Similarly to beliefs, desires coming from other agents need not to be consistent
with the agent’s individual desires. For example, an agent may be influenced by
another agent to adopt the desire to smoke, and at the same time having the
desire to be healthy, as shown by the following rule:

(4) � DC : D+(aj , ψ) = δψ, SC : Tai,aj
(ψ) = τ → DC : D+(ai, ψ) = δ′

ψ
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where δ′
ψ = min{δψ, τ}. Desire-generation rules can be expressed by the follow-

ing rule:

(5) � BC : min{B(φ1) ∧ . . . ∧ B(φn)} = β,DC :
min{D+(ψ1) ∧ . . . ∧ D+(ψn))} = δ → DC : D+(Ψ) ≥ min{β, δ}

Namely, if an agent has the beliefs B(φ1) ∧ . . . ∧ B(φn) with a degree β and it
positively desires D+(ψ1)∧ . . .∧D+(ψn) to a degree δ, then it positively desires
Ψ to a degree greater or equal to min{β, δ}. According to [18], goals are a set
of desires that, besides being logically ‘consistent’, are also maximally desirable,
i.e., maximally justified and possible. This is expressed by the following bridge
rule:

(6) � BC : B(ai, φ) = βφ,DC : D+(ai, ψ) = δψ → GC : G(χ(φ, ψ)) = δ

where χ(φ, ψ) = ElectGoal(φ, ψ), as specified in Algorithm 2, is a function that
allows to elect the most desirable and possible desires as goals. If ElectGoal
returns ∅, then G(∅) = 0, i.e., no goal is elected.

As expressed by the bridge rule above, once goals are generated, our agent
will look for plans satisfying goal φ by applying the RequestForPlan function
and do the first action of the recommended plan.

(7) � GC : G(ai, φ) = δ, PC : RequestForP lan(φ) → IC :
I(acti, PostConditon(acti))

where RequestForPlan is a function that looks for plans satisfying goal φ in the
plan library, as specified in Algorithm1. Rule (8) means that if an agent has the
intention of doing an action acti with PostCondition(acti) then it passes this
information to the communication unit and via it to other agents and to the
user.

Data: B, D, γ̄
Result: Gγ̄

//Img(D) is the level set of D, i.e., the set of membership degrees of D
δ ← max Img(D);
//Find the most desired δ-cut Dδ of D which is believed possible
while minψ∈Dδ B(¬ψ) ≤ γ̄ and δ > 0 do

//while not found, move to the next lower level of desire

δ ←
{

max{α ∈ Img(D) | α < δ}
0 if � α < δ

end
if δ > 0 then Gγ̄ = Dδ;
else Gγ̄ = ∅;

Algorithm 3. Computation of Gγ̄ .

(8) � IC : I(acti, PostConditon(acti)) → CC : C(does(acti, PostConditon(acti)))

If the communication unit obtains some information that some action has
been completed then the agent adds it to its beliefs set using rule (3) with
B(PostConditon(acti)) = 1.
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5 Illustrative Example

To illustrate the reasoning process of our BDI architecture, we use our Bob’s
running example. To implement such a scenario using the BDI formalism, a
recommender agent has a knowledge base (KB) like the one shown in Table 1,
initially specified by Bob.

Table 1. Initial knowledge base of Bob’s recommender agent.

Beliefs Desires

B(pa → rd) = 0.75 D+(pa) = 0.8

B(wr → rd) = 0.8 D+(wr) = 0.8

B(¬eh) = 0.4 D+(eh) = 0.9

B(bs) = 0.9 D+(w) = 0.75

The belief set is represented by formulae describing the world (e.g., B(ψ1) = 1
means that ψ1 is necessary and totally possible). Desires are all possible states
that the agent wishes to achieve. Notice that they can be conflicting like D+(wr)
and D+(¬eh). D+(wr) = 0.8 means that wr is desired to a degree equal to 0.8.
Desire-generation rules from bridge rule (5) can be described as follows:

R51 : BC : B(pa → rd),DC : D+(rd) → DC : D+(pa),
R52 : BC : B(wr → rd),DC : D+(rd) → DC : D+(wr),
R53 : BC : B(bs),DC : D+(pa) → DC : D+(w),
R54 : BC : B(pa → wr),DC : D+(wr) → DC : D+(¬eh).

Then, the desire base of Bob, derived from desire-generation rules, will be as
follows:

D = {(pa, 0.8), (wr, 0.8), (w, 0.75), (¬eh, 0.9)}
We may now apply rule (6) to elect Bob’s goals, given his belief base

and his desire base. This rule will apply the function electGoal() which will
choose from the desire base the most desirable and possible desires. Then,
Img(B) = {0.75, 0.8, 0.9, 0.4} and Img(D) = {0.75, 0.8, 0.9}. We begin by call-
ing Algorithm 2 with γ = 0; δ is set to maxImg(D) = 0.9 and the corresponding
desire in D is Dδ = {¬eh}. Now if we verify B(¬(¬eh)) = 0.4 > γ we move to the
next less desired value which sets δ to Img(D) = 0.8 < δ = 0.9. δ = 0.8 > 0, then
we go back to Step 2. In this case, Dδ = {(pa,wr}. Now B(¬pa) = B(pa) = 0
because we ignore yet whether pa is possible or nor. Similarly, B(¬wr) = 0 and
Algorithm 2 will terminate with G∗ = Gγ = {pa,wr}, i.e., Bob’s recommender
agent will elect as goal ‘get back to a regular physical activity and reduce weight’.

Given these goals, Bob’s agent (a1) will look in the plan library for a plan
satisfying them. As explained in rule (7), the agent will invoke function Request-
ForPlan, which will look for a plan satisfying pa and wr. Applying Algorithm1,
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we have G′ = {pa,wr} and S′ = [pa,wr, {pa,wr}] with the same satisfaction
degree α1 = α2 = α3 = 0.8. Suppose that it returns three plans p1, p2 and p3
satisfying respectively goals pa, wr and {pa,wr}. Bob’s recommender agent will
propose plan p3 to the user because it meets more Bob’s requirements with the
same satisfaction degree. We suppose that Bob chooses plan p3. Therefore, the
first action (activity) in plan p3 will become the agent’s intention. The intended
action will be proposed to the user via the communication unit by applying
rule (8). Finally, if Bob starts executing the activity, information such as speed,
distance or heart rate are collected via sensors (i.e., a smart watch) and trans-
mitted to the communication unit in order to update the agent’s beliefs. The
revision mechanism of beliefs is the same as in [15], defined by Eq. 2. Once the
activity is completed, rule (3) is triggered in order to update the belief set of
Bob’s agent with B(postCondition(action1) = 1) which will permit to move to
the next action in plan α.

In order to illustrate the social influence between agents, we suppose that
Bob’s doctor uses our application with the same goal as Bob, i.e., to reduce
his diabetes risk. Then, there is a direct link between agents a1, a2 representing
Bob and Bob’s doctor, respectively, with Ta1,a2(φ) = 0.9 where φ represents
any message coming from Bob’s doctor (see [20] for more details). Now that
Bob is executing his plan in order to get back to a physical activity, his recom-
mender agent receives the following information from a2 : B(¬pa) = 1 which
means that Bob’s doctor believes that physical activity is not possible (not rec-
ommended). This information will trigger bridge rule (3). Knowing the belief
degree of a2 about pa and given the trust degree of a1 toward a2 about infor-
mation pa (Ta1,a2(pa)), a1 decides to update its mental state according to Eq. 2,
and sets the new belief to B′(pa) = 0 according to Eq. 1. This will trigger the
goal generation process, which updates the elected goals. pa will be removed
because B(¬pa) = 1. Hence, a new plan is proposed to Bob.

6 Simulation

Aiming to illustrate the applicability of our model, the case study used in the pre-
vious section has been implemented and simulated in the NetLogo3 environment.
Netlogo [23] is a multi-agent programming language and modelling environment
for simulating complex phenomena. It stands out from other agent-based simu-
lation platforms for its ease of use and excellent documentation. We decided to
use Netlogo for this work for those reasons, but also because it has a support for
the BDI architecture and the Agent Communication Language (ACL).

The agent-based model is composed of 2 types of agents: a user agent which
represents Bob, and a doctor agent representing Bob’s doctor. The behavior of
Bob’s agent reproduces the behavior described in Sect. 4 with some simplifica-
tions, e.g., in the planning context, plans are a list of activities (moving from
one destination to another) defined using Netlogo procedures. The behavior of
the doctor agent is similar to Bob’s agent one, but in this scenario its role is
3 https://ccl.northwestern.edu/netlogo/.

https://ccl.northwestern.edu/netlogo/
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Fig. 4. A view of the simulation of our running scenario in Netlogo.

limited in communicating its recommendation about physical activity to Bob’s
agent. Beliefs and desires are initialized according to Table 1 for Bob’s agent.
For the doctor agent, we initialize only its beliefs to B(¬pa) = 1. Figure 4 shows
a general view of the implemented agent-based scenario.

As expected, in this simulation agents behave as described in the previous
Section. Once the recommendation is calculated, Bob’s agent starts to execute
its intentions. It changes its plan when it receives information from its doctor’s
agent, who is considered as trustworthy. The analysis of the behavior of agents in
this scenario allowed to support the design of the agent-based framework, tuning
and refining its specification. The simulation is available online at the following
link: http://modelingcommons.org/browse/one model/4602.

7 Conclusions

Using cognitive agents architectures in the recommendation process is relevant
especially in real-world applications [6]. To this end, we have presented a recom-
mender system based on the BDI architecture. We used multi-context systems to
define the BDI agent architecture with additional reasoning capabilities. First,
we extended the traditional BDI architecture with a social context in which sim-
ilar agents can communicate and influence each other to adopt mental attitudes.
Second, we used ontologies to represent and reason about plans and intentions
which offer the possibility of sharable and reusable data. The use of ontologies
allow also to query streaming data. Unlike current approaches to agents recom-
mendations, the agents (i.e., users) in our approach are active participants in the

http://modelingcommons.org/browse/one_model/4602
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recommendation process, as they involve their personal social network based on
their own perception of similarity. When applying the proposed framework to a
running example, we showed it to be applicable and appropriate. As for future
work, a more sophisticated evaluation of the framework with different metrics
and agent strategies will be provided. As long term goals, a proof-of-concept
implementation of the proposed framework is conceivable following approaches
like [24].

Finally, our BDI agents operate in a dynamic environment which is dynamic
both on the temporal and on the space side. Consequently, they are sensitive to
the context and its changes especially spatio-temporal ones. Extending the pro-
posed framework in order to handle spatio-temporal reasoning is then necessary.
For that aim, approaches such as [25] will be explored.
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Abstract. Predictive scheduling is a frequently executed task within the
control process of energy grids. Relying on different predictions, planning
results are naturally subject to uncertainties. Robust proactive planning
of day-ahead real power provision must incorporate uncertainty in feasi-
bility when trading off different schedules against each other during the
predictive planning phase. Deviations from the expected initial opera-
tional state of an energy unit may easily foil a planned schedule com-
mitment and provoke the need for costly ancillary services. The integra-
tion of confidence information into the optimization model allows for a
consideration of uncertainty at planning time; resulting in more robust
plans. Hence, control power and costs arising from deviations from agreed
energy product delivery can be minimized. Integrating uncertainty infor-
mation can be easily done when using a surrogate model. We extend
an existing surrogate model that has been successfully used in energy
management for checking feasibility during constraint-based optimiza-
tion. The surrogate is extended to incorporate confidence scores based
on expected feasibility under changed operational conditions. We com-
pare the new surrogate model with the old one and demonstrate the
superiority of the new model by results from several simulation studies.

Keywords: Uncertainty · SVDD · Smart grid · Distributed generation

1 Introduction

The ongoing transition in the changing electricity grid regarding control schemes
leads to growing complexity and a need for new control schemes [25]. A steadily
growing number of renewable energy resources like photovoltaics (PV), wind
energy conversion (WEC) or co-generation of heat and power (CHP) has to be
integrated into the electricity grid. This fact leads to a growing share of hardly
predictable feed-in. The behavior of such renewable energy units often depends
on uncertain prediction of projected weather conditions, user interaction (e.g. hot
water usage), or similar. An algorithm for robust control would coordinate dis-
tributed energy resources (DER) with a proactive planning that already takes
into account such uncertainty issues for scheduling in order to minimize the need
for ancillary services in case of deviation from planned electricity delivery. With-
out loss of generality, we will focus on algorithms for virtual power plants (VPP)
c© Springer International Publishing AG 2017
J. van den Herik and J. Filipe (Eds.): ICAART 2016, LNAI 10162, pp. 114–132, 2017.
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as an established control concept for renewables’ integration [27] for the rest of
the paper. All concepts are nevertheless applicable for different coordination
schemes and smart grid Architectures, too.

Many balancing algorithms for a bunch of different control schemes have
already been proposed as a solution to the problem of assigning a suitable, fea-
sible schedule to each energy unit such that the sum of all schedules resembles
a desired load profile while concurrently other objectives like minimal cost are
met, too. Among such solutions are centralized algorithms as well as decen-
tralized approaches for VPP as organizational entity. A VPP can be seen as a
cluster of distributed energy resources (generators as well as controllable con-
sumers) that are connected by communication means for control. Seen from the
outside, the VPP cluster behaves like a large, single power plant. A VPP may
offer services for real power provision as well as for ancillary services [4,21,25].

Traditionally, energy management is implemented as centralized control.
However, given the increasing share of DER as well as more and more flexi-
ble loads in the distribution grid today, it is unlikely for such centralized control
schemes to be able to cope with the rapidly growing problem size. The evolu-
tion of the classical, rather static (from an architectural point of view) power
system to a dynamic, continuously reconfiguring system of individual decision
makers (e.g. as described in [18,24]) also leads to distributed problems. Thus,
the seminal work of [43] identified the need for decentralized control. Examples
for VPP are given in [14,27]. An overview on existing control schemes and a
research agenda can e.g. be found in [22,31].

In order to additionally address the integration of the current market situ-
ation as well as volatile grid states, [24] introduces the concept of a dynamic
virtual power plant (DVPP) for an on demand formation and situational com-
position of energy resources to a jointly operating VPP. In that approach VPPs
gather dynamically together with respect to concrete electricity products at an
energy market and will diverge right after delivery. Such dynamic organization
even more relies on assumptions and predictions about individual flexibilities of
each (possibly so far unknown) energy unit when going into load planning.

Anyway, a general problem for all algorithms is the presence of individ-
ual local constraints that restrict possible operations of all distributed energy
resource within a virtual power plant. Each DER first and foremost has to serve
the purpose it has been built for. But, usually this purpose may be achieved in
different alternative ways. It is for instance the intended purpose of a CHP to
deliver enough heat for the varying heat demand in a building at every moment
in time. Nevertheless, if heat usage can be decoupled from heat production by
using a thermal buffer store, different production profiles may be used for gener-
ating the same heat production profile. This leads, in turn, to different respective
electric load profiles that may be offered as alternatives to a VPP controller. The
set of all schedules that a DER may operate without violating any technical con-
straint (or soft constraint like comfort) is the sub-search-space with respect to
this specific DER from which a scheduling algorithm may choose solution can-
didates. Geometrically seen, this set forms a sub-space F ⊆ R

d in the space of
all possible schedules.
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In [7] a model has been proposed to derive a description for this sub-space of
feasible solutions that abstracts from any DER model and its specific constraint
formulations. These surrogate models for the search spaces of different DER
may be automatically combined to a dynamic optimization model by serving as
a means that guides an arbitrary algorithm where to look for feasible solutions.
Due to the abstract formulations all DER may be treated the same by the
algorithm and thus the control mechanism can be developed independently of
any knowledge on the energy units that are controlled afterwards.

Up to now, this approach takes into account merely a hard margin that
isolates feasible and infeasible schedules. A schedule is either feasible or not.
But, for problems in real life this feasibility depends on predictions about the
initial operational state of the unit from which the schedule is operated. If this
initial state deviates from the predicted one, the schedule might or might not still
be operable. The uncertainty in predicting the initial state of the unit is reflected
by an uncertainty about the feasibility of any schedule. This fact results in a need
for a fuzzy definition of the feasible region that contains all feasible schedules of
a unit. In [6], the model given in [7] has been extended to unsupervised fuzzy
decision boundaries after [20].

In this contribution we will further elaborate on this extension. We demon-
strate the superior quality when deciding on feasibility of schedules under uncer-
tain conditions and give some additional insights into the reasons. We start with
a discussion on related work and briefly recap the used model technique before
we define the extension and propose a measure for the confidence of arbitrary
schedules. We conclude with several simulation results that support the extended
approach.

2 Related Work

2.1 Uncertainty in the Smart Grid

Several works scrutinize the problem of uncertainty within the smart grid in
general; mainly by using predefined stochastic models [1]. Uncertainty in long
term development examinations like [46] are not in the scope of this work. Lots of
work has been done in the field of wind (or photovoltaics) forecasting, e.g. [37,44],
or on integration into stochastic unit commitment approaches [40], respectively.
But, so far surprisingly low effort has been spent on integration into energy
resource modeling for the case of operability. In [41] uncertainty about demand
response is integrated directly into a multi agent decision making process, but in
an unit specific and not in an abstract way. Integrating models of correlation in
unit behaviour may be handled by using factory approaches for the scenario as
has been demonstrated for the energy sector e.g. in [5]. An example for modeling
reliability and assessment differentiated for different unit types is given in [3].
In [36] statistical models are used for observing the devices to predict possible
operations over a day. By statistically averaging over large numbers of devices,
the substantial unreliability can be reduced.
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On the other hand, a need for an abstract and unit-independent surrogate
model of individual feasible regions in distributed generation scenarios can for
example be derived from [16,25] and more recently from [35]. An example for
implementing such model is recapped in the next section.

2.2 Surrogate Models for der

Abstract surrogate models in the energy management sector are usually built
with the help of a set of feasible schedules that serve as a training set for deriving
the surrogate model. In this sense, we regard a schedule of an energy unit as
a vector sss = (s0, . . . , sd) ∈ F (Ui) ⊂ R

d with each element si denoting mean
active power generated (or consumed) during the ith time interval. FUi defines
the feasible region specifically associated with unit Ui ∈ U in the group of all
unites U . Figure 1 shows a simple 2-dimensional example for a single unit. With a
maximum of 100 % rated power (and a minimum of zero) as the only constraint,
the space of feasible schedules would be the whole unit square (or hyper-cube in
the general case) F = [0, 1]d . That would be the whole area depicted in Fig. 1.
Different constraints prohibit the use of different regions. Figure 1 shows the
following examples for constraints on the operation of a single modulating CHP:

C1 Energy Level Restrictions: Modulating CHP are usually able to vary
their electricity generation between a minimum (pmin) and a maximum (pmax)
load. Shutting down the device (p = 0) is sometimes an additional valid
option. Therefore, such constraint prohibits the region p1 ∈]0, pmin[ (C1a) and
p2 ∈]0, pmin[ (C1b).

C2 Limited Acceleration: Due to inertia effects, physical devices cannot
instantaneously change behavior. Sometimes, additional reasons prohibit a
too quick change of the energy generation level. Constraint C2 prohibits all
schedules with a difference ‖p1−p2‖ > dmax above a given threshold dmax. This
constraint also gives an example for a not continuous region. It decomposes
into C2a and C2b.

C3 Nearly Charged Storage: Every co-generation plant needs to have the
concurrently generated thermal energy used or buffered. If the buffer is nearly
charged and no heat is used, the sum p1 + p2 might be limited by an upper
bound as shown with constraint C3.

Only the remaining region (white color) represents the scope of action of the
energy resource from which schedules are to be taken for consideration during
optimization. The feasible part at the axes (zero power) has been artificially
enlarged for visualization purposes. In general it can be stated that the remaining
part usually consist of a set of (separated) regions [23]. In addition, it has been
shown in [10] that the feasible region is not always a convex polytope.

The procedure for generating the training set starts with initializing a unit
behavior model with a parametrization from the physical unit or – in case of
simulation – from its simulation model. These parameters may be directly read
from the unit controller reflecting its current operation state or may be further
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Fig. 1. Geometrical interpretation of operable schedules and exemplary restricting
technical constraints of a modulating co-generation unit after [10].

projected onto a future state using the current operation schedule and predictions
on future operation conditions.

Whereas in the first case exact parameters are derived, the latter case usu-
ally suffers from uncertainty from different forecast sources. The initialization
defines the initial state of the unit at the starting point from whence alternative
schedules are to be determined by sampling a behavior model which simulates
the future flexibilities of the energy unit. If the initial operational state of the
unit at the start of the time frame over which the energy load is balanced or
optimized is fixed, a surrogate model can be derived that abstracts from the
specific unit at hand and allows for an ad hoc integration at runtime into the
scheduling algorithm.

Appropriate black-box models based on support vector approaches have been
presented e.g. in [7]. We will briefly recap this technique before extending the
ideas to uncertainty integration. The model is based on support vector data
description (SVDD) as introduced by [39]. The goal of building such a model is
to learn the feasible region of the schedules of a DER by harnessing SVDD to
learn the enclosing boundary around the whole set of operable schedules.

We will briefly introduce the SVDD approach as for instance described in
[2,7]. The modeling task is achieved by determining a mapping function Φ :
X ⊂ R

d → H, with xxx �→ Φ(xxx) such that all data points from a given region X is
mapped to a minimal hypersphere in some high- or indefinite-dimensional space
H. Actually, the images go onto a manifold whose dimension is at maximum the
cardinality of the training set [33]. The minimal sphere with radius R and center a
in H that encloses {Φ(xxxi)}N can be derived from minimizing ‖Φ(xxxi)−a‖2 ≤ R2+ξi
with ‖ · ‖ denoting the Euclidean norm and with slack variables ξi ≥ 0 that
introduce soft constraints for sphere determination. Introducing βββ and µµµ as the
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Lagrangian multipliers, the minimization problem for finding the smallest sphere
becomes

L(ξξξ, µµµ, βββ) = R2 −
∑
i

(R2 + ξi − ‖Φ(xxxi) − a
2
)‖βi

−
∑
i

ξiµi +C
∑
i

ξi.
(1)

C
∑

i ξi is a penalty term and determines size and accuracy of the resulting sphere
by determining the number of rejected outliers. Usually, C reflects an a priori
fixed rejection rate.

After introducing Lagrangian multipliers and further relaxing to the Wolfe
dual form, the well known Mercer’s theorem may be harnessed for calculating
dot products in H by means of a Mercer kernel in data space: Φ(xxxi) · Φ(xxx j) =
k(xxxi, xxx j); cf. [33]. In order to gain a more smooth adaption, it is known [2] to be
advantageous to use a Gaussian kernel:

kG(xxxi, xxx j) = e− 1
2σ2

‖xxxi−xxx j‖2

. (2)

Putting it all together, the equation that has to be maximized in order to deter-
mine the desired sphere is:

W (βββ) =
∑
i

k(xxxi, xxxi)βi −
∑
i, j

βiβ jk(xxxi, xxx j). (3)

With k = kG we get two main results: the center a =
∑

i βiΦ(xxxi) of the sphere in
terms of an expansion into H and a function R : Rd → R that allows to determine
the distance of the image of an arbitrary point from a ∈ H, calculated in R

d by:

R2(xxx) = 1 − 2
∑
i

βikG(xxxi, xxx) +
∑
i, j

βiβ jkG(xxxi, xxx j). (4)

Because all support vectors are mapped right onto the surface of the sphere,
the radius RS of the sphere S can be easily determined by the distance of an
arbitrary support vector. Thus the feasible region can now be modeled as

F = {xxx ∈ R
d |R(xxx) ≤ RS} ≈ X . (5)

Initially, such models have for example been used for handwritten digit or
face recognition, pattern denoising, or anomaly detection [12,28,32]. A relatively
new application is that of modeling feasible regions and constraint abstraction for
distributed optimization problems especially in the field of energy management,
e.g. as used in [16].

Using SVDD as surrogate model within a VPP control algorithm starts with
generating a training set of feasible schedules for a specific energy unit with
the help of a simulation model of this unit [9]. Thus, a schedule is a vector
xxx ∈ R

d consisting of d values for mean active power to be operated during the
respective time inerval. In a first step, the simulation model is parametrized
with the estimated initial operation state of the unit (e.g. the temperature of
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Fig. 2. Scheme for using SVDD as surrogate model for checking feasibility of operation
schedules in distributed energy management after [34].

a thermal buffer store attached to a co-generation plant) at the future point
in time that marks the start of the time frame for which a cluster schedule
for the VPP is to be found. A cluster schedule as result of an (distributed)
optimization process assigns a schedule to each energy unit within the VPP such
that the sum of all individual schedules resembles a given target schedule (often
an energy product to be sold at market) as close as possible. This simple case is
an instance of the multiple choice constraint optimization problem [17]; for each
unit a schedule has to be chosen from the feasible region of that unit. Often,
further objectives like cost are concurrently optimized. Because the units are
not necessarily known at compile-time and in order to be able to implement the
control strategy independently, surrogates with a well-defined interface are used
for checking feasibility during optimization. In this way, a simulation model for
each unit is parametrized with a predicted initial operation state and generates
a training set of feasible schedules for training the SVDD classifier that in turn
is used by the problem solver for checking feasibility [7]. The process of checking
feasibility for the VPP case is depicted in Fig. 2.

A so far sparcely addressed problem is that of integrating uncertainty issues
in such models. A first attempt was made in [6]. Integrating uncertainty into
support vector data description has so far led to only a few approaches. For
instance, [45] introduced a fuzzy approach for the data clustering use case. With
the help of a fuzzy definition of membership that determines for each point
whether it belongs to the training set or not, they control the rate of hyper vol-
ume and outlier acceptance. Another approach with fuzzy constraint treatment
is given by [15]. A different approach is taken in [20]. An individual weighting is
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introduced allowing for a differentiated consideration of accepted errors. Thus,
data points with a higher confidence have a larger impact on the decision bound-
ary. Equation (6) shows the respective extension to (1) in the last term.

L(ξ, µ, β) = R2 −
∑
i

(R2 + ξi − ‖Φ(xi) − a‖2)βi

−
∑
i

ξiµi +C
∑
i

(κ[xxxi]ξi).
(6)

A definition of a problem specific differentiated confidence value for weighting has
so far not been introduced. Liu et al. used the SVDD distance of a first training
run as weighting for a second run. For our use case, we may later harness some
a priori information for a more specific weighting.

In Eq. (6) the last term determines the trade-off between accepted error and
hypersphere volume like the last term in Eq. (1). In contrast to the standard
version Eq. (1), each point xxxi is individually weighted according to its individual
confidence of membership to the positive class by κ[xxxi]. κ gives a measure for the
reasonability of xxxi.

We will later use this approach for modelling uncertainty in the use case of
energy management. Beforehand we briefly discuss a specialized application for
the SVDD model of feasible region: the ability to be used as decoder.

2.3 Decoders for Scheduling

In order to be able to systematically generate feasible solutions directly from the
search space model, a decoder approach had been developed on top of the support
vector model to go beyond just telling feasible and infeasible schedules apart. In
[8] the support vector decoder has been introduced. In general, a decoder is a
constraint handling technique that gives an algorithm hints on where in the free
search space to look for feasible solutions. It imposes a relationship between a
decoder solution (genotype representation) and a feasible solution (phenotype)
and gives instructions on how to construct a feasible solution [13]. For example,
[19] proposed a homomorphous mapping between an n-dimensional hyper cube
and the feasible region in order to transform the problem into a topological
equivalent one that is easier to handle. In order to be able to derive such a
decoder mapping automatically from any given energy unit model, [8] developed
an approach based on the mentioned support vector model [7].

Provided the feasible region of an energy unit has been encoded by SVDD, a
decoder can be derived as follows. The set of alternatively feasible schedules after
encoding by SVDD is represented as pre-image of a high-dimensional sphere S.
Figure 3 shows the situation. This representation has some advantageous prop-
erties. Although the pre-image might be some arbitrary shaped non-continuous
blob in R

d , the high-dimensional representation is a ball and geometrically eas-
ier to handle with the following relations: If a schedule is feasible, i.e. can be
operated by the unit without violating any technical constraint, it lies inside the
feasible region (grey area on the left hand side in Fig. 3). Thus, the schedule is
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Fig. 3. Basic idea of a decoder for constraint-handling based on SVDD [11].

inside the pre-image (that represents the feasible region) of the ball and thus its
image in the high-dimensional representation lies inside the sphere. An infeasi-
ble schedule (e.g. xxx in Fig. 3) lies outside the feasible region and thus its image
Ψ̂x lies outside the ball. But, some important relations are known: the center of
the ball, the distance of the image from the center and the radius of the ball.
One can now move the image of an infeasible schedule along the difference vec-
tor towards the center until it touches the ball. Finally, the pre-image of the
moved image Ψ̃x is calculated to get a schedule at the boundary of the feasible
region: a repaired schedule xxx∗ that is now feasible. No mathematical description
of the original feasible region or of the constraints are needed to do this. More
sophisticated variants of transformation are e.g. given in [8].

Table 1. Improved classification for a boiler with different water drawing profiles and
different variations in usage prediction.

σ/kJ draught w1 draught w2 draught w3 Δ/%

SVDD csw-SVDD SVDD csw-SVDD SVDD csw-SVDD

135 0.313 ± 0.341 0.513 ± 0.381 0.281 ± 0.324 0.501 ± 0.372 0.308 ± 0.339 0.505 ± 0.384 74.37

90 0.527 ± 0.341 0.674 ± 0.319 0.532 ± 0.340 0.699 ± 0.298 0.527 ± 0.341 0.674 ± 0.319 30.24

45 0.841 ± 0.190 0.904 ± 0.149 0.860 ± 0.187 0.918 ± 0.120 0.841 ± 0.190 0.904 ± 0.149 6.99

27 0.943 ± 0.085 0.965 ± 0.072 0.949 ± 0.081 0.969 ± 0.066 0.943 ± 0.085 0.965 ± 0.072 2.15

18 0.969 ± 0.053 0.981 ± 0.048 0.973 ± 0.047 0.984 ± 0.038 0.970 ± 0.053 0.981 ± 0.048 0.91

3 Modeling Confidence

In order to model the uncertainty in a schedule’s operability we define the confi-
dence of a schedule as the share of variations of the initial state that still allows
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Fig. 4. Integration of confidence scores and evaluation scheme for comparing both
classifiers.

operating the schedule without any modification. Let X be a set of d-dimensional
schedules xxxi that is going to serve as training set for building the SVDD model
of unit U . X has been generated by assuming operation of a unit U starting from
an initial operation state z0 ∈ ZZZU at a certain future point in time with the set
ZZZU of all possible operation states. This set is unit specific. To give an example,
ZZZU in the case of a co-generation plant might be in the simplest version the set of
assignments for the state of charge (SOC) of an associated thermal buffer store.
Let Ω(z0) bet a set of variations of z0 and F [Ω(z0)] the set of schedules xxxi ∈ X
that are operable from any state in Ω(z0) without modification. We now define
the confidence of a schedule ppp ∈ X as the ratio

κ[ppp] = P(ppp ∈ F [Ω(z0)]|ppp ∈ F [z0]) =
|{ppp|ppp ∈ F [z]∀z ∈ Ω(z0)}|

|Ω(z0)| . (7)

In this way, the confidence is the probability of still being operable if a given vari-
ation is applied to the initial operation state that had been taken as assumption
for generating the training set of feasible schedules.

The question that remains open is the definition of actual variation in initial
states in the real world. The actual design of such variation highly depends on
the unit type at hand and on its embedding into the actual operation site. For
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this reason, this question cannot be answered in general here. In this paper we
define variations for our simulations in a scenario specific way.

By using Eq. (6) instead of Eq. (1) in the SVDD part of the surrogate model
for the feasible regions of energy units (and for the derived decoder) and by using
the expectation value of the feasibility of a schedule under changed conditions
for the units operations as defined in (7) as a score for the confidence of the
schedule, we define the confidence score weighted extension to the surrogate
model (csw-SVDD) used in [7].

4 Results

We tested the approach with a simulation study. For this purpose we used appli-
ances with a characteristics that allows for a well defined simulated variation
in initial operation state. We have chosen an under-counter water boiler, a co-
generation plant and a fridge as example units for electricity generation as well
as demand. All models had already been used in several studies and projects for
evaluation [8,10,16,23,26].

Fridge: A fridge allows for modelling different variations. For this first approach,
we tested two variants: variations in changing the thermal mass (different
amount of reefer cargo at start of time horizon) and variation of the expected
start temperature.

Co-generation: For co-generation plants (CHP) we modeled errors in expected
weather conditions resulting in differences for the usage of the concurrently
produced heat. Hence, we co-simulated CHP together with the heat losses of
a house based on weather forecasts.

Water Boiler: By keeping a water reservoir within a certain temperature range
by an electrical heating device, electricity consumption can be scheduled with
rather few constraints. Assuming the technical insulation setting as fixed,
losses are merely dependent on the ambient temperature difference. On the
other hand, possible variations in scheduling load depend on the predicted
usage profile for water drawing. Setting the ambient temperature fixed, the
initial state for scheduling is determined by the temperature of the water in
the tank and the profile for predicted water drawing during the scheduling
horizon. For variations, we modeled different prediction errors for the usage
profile.

In order to evaluate the improvement of the modified model we trained two
models with basically the same training set of feasible schedules generated from
the simulation model of the unit which is also used for evaluation of both surro-
gates. Figure 4 shows the setting of the basic evaluation procedure.

Each scenario comprises a specific model class for an energy unit and a pre-
diction for an initial state which serves as parametrization for instantiating a
model of the energy unit. From this model a training set X of feasible schedules
is generated. Each schedule consists of a fixed number d of values for consecutive
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Table 2. Comparison of decoding errors as portion of correctly constructed schedules
for different forecast deviations using the example of a boiler with predicted hot water
demand.

σ/kJ SVDD csw-SVDD

9 0.074 ± 0.243 0.003 ± 0.056

18 0.350 ± 0.445 0.025 ± 0.152

27 0.524 ± 0.469 0.098 ± 0.293

45 0.738 ± 0.411 0.594 ± 0.468

67.5 0.842 ± 0.355 0.804 ± 0.387

mean real power at which the unit can be operated without violating any con-
straint. This training set serves for training a classic SVDD classifier surrogate
model for testing feasibility of a given schedule without needing to use the actual
energy unit model. At the same time, each scenario contains a unit specific def-
inition of variation σ for the initial state. This variation is used to generate a
set of models, each with a random variation. Each schedule in the training set
is then checked for feasibility with each of these varied models. The expectation
value of feasibility under a certain variety of initial operation states (given the
schedule xxx was feasible under the fixed, predicted initial operation state) serves
as confidence score κ[xxx] for training a csw-SVDD. Finally, both classifiers can
be compared by using classical classifier evaluation methods [30,42]. To evaluate
the classifier performance, we calculated the confusion matrix by comparing clas-
sifier and the original model that had been used for generating the training set
and derived standard indicators for comparison [29]. Feasibility of a randomly
(equally distributed) generated schedule is tested for feasibility once with the
help of the classifier and once with the help of the unit model. In each scenario,
10000 variations have been used to find the expectation value κ.

Table 1 shows some first results for a water boiler. In this scenario we esti-
mated a given water profile for hot water drawing as predicted usage. Hot
water usage strongly determines feasibility of a given electrical profile. As varia-
tions we generated random deviations from the given water profile of a given
size by adding normally distributed values with given standard deviation σ
(negative drawings were corrected to zero for plausibility) ranging from 18
to 135 kJ per 15 min time interval. We tested scenarios with a duration of
one hour with a 15 min resolution and the following artificial drawing pro-
files: w1 = (180 kJ, 0 kJ, 0 kJ, 720 kJ), w2 = (0 kJ, 1440 kJ, 180 kJ, 540 kJ) and
w3 = (180 kJ, 90 kJ, 90 kJ, 180 kJ).

The absolute performance (depicted is the recall value) degrades fast with
growing uncertainty in both classifiers. This is as expected because of the growing
deviation from the expected initial state. Nevertheless, the csw-SVDD performs
better in all cases and the mean relative improvement and thus the advantage
grows with growing error in prediction. Table 2 shows the results (error rate
of not correctly generated schedules) for a decoder built from the respective
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Table 3. Comparison of classifier recall indicators (higher values are better) for further
scenarios.

Scenario SVDD csw-SVDD

Fridge 1 0.927 ± 0.045 0.994 ± 0.025

Fridge 2 0.747 ± 0.028 0.829 ± 0.085

CHP 0.838 ± 0.260 0.884 ± 0.226

classifier for profile 3 only. The results for the decoder part are not as good as
for the classifier model part but nevertheless significant.

For evaluating the classifiers we primarily use the recall indicator. The pre-
cision degrades in both cases significantly. This is immediately apparent. The
precision reflects the likelihood of a found schedule being feasible [29]. Because
feasibility here is checked under changed preconditions and feasibility is a prop-
erty of the schedules, precision degrades in both classifiers at approximately the
same level. The new csw-SVDD classifier for energy resources surrogate modeling
shows but a higher recall behavior, because the recall reflects the likelihood of a
found schedule being feasible even under changed conditions. But this is exactly
what is needed for the use case of checking feasibility of a schedule during energy
management operations.

Table 3 shows some further results for a 2 h time frame. For fridge 1 an
unpredictable user interaction was simulated by adding a random thermal mass
(30±5 kJ, equating to about 500 g of food with room temperature) to the reefer
cargo in the fridge. For the second fridge a variation of the predicted start-
ing temperature was introduced. In the CHP scenario the thermal demand was
varied to simulate a deviation from the weather forecast.

(a) (b)

Fig. 5. Comparison of different resulting decision boundaries. The right side also shows
resulting (bounded) support vectors. (Color figure online)
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Figure 5 gives a visual impression of the impact of confidence weights on the
SVDD training process. The decision boundary is adapted to omitting regions
with low confidence without forcing a threshold that decided explicitly whether
a given point belongs to the positive class or not. In case of an approach that
a priori excludes ill evaluated point from the training set, a from case to case
decision had to be taken from every new optimization process. The confidence
weighted approach on the other hand is unsupervised and allows the integration
into a fully automated overall process flow. The figure shows in both cases the
search space (again 2-dimensional for demonstration purposes) of a hot water
boiler. The color denotes the confidence of each schedule; the darker the higher
the probability of staying operable when things go astray. The confidence has
been determined as in the experiment from Table 3. The decision boundary of
the modified SVDD variant (brighter in color) is shifted towards schedules with
higher confidence. Figure 5(b) also shows the resulting support vectors. A subset
of the support vectors (pale color) results in so called bounded support vec-
tors in data space but outside of the enclosing envelope defined by the decision
boundary. Bounded support vectors are in general false classified schedules from
the training set. There images lie outside the sphere although they contribute
to the definition of the decision boundary. They lead to a better separation of
different clusters in the data set or in the case of confidence integration to an
unsupervised detection of undesired schedules with densities overlapping with
the density of the desired schedules [2]. This effect is due to a mean decrease of
parameter C that controls the trade-off between accepted outliers and size of the
envelope. As these bounded support vectors also have an effect on the quality of
the derived decoder, it becomes clear that the decoder does not benefit to the
same degree from the modified SVDD.

Table 4. Comparison of classifier accuracy for a simulated boiler with 24-dimensional
schedules and deviations (σ) in predicted water usage of different size in a different
number of time intervals.

σ, n SVDD csw-SVDD

60, 3 0.8431 ± 0.0939 0.9371 ± 0.0966

120, 1 0.8644 ± 0.1323 0.9507 ± 0.1051

120, 2 0.6802 ± 0.2196 0.9372 ± 0.1062

120, 3 0.5175 ± 0.2658 0.9027 ± 0.1291

Finally, Table 4 shows some results for longer time periods with 24-
dimensional schedules. Again, these are boilers; this time with variations in a
limited number of n time periods.

Due to a lack of real world data, a normal distribution of the variations has
been assumed in all simulations according to [38]. This assumption is likely to
become invalid in practice. Nevertheless, an advantage of the chosen approach
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for the csw-SVDD surrogate is the ability to derive the decision boundary unsu-
pervised from the confidence scores of the individual schedules in the training
set regardless of the underlying distributions. In this way, the approach can be
used unchanged for individual variations of newly implemented and integrated
energy resource models; even if they are introduced later at run time.

5 Conclusion

Feasibility of solutions is a crucial key factor for the success and wide acceptance
of any kind of algorithm within the future smart grid. Automation will be the key
factor to distribute electricity generation as well as responsibility for grid control.
If the future smart grid is going to shift to a system with independent and self-
dependently operated small and distributed entities, automated abstraction from
specific units and individual flexibility modeling widely becomes an essential
requirement especially for decentralized coordination algorithms.

Predictive energy management for balancing or planning electricity demand
and production according to operation schedules needs predictions of future
operation alternatives and thus information about flexibilities of all devices for
the scheduler to choose from. Meta-models as representations of individually
restricted search spaces lean on such predictions on flexibility. By using these
predictions on possible alternatives as training set, individual representations
of search spaces and their traits are learned. Whether a predicted operation
schedule in the training set is actually still operable when it comes to finally
operating the assigned (optimal) ones depends on several certain predictions that
where made while constructing the training set of probably feasible schedules.

A robust planning algorithm should take into account this uncertainty of
operability already during the planning phase. Determining an exact global opti-
mum is, in any case, not possible in practice until ex post due to uncertainties
and forecast errors. Nevertheless, the likelihood of gaining a plan that cannot be
operated due to changes in external precondition may be minimized by selecting
preferably schedules with a higher probability of being still operable even under
changed conditions.

For the use case scrutinized in this contribution, robustness of a schedule
is defined by the operability even under changed circumstances and precondi-
tions. This ability of a schedule is condensed into a confidence value that allows
individual weighting during the training phase of the search space meta-model.
Nevertheless, future work still has to derive appropriate data on real world vari-
ations.

To already achieve the mathematical goal of integration information on
uncertainty, we adapted an approach for confidence integration in classification,
added a confidence model specific for electric flexibilities for operation schedules,
and demonstrated its applicability with several use cases. The results are already
promising for the model part and call for further extension especially regarding
concrete definitions of variety and confidence for specific unit types.

Future work will have to target a better integration of uncertainty into
decoders as well. If this is achieved, a more robust scheduling within virtual
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power plants will lead to a better support for the integration of fluctuating renew-
able resources. For the case of surrogate modelling this was already improved
with the approach proposed here.
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37. Súri, M., Huld, T., Dunlop, E.D., Albuisson, M., Lefevre, M., Wald, L.: Uncertain-
ties in photovoltaic electricity yield prediction from fluctuation of solar radiation.
In: 22nd European Photovoltaic Solar Energy Conference (2007)

38. Stadler, I.: Demand Response: Nichtelektrische Speicher für Elek-
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Abstract. Argumentation mining aims at automatically extracting nat-
ural language arguments from textual documents. In the last years, it has
become a hot topic due to its potential in processing information orig-
inating from the Web in innovative ways. In this paper, we propose to
apply the argument mining pipeline to the text exploration task. First,
starting from the arguments put forward in online debates, we intro-
duce bipolar entailment graphs to predict the relation among the textual
arguments, i.e., entailment or non entailment relation. Second, we exploit
the well know formalism called abstract dialectical frameworks to define
acceptance conditions answering the needs of the text exploration task.
The evaluation of the proposed approach shows its feasibility.

1 Introduction

In the last ten years, the Textual Entailment (TE) framework [13] has gained
popularity in Natural Language Processing (NLP) applications like information
extraction and question answering, providing a suitable model for capturing
major semantic inference needs at textual level, taking into account the language
variability. Given a pair of textual fragments, a TE system assigns an entailment
or a non entailment relation to the pair. However, in real world scenarios as
analyzing costumers’ interactions about a service or a product, or online debates,
these pairs extracted from the interactions cannot be considered as independent.
This means that they need to be collected together into a single graph, e.g., all
the reviews about a certain service are collected together to understand which are
the overall problems/merits of the service.1 This combination of TE pairs into a
unique graph aims at supporting text exploration, whose goal is the extraction of
specific information from users interactions evaluated as relevant in a particular
domain or task. The challenge is thus to propose an automated framework able
to compute such relevant information starting from the TE pairs returned by
the system and collected into a graph.

1 As discussed also in the keynote talk of the Joint Symposium on Semantic Processing
(http://jssp2013.fbk.eu/).
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In this paper, we answer the research question:

– How to guide text exploration by highlighting relevant information?

Differently from standard entailment graphs [4,27] where the nodes are con-
nected by entailment relations only, in this paper we consider bipolar entailment
graphs (BEG), where the nodes are the text fragments of TE pairs, and both
relations returned by TE systems (i.e., entailment and non entailment) are con-
sidered as the graph links. A recent proposal by Cabrio and Villata [8] suggests
that TE pairs can be collected together to construct an abstract argumentation
framework [11,14] where the entailment relation is mapped with the support
relation in argumentation, and the non entailment relation is mapped with the
attack relation. Argumentation theory [14] is used to compute the set of accepted
arguments in the online debates they analyze. While we believe that strong con-
nections hold between TE and argumentation theory, we detect the following
drawbacks in their combined approach: (i) the non entailment relation is con-
sidered as equivalent to a contradiction and directly translated into an attack
relation. This is not always the case: non entailment means that the two text
spans are either unrelated or contradicting each other; (ii) the support relation
affects arguments’ acceptability only if supported arguments are also attacked
(new attacks are introduced when a support holds [11]), making the resulting
framework more complex; and (iii) applying standard acceptability semantics
[14] to TE graphs does not give the possibility to express detailed task-dependent
conditions to be satisfied, in order to have the arguments accepted.

Our research question breaks down into the following sub-questions:

– How to cast bipolar entailment graphs in the argumentation setting such that
the semantics of the relations is maintained?

– How to define specific arguments’ acceptance conditions such that information
we consider as relevant in our task is extracted?

First, we answer the research questions by adopting abstract dialectical frame-
works (ADF) [5,6], a generalization of Dung’s abstract argumentation frame-
works where different kinds of links among statements are represented. We cast
bipolar entailment graphs in abstract dialectical frameworks where the links
represent entailment and non entailment.

Second, considering positive (entailing) and negative (non entailing) links,
and the weights assigned to such links by the TE system, we define and evaluate
two acceptance conditions which allow us to extract in an automated way the
set of arguments, i.e., text fragments, relevant for our text exploration task.

The goal of the proposed framework is to highlight the information that is
relevant to explore (i.e. to understand, and in a certain sense, to summarize)
humans interactions in natural language (e.g. in a debate, or in a reviewing
service). Our proposal is a natural language based knowledge representation
framework grounded on natural language constructs rather than on a formal
pre-defined terminology. On the one side we provide an automated way to com-
pute relevant information, and on the other side we apply abstract dialectical
frameworks to a real application where texts are the primary source of knowledge.
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In the remainder of the paper, Sect. 2 compares the proposed approach to the
related work. Section 3 presents the TE framework. Section 4 introduces ADFs
and the two acceptance conditions we define. Experimental setting is described
in Sect. 5. Section 6 shows the whole pipeline over a real debate example. Con-
clusions end the paper.

2 Related Work

The term entailment graph is not new in the literature, and it has been firstly
introduced by Berant et al. [4] as a structure to model entailment relations
between propositional templates. The nodes of an entailment graph are propo-
sitional templates, i.e., a path in a dependency tree between two arguments of a
common predicate [25]. In a dependency parse, such a path passes through the
predicate; a variable must appear in at least one of the argument positions, and
each sense of a polysemous predicate corresponds to a separate template (and a
separate graph node): X subj←−−− treat#1

obj−−→ Y andX subj
subj←−−− treat#1

obj−−→ nausea

are propositional templates for the first sense of the predicate treat. An edge (u, v)
represents the fact that template u entails template v. Berant and colleagues [4]
assume a user interested in retrieving information about a target concept (e.g.,
nausea). The proposed approach automatically extracts from a corpus the set of
propositions where nausea is an argument, and learns an entailment graph over
propositional templates derived from the extracted propositions.

While Berant and colleagues [3,4] model the problem of learning entailment
relations between predicates represented as propositional templates as a graph
learning problem (to search for the best graph under a global transitivity con-
straint), we collect both entailment and non entailment relations returned by
the system to use both of them during the computation of relevant information.
In the context of the topic labeling task, Mehdad et al. [27] propose to build a
multidirectional entailment graph over the phrases extracted for a given set of
sentences (covering the same topic). Since many of such phrases include redun-
dant information which are semantically equivalent but vary in lexical choices,
they exploit the entailment graphs to discover if the information in one phrase
is semantically equivalent, novel, or more/less informative with respect to the
content of the other phrase.

Also the combination of argumentation theory and NLP is not new, and
some existing works combine NLP and argumentation theory [1,10,12,16,28,36]
with different purposes, ranging from policy making support up to recommen-
dations on language patterns using indices, to automated arguments generation.
However, only few of them [10,16,28] actually process the textual content of
the arguments, but their goals, i.e., arguments generation [10], and arguments
classification in texts [16,28] differ from ours.

Moreover, systems like Avicenna [29], Carneades [21], Araucaria [30] (based
on argumentation schemes [35]), and ArguMed [34] use natural language argu-
ments, but the text remains unanalyzed as users are requested to indicate
the kind of relationship holding between two arguments. Finally, approaches
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like [17,22,24] show the added value of applying argumentation theory to
understand on-line discussions and user opinions in decision support and busi-
ness oriented websites. Again texts here are not the source of knowledge, and the
linguistic content is not analyzed. All these approaches show the need to make
the two communities communicate and jointly address such kind of open issues.

Up to our knowledge, the only work which tries to combine TE with argu-
mentation theory is in [8]. The drawbacks of this work have been previously
detailed. For sake of completeness, we have to mention that they [8] are aware
about the first drawback we identified in their approach, i.e., the fact that the
non entailment relation is mapped to the attack relation even if the meaning of
the two is different, and they present a data-driven comparison of the meanings
of entailment/support and non entailment/attack in [9]. However, the drawback
still holds, and a more general framework is required to obtain a proper combi-
nation of TE and argumentation.

The added value of using argumentation theory in on-line discussions and
user reviews to support decision making on business oriented websites has been
shown by Gabriellini and Santini [18], while an interesting approach to support
argumentative discussions on social networks, and more precisely on Twitter, has
been explored by Gabriellini and Torroni [19,20]. We share with these approaches
the adoption of argumentation theory to support intelligent interactions with
other users or big amount of data.

Finally, in the last years, the argument mining research topic has become
more and more relevant in the Artificial Intelligence and Natural Language
Processing communities, as witnessed by the success of the ‘Argument Min-
ing’ workshop2. An interesting approach that is worth mentioning in particular
has been recently presented by Lippi and Torroni [26]. The authors propose a
method that exploits structured parsing information to detect claims without
resorting to contextual information. Even if the goal of the two approaches is
different, they go in the same direction of developing supporting systems for
users who interact with big amount of data and need to be guided to achieve an
intelligent exploration experience.

3 Bipolar Entailment Graphs

This section introduces the Textual Entailment framework (Sect. 3.1), and its
extension into bipolar entailment graphs (Sect. 3.2).

3.1 Textual Entailment

In the NLP field, the notion of Textual Entailment [13] refers to a directional
relation between two textual fragments, termed Text (T) and Hypothesis (H),
respectively. The relation holds (i.e. T ⇒ H) whenever the truth of one text
fragment follows from another text, as interpreted by a typical language user.

2 https://www.cs.cornell.edu/home/cardie/naacl-2nd-arg-mining/.

https://www.cs.cornell.edu/home/cardie/naacl-2nd-arg-mining/
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The TE relation is directional, since the meaning of one expression may usually
entail the other, while entailment in the other direction is much less certain.
Consider the pairs in Examples 1, 2, and 3:

Example 1.
T (id=3): People should be at liberty to treat their bodies how they want to.
Indeed, people are allowed to eat and drink to their detriment and even death,
so why shouldn’t they be able to harm themselves with marijuana use? This is,
of course, assuming that their use does not harm anyone else.
H (id=1): Individuals should be free to use marijuana. If individuals want to
harm themselves, they should be free to do so.

Example 2 (Continued).
T (id=2): Even if marijuana’s effects were isolated to the individual, there is
room for the state to protect individuals from harming themselves.
H (id=1): Individuals should be free to use marijuana. If individuals want to
harm themselves, they should be free to do so.

Example 3 (Continued).
T (id=4): Individuals should be at liberty to experience the punishment of a
poor choice.
H (id=2): Even if marijuana’s effects were isolated to the individual, there is
room for the state to protect individuals from harming themselves.

In Example 1, we can identify an entailment relation between T and H (i.e.
the meaning of H can be derived from the meaning of T), in Example 2, T
contradicts H, while in Example 3, even if the topic is the same, the truth
of H cannot be verified on the bases of the information present in T (i.e. the
relation is said to be unknown).3 The notion of TE has been proposed as an
applied framework to capture major semantic inference needs across applica-
tions in NLP (e.g. information extraction, text summarization, and reading
comprehension systems) [13]. The task of recognizing TE is therefore carried
out by automatic systems, mainly implemented using Machine Learning tech-
niques (typically SVM), logical inference, cross-pair similarity measures between
T and H, and word alignment.4 While entailment in its logical definition per-
tains to the meaning of language expressions, the TE model does not represent
meanings explicitly, avoiding any semantic interpretation into a meaning repre-
sentation level. Instead, in this applied model inferences are performed directly
over lexical-syntactic representations of the texts. TE allows to overcome the
main limitations showed by formal approaches (where the inference task is car-
ried out by logical theorem provers), i.e. (i) the computational costs of dealing
with huge amounts of available but noisy data present in the Web; (ii) the fact
that formal approaches address forms of deductive reasoning, exhibiting a too

3 In the two-way classification task, contradiction and unknown relations are collapsed
into a unique relation, i.e. non entailment.

4 [13] provides an overview of the recent advances in TE.
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high level of precision and strictness as compared to human judgments, that
allow for uncertainties typical of inductive reasoning. But while methods for
automated deduction assume that the arguments in input are already expressed
in some formal representation (e.g. first order logic), addressing the inference
task at a textual level opens different and new challenges from those encoun-
tered in formal deduction. Indeed, more emphasis is put on informal reasoning,
lexical semantic knowledge, and variability of linguistic expressions.

3.2 From Pairs to Graphs

As defined in the previous section, TE is a directional relation between two
textual fragments. However, in various real world scenarios, these pairs cannot
be considered as independent. This means that they need to be collected together
into a single graph. A new framework involving entailment graphs is therefore
needed, where the semantic relations are not only identified between pairs of
textual fragments, but such pairs are also part of a graph that provides an overall
view of the statements’ interactions, such that the influences of some statements
on the others emerge. Therefore, we introduce the notion of bipolar entailment
graphs (BEG), where two kinds of edges are considered, i.e., entailment and non
entailment, and nodes are the text fragments of TE pairs.

Definition 1 (Bipolar Entailment Graph). A bipolar entailment graph is a
tuple BEG = 〈T,E,NE〉 where

– T is a set of text fragments;
– E ⊆ T × T is an entailment relation between text fragments;
– NE ⊆ T × T is a non entailment relation between text fragments.

This opens new challenges for TE, that in the original definition considers
the T-H pairs as “self-contained” (i.e., the meaning of H has to be derived from
the meaning of T). On the contrary, in arguments extracted from human lin-
guistic interactions a lot is left implicit (following Grice’s conversational Maxim
of Quantity), and anaphoric expressions should be solved to correctly assign
semantic relations among arguments.

4 Text Exploration Through Argumentation

In this section, we first introduce abstract dialectical frameworks (Sect. 4.1), and
then we describe which acceptability measures we choose for our text exploration
task (Sect. 4.2).

4.1 Abstract Dialectical Frameworks

Abstract dialectical frameworks [6] have been introduced as a generalization of
Dung-style abstract argumentation frameworks [14] where each node is associ-
ated with an acceptance condition. The slogan of abstract dialectical frameworks
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is: ADF = dependency graphs + acceptance conditions, meaning that, in contrast
with Dung frameworks where links between nodes represent the type of relation-
ship called attack, in this framework different dependencies can be represented
in a flexible way.

An ADF is a directed graph whose nodes represent statements which can
be accepted or not. The links between the nodes represent dependencies: the
status (i.e., accepted, not accepted) of a node s depends only on the status of
its parents par(s), i.e., those nodes connected to s by a direct link. Each node
s is then associated to an acceptance condition Cs which specifies the exact
conditions under which argument s is accepted. Cs is a function assigning to
each subset of par(s) one of the values in or out, where in means that these
arguments are accepted and out means that they are rejected. Roughly, if for
R ⊆ par(s) we have Cs(R) = in, this means that s will be accepted if the nodes
in R are accepted and those in par(s) \ R are rejected.

Definition 2 (Abstract Dialectical Framework [6]). An abstract dialectical
framework is a tuple D = 〈S,L,C〉 where

– S is a set of statements (i.e., nodes);
– L ⊆ S × S is a set of links;
– C = {Cs}s∈S is a set of total functions Cs : 2par(s) → {in, out}, one for each

statement s. Cs is called the acceptance condition of s.

For instance, Dung-style argumentation frameworks are associated to the
ADF DDung = 〈Args, att, C〉 where the acceptance conditions for all nodes s ∈ S
is Cs(R) = in if and only if R = ∅, and Cs(R) = out otherwise. An example
of an abstract dialectical framework from [6] is visualized in Fig. 1, where grey
nodes are the accepted arguments, and acceptance conditions are expressed as
propositional formulas over the nodes. For more details see [6].
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Cs(R):

Weighted ADF

Fig. 1. Examples of ADF and weighted ADF together with the acceptance conditions
defined for nodes.

[6] underline that ADF acceptance conditions can be defined also through
positive and negative weights associated to links. In particular, they intro-
duce weighted ADFs presenting their usefulness in the specific context of legal
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argumentation, i.e., modeling five standards of proof. In this paper, we start
from weighted ADFs presented in [6], and we adapt them to represent our bipo-
lar entailment graphs. Note that weighted argumentation frameworks have been
studied also by [15], where weights are used for handling inconsistencies, but
there weights are not exploited to compute the acceptance or rejection of the
arguments. The advantage of using ADFs to model bipolar entailment graphs,
in contrast with the approach proposed in [8], is that the resulting “bipolar”
argumentation graphs are not forced to interpret the negative weighted links as
being attacks and therefore leading to a misconception about the meaning of the
non entailment relation in TE.

4.2 Extracting Meaningful Information Using ADF

To explore texts searching for information which satisfies specific constraints and
shows certain features, we adopt weighted abstract dialectical frameworks [6],
and we define two acceptance conditions such that they allow us to select, start-
ing from a bipolar entailment graph, only the information we are looking for.
First, we define a general weighted ADF (to which we map BEGs) where an
additional function is introduced to associate each link to a weight, similarly to
what was proposed in [6].

Definition 3 (Weighted Abstract Dialectical Frameworks). A weighted
abstract dialectical framework is a tuple D = 〈S,L,C, v〉 where

– S is a set of nodes;
– L ⊆ S × S is a set of links;
– C = {Cs}s∈S is a set of total functions Cs : 2par(s) → {in, out}, one for each

statement s. Cs is called the acceptance condition of s;
– v : L → W is a function associating weights to the links, where W is a set of

weights.

Mapping a BEG into a weighted ADF, we can highlight two kinds of possible
weights in bipolar entailment graphs: (i) qualitative weights, where we distin-
guish between positive vs. negative weights W = {+,−}, i.e., we consider the
entailment links as associated to a positive weight and non entailment links as
associated to a negative weight, and (ii) numerical weights, where we exploit
the weights the TE system assigns to each link as its confidence, i.e., we con-
sider a range W ∈ [−1, 1] such that the more the link weight approaches –1, the
more the system is confident it is a non entailment relation and the more the
link weight approaches 1, the more the system is confident it is an entailment
relation. Figure 1 shows an example of a weighted ADF, where Cs is described.

Starting from the defined weighted ADFs, we have now to define the accep-
tance conditions we want to adopt to guide the selection of the nodes in the graph
that we consider as relevant in our task. We consider two use cases for text explo-
ration: (a) a huge online debate composed by several arguments, and we want
to retrieve the arguments that are entailed by at least one accepted statement
and no negative link is directed against them from accepted statements; and



Natural Language Argumentation for Text Exploration 141

(b) a set of users’ interactions about a service have to be explored in order to
retrieve those statements which are highly entailed by other statements in the
BEG, and not much non entailed by other statements (i.e., if the difference
of their weights is above a certain threshold). These two domain independent
acceptance conditions represent our heuristics to retrieve inside huge bipolar
entailment graphs, the set of information satisfying the goal of our text explo-
ration task.

The two acceptance conditions are formalized as follows:

1. Cs(R) = in if and only if

∃r ∈ R : v((r, s)) ∈ {+} ∧ ∀t ∈ R : v((t, s)) /∈ {−} (1)

2. Cs(R) = in if and only if, given r, t ∈ R,

max v+((r, s)) − |max v−((t, s))| > k (2)

where k is a certain threshold.

The first acceptance condition models use case (a): statement s is accepted
if and only if R contains no node with a negative link towards s and at least
one node with a positive link towards s, i.e., no node not entailing s and at
least one node entailing s. The second acceptance condition models use case
(b): statement s is accepted if and only if the difference between the maximal
positive weight and the absolute value of the maximal negative weight is above
a given threshold k. Concerning those nodes which have no incident links (i.e.,
par(s) = ∅), we apply the following acceptance condition: Cs is in (constant
function). Note that we do not claim that these are the only possible acceptance
conditions for identifying relevant information during text exploration in BEGs.
We define such acceptance conditions because they provide us with the informa-
tion satisfying our text exploration features. However, weighted ADFs applied
to text exploration based on bipolar entailment graphs provide a flexible frame-
work such that more complex acceptance conditions can be defined depending
on the kind of information to be retrieved.

Brewka and Woltran [7] recently proposed GRAPPA, a semantical framework
that allows to define Dung-style semantics for arbitrary labelled graphs, propos-
ing acceptance functions based on multisets of labels. In this paper, we have
not explored its adoption but this is left as future work. This framework could
allow to simplify the definition of the acceptance functions thanks to the intro-
duced pattern language, enhancing the automated evaluation of our framework.
Defining new acceptance functions using such pattern language would ease the
process, allowing to better fit the users’ information need in the text exploration
task.

5 Experimental Setting

This section evaluates the automated framework we propose to support text
exploration. As a first step, we run a TE system to assign the entailment and the
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non entailment relations to the pairs of arguments. Then, a bipolar entailment
graph is built, where the arguments are the nodes of the graph, and the auto-
matically assigned relations correspond to the links of the graphs. Finally, we
adopt the abstract dialectical frameworks to define acceptance conditions for the
nodes of the bipolar entailment graph. The dataset of argument pairs on which
we run the experiments is described in Sect. 5.1, while the framework evaluation
is reported in Sect. 5.2.

5.1 Dataset

We experiment our framework on the Debatepedia dataset5 (described in [8]). It
is composed of 200 pairs, balanced between entailment and non entailment pairs,
and split into a training set (100 pairs), and a test set (100 pairs). The pairs are
extracted from a sample of Debatepedia6 debates, an encyclopedia of pro and
con arguments on critical issues (e.g. China one-child policy, vegetarianism, gay
marriages). To the best of our knowledge, it is the only available dataset of T-H
pairs that can be represented as bipolar entailment graphs.

Since [8] show on a learning curve that augmenting the number of training
pairs actually improves the TE system performances on the test set, we decided
to contribute to the extension of the Debatepedia data set manually annotating
60 more pairs (30 entailment and 30 non entailment pairs). We followed the
methodology described in [8] for the annotation phase, and we added the newly
created pairs to the original training set. We consider this enriched dataset of 260
pairs as the goldstandard in our experiments (where entailment/non entailment
relations are correctly assigned), against which we will compare the TE system
performances.

Starting from the pairs in the Debatepedia dataset, we then build a bipolar
entailment graph for each of the topic in the dataset (12 topics in the training
set and 10 topics in the test set, listed in [8]). The arguments are the nodes of
the graph, and the relations among the arguments correspond to the links of the
graphs.

To create the goldstandards to check the validity of the two proposed accep-
tance conditions, we separately applied both conditions on the bipolar entailment
graphs built using manually annotated relations. In particular, for the second
acceptance condition that consider the weights assigned on the links (see Sect. 4),
we consider the max weight of 1 to be attributed to the entailment link (max-
imal confidence on the entailment relation assignment), and the max weight of
–1 to be attributed to the non entailment link (maximal confidence on the non
entailment relation assignment).

5 The Recognizing Textual Entailment (RTE) data are not suitable for our goal, since
the pairs are not interconnected (i.e. they cannot be transformed into argumentation
graphs).

6 http://idebate.org/.

http://idebate.org/
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We are aware that the dataset we used is smaller than the datasets provided
in RTE challenges7, but we consider it as a representative test set to prove the
validity of our approach.

5.2 Evaluation

We carry out a two-step evaluation of our framework: first, we assess the TE
system accuracy in correctly assigning the entailment and the non entailment
relations to the pairs of arguments in the dataset. Then, we evaluate how much
such accuracy impacts on ADF graphs, i.e. how much a wrong assignment of
a relation to a pair of arguments is propagated in the ADF by the acceptance
conditions.

Table 1. First step evaluation (results on Debatepedia test set, i.e. 100 pairs). Systems
are trained on Debatepedia training set (160 pairs).

EOP configuration Accuracy Recall Precision F-measure

BIUTEE 0.71 0.94 0.66 0.78

EditDistanceEDA 0.58 0.61 0.59 0.59

To detect which kind of relation underlies each couple of arguments, we
experiment the EXCITEMENT Open Platform (EOP)8, that provides a generic
architecture for a multilingual textual inference platform. We tested the three
state-of-the-art entailment algorithms in the EOP (i.e., BIUTEE [32], TIE and
EDITS [23]) on Debatepedia dataset, experimenting several different configura-
tions, and adding knowledge resources.

The best results for the first evaluation step on Debatepedia are obtained
with BIUTEE, adopting the configuration that exploits all available knowledge
resources (e.g. WordNet, Wikipedia, FrameNet) (see Table 1). BIUTEE follows
the transformation-based paradigm, which recognizes TE by converting the text
into the hypothesis via a sequence of transformations. Such sequence is referred
to as a proof, and is performed over the syntactic representation of the text
(i.e. the text parse tree). A transformation modifies a given parse tree, resulting
in a generation of a new parse tree, which can be further modified by subse-
quent transformations. The main type of transformations is the application of
entailment-rules [2] (e.g. lexical rules, active/passive rules, coreference).

As baseline in this first experiment we use a token-based version of the Leven-
shtein distance algorithm, i.e. EditDistanceEDA in the EOP, as shown in Table 1.
In this table, we do not report the results of the TIE system as it is not rele-
vant with respect to the present evaluation, as we fixed EditDistanceEDA as our
baseline and the best performing system for our task in the EOP is BIUTEE.

7 http://bit.ly/RTE-challenge.
8 http://hltfbk.github.io/Excitement-Open-Platform/.

http://bit.ly/RTE-challenge
http://hltfbk.github.io/Excitement-Open-Platform/
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The obtained results are in line with the average systems performances at RTE
(∼0.65 F-measure9).

As a second step of our evaluation, we consider the impact of the best TE
configuration on the acceptability of the arguments, i.e. how much a wrong
assignment of a relation to a pair of arguments affects the acceptability of the
arguments in the ADF. We use the acceptance conditions we defined in Sect. 4 to
identify the accepted arguments both on (i) the goldstandard entailment graphs
of Debatepedia topics (see Sect. 5.1), and (ii) on the graphs generated using the
relations and the weights assigned by BIUTEE on Debatepedia (since it is the
system that obtained the best performances, see Table 1).

BIUTEE allows many types of transformations, by which an hypothesis can
be proven from any text. Given a T-H pair, the system finds a proof which
generates H from T, and estimates the proof validity [32]. Finding such a proof
is a sequential process, conducted by a search algorithm. In each step of the
proof construction the system examines all the possible transformations that
can be applied, generates new trees by applying the selected transformations,
and calculates their costs by constructing appropriate feature-vectors for them.
Eventually, the search algorithm finds the (approximately) lowest cost proof. If
the proof cost is below a threshold (automatically learned on the training set, for
details see [31]), then the system concludes that T entails H. The inverse of this
cost is normalized as a score between 0 (where T and H are completely different)
and 1 (where T and H are identical), and returned as output. In other words, the
score returned by the system indicates how likely it is that the obtained proof
is valid, i.e., the transformations along the proof preserve entailment from the
meaning of T.

In order to apply the second acceptance condition described in Sect. 4 using
the scores returned by BIUTEE as the weights on the links between nodes,
we need to have positive values (from 0 to 1) corresponding to the confidence
of BIUTEE in assigning the entailment relation to the pair, and negative val-
ues (from 0 to –1) corresponding to the confidence of BIUTEE in assigning a
non entailment relation to the pair. Since the scores that BIUTEE returns are
normalized between 0 and 1, where the threshold learned on the Debatepedia
training set is set to 0.5, we need to shift such scores on the scale demanded by
such acceptance condition, setting the threshold to 0 and normalizing the scores
produced by BIUTEE accordingly. In this new scale, (i) the more the system
is confident that there is a non entailment relation between two arguments, the
more its score (i.e. the link weight) approaches –1; (ii) the more the system is
confident that there is an entailment relation, the more its score (i.e. the link
weight) approaches 1; (iii) the more the system is uncertain about the assigned
relation, the more the system score (i.e. the link weight) approaches 0 (both on
the negative and on the positive scale).

Table 2 reports on the results of this second evaluation phase, where we eval-
uate the impact of BIUTEE on the arguments acceptability, adopting admissible

9 The F-measure is a measure of accuracy. It considers both the precision and the
recall of the test to compute the score.
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Table 2. Results of the second evaluation (Debatepedia test set). Precision (avg):
arguments accepted by the automatic system and by the goldstandard with respect to
an entailment graph; recall (avg): arguments accepted in the goldstandard and retrieved
as accepted by the automatic system.

Acc. condition # graphs avg # links per graph Precision Recall F-measure

First 10 9.1 0.89 0.98 0.93

Second 10 9.1 0.894 0.98 0.95

based semantics, with respect to a goldstandard where the relations on the links
have been assigned by human annotators (Sect. 5.1). In general, the TE system
mistakes in relation assignment propagate in the argumentation framework, but
results are still satisfying.

We are aware that in Debatepedia entailment graphs the error propagation is
also limited by (i) their size (see Table 2, column avg # links per graph); and (ii)
the heuristic we applied in computing the arguments acceptability, according to
which the arguments that have no negative incident links are accepted, augment-
ing the number of the accepted nodes in the graphs. Concerning time complexity,
the weighted ADF module takes ∼1 s to analyze a weighted ADF of 100 pairs,
returning the relevant arguments with respect to the selected acceptance con-
dition.10 The results reported in Table 2 cannot be strictly compared with the
results shown in [8], since the underlying role of the entailment relation in the
selection of the accepted argument is different. In this paper, we do not address
a comparison with the existing ADF software, such as DIAMOND and QADF11,
as the purpose of the present paper is not to evaluate the performances in com-
puting ADFs, but the goodness of our system in retrieving natural language
arguments for topics exploration. However, we plan as future research to adopt
such systems for computing the acceptability of the arguments, and to evaluate
their performances with respect to our specific task. Note that this evaluation is
not intended to evaluate the performances of argumentation systems to compute
the acceptability of the arguments12, but it is meant to show the accuracy of the
combined system (i.e., TE plus ADFs) in detecting the arguments satisfying the
specified features, so that it can be exploited for a text exploration task.

Note that the acceptance conditions could be modified to consider the fact
that the relations assigned to a pair by the system with a low confidence (around
0) are more uncertain than those assigned with a higher confidence. More specifi-
cally, for future work, we will consider to associate to the confidence values (from
−1 to 1) a probability distribution, to improve the system ability in assigning
the semantic relation to the pair, depending on the presence of the entailment
relation.

10 Complexity results for ADFs have been studied by [6].
11 http://www.dbai.tuwien.ac.at/research/project/adf/.
12 We refer the interested reader to the results of the First International Competition

on Computational Models of Argumentation [33].

http://www.dbai.tuwien.ac.at/research/project/adf/
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In general, we consider the results we obtained experimenting our framework
on the Debatepedia dataset as promising, fostering further research in this direc-
tion. An analysis of arguments returned by the acceptability conditions has been
addressed, and results show that the selected arguments contain relevant infor-
mation for the topics exploration.

6 Examples

In this section, we show discuss on two real examples how the pipeline we
described actually works. First, let us consider the BEG whose text fragments
are presented in Sect. 3. In Fig. 2, the resulting ADF1 shows the weighted ADF,
together with the nodes selected through the first acceptance condition. Note
that statement “Individuals should be free to use marijuana. If individuals want
to harm themselves, they should be free to do so” is selected as it has an incident
negative link but coming from a rejected argument, and it is entailed by “People
should be at liberty to treat their bodies how they want to. Indeed, people are
allowed to eat and drink to their detriment and even death, so why shouldn’t
they be able to harm themselves with marijuana use? [...]”.
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Fig. 2. Two examples from our dataset (ADF1 - positive/negative weights, ADF2 -
numerical weights).

Let us consider now the debate about “Gas Vehicles” from our dataset. The
arguments and their relations are as follows:

Pair id=“152” topic=“Gasvehicles” entailment=“YES”

2 (T): As the nation looks for ways to reduce air pollution from vehicles, natural gas is the ideal
environmental alternative to gasoline. For starters, natural gas is clean. (It’s the same clean-
burning natural gas that you use to cook or heat your home). Vehicles fueled with natural gas can
dramatically reduce emissions of carbon monoxide and reactive hydrocarbons-which interact with
sunlight to produce ozone, the principal com- ponent of smog. Natural Gas Vehicles also reduce
emissions of carbon dioxide, the principal “greenhouse” gas.
1 (H): Natural gas vehicles help cut emissions and fight global warming.

Pair id=“153” topic=“Gasvehicles” entailment=“YES”

3 (T): Compared with their petroleum-powered counterparts, natural gas vehicles greatly reduce
greenhouse gas emissions. The exhaust created from natural gas contains 70 percent less carbon
monoxide, nearly 90 percent less nitrogen oxide and non-methane organic gas, and virtually no
particulate matter.
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1 (H): Natural gas vehicles help cut emissions and fight global warming.

Pair id=“154” topic=“Gasvehicles” entailment=“NO”

4 (T): Natural gas hardly reduces emissions compared to petroleum. When natural gas replaces
gasoline, greenhouse gases are reduced by just 20 to 30%. When natural gas is used instead of
diesel in trucks, greenhouse gases are reduced just 10 to 20%. If diesel is almost comparable, then
it makes more sense to fund that as a stop gap as that infrastructure is already in place.
3 (H): Compared with their petroleum-powered counterparts, natural gas vehicles greatly reduce
greenhouse gas emissions. The exhaust created from natural gas contains 70 percent less carbon
monoxide, nearly 90 percent less nitrogen oxide and non-methane organic gas, and virtually no
particulate matter.

Pair id=“155” topic=“Gasvehicles” entailment=“YES”

5 (T): Natural gas is much cleaner-burning than gasoline. According to the Environmental Protec-
tion Agency, natural gas can reduce carbon-monoxide emissions by 90 to 97 percent and nitrogen-
oxide emissions by 35 to 60 percent when compared with gasoline. Natural gas can also potentially
reduce non-methane hydrocarbon emissions by 50 to 75 percent, while producing fewer carcino-
genic pollutants and little or no particulate matter.
3 (H): Compared with their petroleum-powered counterparts, natural gas vehicles greatly reduce
greenhouse gas emissions. The exhaust created from natural gas contains 70 percent less carbon
monoxide, nearly 90 percent less nitrogen oxide and non-methane organic gas, and virtually no
particulate matter.

Pair id=“156” topic=“Gasvehicles” entailment=“NO”

6 (T): On the surface, natural gas cars seem alright, but the topic becomes a bit different when
these cars are competing against “zero emission” alternatives such as electric cars that are pow-
ered utilizing a solar grid.
1 (H): Natural gas vehicles help cut emissions and fight global warming.

Pair id=“157” topic=“Gasvehicles” entailment=“YES”

7 (T): Natural gas vehicles run on natural gas, a fossil fuel, so emit significant amounts of green-
house gases into the atmosphere, albeit smaller amounts than gasoline-fueled cars (roughly 30%
less). If our goal is to aggressively fight global warming, does it make sense to invest in slightly
cleaner technologies, or fully 0-emission ones? If we are serious about combating global warming,
we should be focusing our energies and investments solely on 0-emission electric vehicles.
6 (H): On the surface, natural gas cars seem alright, but the topic becomes a bit different when
these cars are competing against “zero emission” alternatives such as electric cars that are pow-
ered utilizing a solar grid.

Pair id=“158” topic=“Gasvehicles” entailment=“NO”

8 (T): Natural gas is the cleanest transportation fuel available today. The important conclusion
is that, if we want to immediately begin the process of significantly reducing greenhouse gas emis-
sions, natural gas can help now. Other alternatives cannot be pursued as quickly.
6 (H): On the surface, natural gas cars seem alright, but the topic becomes a bit different when
these cars are competing against “zero emission” alternatives such as electric cars that are pow-
ered utilizing a solar grid.

Pair id=“159” topic=“Gasvehicles” entailment=“YES”

9 (T): Gasoline vehicles can be converted to run on natural gas. This means that heavy-polluting
vehicles can be transformed into much lower-emission vehicles. This is key, as the millions of
gasoline vehicles on the road currently cannot be immediately removed from the road.
1 (H): Natural gas vehicles help cut emissions and fight global warming.

Pair id=“160” topic=“Gasvehicles” entailment=“NO”

10 (T): Gasoline/petrol vehicles converted to run on natural gas suffer because of the low com-
pression ratio of their engines, resulting in a cropping of delivered power while running on natural
gas (10%-15%). This inefficiency is costly economically and in terms of global warming.
9 (H): Gasoline vehicles can be converted to run on natural gas. This means that heavy-polluting
vehicles can be transformed into much lower-emission vehicles. This is key, as the millions of
gasoline vehicles on the road currently cannot be immediately removed from the road.

Pair id=“161” topic=“Gasvehicles” entailment=“NO”

11 (T): Natural gas will simply relieve demand pressures on coal and petroleum and, subsequently,
decrease prices. This will only make it easier for people to buy and consume oil and coal. Natural
gas will not, therefore, replace coal and petroleum. It will only add to the absolute amount of
fossil fuels we are burning, and greenhouse gases we are emitting.
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1 (H): Natural gas vehicles help cut emissions and fight global warming.

Pair id=“162” topic=“Gasvehicles” entailment=“NO”

12 (T): Methane is a much worse greenhouse gas than C02. Methane is very prominent within
“natural gas”. This is of concern because the drilling and transportation of natural gas will
inevitably lead to leaks and large-scale “spills” that will release this highly harmful gas into the
atmosphere and contribute substantially to global warming. These risks should not be taken.
1 (H): Natural gas vehicles help cut emissions and fight global warming.

In Fig. 2, ADF2 shows the weighted ADF we obtain for this debate, where
the links are weighted with the confidence the TE system associates to the
assigned relations. In this case, we first assign to the arguments the acceptability
degree computed following the formula of the second acceptance condition, and
if the computed value is above the threshold the argument is selected, i.e., it
is evaluated as in, otherwise it is discarded. Note that the resulting selected
arguments (in grey) satisfy the second heuristics we proposed, and returns a
coherent set of arguments with respect to the text exploration task.

7 Conclusions

The text exploration task aims at retrieving from natural language texts mean-
ingful information with respect to the user needs. In this paper, we propose to
combine natural language processing techniques, namely the textual entailment
framework, with argumentation-based reasoning ones, namely abstract dialec-
tical frameworks, to address this challenging task. We introduce the notion of
bipolar entailment graph in order to cast the information returned by the TE
framework into a bipolar graph, where both entailment and non entailment edges
are represented. Then, we exploit ADFs to represent in a formal way the goal
of the text exploration task, i.e., to retrieve all those arguments that are more
supported than attacked. We propose two heuristics for text exploration, and
we show the feasibility of the proposed approach on a dataset of online debate
interactions. Concrete examples from the dataset are presented and discussed.
The evaluation shows the feasibility of the proposed approach and encourage
further research in this direction. Both the enriched Debatepedia dataset (260
pairs), and the generated ADF are available for research purposes.13

As for future work, we will test further acceptance conditions to suit different
information needs from the users. Moreover, we are currently studying how to
integrate sentiment analysis techniques in our combined framework: the idea
is that the polarity associated to the arguments can be used to define more
insightful acceptance conditions. In this way, the text exploration task will take
into account the polarity of the arguments and the relations among them.
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Abstract. Classification of high-dimensional time series with imbal-
anced classes is a challenging task. For such classification tasks, the
cascade classifier has been proposed. The cascade classifier tackles high-
dimensionality and imbalance by splitting the classification task into
several low-dimensional classification tasks and aggregating the inter-
mediate results. Therefore the high-dimensional data set is projected
onto low-dimensional subsets. But these subsets can employ unfavor-
able and not representative data distributions, that hamper classifiction
again. Data preprocessing can overcome these problems. Small improve-
ments in the low-dimensional data subsets of the cascade classifier lead
to an improvement of the aggregated overall results. We present two
data preprocessing methods, instance selection and outlier generation.
Both methods are based on point distances in low-dimensional space.
The instance selection method selects representative feasible examples
and the outlier generation method generates artificial infeasible exam-
ples near the class boundary. In an experimental study, we analyse the
precision improvement of the cascade classifier due to the presented data
preprocessing methods for power production time series of a micro Com-
bined Heat and Power plant and an artificial and complex data set. The
precision increase is due to an increased selectivity of the learned deci-
sion boundaries. This paper is an extended version of [19], where we have
proposed the two data preprocessing methods. In this paper we extend
the analysis of both algorithms by a parameter sensitivity analysis of
the distance parameters from the preprocessing methods. Both distance
parameters depend on each other and have to be chosen carefully. We
study the influence of these distance parameters on the classification
precision of the cascade model and derive parameter fitting rules for the
μCHP data set. The experiments yield a region of optimal parameter
value combinations leading to a high classification precision.

Keywords: Time series classification · High-dimensional classification ·
Imbalanced learning · Data preprocessing

1 Introduction

Classification of high-dimensional data sets with imbalanced or even severely
imbalanced classes is influenced by the curse of dimensionality. This is also true
c© Springer International Publishing AG 2017
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for time series classification tasks, where the ordering of the features (time steps)
is important, [1]. Such tasks can be e.g., energy time series, where neighbor-
ing time steps are correlated. For these high dimensional time series classifica-
tion tasks with imbalanced classes we have proposed the cascade classification
model [18]. This model employs a cascade of classifiers based on features of over-
lapping time series steps. Therefore the high-dimensional feasible time series are
projected on all neighboring pairs of time steps. In the low-dimensional space of
the data subsets, the curse of dimensionality is no longer a problem.

Classification precision depends strongly on the distribution of the under-
lying data set, [16]. Therefore, an improvement of the data distribution could
improve classification precision. Time series classification tasks with a cascade
classifier have mainly two reason for unfavorable data distributions. Beside the
original often not homogeneous distribution of the time series in feature space,
the projection of feasible time series leads to an inhomogeneous distribution in
low-dimensional space. A selection of more homogeneously distributed feasible
examples (instances) would lead to an improvement in classification precision
for a constant number of training examples or decrease the number of training
examples, that are necessary to achieve a certain classification precision. In [19]
we have proposed a resampling algorithm for feasible low-dimensional examples.
The algorithm is based on distances between nearest neighbors. If the distance
is greater than a certain threshold, the respective example is part of the new
more homogeneous data set.

Additionally, infeasible examples can further improve the classification pre-
cision by increasing the selectivity of the decision boundaries, [27]. If there are
enough infeasible examples, binary classification can be applied and yield bet-
ter results than one-class classification, see [3]. But even if there are infeasible
examples available in high-dimensional space, they can not be used for training
of the low-dimensional classifiers. Energy time series e.g., are only feasible, if all
time steps are feasible. Due to this property infeasible power production time
series projected to low-dimensional space can be located in the region of feasible
ones. Since projection of high-dimensional infeasible examples does not work,
we have proposed a sampling procedure for artificial infeasible examples for the
low-dimensional data subsets in [19]. Sampling of artificial infeasible examples
is based on minimal distances to the nearest feasible neighbor. The infeasible
examples are generated near the class boundary to improve the selectivity of the
classifiers.

This paper is an extended version of [19]. The experiments in the original
paper revealed that both distance parameters in the preprocessing methods have
to be chosen carefully. Therefore we analyze additionally the combined effect of
the distance parameters on the cascade classifier precision in this paper. We con-
duct the sensitivity analysis exemplarily for the combined heat and power plant
power output data set and derive parameter fitting rules for the preprocessing
methods.

This paper is structured as follows. In Sect. 2, we provide an overview
on related work, instance selection, generation of artificial infeasible examples
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(outliers) and sensitivity analysis. In Sect. 3 we describe the cascade classification
approach and in Sect. 4 we introduce our data preprocessing methods to improve
the cascade classifier. In Sect. 5, we compare the classification precision of the
cascade approach with and without data preprocessing in an experimental study.
This study is conducted on simulated micro combined heat and power plant
(μCHP) data and an artificial complex data set. A sensitivity analysis of the
distance parameters from the data preprocessing methods is presented in Sect. 6.
In Sect. 7, we summarize and draw conclusions.

2 Related Work

In classification tasks, a lot of problems can arise due to not optimally distrib-
uted data, like not representative data samples or inhomogeneously distributed
samples.

For the cascade classifier, [18], the projection of the feasible examples from
high to low-dimensional space leads to additional inhomogeneity in the dis-
tribution of feasible examples. Unfavorable data distributions hamper classifi-
cation, [16]. But data preprocessing methods that select representative exam-
ples from the data set and maintain the integrity of the original data set
while reducing the data set can help to overcome the classification problems.
Depending on the data distribution and the application several instance selec-
tion (also called record reduction/numerosity reduction/prototype selection)
approaches have been developed. Beside data compression and classification
precision improvement instance selection also works as noise filter and proto-
type selector, [4,24,25]. In the last years, several instance selection approaches
have been proposed and an overview can be found e.g., in [9,13,17]. Based on
these algorithms advanced instance selection algorithms e.g. based on ensem-
bles, [4], genetic algorithms, [24] or instance selection for time series classification
with hubs, [23] were developed. But all these instance selection approaches have
more or less high computational complexity, because they are developed for d-
dimensional data sets, while the cascade classifier has several similar structured
data subsets in low-dimensional space. Therefore, we propose a simple and fast
instance selection method for low-dimensional space.

As far as infeasible examples (outliers, counter examples) can improve (one-
class) classification, [27], algorithms to sample infeasible examples have been
proposed. One such algorithm generates counter examples around the feasible
class based on points near the class boundary, [2]. Another algorithm presented
in [22] can sample outliers from a hyperbox or a hypersphere, that cover the tar-
get object (feasible class). The artificial infeasible examples of these algorithms
comprise either high computational complexity or contain some feasible exam-
ples. But the cascade classifier requires a fast and simple sampling approach for
all low-dimensional data subsets, where the generated infeasible examples are
located in the region of the infeasible class. Thus we propose an artificial outlier
generation method for the data subsets of the cascade classifier.

Instance selection and outlier generation are applied to increase classification
precision of the cascade classification model. The magnitude of precision increase
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depends on the one hand on the application and on the other hand on the
parametrization of the data preprocessing methods.

This influence of the preprocessing method parametrization on the classifi-
cation precision can be analyzed with a sensitivity analysis. Sensitivity analysis
(SA), also known as elastic theory, response surface methodology or design of
experiment, examines the response of model output parameters to input para-
meter variations. For the sensitivity analysis of mathematical and statistical
models several methodes have been proposed see e.g., [5,8,10,15,26]. Sensitivity
analysis is e.g., applied to data mining models in [7,8] to analyze the black box
behaviour of data mining models and to increase their interpretability. Several
sensitivity analysis methods have been proposed in literature for local, global
and screen methods, see [12]. Local methods are used to study the influence
of one parameter on the output, while all other parameters are kept constant.
Global methods are used to evaluate the influence of one parameter by varying
all other parameters as well. Screen methods are used for complex tasks, where
global methods are computationally too expensive.

Concerning the influence of data preprocessing parameters on the cascade
model precision, only some parameters are of interest and therefore local methods
are appropriate. The simplest approach is the one-at-a-time method (OAT), [10]
where one parameter is varied within a given parameter range, while all other
parameters are kept constant. The influence of the input parameters on the
model output can be determined qualitatively e.g., with scatter plots or quanti-
tatively e.g., with correlation coefficients or regression analysis, see [8,10].

3 Cascade of Overlapping Feature Classifiers

In this section, we introduce the cascade approach for time series classifica-
tion [18]. As the classification of the high-dimensional time series is difficult, a
step-wise classifier has been proposed. The cascade classification model is devel-
oped for high-dimensional binary time series classification tasks with (severely)
imbalanced classes. The small interesting class is surrounded by the other class.
Both classes fill together a hypervolume, e.g. a hypercube. Furthermore the cas-
cade classifier requires data sets with clearly separable classes, where the small
interesting class has a strong correlation between neighboring features (time
steps). The low-dimensional data subsets of the small class should preferably
employ only one concept (cluster) and a shape, that can be easily learned.

The model consists of a cascade of classifiers, each based on two neighbor-
ing time series steps (features) with a feature overlap between the classifiers.
The cascade approach works as follows. Let (x1, y1), (x2, y2), . . . , (xN , yN ) be a
training set of N time series xi = (x1

i , x
2
i , . . . , x

d
i )

T ∈ R
d of d time steps and

yi ∈ {+1,−1} the information about their feasibility. For each 2-dimensional
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1 ), y1), . . . , ((x

j
N , xj+1

N ), yN ) (1)
a classifier is trained. All d − 1 classification tasks can be solved with arbitrary
baseline classifiers, depending on the given data. Single classifiers employ simi-
larly structured data spaces and thus less effort is needed for parameter tuning.
Most of the times only feasible low-dimensional examples are available and in this
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case baseline classifiers from one-class classification are suitable. The predictions
f1, . . . , fd−1 of all d − 1 classifiers are aggregated to a final result

F (x) =
{

+1 if fi �= −1 ∀i = 1, . . . , d − 1
−1 else (2)

for a time series x. A new time series x is feasible, only if all classifiers in the
cascade predict each time step as feasible The cascade classification approach
can be modified and extended, e.g., concerning the length of the time series
intervals, respectively the dimensionality of the low-dimensional data subsets.

4 Data Preprocessing Methods

In this section the two data preprocessing methods for the cascade classification
model are presented. Both methods operate on the low dimensional training sub-
sets. The low-dimensional subsets fulfill the cascade model requirements. Both
classes are clearly separable. The low-dimensional subsets incorporate similar
structures in feature space and employ values in the same ranges for all time
steps (features). For convenience all features are scaled, preferably to values
between 0 and 1. Scaling of the features allows the use of the same parametriza-
tion for the data preprocessing methods for all low-dimensional subsets of the
cascade classifier.

In the following we present two data preprocessing methods, an instance
selection algorithm and an outlier generation algorithm for 2-dimensional train-
ing subsets. But just like the dimensionality of the low-dimensional subsets of the
cascade approach could be changed, the proposed data preprocessing methods
could be also applied to data subsets of other dimensionality.

4.1 Selection of Feasible Examples

Selection of feasible examples is an instance selection method for the low-dimen-
sional feasible training subsets of the cascade classifier. The goal is to achieve
more representative training examples by homogenizing the point density of the
training subsets, see Fig. 1.

(a) Initial distribution (b) Resampled features

Fig. 1. 1000 examples of the 95th and 96th dimensions of the feasible class of the
μCHP data set (initial and resampled).
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The example figures for selection of feasible examples show an increase in
the point density in the upper right corner and a decrease in the point density
in the lower left corner, see Fig. 1(b) in comparison to the original distribution
shown in Fig. 1(a). Homogenization is achieved by selecting feasible examples
for the training subsets based on the distance to the nearest feasible neighbors.
Therefore a large set of feasible examples is needed, from which representative
examples can be chosen. We assume that the inhomogeneous distribution of the
training examples and their rarity in some regions is due to relative rarity. Rel-
ative rarity means examples are observed (sampled) less frequently than others,
see e.g., [11]. But the rare examples constitute a certain percentage of a data set
and an increase of the number of examples in the data set increases the absolute
number of rare examples. If the rarity would be an absolute rarity, the absolute
number of rare examples could not be increased with an increase of examples
in the data set, see e.g., [11]. For this reason selection of feasible examples can
only increase homogeneity of training examples, if rarity is relative. Based on
the data properties resulting from the cascade classifier and the above described
requirements, selection of sn feasible examples works as follows for each low-
dimensional training subset, see Algorithm 1.

Algorithm 1. Selection of feasible examples.

Require: 2-dimensional data set X with n feasible examples
1: choose t start examples S from X
2: repeat
3: choose t new examples E from X
4: calculate euclidean distance δ of the examples in E to their nearest neighbors

in S
5: if δ ≥ ε then
6: append respective examples to S
7: end if
8: until all n examples are processed
9: shuffle S

t feasible examples are chosen from the given data set X. These t examples
are the first examples of the homogenized training set S. Then t new examples
(set E) are taken and the distance between them and their nearest neighbors in
S is computed. An example from E is added to the set S if the distance δ to its
nearest neighbor in S is larger than or equals a certain distance ε. This procedure
is repeated until all examples in X are processed. The algorithm parameters t
and ε depend on each other and the data set. The number of examples used
for each comparison iteration is t ≥ 1. The upper bound for the value of t
depends on the number of selected feasible examples sn in S and should be
about (t < sn/3). The smaller ε the larger can be t. An appropriate value for ε
has to be chosen in pre-tests in such a way, that the examples in set S are more
or less homogeneously distributed for all low-dimensional training sets of the
cascade classifier. Furthermore the number of selected feasible examples sn in S
should be not much larger than the desired number of training and probably also
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validation examples. These conditions guarantee a good data representation of
the feasible class, because nearly all sn examples are used to train (and validate)
the classifier. If the data sets are scaled to values between 0 and 1, ε values from
the interval [0.0005, 0.005] can be tried as initial values.

Training examples for the cascade classifier are taken from the respective set
S for each training subset and validation examples can be also taken from the
homogenized set S or from the remaining feasible examples, that do not belong
to S.

4.2 Sampling of Infeasible Examples Near the Class Boundaries

Sampling of infeasible examples near the class boundary is an outlier generation
algorithm for low-dimensional space. The aim of this algorithm is the generation
of low-dimensional infeasible examples near the true class boundary as additional
training and or validation examples, see Fig. 2.

Fig. 2. Resampled examples of the 1st and 2nd dimension of the feasible class of
the μCHP data set with artificial infeasible examples. The feasible class shown as gray
points is surrounded by artificial infeasible examples (blue points). (Color figure online)

Low-dimensional infeasible examples are generated at a certain distance to
their nearest feasible neighbor. Due to this distance dependence to the feasi-
ble class, examples of the feasible class are required. These examples have to
represent the feasible class as good as possible and furthermore they have to
be distributed more or less homogeneously. Sampling of infeasible examples
strongly relies on the cascade classification model requirement of clearly sep-
arable classes. Additionally the class boundaries should be clear lines in low-
dimensional space. With consideration of these requirements, generation of artifi-
cial infeasible examples near the class boundaries can be applied as a second data
preprocessing method after selection of feasible examples. The algorithm works
as described in Algorithm 2 for all low-dimensional training subsets of the cascade
classifier.
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Algorithm 2. Sampling of infeasible examples.
Require: 2-dimensional data set X with n feasible examples, where the distance

between infeasibles and their feasible nearest neighbors δb � εb in about 95%
of all cases

1: Y = X + N (μ, σ) · α
2: calculate euclidean distance δb of all examples in Y to their nearest feasible

neighbors in X
3: if δb ≥ εb then
4: examples are infeasible examples (Γ )
5: end if
6: repeat
7: Y = Γ + N (μ, σ) · α
8: calculate euclidean distance δb of all examples in Y to their nearest neigh-

bors in X
9: if δb ≥ εb then

10: append example to Γ
11: end if
12: until number of examples in Γ is sufficient
13: shuffle Γ

The low-dimensional feasible examples X are perturbed with gaussian noise
N (μ, σ) · α and yield a new data set Y . Then the distance between the exam-
ples in Y and their nearest feasible neighbors in X is computed. A value in Y
belongs to the set of artificial infeasible examples Γ if the distance to the near-
est feasible neighbor δb is larger than or equals a certain value εb. To receive
enough infeasible examples around the feasible class, the above described proce-
dure is repeated with a perturbation of all examples in Γ instead of the examples
in X until the set Γ contains a sufficient number of examples. The algorithm
employs the parameter for the minimal distance between infeasible examples and
their nearest feasible neighbors εb and the gaussian distribution N (μ, σ) ·α. The
parameters depend on the distribution of feasible examples, mainly the distance
between feasible nearest neighbors ε. Therefore εb has to be chosen in such a
way, that εb � ε form the instance selection algorithm. The parameter εb has
to be chosen carefully, see Sect. 6.2. The εb value should be at least so high,
that at least 95% off all generated artificial infeasible examples lie outside the
region of the feasible class. As far as the true class boundary is not known, the
percentage of real feasible examples among the artificial infeasible ones has to be
approximated. If the distance δb between generated infeasible examples and their
nearest feasible neighbors is δb � εb for at least 95% of all generated infeasible
examples, then most of the generated infeasible examples are actually infeasible
ones. The approximation relies on the requirement, that the examples of the
feasible class are representatively and homogeneously distributed.

The closer the infeasible examples are located to the class boundary, the
greater is the improvement of classification specificity. But the closer the infea-
sible examples are located to the class boundary, the higher is the probabil-
ity, that these artificial infeasible examples could be located in the region of
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the feasible class. False artificial infeasible examples can hamper classification
improvement. Therefore a careful parametrization of the algorithm is necessary.
All in all the minimum distance εb between infeasible examples and their nearest
feasible neighbors should be as small as possible and as large as necessary.

Noise for the generation of potentially infeasible examples should scatter in
all directions without a drift. Therefore the gaussian distribution is chosen with
a mean value of μ = 0. The larger εb the larger may be the standard deviation
σ. A good initial choice is σ = 0.01. The range in which perturbed values can
be found can be stretched with the factor α. The default value is α = 1.

5 Experimental Study

In this section, the effect of the proposed data preprocessing methods on the
precision of the cascade classification approach is evaluated on two data sets.
The first data set is an energy time series data set of micro combined heat and
power plant (μCHP) power production time series. The second data set is an
artificial complex data set where the small interesting class has a Hyperbanana
shape. Banana and Hyperbanana data sets are often used to test new classifiers,
because they are considered as difficult classification tasks. Therefore we take
the test with the Hyperbanana data set as a representative result.

The experimental study is done with cascade classifiers on each data set.
Altogether three classification experiments are conducted on both data sets.
The first experiment is done without preprocessing (no prepro.), the second with
selected feasible examples (fs) and the third with selected feasibles and artificial
infeasible examples (fs + infs). For all experiments a one-class baseline classifier
is used. The third experiment is also done with binary baseline classifiers.

The experimental study is divided into a description of the data sets, the
experimental setup and the results.

5.1 Data Sets

The experiments are conducted with simulated μCHP power output time series
and an artificial Hyperbanana data set. Both data sets have 96 dimensions (time
steps, resp. features).

µCHP. A μCHP is a small decentralized power and heat generation unit. The
μCHP power production time series are simulated with a μCHP simulation
model1. The μCHP simulation model includes a μCHP model, a thermal buffer
and the thermal demand of a detached house. A μCHP can be operated in
different modes, where its technical constraints, the constraints of the thermal
buffer and the conditions of the thermal demand of the building are complied.
Power output time series can be either feasible or infeasible depending on these
constraints. The μCHP simulation model calculates the power production time

1 Data are available for download on our department website http://www.uni-
oldenburg.de/informatik/ui/forschung/themen/cascade/.

http://www.uni-oldenburg.de/informatik/ui/forschung/themen/cascade/
http://www.uni-oldenburg.de/informatik/ui/forschung/themen/cascade/
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series for feasible operation modes, but also infeasible power output time series
can be generated, where at least one constraint is violated. Due to the different
constraints the class of feasible power production time series consists of several
clusters. For convenience only such feasible power output time series are chosen,
where the power production is greater than 0 at each time step. Infeasible power
output time series are sampled from the whole volume of the infeasible class. In
data space the class of infeasible power output time series occupies a much larger
volume than the class of feasible ones, [6]. The classes are severely imbalanced,
but the experiments are conducted with equal numbers of examples from both
classes.

The feasible and infeasible μCHP power output time series are scaled accord-
ing to the maximal power production to values between 0 and 1.

Hyperbanana. As far as there is no 96-dimensional Hyperbanana data set, we
have generated a data set from the extended d-dimensional Rosenbrock func-
tion, [21].

f(x) =
d−1∑
i=1

[100(x2
i − xi+1)2 + (xi − 1)2] (3)

The small and interesting class, or here also called feasible class is sampled from
the Rosenbrock valley with f(x) < 100 and the infeasible class with f(x) >= 100
is sampled only near the class boundary to test the sensitivity of the decision
boundaries of the classifiers.

Sampling of the banana shaped valley is done by disturbing the minimum
of the extended 96-dimensional Rosenbrock function with gaussian distributed
values (N (0, 1) · β with β ∈ {40, 50, 60, 70}). The minima of the Rosenbrock
function are presented in [21] for different dimensionalities, but the minimum
for 96 dimensions is missing. Therefore we approximated the minimum with
regard to the other minima with −0.99 for the first dimension and 0.99 for all
other dimensions. The procedure of disturbing and selecting values from the
Rosenbrock valley is repeated with the sampled values until enough data points
are found. As far as it is difficult to sample the banana “arms” all at the same
time, we sampled them separately by generating points that are <or> than a
certain value and continued sampling by repeating disturbance and selection
with these values. Values from all these repetitions were aggregated to one data
set and shuffled. Finally all dimensions (features) xi of the data set are scaled
to values between 0 and 1 by xi = [xi + (min(xi) + offset)]/[max(xi) + offset −
min(xi) + offset] with offset = 0.2.

The samples generated by this procedure are not homogeneously distributed
in the Rosenbrock valley and they do not represent all Hyperbanana “arms”
equally.

The 96-dimensional infeasible examples near the class boundary are sampled
in the same way as the feasible ones but starting with the feasible Hyperbanana
samples and selecting samples in the range 100 ≤ f(x) ≤ 500.
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5.2 Experimental Setting

The experimental setting is divided into two parts: data preprocessing and classi-
fication. All calculations are done in Python. The first part, data preprocessing
(selection of feasible examples and generation of infeasible examples) is done
according to Sects. 4.1 and 4.2.

Selection of feasible examples is parametrized differently for both data sets
as a result of pre-studies. The pre-studies were conducted with different minimal
distances ε and εb and evaluated according to the number of resulting feasible
examples sn and their distribution in the 2-dimensional data subset. For the
μCHP data set instance selection is parametrized as follows, the minimal distance
between feasible examples is set to ε = 0.001 and the number of new examples
used for each iteration t is set to t = 1000. Generation of artificial infeasible
examples is parameterized with n = 15000 initially feasible examples disturbance
= N (0, 0.01) · α with α = 1 and minimal distance between infeasible examples
and their nearest feasible neighbors εb = 0.025. For the Hyperbanana data set the
instance selection parameters are set to ε = 0.002 and t = 1000 and parameters
for generating artificial infeasible examples are set to n = 20000, disturbance
= N (0, 0.02) · α with α = 1 and εb = 0.025.

The second part of the experimental study, the three classification experi-
ments, are done with the cascade classifier, see Sect. 3, with different baseline
classifiers from scikit-learn, [20], a One-Class SVM (OCSVM) and two binary
classifiers, k-nearest neighbors (kNN) and Support Vector Machines (SVMs).
The OCSVM baseline classifier is used for all three experiments. The two binary
classifiers kNN and binary SVM are used for the third experiment with both
preprocessing methods (fs + infs).

All experiments are conducted identically on both data sets except for the
parametrization. For all experiments the number of feasible training examples
N is varied in the range of N = {1000, 2000, . . . , 5000} for the μCHP data set
and N = {1000, 2000, . . . , 10000} for the Hyperbanana data set. For binary clas-
sification N infeasible examples are added to the N feasible training examples.

Parameter optimization is done with grid-search on separate validation sets
with the same number of feasible examples N as the training sets and also N arti-
ficial infeasible examples for the third experiment. For the first experiment (no
prepro.) and the second experiment (fs) the parameters are optimized according
to true positive rates (TP rate or only TP), (TP rate = (true positives)/(number
of feasible examples)).

For the third experiment, where the validation is done with N additional
infeasible examples, parameters are optimized according to accuracy (acc =
(true positives + true negatives)/(number of positive examples + number of
negative examples)). The OCSVM parameters are optimized in the ranges
ν ∈ {0.0001, 0.0005, 0.001, 0.002, . . . , 0.009, 0.01}, γ ∈ {50, 60, . . . , 200}, the
SVM parameters in C ∈ {1, 10, 50, 100, 500, 1000, 2000}, γ ∈ {1, 5, 10, 15, 20}
and the kNN parameter in k ∈ {1, 2, . . . , 26}.

Evaluation of the trained classifiers is done on a separate independent data set
with 10000 feasible and 10000 real infeasible 96-dimensional examples according
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to TP and TN values for varying numbers of training examples N . The classifi-
cation results could be evaluated with more advanced measures, see e.g. [11,14].
For better comparability of the results on both data sets and the option to dis-
tinguish effects on the classification of feasible and infeasible examples we use
the simple TP and TN values. TN values on both data sets are difficult to com-
pare, because the infeasible μCHP power output time series are distributed in
the whole region of infeasible examples, while the infeasible Hyperbanana exam-
ples are distributed only near the class boundary. As far as most classification
errors occur near the class boundary, the TN values of the Hyperbanana set are
expected to be lower than the TN values on the μCHP data set.

5.3 Results

The proposed data preprocessing methods, selection of feasible examples and
generation of artificial infeasible examples show an increase in classification pre-
cision of the cascade classifier in the experiments.

On both data sets (μCHP and Hyperbanana) data preprocessing leads to
more precise decision boundaries than without data preprocessing, see Figs. 3(a)
and 4. This can be also seen in the TP and TN values of the classification results,
see Figs. 3(b) and 5.

For the μCHP data set, all three experiments lead to TN values of 1, therefore
only the TP values are plotted in Fig. 3(b). But high TN valuess for the μCHP
data set do not necessarily mean, that further infeasible time series are classified
correctly. The applied infeasible test examples are taken from the whole volume
of the large infeasible class and therefore most of the examples are not located

(a) decision boundaries (b) Tp values

Fig. 3. Decision boundaries and TP values. The left figure showes the decision bound-
aries on the 1st and 2nd dimension of the μCHP data set trained with N = 1000
feasible (+1000 infeasible) training examples, no prepro. (dashed black), fs (dashed
green), OCSVM (fs + infs) (red), kNN (fs + infs) (olive) and SVM (fs + infs) (yellow).
The gray points indicate 500 of the selected feasible training examples and the blue
points 500 of the artificial infeasible examples. The right figure shows the corresponding
TP values on the high-dimensional data set. (Color figure online)
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near the class boundary. The first experiment without data preprocessing (no
prepro.) yields the lowest TP values of all experiments for all numbers of training
values N and the second experiment with selection of feasible examples (fs) leads
already to higher TP values. The third experiment with selection of feasible
examples and artificial infeasible examples (fs + infs) leads to different results
with the OCSVM baseline classifier and the binary SVM and kNN baseline
classifiers. While the OCSVM (fs + infs) achieves slightly lower TP values than
OCSVM (fs) in the second experiment, the binary baseline classifiers SVM (fs
+ infs) and kNN (fs + infs) achieve TP values near 1.

(a) 2d-boundaries on dim.
1/2

(b) 2d-boundaries on dim.
95/96

Fig. 4. Decision boundaries on the Hyperbanana data set trained with N = 1000
feasible (+1000 infeasible) training examples, no prepro. (dashed black), fs (dashed
green), OCSVM (fs + infs) (red), kNN (fs + infs) (olive) and SVM (fs + infs) (yellow).
The gray points indicate 500 of the selected feasible training examples and the blue
points 500 of the artificial infeasible examples. (Color figure online)

For the Hyperbanana data set with a more complex data structure, data pre-
processing influences the TP values, see Fig. 5(a) and the TN values, Fig. 5(b) of
the classification results. In the first experiment (no prepro.) and second exper-
iment (fs) the classification achieves relatively high TP values and at the same
time the lowest TN values of all experiments due to an overestimation of the
feasible class, see Fig. 4. The third experiment (fs + infs) revealed an opposed
behavior of the OCSVM baseline classifier and the SVM and kNN baseline clas-
sifiers. The OCSVM (fs + infs) achieves lower TP values than the OCSVM in the
previous experiments but also the highest TN values of all experiments. SVM
and kNN baseline classifiers with (fs + infs) achieve the highest TP values of
all experiments and at the same time lower TN values than the OCSVM (fs +
infs).

In summary, data preprocessing increases the classification precision of the
cascade classifier on both data sets. While the selection of feasible examples
increases the classification precision, artificial infeasible examples can lead to an
even greater increase depending on the data set and the baseline classifier.
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(a) TP values on a differently prepro-
cessed Hyperbanana set

(b) TN values on a differently prepro-
cessed Hyperbanana set

Fig. 5. TP and TN values on the Hyperbanana data set for different preprocessing
steps and different baseline classifiers. The legend in Fig. 5(a) is also valid for Fig. 5(b).
The green line of OCSVM (fs) in Fig. 5(a) is covered by the olive and the yellow lines.
(Color figure online)

6 Parameter Sensitivity Study and Parameter
Fitting Rules

In this section the influence of the data preprocessing distance parameters on the
cascade classifier precision is analyzed and parameter fitting rules are derived.
Therefore selection of feasible instances is applied first with different values of the
minimal distance ε between feasible nearest neighbors. Then outlier generation is
applied to the different data sets of selected feasible examples. Outlier generation
is conducted with different minimal distances εb between infeasibles and their
nearest feasible neighbors. Next a cascade classifier is built on each preprocessed
data set and the classification precision is tested on a test set. The cascade
classifier precision is measured as true positive rates (TP) and true negative
rates (TN). Based on high TP and TN values a region with optimal distance
parameter value combinations is identified.

6.1 Experimental Setup

The classification precision experiments are conducted with various combinations
of both data preprocessing distance parameter values. The experiments are per-
formed on the μCHP data set from Sect. 5.1, consisting of 239, 131 feasible and
1, 000, 000 infeasible examples.

First of all both data preprocessing methods are applied and after that the
preprocessed data sets are classified with the cascade classification model. Data
preprocessing starts with the selection of feasible examples on all 2-dimensional
data subsets of the μCHP data set. The parameter t = 100 remains constant
and the value of the distance parameter ε is increased. The ε values are chosen
with respect to the range of the power production values [0, 1] at each time step
and the number of required training and validation examples. The number of
selected feasible examples sn decreases for increasing values of ε, see Fig. 6.
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(a) functional relation between and sn (b) loglog plot of the functional relation
between and sn

Fig. 6. Functional relationship between the minimal distance between nearest feasible
neighbors ε and the number of selected examples sn of the subset with the fewest
selected examples. The selected feasible examples have to be divided into training and
validation sets or can be used only as training data while validation examples are taken
from the remaining feasible examples, that were not selected.

But the number of selected feasible examples sn, resulting from one epsilon
value, differ among the low-dimensional data subsets of the high-dimensional
data set. Therefore the smallest number sn of all low-dimensional data sets
is used for all low-dimensional data subsets resulting from the same ε value.
Overall the adapted number of selected examples sn decreases for increasing
values of ε with a power function sn = 0.0325ε−1.7610, see Fig. 6. In the pre-
vious experiments with data preprocessing for the μCHP data set in Sect. 5,
training sets with more than N = 250 feasible training examples turned out
to be reasonable for the kNN baseline classifier, see Fig. 3(b). With respect to
the minimum number of feasible training examples N and the constant parame-
trization of t = 100, we have chosen the number of feasible training examples as
N ∈ [100, 10000] examples. In the experiments we employ N = sn/2 as training
examples and the remaining sn/2 examples as validation values, therefore sn
has to be twice as large as the number of training examples sn = 2N . These
numbers of feasible training examples and the respective sn values correspond
to ε ∈ {0.001, 0.0015, 0.002, . . . , 0.0055}.

Then artificial infeasible outliers are generated for each of the new data sets
S consisting of sn selected feasible examples. Outlier generation is parametrized
as follows. Noise is taken from N (μ, σ) · α with μ = 0, σ = 0.01 and α = 1
and εb is increased for all data sets generated with the different ε values. The
εb values are chosen from {0.001, 0.002, . . . , 0.05} with εb ≥ ε. Depending on εb
the number of algorithm iterations is adapted until at least the same number
of outlier examples are generated as the respective number of selected feasible
examples sn.

Next the cascade classifiers are built on all preprocessed data sets with the k
nearest neighbor baseline classifier from scikit learn, [20]. The training sets con-
tain (N = n/2) half of the number of selected feasible examples. Additionally
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the training sets contain the same number of artificial infeasible examples as
feasible training examples. The number of nearest neighbors k for each classi-
fier is taken from k ∈ {1, 2, . . . , 26} and optimized with a validation set. The
validation set contains the same number of feasible and infeasible examples as
the training set. Feasible and infeasible examples are taken from the remaining
selected feasible ones and the remaining artificial infeasibles.

The classifiers are tested on a set of 10, 000 feasible and 10, 000 infeasible
high-dimensional examples without data preprocessing. TP and TN values of the
cascade classifier are stored for all preprocessed data sets. The cascade classifier
precision is evaluated graphically on the achieved TP and TN values according
to the underlying data preprocessing distance parameter value combinations.

6.2 Results

The cascade classifier precision yielded different TP values for the differently
preprocessed data sets shown in Fig. 7(a) and TN = 1. The high TN values are
due to the location of the infeasible high-dimensional test examples far away
from the class boundary, see Sect. 5.1.

(a) TP for different parameter com-
binations of and b

(b) regions of different parameter com-
binations with different effects

Fig. 7. The left figure shows the TP values for the differently preprocessed μCHP data
set with the corresponding distance parameter values. The two vertical dashed black
lines mark the range of reasonable ε values and the solid black line at the bottom
indicates the lowest bound for εb: ε = εb. The black line above is the contour with
TP = 0.99. The figure on the left shows the same boundary lines. Furthermore the
resulting regions are indicated. The three points in both figures mark the parameter
combinations used for Fig. 8.

Based on the TP values different regions of classification precision are identi-
fied and separated by the restrictions resulting from the distance parameters, see
Fig. 7(b). The regions of different distance parameter combinations are bounded
for this μCHP data set in the ε range and the εb range. The ε range is bounded
by the number of selected feasible examples, see Sect. 6.1. After excluding insen-
sible ε values (ε < 0.001 and ε > 0.0055), the εb values can be divided into three
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groups, too small εb values, optimal values and too large values. For each of these
groups the distribution of the preprocessed data sets and the learned decision
boundaries are shown exemplarily in Fig. 8.

(a) to small b = 0.004 (b) optimal b = 0.007 (c) to large b = 0.025

Fig. 8. Decision boundaries learned for the first and second dimension on the μCHP
data set for εb values from the different regions and a fixed value of ε = 0.002. These
parameter value combinations are marked in Fig. 7. (Color figure online)

The region of too small εb values is bounded by εb = ε at the lower bound and
the TP = 0.99 contour at the upper bound. The TP contour can be approximated
by a linear function with linear regression: εb = 3.7251ε − 0.0005. In the region
of too small εb values more or less artificial infeasible examples are generated
in the region of the feasible class. This can be seen in Fig. 8(a) showing some
artificial infeasible examples (blue points) between the gray points in the region
of feasibles. This mixture of feasible and artificial infeasible examples leads to
non smooth class boundaries and relatively low TP values.

The region of optimal epsilonb values is only described by the TP = 0.99
contour for the μCHP data set, because TN = 1 for all parameter value combi-
nations. If there would be infeasible test examples near the true class boundary,
the TN values should decrease for increasing εb values. From these decreasing
TN values a respective TN contour could be computed. This TN contour could
be used in combination with the TP contour to determine the optimal value
region. The corresponding artificial infeasible examples are distributed around
the feasible ones with a small gap in between the classes and hardly any over-
lap, see Fig. 8(b). Due to the gap feasible and infeasible examples are clearly
separable and TP and TN values are high in this region.

The region of too large εb values has a lower bound resulting from the TP
contour for the μCHP data set. But the lower bound could be also determined
by a TN contour, if there would be infeasible test examples near the true class
boundary. As far as the μCHP data set contains hardly any infeasible examples
near the class boundary, the lower bound cannot be determined by a TN contour.
But wrong classification results are due to incorrect decision boundaries. If the
εb value is too large, feasible and infeasible examples are clearly separable and
there is a large gap between the examples of both classes, see Fig. 8(c). The
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learned decision boundary is located in the middle of this gap. The larger the
gap, the further is the decision boundary away from the feasible examples. This
phenomenon is an overestimation of the feasible class and infeasible test examples
near the true class boundary would be classified as feasible.

Even though the parameter εb has to be chosen carefully, the parameter sensi-
tivity analysis yielded a region of optimal data preprocessing distance parameter
value combinations, where the cascade classifier performs best. Deviations from
the optimal parameter value combinations lead either to an over- or underesti-
mation of the feasible class with decreasing (TN) or TP values.

7 Conclusions

In this paper, we presented two data preprocessing methods to improve the
precision of the cascade classification model (selection of feasible examples and
generation of artificial infeasible examples). Both methods operate on the low-
dimensional data sets. Selection of feasible examples leads to more representa-
tive training data and artificial infeasible examples lead to more precise decision
boundaries, due to the availability of infeasible examples near the class boundary.
Depending on the baseline classifier, the application of both data preprocessing
methods yields for the μCHP power output time series data set and an artificial
and complex Hyperbanana data set the best classification precision. The appli-
cation of only selection of feasible examples and no data preprocessing yielded
always worse results, that can be observed as lower TP values on the μCHP data
set and especially very low TN values on the Hyperbanana data set. Additionally
the parameter sensitivity of the distance parameters of both data preprocessing
methods was analyzed with respect to the cascade classifier precision on the
μCHP data set. The analysis yielded a region of optimal parameter value com-
binations and their boundaries. Parameter value combinations from outside the
optimal region lead to a lower classification precision with either lower TP or
lower TN values. In the first case with lower TP values the precision decreases due
to an overlap of feasible and infeasible training examples. This overlap causes an
under estimation of the feasible class. In the second case low TN values near the
class boundary are due to a large gap between feasible and infeasible examples.
This gap leads to an over estimation of the feasible class.

Overall we recommend a careful parametrization of the data preprocessing
methods with some pre-test to increase the cascade classifier precision.

We intend to repeat the sensitivity analysis on the Hyperbanana data set
to study the behavior of infeasible examples near the class boundary, because
the analyzed μCHP data set does not have infeasible examples near the class
boundary. Furthermore we plan a comparison of traditional one class classifiers
with the cascade classification model with preprocessing.
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Abstract. Min-based possibilistic influence diagrams offer a compact
modeling of decision problems under uncertainty. Uncertainty and pref-
erential relations are expressed on the same structure by using ordinal
data. In many applications, it may be natural to represent expert knowl-
edge and preferences separately and treat all nodes similarly. This work
shows how an influence diagram can be equivalently represented by two
possibilistic networks: the first one represents knowledge of an agent and
the second one represents agent’s preferences. Thus, the decision eval-
uation process is based on more compact possibilistic network. Then,
we show that the computation of sequential optimal decisions (strat-
egy) comes down to compute a normalization degree of the junction tree
associated with the graph representing the fusion of agents beliefs and
its preferences resulting from the proposed decomposition process.

1 Introduction

Graphical decision models provide efficient decision tools. In fact, they allow a
compact and a simple representation of decision problems under uncertainty.
Most of decision graphical models are based on Influence Diagrams (ID) [17] for
representing decision maker’s beliefs and preferences on sequences of decisions to
be made under uncertainty. The evaluation of Influence Diagrams ensures opti-
mal decisions while maximizing the decision maker’s expected utilities [6,16,17].
Min-based possibilistic Influence Diagrams (PID) [10] allow a gradual expres-
sion of both agent’s preferences and knowledge. The graphical part of possi-
bilistic Influence Diagrams is exactly the same as the one of standard Influence
Diagrams. Uncertainty is expressed by possibility degrees and preferences are
considered as satisfaction degrees.

Unlike probabilistic decision theory, which is based on one expected utility
criteria to evaluate optimal decisions, a qualitative possibilistic decision theory
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[5,8] provides several qualitative utility criteria for decision approaches under
uncertainty. Among these criteria, one can mention the pessimistic and opti-
mistic utilities proposed in [7], the binary utility proposed in [12], etc. As stan-
dard Influence Diagrams, direct [10] and an indirect methods [10,13] have been
proposed to evaluate a min-based PID. Besides, Influence Diagrams represent
agent’s beliefs and preferences on the same structure and they operate on three
types of nodes: chance, decision and utility nodes. In practice, it will be easier
for an agent to express its knowledge and preferences separately. Furthermore, it
is more simple to treat all nodes in the same way. In [3], authors have proposed
a new compact graphical model for representing decision making under uncer-
tainty based on the use of possibilistic networks. Agent’s knowledge and pref-
erences are expressed in qualitative way by two distinct qualitative possibilistic
networks. This new representation, for decision making under uncertainty based
on min-based possibilistic networks, benefits from the simplicity of possibilistic
networks.

In this chapter, we show first how to decompose an initial min-based Influ-
ence Diagram into two min-based possibilistic networks: the first one represents
agent’s beliefs and the second one encodes its preferences. Then, we define the
required steps for splitting a qualitative Influence Diagram into two min-based
possibilistic networks preserving the same possibility distribution and the same
qualitative utility. Then, this decomposition process provides also the opportu-
nity to exploit the inference algorithms [1,2] developed for min-based possibilis-
tic networks to solve qualitative Influence Diagrams. This procedure allows us
to obtain a more compact qualitative possibilistic network for computing opti-
mal strategy based on the fusion of possibilistic networks. In this context, we
present an efficient and unified way of computing optimal optimistic strategy
using inference process based on the junction tree associated with the fusion of
agents beliefs and preferences networks.

This chapter is organized as follows. Next section briefly recalls basic con-
cepts of graphical frameworks for possibilistic qualitative decision: min-Based
Possibilistic Influence Diagrams and min-based possibilistic networks. Section 3
describes how the decomposition process can be efficiently used for encoding an
Influence Diagram into two possibilistic networks. Section 4 describes how propa-
gation process can be efficiently used for computing optimal optimistic strategy.
Section 5 present an experimental studies. Section 6 concludes the chapter.

2 Graphical Frameworks for Possibilistic Qualitative
Decision

2.1 Min-Based Possibilistic Influence Diagrams

A min-based possibilistic Influence Diagram, denoted by ΠIDmin(GID, πID
min,

μID
min), have two components: the graphical part which is the same as the one of

standard Influence Diagrams and the numerical part which consists in evaluating
different links in the graph. The uncertainty is expressed by possibility degrees
and preferences are considered as satisfaction degrees.
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1. A Graphical Component: which is represented by a DAG, denoted by
GID = (X ,A) where X = C ∪ D ∪ U represents a set of variables containing
three different kinds of nodes. A is a set of arcs representing either causal
influences or information influences between variables.

– Chance Nodes: are represented by circles. They represent state vari-
ables Xi ∈ C = {X1, ...,Xn}. Chance nodes reflect uncertain factors of
a decision problem. A combination x = {x1i, ..., xnj} of state variable
values represents a state.

– Decision Nodes: are represented by rectangles. They represent deci-
sion variables Dj ∈ D = {D1, ...,Dp} which depict decision options. A
combination d = {d1i, ..., dpj} of values represents a decision.

– Utility Nodes: Vk ∈ V = {V1, ..., Vq} are represented by diamonds.
They represent local utility functions (local satisfaction degrees) μk ∈
{μ1, ..., μq}.

A conventional assumption that an Influence Diagram must respect is that
utility nodes have no children.

2. Numerical Components: Uncertainty is described by means of a priori and
conditional possibility distributions relative to chance nodes. More precisely:

– For every chance node X ∈ C, uncertainty is represented by:
• If X is a root node, a priori possibility degree πID(x) will be associated

for each instance x ∈ DX , such that max
x∈DX

πID(x) = 1.

• If X has parents, the conditional possibility degree πID(x | uX)
will be associated for each instance x ∈ DX and uX ∈ DPar(X) =
×Xj∈Par(X)DXj

, such that max
x∈DX

πID(x | ux) = 1, for any uX .

– Decision nodes are not quantified. Indeed, a value of decision node Dj is
deterministic, it will be fixed by the decision maker.

Once a decision d = {d1i, ..., dpj} ∈ D is fixed, chance nodes of the min-
based ID form a qualitative possibilistic network induces a unique joint
conditional possibility distribution relative to chance node interpretations
x = {x1i, ..., xnj}, in the context of d.

πID
min(x | d) = min

i=1..n
πID(xil | uXi

). (1)

where xil ∈ DXi
and uXi

∈ DPar(Xi) = ×Xm∈Par(Xi),Dj∈Par(Xi)DXm
∪ DDj

.
– For each utility node Vk=1..q ∈ V, ordinal values μk(uVk

) are assigned to
every possible instantiations uVk

of the parent variables Par(Vk). Ordinal
values μk represent satisfaction degrees associated with local instantia-
tions of parents variables.

The global satisfaction degree μID
min(x, d) relative to the global instantiation

(x, d) of all variables can be computed as the minimum of the local satisfaction
degrees:

μID
min(x, d) = min

k=1..q
μk(uVk

). (2)

where uVk
∈ DPar(Vk) = ×Xi∈Par(Vk),Dj∈Par(Vk)DXi

∪ DDj
.
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2.2 Min-Based Possibilistic Networks

A min-based possibilistic network [12,13] over a set of variables V denoted by
Πmin = (G;π) is characterized by:

– A Graphical Component: is represented by a DAG, the nodes correspond
to variables and arcs represent dependence relations between variables.

– Numerical Components: these components quantify different links in the
DAG by using local possibility distributions for each node A in the context of
its parents denoted by UA. More precisely:

• For every root node A,a priori possibility degree π(a) will be associated
for each a ∈ DA, such that maxπ(a) = 1.

• For the rest of the nodes UA �= ∅, the conditional possibility degree
π(a|UA) will be associated for each a ∈ DA and UA ∈ DA, such that
max π(a|UA) = 1, for any UA.

The a priori and the conditional possibility degrees induce a unique joint possi-
bility distribution defined by:

πG(A1, ., An) = πmin(Ai|UAi
) (3)

Given two min-based possibilistic networks ΠG = (G;πG) and ΠG
′
= (G

′
;πG′ ),

the result of merging ΠG and ΠG
′
is the possibilistic network ΠG⊕ = (G⊕;π⊕)

[9], such that:

∀ω, πG⊕(ω) = min(πG(ω), πG′ (ω)) (4)

The syntactic counterpart of the fusion of two possibility distributions, asso-
ciated to two possibilistic networks, using the min operator is a new min-based
possibilistic network. In [9], the authors propose two principal classes for merging
min-based possibilistic networks:

– Fusion of two possibilistic networks ΠG and ΠG
′

having the same network
structure.

– Fusion of two possibilistic networks ΠG and ΠG
′
with different structures.

For more details on the fusion of possibilistic networks see [9].

3 Decomposition of Min-Based Possibilistic Influence
Diagram

This section discuss how a qualitative PID can be modeled by two possibility
distributions, one representing agent’s beliefs and the other representing the
qualitative utility. So, we propose a decomposition process of min-based PID
ΠIDmin(GID, πID

min, μID
min) into two min-based possibilistic networks:

1. Agent’s knowledge ΠKmin = (GK , π). This qualitative possibilistic network
should codify the same joint conditional possibility distribution πID

min induced
by the PID.

2. Agent’s preferences ΠPmin = (GP , μ). Again, this preference-based possi-
bilistic network must codify the same qualitative utility μID

min induced by the
PID.
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3.1 The Construction of a Knowledge-Based Qualitative
Possibilistic Network

The knowledge-based qualitative possibilistic network ΠKmin =(GK , π) encodes
agent’s beliefs. It induces a unique possibility distribution πK using Eq. 3. The
graphical component GK of the new qualitative possibilistic network ΠKmin

is defined on the set of variables Y = X ∪ D = {Y1, ..., Yn+p} of chance and
decision nodes (where n = |X | and p = |D|). The building of the knowledge-
based possibilistic network ΠKmin can be summarized by Algorithm 1.

Algorithm 1. Building knowledge-based network.
Require: ΠIDmin(GID, πID

min, μID
min), a min-based PID.

Ensure: ΠKmin = (GK , π) {knowledge-based network}
for Dj ∈ D do

Transform each decision node Dj into chance node {∀Dj ∈ D, π(djl | uDj ) = 1.}
for Xi ∈ C do

Quantify each chance node Xi {∀Xi ∈ C, π(xil | uXi) = πID(xil | uXi)}
Remove utility nodes {V1, ..., Vq}

end for
end for

The new min-based possibilistic network ΠKmin = (GK , π) induces a unique
joint possibility distribution πK defined by the min-based chain rule.

The following proposition ensures that the joint possibility distribution
induced by the new possibilistic network ΠKmin encodes the same states repre-
sented by the Influence Diagram ΠIDmin.

Proposition 1. Let ΠKmin = (GK , π) be a min-based possibilistic network
obtained using Algorithm1. The joint possibility distribution πK induced by
ΠKmin is equal to the one induced by the Influence Diagram ΠIDmin. Namely,

πK(Y1, ..., Yn+p) = πID
min(X1, ...,Xn | D1, ...,Dp) = min

Xi∈C
πID(Xi | Ui) (5)

3.2 Building Preference-Based Qualitative Possibilistic Network

The second qualitative possibilistic network ΠPmin = (GP , μ) represents agent’s
preferences associated with the qualitative utility. ΠPmin induces a unique qual-
itative utility μP using Eq. 3. This section shows that this qualitative utility is
equal to the qualitative utility μID

min (Eq. 2) encoded by the Influence Diagram
ΠIDmin. The graphical component GP of the new qualitative possibilistic net-
work ΠPmin is defined on the set of variables Z = {Z1, ..., Zm} ⊂ X ∪ D of
chance and decision nodes. The set of nodes Z represents the union of the par-
ent variables of all utility nodes {V1, ..., Vq} in the Influence Diagram. Namely,
Z = {Z1, ..., Zm} = Par(V1)∪ ...∪Par(Vq), where m = |Par(V1)∪ ...∪Par(Vq)|
represents the total of parent variables of all utility nodes in ΠIDmin. During
the construction phase of the graph GP , we need to make sure that the gen-
erated graph is a DAG structure. We should also avoid the creation of loops
at the merging step of the evaluation process [3]. So, before enumerating the
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decomposition process of an Influence Diagram ΠIDmin, the notion of topolog-
ical order generated by a DAG is recalled:

Definition 1. A Directed Acyclic Graph is a linear ordering of its nodes such
that for every arc from node Xi to node Xj, Xi comes before Xj in the ordering.
Any DAG has at least one topological ordering.

The construction of a topological ordering associated to any DAG is known to
be achieved in a linear time. The usual algorithm for topological ordering consists
in finding a “start node” having no incoming edges. Then, edges outgoing this
node must be removed. This process will be repeated until all nodes will be
visited.

We first propose a naive solution that requires a preliminary step which
consists to reduce all utility nodes into a single one. This node will inherit the
parents of all value nodes. A more advanced solution preserving the initial struc-
ture is then proposed. Hence, operating on the initial structure of the Influence
Diagram induces a more compact representation.

Decomposition Process with a Single Utility Node:
The first solution consists in reducing all utility nodes into a single one. Hence,
it amounts to perform preliminary on the initial Influence Diagram before its
decomposition. Formally, the preliminary step consists to reduce the number of
value nodes to one, noted Vr, that will inherit the parents of all value nodes
(Par(V1), ..., Par(Vq)) i.e. Par(Vr) = Par(V1) ∪ ... ∪ Par(Vq). The utility value
associated to the new utility node Vr corresponds to the minimum of utilities,
which is equivalent to the global satisfaction degree. Namely:

μr(uVr
) = μID

min(x, d) = min
k=1..q

μk(uVk
). (6)

where uVr
∈ DPar(Vr) and uVk

∈ DPar(Vk). The construction of preference-based
possibilistic network ΠPmin can be summarized by Algorithm 2.

Algorithm 2. Construction of preference-based possibilistic network.
Require: {V1, Par(V1)}, ..., {Vq, Par(Vq)}, utility nodes and their parents in the qual-

itative Influence Diagram..
Ensure: ΠPmin = (GP , μ) {preference-based possibilistic network}

Z ← {Par(V1) ∪ ... ∪ Par(Vq)}
Reduce all utility nodes to a single node Vr

Select a node Zk ∈ Par(Vr) to be child of the remaining parent variables according
to the topological ordering induced by the reduced ID
Quantifying chance node Zk { μ(zkl | uZk ) = μID

min(uVr )}
for Zj �= Zk do

Quantifying Zj {∀zjl ∈ DZj , μ(zjl) = 1.}
end for

The following proposition indicates that the min-based possibilistic network
ΠPmin = (GP , μ) constructed from the previous steps, codifies the same qual-
itative utility encoded by the qualitative Influence Diagram ΠIDmin(GID,
πID

min, μID
min).
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Proposition 2. Let ΠIDmin(GID, πID
min, μID

min) be a min-based PID. Let ΠPmin

= (GP , μ) be a min-based possibilistic network obtained using Algorithm2. The
joint qualitative utility μP induced by ΠPmin is equivalent to the one induced by
the Influence Diagram ΠIDmin. Namely,

μP (Z1, ..., Zm) = μID
min(X1, ...,Xn,D1, ...,Dp). (7)

Decomposition Process Based on the Initial Influence Diagram:
The solution proposed in this section is to try to have the structure of a
preference-based network as close as possible to the initial structure of the Influ-
ence Diagram. Hence, as we will see, operating on the initial structure of the ID
allows a more compact representation than if we have used the reduced ID. The
construction of preference-based possibilistic network ΠPmin can be summarized
by Algorithm 3.

Algorithm 3. Preference-based possibilistic network.
Require: {V1, Par(V1)}, ..., {Vq, Par(Vq)}, utility nodes and their parents in the PID.
Ensure: ΠPmin = (GP , μ) {preference-based possibilistic network}

Z ← ∅.
Child ← ∅.
for Vk ∈ {V1, ..., Vq} do

List − order(Vk) ← {Par(Vk)} ordered in the same way that the order induced
by ΠIDmin.
Candidate(Vk) ← { the variables with the last rank in the List − order(Vk)}.
Select a variable Zk ∈ Candidate(Vk) and Zk �∈ Child.
if Zk exists then

Child ← Child ∪ {Zk}./*Zk presents child in GP */
Create nodes Par(Vk) �∈ Z./*creating nodes that not appear in GP */
Create arcs from {Par(Vk) − Zk} to Zk./*creating arcs from the remaining
parent variables to the selected node Zk*/
Quantifying chance node Zk {}μ(zkl | uZk ) = μk(uVk )

else
Select a variable Zk ∈ Candidate(Vk) and |Par(Zk)| in GP is the smallest.
Create nodes Par(Vk) �∈ Z.
Create arcs from {Par(Vk) − Zk} to Zk.
Quantifying chance node Zk {μ(zkl | uZk ) = min[μ(zkl | uZk ), μk(uVk)]}

end if
for Zj ∈ Par(Vk) and Zj �= Zk do

if Zj �∈ Child then
Quantifying chance node Zj {∀zjl ∈ DZj , μ(zjl) = 1.}

end if
end for

end for

The proposed algorithm generates the qualitative min-based possibilistic net-
work ΠPmin = (GP , μ) step by step. Indeed, for each utility node, the algorithm
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selects the candidate parents that can be a child of the remaining parents in the
DAG GP under construction. These candidate nodes appear in the last rank of
the topological ordering generated by the ID. Among the candidates, if there
exists a node that has not yet been introduced in GP or it presents a root node,
so it will be selected as the child of the remaining parent variables in the DAG
GP under construction. Otherwise, if such node does not exist then it means
that all candidate nodes are already integrated in the DAG GP and they have
parents. According to the selected node status an utility will be associated to
this node. A total ignorance possibility distribution will be associated with the
remaining parent variables.

It is evident that the last solution which operates on the initial ID structure
allows a compact representation of the qualitative utility.

It should be noted that in the case of an ID with multiple utility nodes having
no common parents, the preference-based qualitative possibilistic network will
in fact be disconnected. Indeed, each component of the graph encodes local
satisfaction degrees associated to one utility node.

The following proposition shows that the qualitative possibilistic network
ΠPmin = (GP , μ), built following the previous steps, encodes the same
qualitative utility encoded by the qualitative Influence Diagram ΠIDmin

(GID, πID
min, μID

min).

Proposition 3. Let ΠIDmin(GID, πID
min, μID

min) be a min-based PID. Let
ΠPmin = (GP , μ) be a preferences-based possibilistic network obtained using
Algorithm3. The joint qualitative utility μP induced by ΠPmin is equal to the
one induced by ΠIDmin. Namely,

μP (Z1, ..., Zm) = μID
min(X1, ..., Xn, D1, ..., Dp). (8)

4 On the Computation of Optimal Optimistic Strategy

4.1 Qualitative Possibilistic Decision

The sequential decisions problem under uncertainty [15] is modeled by a finite
set of possible states of the world S = {s1, s2, ..., sn}, a set of decisions D =
{D1,D2, ...,Dm} and a set of preferences among the consequences. In the same
way, a decision D is represented by a combination of values of decision variables
Di = {d1, d2, ..., dp} chosen by a decision maker.

The problem of finding a strategy δ in sequential decisions problem under
uncertainty turns out to be intractable in systems with a large state space on a
long planning horizon. The high dimensionality of the state space is partly due
to the fact that the states are generally defined as a simple conjunction of all
the variables describing the different aspects of the state. Formally, this amounts
to define a strategy δ : S → D which assigns a decision instantiation d to any
global instantiation s of the state variables: d = δ(s). A strategy expresses the
way in which the values of decision variables are chosen, depending on the values
of the state variables observed at the time of the choice.
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In qualitative possibilistic framework, the uncertainty of the decision-maker
about the effect of strategy δ is represented by a normalized possibility distribu-
tion πδ which is a function from states to a simply ordered scale L of plausibility:
for a world ω, πδ(ω) ∈ L represents the degree of likelihood that ω is the real
state of the world and the preferences of the agent are expressed by means of
a possibility distribution representing a qualitative utility function μ taking its
values in the interval [0, 1]. The qualitative utility function μ : S × D −→ U
represents the agent’s preferences. μ takes its values in a simply orderly scale in
[0, 1]. As in Savage theory, an action is represented by a function d that asso-
ciates to a world an element of s [14]. The utility of an action (decision) d in a
state ω and whose consequence is d(ω) ∈ S can be evaluated by combining the
possibility degrees πδ(ω) and the utilities μ(d(ω)) in an appropriate manner for
all the possible states of the world.

In order to evaluate a strategy δ, two qualitative decision criteria have been
proposed in [11]. In this chapter, we only deal with optimistic decision mak-
ing where the qualitative utility function, denoted by U∗, and associated to a
strategy δ is defined by:

U∗(δ) = max
ω∈Ω

min(πδ(ω), μ(ω)) (9)

A strategy δ specifies a value d of all the decision variables D according to
the value s of all state variables. The possibility distribution πδ(ω) is computed
as follows:

πδ(ω) = min
ω∈Ω

(πK(ω), πd∧ε(ω)) (10)

Such that ε is the set of evidence updated at every step i−1 of the computation
process of the optimal optimistic utility of decision di.

πd∧ε(ω) =

⎧
⎨
⎩

1 if ω |= d ∧ ε

0 otherwise
(11)

Using Eq. 11, the optimistic utility decision U∗(δ) becomes:

U∗(δ) = max
ω∈Ω

min(min(πK(ω), μ(ω)), πd∧ε(ω))). (12)

Using technical merging of two min-based possibilistic networks (Eq. 12)
becomes:

U∗(δ) = max
ω∈Ω

min(π⊕(ω), πd∧ε(ω))). (13)

Where π⊕(ω) = min(πK(ω), μ(ω)).

Example 1. Let us consider a simple decision problem represented by a min-
based Influence Diagram ΠIDmin(GID, πID

min, μID
min). The graphical component

GID is given by Fig. 1. We suppose that all variables are binary. The numerical
components are represented in Tables 1 and 2.
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Fig. 1. An example of influence diagram.

Table 1. Initial possibility distributions associated to the PID of Fig. 1.

X1 D1 πID(X1|D1) X2 D2 πID(X2|D2)

x1 d1 1 x2 d2 .3

x1 ¬d1 .4 x2 ¬d2 1

¬x1 d1 .2 ¬x2 d2 1

¬x1 ¬d1 1 ¬x2 ¬d2 .4

Table 2. Initial qualitative utilities associated to the PID of Fig. 1.

X2 D1 D2 μ(X2, D1, D2) X2 D1 D2 μ(X2, D1)

x2 d1 d2 .2 ¬x2 d1 d2 .3

x2 d1 ¬d2 .4 ¬x2 d1 ¬d2 .6

x2 ¬d1 d2 1 ¬x2 ¬d1 d2 0

x2 ¬d1 ¬d2 .1 ¬x2 ¬d1 ¬d2 .7

This influence diagram is decomposed into two qualitative possibilistic net-
works. The first one network ΠKmin = (GK , πk) describes agent’s knowledge
and the second one ΠPmin = (GP , μ) will express its preferences. The graphical
component GK of πKmin is given by Fig. 2. The initial possibility distributions
πk are given by Tables 3 and 4.

The graphical component GP of πPmin is given by Fig. 3. The initial possi-
bility distributions associated are given by Tables 5 and 6.

Fig. 2. Knowledge-based possibilistic network associated to the PID of Fig. 1.
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Table 3. Initial possibility distributions associated to the network of Fig. 2.

D1 π(D1) X1 D1 πID(X1 | D1) X1 D1 πID(X1 | D1)

d1 1 x1 d1 1 ¬x1 d1 .2

¬d1 1 x1 ¬d1 .4 ¬x1 ¬d1 1

Table 4. Initial possibility distributions associated to the network of Fig. 2.

D2 D1 X1 π(D2|D1, X1) D1 D1 x1 π(D2|D1, X1) X2 D2 π(X2|D2)

d2 d1 x1 1 ¬d2 d1 x1 1 x2 d2 .3

d2 d1 ¬x1 1 ¬d2 d1 ¬x1 1 x2 ¬d2 1

d2 ¬d1 x1 1 ¬d2 ¬d1 x1 1 ¬x2 d2 1

d2 ¬d1 ¬x1 1 ¬d2 ¬d1 ¬x1 1 ¬x2 ¬d2 .4

Fig. 3. Preference-based possibilistic network.

Table 5. Initial possibility distributions associated to the network of Fig. 3.

D1 π(D1) D2 π(D2)

d1 1 d2 1

¬d1 1 ¬d2 1

Table 6. Initial possibility distributions associated to the network of Fig. 3.

X2 D1 D2 π(X2|D1, D2) X2 D1 D2 π(X2|D1, D2)

x2 d1 d2 .2 ¬x2 d1 d2 .3

x2 d1 ¬d2 .4 ¬x2 d1 ¬d2 .6

x2 ¬d1 d2 1 ¬x2 ¬d1 d2 0

x2 ¬d1 ¬d2 1 ¬x2 ¬d1 ¬d2 .7

The union is free of cycles, then the result of merging ΠKmin and ΠPmin

is the min-based possibilistic network ΠG⊕ = (G⊕, π⊕), where G⊕ is given in
Fig. 4.

The initial possibility distributions are given by Tables 7, 8 and 9, which are
obtained using the minimum of local distributions πk and πP .
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Fig. 4. Possibilistic network G⊕.

Table 7. The possibility distributions associated to the network of Fig. 4.

D1 π(D1) X1 D1 π(X1|D1) X1 D1 π(X1|D1)

d1 1 x1 d1 1 ¬x1 d1 .2

¬d1 1 x1 ¬d1 .4 ¬x1 ¬d1 1

Table 8. The possibility distributions associated to the network of Fig. 4.

D2 D1 X1 π(D2|D1, X1) D1 D1 x1 π(D2|D1, X1)

d2 d1 x1 1 ¬d2 d1 x1 1

d2 d1 ¬x1 1 ¬d2 d1 ¬x1 1

d2 ¬d1 x1 1 ¬d2 ¬d1 x1 1

d2 ¬d1 ¬x1 1 ¬d2 ¬d1 ¬x1 1

Table 9. The possibility distributions associated to the network of Fig. 4.

X2 D1 D2 π(X2|D1, D2) X2 D1 D2 π(X2|D1, D2)

x2 d1 d2 .2 ¬x2 d1 d2 .3

x2 d1 ¬d2 .4 ¬x2 d1 ¬d2 .4

x2 ¬d1 d2 .3 ¬x2 ¬d1 d2 0

x2 ¬d1 ¬d2 .1 ¬x2 ¬d1 ¬d2 .4

4.2 Computing Sequential Decisions Using Junction Trees

Computing the optimistic sequential decisions amounts to find the normalization
degree of the junction tree resulting from the merging of the two possibilistic
networks codifying knowledge of the agent and its preferences respectively. Note
that the construction of the junction tree is done only once. However, the prop-
agation and the initialization (which are both polynomial) are repeated for each
decision d∗

i .

Building Junction Tree J T . Min-based propagation algorithms begin by
transforming the initial graph G⊕ into a junction tree in three steps [4]:

– Moralization of the initial graph G⊕: consists in creating an undirected graph
from the initial one by adding links between the parents of each variable.

– Triangulation of the moral graph: allows to identify sets of variables that can
be gathered as clusters or cliques denoted by Ci.
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– Construction of a junction tree J T : the junction tree is built by connecting
the clusters identified in the previous step. Once adjacent clusters have been
identified, between each pair of clusters Ci and Cj , a separator Sij containing
their common variables, is inserted.

Initialization for a Conjunction of Decision di and Evidence εi−1. Once
the junction tree built, we proceed to its quantification taking into account the
decision di and the evidence εi−1 as follows:

– for each cluster Ci (resp. Sij), πI
Ci

← 1. (resp.πI
Sij

← 1)
– for each variable Ai, choose a cluster Ci containing

Ai ∪ UAi
, πCi

← min(πCi
, π⊕(Ai|UAi

)
– encode the fact di ∧ εi−1 as likelihood ΛE(di ∧ εi−1):

ΛE(di ∧ εi−1) =
{

1 E is instanciated as di ∧ εi−1

0 otherwise (14)

– identify a cluster Ci containing D ∧ εi−1:

πt
Ci

← min(πt
Ci

, ΛE). (15)

Note that Eq. 14 does not appear in standard initialization of junction trees
associated with standard min-based possibilistic networks. It is proper to our
frame-work by entering the fact di ∧ εi−1, the junction trees JT encodes πJT =
(πG⊕(ω), πdi∧εi−1(ω)). Then the qualitative utility associated to a decision di

taking into account a selected instantiation of decisions in previous steps is
summarized by the following proposition:

Proposition 4. Let ΠKmin = (GK , πK) be a min-based possibilistic network
representing agent’s beliefs and ΠPmin = (GP , μ) be a min-based possibilistic
network representing agent’s preferences. Let ΠG⊕ = (G⊕, π⊕) be the result of
merging ΠKmin and ΠPmin using the min operator. Let JT be the junction trees
corresponding to ΠG⊕ generated using the above initialization procedure. Then,

U∗(δ) = max
ω∈Ω

πJT (ω). (16)

Global Propagation. The global propagation is performed in order to make
it globally consistent. Namely: max

Ci\Sij

πt
Ci

= πt
Sij

= max
Cj\Sij

πt
Cj

.

The global propagation is ensured via a message passing mechanism between
clusters which starts by choosing an arbitrary cluster to be a pivot node, then
follows two main phases concerning collection and distribution of the evidence:

– collect-evidence: each cluster passes a message to its adjacent cluster in the
pivot direction.

– distribute-evidence: each cluster passes a message to its adjacent clusters away
from the pivot direction beginning by the pivot itself until reaching the leaves
of the graph.
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If a cluster Ci sends a message to its adjacent cluster Cj , then the potential
of Cj and their separator Sij are updated as follows:
(a) Update the potential of Sij : πt+1

Sij
← max

Ci\Sij

πt
Ci

.

(b) Update the potential of Cj : πt+1
Cj

← min(πt
Cj

, πt+1
Sij

).

Once stability is reached, the computation of the qualitative utility relative to a
decision d can be achieved.
Proposition 5. Let ΠKmin = (GK , π) and ΠPmin = (GP , μ) be the min-based
networks representing agent’s beliefs and preferences. Let ΠG⊕ = (G⊕, π⊕) be
the result of merging ΠKmin and ΠPmin using the min operator. Let J T be the
junction tree associated with ΠG⊕ generated using the above global propagation
procedure. Then, the computation of optimistic decisions amounts to compute a
normalization degree of J T :

u∗(d) = h(πJ T ) = max
Ci

πCi
. (17)

The optimal optimistic decisions are those maximizing the qualitative utility.
The computation of these optimal optimistic decisions is obtained using the
Algorithm 4.

Algorithm 4 . Graph-based computation of optimistic sequential decisions.

Require:
ΠIDmin(GID, πID

min, μID
min), a min-based Influence Diagram,

D = {D1, ..., Dp}, set of decisions.
Ensure: strategies δ.

ΠKmin=Algo-1-Building knowledge-based network (ΠIDmin)
if Building Preference == without reducing then

ΠPmin=Algo-3-preference-based possibilistic network(ΠIDmin)
else

ΠPmin=Algo-2-preference-based possibilistic network(ΠIDmin)
end if
Fusion(ΠKmin, ΠPmin, ΠG⊕)
Junction − Tree(ΠG⊕, J T )
i ← 1,
Norm1 ← 0, /*normalisation degree*/,
Norm2 ← 0, /*normalisation degree*/,
δ∅, /*optimal optimistic decisions*/,
for i = 1..p do

Init(J T , δ ∪ di 1),/*Initialization step for the instance di 1*/
Norm1 ← Prog(J T ), /*global propagation*/
Init(J T , δ ∪ di 2),/*Initialization step for the instance di 2*/
Norm2 ← Prog(J T ), /*global propagation*/
if Norm1 > Norm2 then

δ ← δ ∪ di 1,
else

δ ← δ ∪ di 2,
end if

end for
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Example 2. Let us continue Example 1. Knowing that the temporal order
associated to decisions {D1,D2} is: D1 ≺ D2. To compute a strategy δ, we
first start by constructing the junction tree, as depicted in Fig. 5 associated with
the graph G⊕ representing the fusion of ΠKmin and ΠPmin.

Fig. 5. The junction tree associated with G⊕.

For each decision value D2 = {d2,¬d2}, we must run the propagation algo-
rithm is used in order to compute the normalization degree associated with the
junction tree.

Step 1: D = d2
the fact D2 = d2 is encoded as likelihood using Eq. 14. From the initialization
procedure, we get:
πC1 = min(1, πG⊕(D1)), πG⊕(D2|D1X1), πG⊕(X1|D1))).
πC2 = min(1, πG⊕(X2|D1D2), ΛD2).
Once the junction tree is quantified, then the global propagation allows to
compute the normalization degree of the junction tree which corresponds to
the normalization degree of any cluster. Using this procedure, we obtain:
U∗(d2) = maxC1 πC1 = maxC2 πC2 = 0.3.

Step 2: D2 = ¬d2
We repeat the same procedure described in the previous step, with D2 = ¬d2.
Then, we get: U∗(¬d2) = maxC1 πC1 = maxC2 πC2 = 0.4.

Thus, we can conclude that the optimal optimistic decision is D2 = ¬d2 with
the maximal qualitative utility equal to 0.4.

The choice of D2 is then fixed, so the set of evidence must be updated.
Namely E1 = {D2 = ¬d2}. In the same way it will be computed the optimal
optimistic utility of decision D1 taking into account the value of the decision D2.

Step 1: D = d1
In this case, the fact d1∧¬d2 is encoded as likelihood using Eq. 14. By applying
the propagation process, we obtain: U∗(d1 ∧ ¬d2) = 0.4.

Step 2: D1 = ¬d1
We repeat the same procedure with the fact ¬d1 ∧ ¬d2 using Eq. 14. By
applying the propagation process, we get: U∗(¬d1 ∧ ¬d2) = 0.4.

Thus, we can conclude that the optimal optimistic strategy δ is defined by: δ =
(D1 = d1,D2 = ¬d2) and (D1 = ¬d1,D2 = ¬d2) with the maximal qualitative
utility equal to 0.4.
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5 Experimental Studies

In order to evaluate the performances of the proposed algorithms for the decom-
position of an influence diagram, we conducted a set of experiments. Each exper-
iment consists of generating four models representing qualitative possibilistic
influences diagrams containing respectively:

– a single utility node with a single decision node,
– a single utility node with multiple decision nodes,
– a multiple nodes with multiple decision nodes,
– very complex PID.

For each model, the following steps are applied:

– generating a set of samples by varying the number of nodes corresponding to
the associated description.

– decomposing the PID into two min-based possibilistic networks corresponding
to the knowledge and the preferences using:

1. Algorithm 2 (with reduction of the utility nodes),
2. Algorithm 3 (without reduction of the utility nodes).

– computing the optimistic strategy using Algorithm4.

Figure 6 illustrates the attitudes of the two algorithms used to compute the
optimistic strategies.

Fig. 6. Comparison of execution time for computing optimistic strategies using the
Algorithms 2 and 3.

The results, depicted in Fig. 6, indicates that the computation of the opti-
mistic strategies when the decomposition process is achieved without reducing
the utility notes (Algorithm 2) is realized in a more optimal time when the reduc-
ing process is used (Algorithm 3). Indeed, reducing utilities nodes provides non
compact representation of beliefs. It only increases the complexity of the graph.
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6 Conclusions

This chapter first proposed a decomposition of a Possibilistic Influence Dia-
gram into two possibilistic networks: the first expresses agents knowledge and
the second encodes its preferences. This procedure allows a simple representa-
tion of decision problems under uncertainty. Indeed, the decomposition process
described in this chapter offers a natural way to express knowledge and prefer-
ences of a agent separately in unified way using only one type of nodes. Also this
chapter addressed a new approach for computing optimal optimistic sequential
decisions (strategy) in a possibilistic graphical framework. Our approach first
merges possibilistic networks associated with available uncertain knowledge and
possibilistic networks associated with agents preferences. We then showed that
computing optimistic sequential decisions comes down to compute a normaliza-
tion degree of the junction tree associated to the resulting graph of merging
agent’s beliefs and preferences networks. This allows an efficient computation of
optimal decisions.
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Abstract. Recent advancements in computing technology allowed both
scientific and business applications to produce large datasets with
increasing complexity and dimensionality. Clustering algorithms are use-
ful in analyzing these large datasets but often fall short to provide com-
pletely satisfactory results. Integrating clustering and visualization not
only yields better clustering results but also leads to a higher degree of
confidence in the findings. Self-Organizing Map (SOM) is a neural net-
work model which is used to obtain a topology-preserving mapping from
the (usually high dimensional) input/feature space to an output/map
space of fewer dimensions (usually two or three in order to facilitate
visualization). Neurons in the output space are connected with each
other but this structure remains fixed throughout training and learn-
ing is achieved through the updating of neuron reference vectors in fea-
ture space. Despite the fact that growing variants of SOM overcome the
fixed structure limitation, they increase computational cost and also do
not allow the removal of a neuron after its introduction. In this paper,
a variant of SOM is presented called AMSOM (Adaptive Moving Self-
Organizing Map) that on the one hand creates a more flexible structure
where neuron positions are dynamically altered during training and on
the other hand tackles the drawback of having a predefined grid by allow-
ing neuron addition and/or removal during training. Experimental evalu-
ation on different literature datasets with diverse characteristics improves
SOM training performance, leads to a better visualization of the input
dataset, and provides a framework for determining the optimal number
and structure of neurons as well as the optimal number of clusters.

Keywords: Self-Organizing Maps · Clustering · Visualization ·
Unsupervised learning

1 Introduction

Clustering is one of the basic data analysis tasks: It is a process of organizing
data into similar groups, without any prior knowledge or training. With the
increasing graphics capabilities of the available computers, researchers realized
c© Springer International Publishing AG 2017
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[2,8] that integrating the visual component into the clustering process helps to
improve the effectiveness of automated clustering algorithms. This synthesis of
computational clustering methods and interactive visualization techniques not
only yields better clustering results but allows exploration and refinement of the
clustering structure. Designing such embedded algorithms is tricky mainly due
to two limitations: (a) automated clustering algorithms are sensitive to input
parameters and results may significantly vary and (b) large data spaces often
have skewed distributions which are difficult to be approximated.

The Self-Organizing Map (SOM) [27] is an unsupervised neural network
model which effectively maps high-dimensional data to a low-dimensional space
(usually two-dimensional). The low-dimensional space (also called output space)
consists of a grid of neurons connected with each other, according to a spe-
cific structure (can be hexagonal, rectangular, etc.). This structure allows the
topology preservation of input data (i.e., similar input patterns are expected
to be mapped to neighboring neurons in the output grid) [24]. By this way,
SOM manages to achieve dimensionality reduction, abstraction, clustering and
visualization of the input data and this is the reason that it has been applied suc-
cessfully to many different domains and datasets like financial data [12], speech
recognition [25], image classification [31], document clustering [29,40].

The SOM algorithm raises some issues and problems: (a) SOM’s architecture
is fixed and predefined in terms of number and arrangement of neurons. In case
of largely unknown input data, it is difficult to determine apriori the correct
structure that provides satisfactory results. There is some work in this area in
order to how to add/remove neurons but none of current approaches adjusts
neuron positions on the grid based on training progress. (b) Training a SOM
comes with a large computation cost, especially in cases of large datasets and/or
large maps. Many epochs might be needed in order for the SOM to converge and
the map to reach a final state.

In this paper we study how an extension of the traditional SOM can effec-
tively be used for visual clustering and handles both issues described above:
First, it allows neurons to change positions during training which provides bet-
ter visualization and faster training time. Second, number of neurons can be
adjusted (neurons can be either added or removed) according to dataset require-
ments and training progress. Due to this enhanced training scheme, the number
of epochs required for training is significantly reduced. The rest of the paper is
organized as follows. Section 2 presents background work on SOM, extensions
on the traditional algorithm and their limitations. The proposed method is pre-
sented in Sect. 3 while experimental setup is described in Sect. 4. Finally, Sect. 5
concludes the paper.

2 Related Work

2.1 SOM and Competitive Learning

The Self-Organizing Map (SOM) is a fully connected single-layer linear neural
network. The SOM uses a set of neurons, often arranged in a 2-D rectangular
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or hexagonal grid, to form a discrete topological mapping of an input space,
X ∈ RD. Input space consists of a set of vectors xj ∈ RD:

xj = [xj1, xj2, . . . , xjD]T (1)

wi is the weight vector associated to neuron i and is a vector of the same
dimension (D) of the input space, M is the total number of neurons. Obviously,
these weights represent the synaptic connections of each neuron i and can be
denoted:

wi = [wi1, wi2, . . . , wiD]T (2)

The fundamental principle of SOM is the soft competition between the
nodes in the output layer; not only the node (winner) but also its neighbors
are updated [28].

A SOM architecture can be found in Fig. 1.

Fig. 1. The SOM (fully connected) architecture.

All the weights w1,w2, . . . ,wM are initialized to random numbers, in the
range of the corresponding input characteristics. We also introduce a discrete
time index t such that x(t), t = 0, 1, . . . is presented to network at time t and
wi(t) is the weight vector of neuron i computed at time t. The available input
vectors are recycled during the training (or learning) process: a single pass over
the input data is called an epoch.

On-Line Training of SOM. In the conventional “on-line” or “flow-through”
method, the weight vectors are updated recursively after the presentation of each
input vector. As each input vector is presented, the Euclidean distance between
the input vector and each weight vector is computed:

di(t) = ||x(t) − wi(t)||2 (3)

Next, the winning or best-matching node (denoted by subscript c) is deter-
mined by:

c = {i,minidi(t)} (4)
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Note that we suppress the implicit dependence of c on discrete time t. The
weight vectors are updated using the following rule:

wi(t + 1) = wi(t) + α(t) · hci(t) · [x(t) − wi(t)] (5)

where α(t) is the learning-rate factor and hci(t) is the neighborhood function.
The learning rate factor controls the overall magnitude of the correction to the
weight vectors, and is reduced monotonically during the training phase. The
neighborhood function controls the extent to which wi(t) is allowed to adjust in
response to an input most closely resembling wc(t) and is typically a decreasing
function of the distance on the 2-D lattice between nodes c and i. We use the
standard Gaussian neighborhood function:

hci(t) = exp

(
−||ri − rc||2

σ(t)2

)
(6)

where ri and rc denote the coordinates of nodes i and c, respectively, on the
output space (usually two-dimensional grid). The width σ(t) of the neighbor-
hood function decreases during training, from an initial value comparable to the
dimension of the lattice to a final value effectively equal to the width of a sin-
gle cell. It is this procedure which produces the self-organization and topology
preserving capabilities of the SOM: presentation of each input vector adjusts
the weight vector of the winning node along with those of its topological neigh-
bors to more closely resemble the input vector. The converged weight vectors
approximate the input probability distribution function, and can be viewed as
prototypes representing the input data.

Batch Training of SOM. The SOM update given by Eq. (5) is “on-line” in the
sense that the weight vectors are updated after the presentation of each input
record. In the batch SOM algorithm (proposed in [26]), the weights are updated
only at the end of each epoch according to:

wi(tf ) =

∑t′=tf
t′=t0

h̃ci(t′) · x(t′)
∑t′=tf

t′=t0
h̃ci(t′)

(7)

where t0 and tf denote the start and finish of the present epoch, respectively, and
wi(tf ) are the weight vectors computed at the end of the present epoch. Hence,
the summations are accumulated during one complete pass over the input data.
The winning node at each presentation of new input vector is computed using:

d̃i(t) = ||x(t) − wi(t0)||2 (8)
c = {i,minid̃i(t)} (9)

where wi(t0) are the weight vectors computed at the end of the previous epoch.
The neighborhood functions h̃ci(t) are computed using Eq. (6), but with the
winning nodes determined from Eq. (9). This procedure for computing the neigh-
borhood function is identical to the Voronoi partinioning. As is in the on-line
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method, the width of the neighborhood function decreases monotonically over
the training phase.

A more concrete explanation of the batch algorithm is given by the following
equation:

wi =

∑
j nj · hji · x̃j∑

j nj · hji
(10)

where nj is the number of input items mapped into node j and the index j runs
over the nodes in the neighborhood of node i. The basic idea is that for every
node j in the grid, the average x̃j of all those input items x(t) is formed that
have node j (i.e., vector wj) as the closest node. The above equation is used for
updating the node weight vectors and this is repeated for a few times, always
using the same batch of input data items to determine the updated x̃j .

The batch SOM offers several advantages over the conventional on-line SOM
method. Since the weight updates are not recursive, there is no dependence upon
the order in which the input records are presented. In addition to facilitating the
development of data-partitioned parallel methods, this also eliminates concerns
[34] that input records encountered later in the training sequence may overly
influence the final results. The learning rate parameter α(t) does not appear in
the batch SOM algorithm, thus eliminating a potential source of poor conver-
gence [9] if this parameter is not properly specified.

The mathematical theory of SOM is very complicated and only the one-
dimensional case has been analyzed completely [16], since SOM belongs to the “ill
posed” problems in mathematics. The SOM can also be looked at as a “nonlinear
projection” of the probability density function of high-dimensional input data
onto the two-dimensional display.

Usually, the input is mapped onto a 1- or 2-dimensional map. Mapping onto
higher dimensions is possible as well, but complicates the visualization. The
neurons connected to adjacent neurons by a neighborhood relationship define
the structure of the map. The two most common 2-dimensional grids are the
hexagonal grid and the rectangular grid and are shown in Fig. 2.

(a) Hexagonal grid (b) Rectangular grid

Fig. 2. Typical SOM grids with different neighborhoods around the winner neuron.

The neighborhood function defines the correlation between neurons. The sim-
plest neighborhood function is called bubble; it is constant over the neighborhood
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of the winner neuron and zero otherwise. The neighborhood of different sizes in
rectangular and hexagonal maps can be seen in Fig. 2. A more flexible definition
is the gaussian neighborhood function defined by Eq. (6).

The number of neurons, the dimensions of the map grid, the map lattice and
shape must be specified before training. The more neurons the grid has, the more
flexible the mapping becomes but the computation complexity of the training
phase increases as well. The choice of the map structure and size is both related
to the type of problem and the subjective choice of the user.

2.2 Flexible Structure in Neural Networks and SOM

The norm in artificial neural nets is that classic techniques involve simple and
often fixed network topologies trained via stimulus-based methods such as back-
propagation. However, there are cases in which the structural design of the net-
work is strongly influenced by the environment and by utilizing constructive and
pruning algorithms. Both these algorithmic categories deliver a network which
is gradually adjusted in response to training data. There are many approaches
which apply these algorithms in classic neural networks [6,21,23,35,46].

Also, there are many variations of SOM that allow a more flexible structure
of the output map which can be divided into two categories: In the first type, we
include growing grid (GG) [18], incremental GG [5], growing SOM (GSOM) [1]
all coming with different variants. GG is the only variant which allows growing
a new node from the interior of the grid (but this is a whole row or column of
nodes). In the rest cases, new nodes are generated by a boundary node, despite
the fact that the highest error could have been generated by an internal node.
The idea is that the error will be propagated to the exterior to guarantee that
growing can only be from the boundaries but this process can lead to a map
structure with not perfect topology preservation. Therefore, map size becomes
very wide after a limited number of insertions, with some additional nodes, which
have no effect. MIGSOM [3] allows a more flexible structure by adding neurons
both internally and from the boundary but still does not offer the ability to
remove neurons if necessary.

In the second type of growing variants, the rectangular grid is replaced
with some connected nodes. We distinguish growing cell structures (GCSs) [17],
growing neural gas (GNG) [19] and growing where required [33]. These works
just add the necessary nodes at the same time, to fine-tune the optimal map
size. Nevertheless, GCS and GNG are facing many difficulties for visualizing
high-dimensional data. Visualization in these cases is guaranteed only with low-
dimensional data.

Limitations in growing and visualization led to hierarchical variants of
the previous model like the Growing Hierarchical SOM (GHSOM) [39]. With
GHSOM you can get an idea of the hierarchical structure of the map, but
the growing parameter of the map has to be determined beforehand. Other
approaches (like TreeGNG [13] or TreeGCS [22]) use dendrograms for represen-
tation but due to this tree structure they lose the topological properties.
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Disadvantages of these approaches are: (a) the high computational cost due
to the fact that structure starts from a very basic architecture and has to grow
in order to reach an acceptable structure for the data and (b) the fact that after
adding neurons there is not the possibility of removing a neuron if performance
is not improving.

3 Expanding the Idea of Self-organization in Neuron
Locations

During the classic SOM algorithm neuron positions remain unchanged and the
grid is fixed from the beginning till the end of the training. This facilitates the
process of learning (since neighborhood structure is known beforehand) but is
restricting regarding the final result and ways of visualizing it. We propose a
different and more flexible scheme in regard to position vectors ri of neurons,
which allows a more adaptive form of the neuron grid and acts as an extension
to the batch learning algorithm.

Starting from an already grown map size, AMSOM can adapt both its size
and structure in order to better represent the data at a specific level of detail.
After a specific number of steps, neurons are analyzed to see whether the level of
representation is sufficient or adjustments are needed: removal and/or addition of
neurons. Initially, connections between neurons are determined based on the grid
structure but as training advances, these can change and adjust according to the
way that neuron positions are also changed during the process. The algorithm
flow is described in Fig. 3 and more details about the steps are presented in the
following subsections.

3.1 Phase I: AMSOM Initialization

Grid Structure and Size. The first step of AMSOM algorithm is to define
the initial grid structure (as the classic SOM). This process facilitates training
time in contrast to starting from a small-size structure and building on that as
other approaches do [43]. It is also in agreement with the neural development
which suggests that nearly all neural cells used through human lifetime have
been produced in the first months of life [14]. This overproduction of neuron
cells is thought to have evolved as a competitive strategy for the establishment
of efficient connectivity [10].

Having this in mind, the initial structure of SOM is determined. Several
empirical rules [37] suggest that the number of neurons should be 5·√N where N
is the number of patterns in the dataset. In this case, the two largest eigenvalues
of the training data are first calculated, then the ratio between side lengths of the
map grid is set to the ratio between the two maximum eigenvalues. The actual
side lengths are finally set so that their product is close to the number of map
units determined according to [43] rule. The eigenvalues ratio shows how well the
data is flattened and elongated [15]. At this point a more precise determination
of the number of neurons is not essential, since this number will be fine tuned
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1. Initialization Phase
1.1: Derive initial grid structure and size (number of neurons M ) of the AMSOM
1.2: Initialize weight vectors (wi) to random values (according to the value range of features).
1.3: Initialize position vectors (ri) according to the initial grid structure
1.4: Initialize edge connectivity matrix (E) values according to the grid connections
1.5: Initialize edge age matrix (A) values to zero
1.6: Define growing threshold (GT ) according to dimension of the data D and a spreading
factor (SF ).
2. Training phase
for t = 1 : maxepochs do

for i = 1 : P do
2.1: Find winner neuronNa according to Equation (9) and increase times that neuron

Na is winner by 1
2.2: Find second best matching neuron Nb (using Equation (9) and excluding Na

from the search)
2.3: Age of all edges between Na and its neighbors increased by one
2.4: Connect Na with Nb (if they were not already connected)
2.5: Reset age between Na and Nb to zero

end for
2.6: Use Equations 12-13 to update neuron weights.
2.7: Use Equations 14-15 to update neuron positions.
2.8:
if neurons need to be added/removed (check agemax and tadd) then add/remove neurons

and update accordingly
end if
2.9:
if error does not change significantly then end training phase
elseContinue
end if

end for
3. Smoothing phase
3.1: Fine-tune weights and deliver the AMSOM neuron weight vectors and positions
3.2: Utilize edge connectivity matrix E and similarity between neuron weight vectors wi in
order to find the optimal number of clusters

Fig. 3. AMSOM algorithm overview.

during the training process. Initially, neurons are connected with their neighbors
following the idea of Fig. 2 using a rectangular or hexagonal grid. For example, if
the algorithm suggests that the initial grid of the AMSOM should be 5×4 (let’s
suppose rectangular), every neuron has 4 neighbors (except the marginal ones).
Figure 4 demonstrates two different topologies, a rectangular and a hexagonal
one with the corresponding connections between neurons.

Vector, Matrix and Parameters Initialization. For each neuron the fol-
lowing are defined and initialized accordingly:
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Fig. 4. Initial grid example (hexagonal and rectangular).

– Neuron vector (weight vector, wi): It is the same as the classic SOM (see Eq.
(2)) and shows the representation of the neuron in the feature (input) space.
Initialization of neuron vectors is random according to literature standards.

– Neuron position (position vector, ri): Depending on the output space (mostly
it is two-dimensional), it’s a vector that shows the position of the neuron.
Initial position vectors are equal to the positions of the neurons in the grid,
i.e., in Fig. 4 one can see the coordinates of neurons according to the structure
(hexagonal or rectangular).

Since the structure of the grid is subject to changes during training, we need
to keep track of the neighbors of each neuron. There is the possibility that some
neurons which where connected in the initial grid become disconnected after
some time (or vice versa). In order to keep track of these changes we introduce
the orthogonal and symmetrical matrices E and A (both size M × M) where
E(p, q) shows if neurons p and q are connected (0 translates to no connection, 1
translates to connected neurons) and A(p, q) shows the age of edge (as implied
by E(p, q)) between neurons p and q: This will be used in order to determine
which neurons had incidental connections to other neurons or strong connections
as training moves forward. When A(p, q) is 0 that means that neurons p and q
were closest neighbors at current epoch but any other value (i.e., 2) implies that
neurons p and q were closest neighbors some epochs before (i.e., 2). An example
of matrices E and A is seen in Fig. 5.

In this example, neurons number (M) is 4 and connectivity matrix E shows
how neurons are connected to each other (as implied by the graph). Age matrix
A shows how many epochs an edge has “survived”: Connection between neuron
#1 and #2 has age 2 whereas connection between neuron #2 and #4 has age



198 G. Spanakis and G. Weiss

A =

0 2 4 0
2 0 0 0
4 0 0 1
0 0 1 0

, E =

0 1 1 0
1 0 0 1
1 0 0 1
0 1 1 0

Fig. 5. Example of matrices A and E describing connections between AMSOM neurons.

0. Notice that age 0 can either mean that neurons are not connected, like neu-
rons #1 and #4 or that neurons are connected at this current epoch (so their
connection is “recent”), like neurons #2 and #4.

Also, at this stage the growing threshold GT of the map is defined as a
function of data dimension (D) and a spread factor (SF ) defined by the user.
Formula used is adapted from [1] and is the following:

GT = −ln(D) × ln(SF ) (11)

Generally, a SF value of 0.5 always yields good results but its fine tuning is
up to the user requirements and the dataset structure.

3.2 Phase II: Training

Weight and Position Updating. For the weight learning of neurons, the SOM
batch algorithm is utilized, as it was given in Eqs. 7–10, which are repeated here
for clarity.

wi(t + 1) =

∑
j nj(t) · hji(t) · x̃j(t)∑

j nj(t) · hji(t)
(12)

hji(t) = exp

(
−||rj − ri||2

σ(t)2

)
(13)

where:

– wi(t + 1) marks neurons i updated weight (at epoch t + 1),
– t marks current epoch and t + 1 marks the next epoch,
– nj(t) marks the number of patterns that are assigned to neuron j,
– hji(t) marks the neighborhood function and is a measure of how close are

neuron j and neuron i,
– x̃j(t) is the mean feature vector of all x that are assigned to neuron j at epoch

t,
– rj , ri are the position vectors (in the output space) for neurons j and i,
– σ(t) is the adaptation factor, decreasing through training.

Building on top of this, at the end of each epoch, the neuron position vectors
are adjusted in a similar manner to the SOM training algorithm. In more detail,
at the end of each epoch and after the neuron weight vectors update is over, the
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distances between the neuron vectors (wi) are computed. These distances show
how close neurons are (in the input space) and can be used as a measure in order
to update neuron positions (in the output space). This is achieved through the
following equations:

ri(t + 1) = ri(t) + α(t) ·
∑

j nj(t) · δji(t)(rj(t) − ri(t))∑
j nj(t) · δji(t)

(14)

δji(t) = exp

(
−||wj − wi||2

γ × σ(t)2

)
(15)

where:

– t, nj(t) were defined in Eqs. 12 and 13,
– α(t) denotes the learning rate at epoch t and controls the rate that positions

of neurons are moving,
– δji(t) is a neighborhood function denoting how close neurons j and i are

(during time t and is based on their distance in the input space (i.e., distance
computed based on their vectors wi),

– γ is a parameter that controls the neighborhood shrinking as a fraction of σ
which was used in Eq. (13).

Notice the similarity of δji with hji: both are neighborhood functions and
are used to determine how close two neurons are but the first one does so using
their distances in the feature (input) space while the latter does so using their
distances in the output space (map).

Equation (14) will adjust neuron’s i position vector according to the neurons
which proved winners for more patterns in its neighborhood and less (or even
none) according to neurons which were winners for few patterns (or none). This
process enhances the concept of neighborhood around the neurons that attract
more patterns and also allows to cover any empty spaces in the data representa-
tion. It is expected to improve the training speed, since position updating will
lead to more accurate position vectors that will be used for the next training
epoch and leads to more insightful representations of the neurons in the output
space.

Learning rate α(t) can also be set to a small value 0.01 since the neighborhood
function controls well the percentage of change in the position vectors. It was
selected to update the position vectors with this hybrid on-line-batch SOM rule,
due to the fact that output space is much smaller (in most SOM applications)
than the input space, so in many cases minor adjustments (rather than major
repositioning of the neurons) are necessary in order to guarantee satisfactory
training but also representation. Also notice that the parameter γ which controls
neighborhood shrinking for position can also control how fast the map will be
updated and how neurons are going to affect each other.

Adding and Removing Neurons. During the weight updating process, for
each input (pattern) the best matching neuron is determined (Na) and also the
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second best matching (Nb). At this step the age of all edges between Na and
its neighbors is increased. Afterwards, Na is connected to Nb. If both of the
neurons were already connected then their age is reset to zero. This is another
step that implements the competitive learning rule, since for each new pattern, a
new edge connecting the two closest neurons is drawn. This process is repeated
for all patterns as they are presented to the AMSOM. Finally, at the end of
the epoch for each incident edge between neurons (i, j), if A(i, j) ≥ agemax,
then this edge is removed. agemax can be set to a value not small enough (so as
to avoid many disconnections) but also not big enough (so as to avoid having
a fully connected grid). In our experiments this value was 30. If either of the
implicated neurons becomes isolated from the remainder of the structure, then
it is removed from the grid. The aim here is to remove edges that are no longer
useful because they are replaced by younger edges that are created during the
AMSOM training. That is the reason that each time two neurons are connected
by an edge, then its age is reset to zero. By this process, neurons that were
connected incidentally -especially at the beginning of the training when the
map is still under forming- are disconnected after some epochs. This process
has two distinct advantages: (a) self-organization and competitive learning will
allow (after some epochs) the removal of redundant number of neurons and
(b) adjustment of connections between neurons so as to enhance topological
properties of the dataset. An example of a removal of a neuron is shown in Fig. 6
along with the necessary adjustments to matrices A and E.

Fig. 6. The process of removing neurons in a part of AMSOM: With agemax set to
30, neuron 4 is disconnected from neuron 3 and neuron 1 is disconnected from neuron
2 (notice that matrices A and E are updated accordingly). Neuron 4 is left with no
connections so it is removed.

Also, there is the possibility that after some epochs (tadd), new neurons are
added. The criterion is based on the training progress and when an addition
happens, then new neurons can be added only after a number of epochs (tadd) in
order to allow weight adaptation of the map, before evaluating current structure.
First step is to spot the neuron Nu with the largest quantization error. A new
neuron will be added, if its quantization error is higher than GT , where GT is
the growing threshold of the map: A high value for GT will result in less spread
out map and a low GT will produce a more spread map. If the quantization
error satisfies the above condition then its Voronoi region is considered to be
under-represented and therefore a new neuron has to be added to share the load
of the high-error-valued neuron.
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Regarding the new neuron that will be added, we follow the the biological
process of “cell division” [36]. By this way the neuron with the highest quan-
tization error is “splitted” to two new neurons (instead of just adding one new
neuron somewhere at random with no connections at all). Both new neurons
preserve the same connectivity (and also they are connected to each other) with
the original neuron, thus we achieve a preservation of behavioral link between
the parent and the offspring. Regarding the exact position of the two neurons the
following process is followed: Neuron with the largest error among Nu’s neigh-
bors is spotted (let it be Nv). One neuron will preserve Nu’s position and the
other one will be placed in the middle between Nu and Nv. In detail, weights and
positions of the two new neurons (u1 and u2) are calculated using the following
equations:

wu1 = (1 + β) × wu (16)

wu2 = −β × wu (17)

ru1 = ru (18)

ru2 =
ru + rv

2
(19)

where wu refers to the weight vector of neuron u (neuron that is splitted) and β
is a mutation parameter which can take either a fixed or random value according
to a certain distribution rule (following [36]). In any case, value of β has to be
chosen small in order to avoid a large change both in network topology but
also in the weight vectors. In this paper, β takes a random value according to
a Gaussian distribution with a mean of zero and variance of one. New neurons
retain the same connectivity to other neurons as the parent neuron but age
weights are zeroed. The process of adding a new neuron (along with any changes
in matrices E and A) is described in Fig. 7.

Fig. 7. The process of adding new neurons in a part of AMSOM: Nu is highlighted
as the neuron with the highest error and Nv is the neuron among its neighbors with
the largest error. Neurons N1 and N2 are added instead of Nu, matrices E and A are
updated accordingly and weight/position vectors are determined by Eqs. 16–19.

It has to be pointed out that there is the possibility that a neuron would be
removed from a region of the map and to be added in another region (removing
and adding neurons are consecutive processes). This comes to agreement with
several theories in neural organization, suggesting that cortical regions can adapt
to their input sources and are somewhat interchangeable or “reusable” by other
modalities, especially in vision- or hearing-impaired subjects [44].
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Architecture Adaptation and Termination Criterion. As it is described
before, initial structure of AMSOM is adapted through learning and training in
order to find what is optimal for the number of neurons, their weights and their
connections. The adaptation process starts by training the initial structure of
AMSOM. When the criteria of adding or removing neurons are satisfied, then
the network is adapted. In order to maintain (as possible) the initial structure
(i.e., rectangular or hexagonal or any other lattice selected), after this adaptation
process we re-evaluate all connections of all neurons and make sure that each
neuron has at most Q neighbors (where Q is decided in the beginning, i.e., in the
case of rectangular lattice, Q = 4): This can be ensured by checking edge matrix
E after each epoch and if a neuron is found to have more than Q connections
then only the Q-“recent” are kept (utilizing age of edges in matrix A). This
process is presented in Fig. 8.

Fig. 8. Maintaining the structure of AMSOM: With Q = 4 (i.e., a rectangular grid)
neuron 4 is connected to five neurons, so it’s connection with neuron 6 (oldest connec-
tion) is removed.

By this training scheme, AMSOM simultaneously adapts the structure of the
map (number of neurons and connections) and the weight vectors. Removing and
adding neurons occur when different criteria are met, so they can be applied in
any sequence, depending on when the criteria are satisfied. By applying these
operations repeatedly, AMSOM is expected to find a near-optimal structure and
representation of a given dataset.

Finally, like every SOM algorithm, AMSOM has an upper limit of epochs that
training takes place. This number is set to 1000 but there is also a premature
termination criterion depending on the mean quantization error change between
two consecutive epochs. Thus, if mqe(t) − mqe(t − 1) < ε1 where ε1 is a small
value (like 1E − 06) then the map has reached the desired size (according to the
GT provided) and training is terminated.

3.3 Phase III: AMSOM Finalization and Clustering of the Map

Final phase of AMSOM begins when learning is complete and structure of the
network is not any more changing. No neurons are added or removed at this
phase and no connections between neurons are added or removed but weight
and position vector adaptation is continued with a lower rate. Purpose of this
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process is to smooth out any quantization error and fine tune weights and posi-
tions of the neurons, especially for neurons added at the latter epochs. For this
purpose, neighborhood function (both for Eqs. 12 and 14) is constrained only to
the immediate neighborhood and learning rate α(t) in Eq. (14) is set to 0.001
(even smaller than in phase II). Phase III is concluded when there is no signif-
icant change in mean quantization error (i.e., when mqe(t) − mqe(t − 1) < ε2),
where ε2 is set to a smaller value than ε1 (like 1E − 10).

In order to effectively compute the number of clusters that are discovered by
the AMSOM algorithm, we take into account the graph structure that is created
during training and is represented by matrix E. The result is a segmented map
that represents the clusters. Literature methods for SOM clustering involve the
use of a clustering algorithm like K-means or Hierarhical Agglomerative Cluster-
ing (HAC) [42] or Spectral Clustering [41] but disadvantage of these approaches
is that they require additional (sometimes time consuming) steps after the SOM
training and additional parameters to be determined (e.g. number of clusters K
or a distance measure to be used [7,20,45]). These approaches accurately extract
the clusters when they are well separated but that is not the case when clus-
ter structure is not that direct. Finally, other approaches utilize graph theoretic
methods for partitioning the map but these approaches also rely on extra steps
after the end of SOM training [38]. On the other hand, our proposed approach
has two distinct advantages over traditional SOM clustering algorithms: (a) The
graph construction is inherent to the algorithm, since matrices E and A are
computed during the training process and (b) involves a simple heuristic process
with only one parameter which is automatically determined.

The map to be clustered is represented by an undirected adjacency graph
G(V,E); where V represents the set of neurons after the end of training and E is
the edge adjacency matrix as formed during training. In our proposed approach
we also take into account the similarity between adjacent neurons in terms of the
input space (weight vectors). The exact steps of the algorithm are the following:

– Given a trained AMSOM map and matrix E, we compute the distance between
any adjacent neurons i and j (E(i, j) = 1 for adjacent neurons and dist(i, j) =
||wi − wj ||2 as used in Eq. 15),

– For each adjacent neuron the edge is considered adjacent when dist(i, j) ≤ v,
where v is a threshold,

– For each edge inconsistency (dist(i, j) > v), a null connection is considered in
position (i, j) of the graph (E(i, j) is set to 0), otherwise we retain 1,

– A different class code is assigned to each connected neuron set.

The threshold v is automatically set to the mean value of distance between
all neurons (i, j) ∈ V , so it is not mandatory to be determined, unless there
are specific user requirements: a larger value of v will to less clusters whereas a
smaller value will lead to more clusters. The result is a partitioned map, which
indicates the number of clusters. Obviously, after this process the input patterns
can be projected on the map (by finding the best matching neuron) and the
label of the neuron can be assigned to each input.
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4 Experiments

AMSOM performance has been tested with several literature datasets in order
to evaluate both map quality (in terms of topology preservation) and the num-
ber of epochs needed to converge. Quantization Error (QE) and Topographic
Error (TE) were used as intrinsic measures of evaluation (for more details read-
ers are encouraged to read [4]). All (non-textual) datasets were provided by the
UCI repository1, except the CLUSTER dataset which is a simple and random
but large two-dimensional dataset with four groups. In order to test the scal-
ability of the approach for larger datasets, we also tested AMSOM to a large
textual dataset2. This dataset involves 4 classes from the RCV1 dataset and
counts 9625 documents with 29992 discrete features (which correspond to differ-
ent words, since we are using the bag-of-words model). All datasets used with
their characteristics are presented in Table 1.

Table 1. Quality of AMSOM compared to classic SOM and number of neurons for
different datasets.

Characteristics QE TE # of neurons

Dataset name Instances Features Classes AMSOM SOM AMSOM SOM AMSOM SOM

CLUSTER 1000 3 4 0.108 0.1090 0.028 0.063 121 154

IRIS 150 4 3 0.1047 0.3930 0.009 0.013 40 66

WINE 178 13 3 1.7394 1.8830 0.008 0.017 42 66

IONOSPHERE 351 35 2 2.5697 2.9418 0.0026 0.0057 78 91

CANCER 699 9 2 0.7941 0.9456 0.0145 0.0286 103 132

GLASS 214 10 7 0.9797 1.1178 0.0041 0.0093 43 72

RCV1-4 9625 29992 4 1.6937 2.3251 0.0864 0.1232 431 500

(a) Neuron grid (b) Neuron classes

Fig. 9. Visualization results for CLUSTER dataset (4 classes).

1 http://archive.ics.uci.edu/ml/.
2 http://www.cad.zju.edu.cn/home/dengcai/Data/TextData.html.

http://archive.ics.uci.edu/ml/
http://www.cad.zju.edu.cn/home/dengcai/Data/TextData.html
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(a) Neuron grid (b) Neuron classes

Fig. 10. Visualization results for IRIS dataset (3 classes).

(a) Neuron grid (b) Neuron classes

Fig. 11. Visualization results for WINE dataset (3 classes).

Each dataset is shuffled and split to training, testing and validation set (60%,
20% and 20% respectively). Each experiment was performed 20 times and the
results presented here are average over these runs (deviations were small and are
not presented here). Results for AMSOM QE and TE (compared to classic SOM)
along with the number of neurons used by each model are presented in Table 1.
From this table it is obvious that AMSOM’s performance is much better than
classic SOM. AMSOM starts from the same number of neurons as classic SOM
but by removing and adding neurons when necessary reaches a number which is
suitable to represent the dataset. Both QE and TE are improved using AMSOM
algorithm and this improvement is more significant in TE because of the neuron
position changing which allows the map to better adjust to the dataset.

Visualization results for the six small-scale datasets are presented in Figs. 9,
10, 11, 12, 13, 14. In these Figures final positions of the neurons and their
connections are represented. For each neuron the process described in Sect. 3.3
was followed in order to determine the optimal number of clusters but also the
class that each neuron belongs to. For the simple CLUSTER dataset it is obvious
that the four classes are identified and the grid structure can effectively represent
their relations. For the IRIS dataset one class is completely identified whereas the
other two (which are more similar) are also highlighted. Also notice that neurons
which belong to the same class are mostly connected with each other on the grid
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(a) Neuron grid (b) Neuron classes

Fig. 12. Visualization results for IONOSPHERE dataset (2 classes).

(a) Neuron grid (b) Neuron classes

Fig. 13. Visualization results for CANCER dataset (2 classes).

(a) Neuron grid (b) Neuron classes

Fig. 14. Visualization results for GLASS dataset (7 classes).

and only some spontaneous connections between different classes exist. Same
observations can be drawn for the WINE dataset where also the role of “dead”
neurons (neurons that do not represent any input pattern) can be highlighted:
They act as intermediate neurons between classes (see Fig. 11a). Dead neurons
is a well known problem for SOMs [11,30] but as it can be seen in all Figures,
the percentage of dead units is significantly small, which is an improvement
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(a) Original RCV1-4 (balanced classes) (b) RCV1-4 unbalanced example

Fig. 15. Visualization results for RCV1-4 dataset (4 classes).

to the classic SOM algorithm and (like in the WINE dataset) these neurons
act as a border between the different classes. For the more demanding dataset of
IONOSPHERE (see the relatively higher QE), AMSOM manages to differentiate
in a great degree the two classes. Ability of AMSOM when it comes to multiple
class can be seen in GLASS dataset where it successfully manages to highlight
all seven classes and separate the corresponding neurons accordingly. Finally,
visualization of the results on the RCV1-4 dataset is presented in Fig. 15(a).
Due to the high complexity of the dataset (high dimensionality) it was expected
that there would be not many significant changes in the neuron positions or a
great reduction in the neurons’ number. Graph structure is not presented due
to the many connections which make the graph not viewable in such a format,
but the clustering process reveals that the four classes are clearly identifiable
and separable. Moreover, we also conducted a series of experiments in order
to determine how AMSOM can handle unbalanced classes. We used uneven
number of patterns per class and experimental results for different combinations
(very dense and very sparse classes) were also promising. An example of these
experiments where one class is under-represented and one is over-represented
can be seen in Fig. 15(b).

Parameters to be set for AMSOM are the following:

– Spread Factor (SF ) controls the growing threshold (GT ) of the map. For the
experiments presented here a value 0.5 was chosen since it always leads to
satisfactory results and visualizations. In general, provided there is no prior
knowledge on the data examined, a low value of SF (up to 0.3) will allow high-
lighting of the most significant clusters. The formula for computing GT (see
Eq. 11) also involves the dimensionality D of the dataset so that an increasing
dimensionality will allow a more spread map.

– γ parameter is present in Eq. 14 for the neuron position updating. It was found
to effectively control the spreading or shrinking of neuron neighborhood and
by this way can create either more isolated or more connected clusters. Several
experiments were conducted and showed that small values of gamma (1 till
10) produce the best results for all datasets. The higher the γ, the better
topographic preservation (reduced TE) but the quantization error (QE) rises.
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Also, high values of γ tend to increase the number of neurons that remain
unused (dead units) whereas values close to 100 tend to approach the classic
SOM algorithm (position updating is minimal).

– tadd, agemax: Two more parameters that need to be adjusted are agemax and
tadd. For both parameters, 30 epochs were found to be optimal, which is sound
given the fact that 30 epochs is enough time to check whether current structure
performs well (reduced QE) or if adjustments are needed (adding/removing
neurons). Increasing these values will lead to less flexible structures (since
not many opportunities will be given to the AMSOM to adjust itself) while
decreasing their values to fewer epochs will increase instability in terms of
both structure and performance.

Complexity of the developed algorithm is slightly increased due to the need
for updating matrices A and E and also due to the more flexible structure.
The use of batch algorithm (compared to the on-line algorithm) and the use of
compressed representations for all similarity/distance matrices facilitates train-
ing but still introduces an overhead (CPU usage increase of around 10%) is
counterbalanced by the faster training process (in all experiments there was a
decrease in epochs number around 20%) since updating neuron positions clearly
improves training time (requires less epochs) and for memory intensive tasks
like the processing of textual datasets algorithm performed fast enough. Boost-
ing with optimization techniques [32] can however assist handling scalability
issues.

5 Conclusion

In this paper we presented AMSOM, a novel algorithm to perform visual clus-
tering which extends SOM competitive learning in the output space. Neuron
positions may change during this “double” training process and the number
of neurons can be adjusted (addition of new neurons or removal of existing
ones). These innovations allow a more flexible structure grid which has the abil-
ity to represent the dataset more efficiently. Experimental results on different
datasets (with different characteristics in regard to dimensionality, number of
latent classes and origin of the data) show improvement in the performance
of AMSOM against classic SOM algorithm. AMSOM produces better reference
vectors by reducing the Quantization Error, topology is preserved through the
neuron moving by significantly reducing the Topographic Error and the visual-
ization result matches as much as possible the original dataset partitions. Also,
AMSOM produces fewer nodes with no significant effect while at the same time
it reduces the required number of training epochs. Finally, AMSOM provides
a framework to directly estimate the optimal number of clusters in the dataset
with accurate quantitative and qualitative results.

AMSOM provides new insights on how to handle large volumes of otherwise
incomprehensible data covering a wide range of human endeavor (science, busi-
ness, medicine, healthcare, etc.). Obtained results highlight the effective use of
competitive learning and self-organization in neural networks and demonstrate
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that AMSOM can be used with a big variety of datasets. Further work involves
work in the following directions: firstly, evaluate the visualization result and its
ability to facilitate discovery process, secondly, evaluate the algorithm in even
larger datasets and more specifically explore whether statistical properties of the
original data are preserved and finally, explore ways to improve performance in
terms of time and space requirements.
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Abstract. Multi-agent Plan Recognition (MPAR) infers teams and their goals
from observed actions of individual agents. The complexity of creating a priori
plan libraries significantly increases to account for diversity of action sequences
different team structures may exhibit. A key challenge in MPAR is effectively
pruning the joint search space of agent to team compositions and goal to team
assignments. Here, we describe discrete Multi-agent Plan Recognition as
Planning (MAPRAP), which extends Ramirez and Geffner’s Plan Recognition
as Planning (PRAP) approach to multi-agent domains. Instead of a plan library,
MAPRAP uses the planning domain and synthesizes plans to achieve hypoth-
esized goals with additional constraints for suspected team composition and
previous observations. By comparing costs of plans, MAPRAP identifies fea-
sible interpretations that explain the teams and plans observed. We establish a
performance profile for discrete MAPRAP in a multi-agent blocks-world
domain. We evaluated precision, accuracy, and recall after each observation. We
compare two pruning strategies to dampen the explosion of hypotheses tested.
Aggressive pruning averages 1.05 plans synthesized per goal per time step for
multi-agent scenarios vice 0.56 for single agent scenarios.

Keywords: Multi-agent systems � Plan recognition

1 Introduction

Recognizing the plans of multi-agent teams from remote observation of their actions
enables people and intelligent systems to make sense of complex behaviors, identify
collaborations pursuing goals of interest, and better predict the future actions and states
of the world. The process of identifying cooperative plans and the composition of
teams pursuing them is called Multi-agent Plan Recognition (MPAR) [1]. MAPR
attempts to identify plans underlying the observable actions of a collection of agents,
which are organized into teams that share a common goal and perform coordinated
planning. An online recognizer observes actions conducted by agents over time and at
each time step infers a set of interpretations for the scene. These interpretations
including which agents are working together as a team, what goal(s) each team is
pursuing, and how they may intend to achieve their goal(s) in the form of a multi-agent
plan.

© Springer International Publishing AG 2017
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In this paper, we describe two variants of discrete Multi-agent Plan Recognition as
Planning (MAPRAP), which extends Ramirez and Geffner’s [2, 3] Plan Recognition as
Planning (PRAP) approach into multi-agent domains. PRAP (and MAPRAP) differs
from most plan recognition approaches in that it generates potential hypothesized plans
given observations and evaluates if the observations support or refute the hypotheses.
We outline the core challenges and present our framework for evaluating recognition
on key metrics. Finally, we give results using a version of the well-established Blocks
World domain [2, 4, 5]. These results demonstrate the complexity of the discrete
recognition problem and serve as a baseline for on-going research exploring alternative
strategies (e.g., probabilistic), application to other benchmark multi-agent domain, and
comparing recognition performance under less ideal conditions (e.g., missing obser-
vations or competing teams).

We designed MAPRAP for general purpose plan recognition, meaning that we can
apply it to any domain in which necessary inputs and stated assumptions are met. We
have been inspired by the approach used in General Game Playing (GPP) [6] and
International Planning Competition (IPC) communities, and have attempted to avoid
depending on domain-specific knowledge and a priori base rates. In MAPRAP, the
planning domain is based on Plan Domain Description Language (PDDL) [7] anno-
tated for multiple agents (similar to MA-PDDL [8] conversion via [9]). Our domain
includes a complete initial state, list of agents, list of potential goals, and action model
– all of are intended to describe the problem rather than the specifics of any solution.

In contrast, most plan recognition techniques match observables to patterns within a
plan library (often human generated). Where a plan library represents what to watch for
if a plan is being attempted, a plan domain is designed for creating plans to accomplish
goals. As a result, MAPRAP does not depend on human expertise to identify
domain-specific recognition strategies. Likewise, this approach does not require a
training set of labeled traces or a priori base rates.

Figure 1 shows our high level architecture for staging and evaluating MAPRAP
(and other recognizers). We simulate a given scenario to produce a full action trace and

Fig. 1. Our research framework uses a general planning domain to simulate and recognize
multi-agent actions, enabling reliable performance evaluation.
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ground truth interpretation of goals and team composition. Under the keyhole observer
model [10] used here, the recognizer has no interaction with the observed agents. The
results in this paper reflect an ideal observer model with a serialized trace. Our online
recognizer (MAPRAP) then infers team goals and compositions after every observation
(not required). Finally, we evaluate the performance of recognition using precision,
recall, and accuracy by comparing the recognizer’s interpretation with the simulator’s
ground truth interpretation.

We position this work with related research in plan recognition in Sect. 2. We
describe our recognizer in Sect. 3, and our evaluation approach in Sect. 4. Section 5
provides baseline results for efficiency and recognition performance. This is followed
by future work and conclusions.

2 Related Research

Multi-agent Plan Recognition (MAPR) solutions attempt to make sense of a temporal
stream of observables generated by a set of agents. The recognizer’s goal is to infer
both the organization of agents that are collaborating on a plan, and the plan each team
is pursuing. (While not addressed here, some have also included identifying dynamic
teams that change over time [11, 12].) To accomplish this goal, solutions must address
two challenges noted by Intille and Bobick [13]. First, the combination of agents
significantly inflates state and feature spaces making exhaustive comparisons infeasi-
ble. Second, detecting coordination patterns in temporal relationships of actions is
critical for complex multi-agent activities.

One approach is to use domain knowledge to identify activities indicative of team
relationships. For example, Sadilek and Kautz [14] recognized tagging events in a
capture-the-flag game by detecting co-location followed by an expected effect (tagged
player must remain stationary until tagged again). Sukthankar and Sycara [15] detected
physical formations in a tactical game domain and inferred cooperation to prune the
search space. While practical and effective for the given domains, discovering
exploitable characteristics has been a human process and similar patterns may not exist
in other domains.

Generalized MAPR solutions use domain-independent recognition algorithms
along with a description of the domain. Most commonly, a plan library is created that
provides patterns for which a recognizer searches. For example, Banerjee et al. [11]
matched patterns in synchronized observables, for all combination of agents, to a
flattened plan library. Sukthankar and Sycara [15] detected coordinated actions and
used them to prune the multi-agent plan library using a hash table that mapped key
observerable sequences for distinguishing sub-plans (i.e., last action of parent and first
of sub-plan). However, it may be difficult to build a full plan library for complex
domains, so others use a planning domain to guide the recognizer. Zhuo et al. [4] used
MAX-SAT to solve hard (observed or causal) and soft (likelihood of various activities)
constraints derived from the domain (action-model). In an effort to replicate the spirit of
general game playing and IPC planning competitions where the algorithm is only given
a general description of the problem at run-time, we use no a priori domain-specific
knowledge or manually tuned libraries.
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Plan Recognition as planning (PRAP) was introduced by Ramirez and Geffner in
[2] as a generative approach to single agent plan recognition that uses off the shelf
planners and does not require a plan library. They convert observations to interim
subgoals that the observed agent has accomplished. They synthesize plans for each goal
with and without the observed subgoals, if the costs are equal then observations could
be interpreted as pursuing that goal. In [3] they extended PRAP to probabilistic
recognition. In the case of uniform priors, the most likely goals are those that minimize
the cost difference for achieving the goal with and without explicitly meeting the
observed subgoals. This research builds on PRAP for creating a generalized MAPR
given a planning domain.

3 Multi-agent Plan Recognition as Planning

We had three key objectives for MAPRAP:

1. Perform recognition from a standardized planning domain (in PDDL) and action
trace, vice a plan library. This removes the quality of the plan library as a factor in
recognition performance.

2. Prune the search space intelligently for any generalized domain (without
domain-specific tricks) and scale efficiently (i.e., closer to a single agent solution).

3. Accuracy of MAPR as characterized by precision, recall, and accuracy measures
over time and across a wide range of randomly generated recognition instances.
This provides a baseline for performance comparison.

3.1 Recognizing Multi-agent Plans

We consider a set of n agents, A ¼ A0;A1; . . . ; An�1f g partitioned into m teams from a
set T ¼ fT0; T1; . . .; Tm�1g possible teams such that each Txj j � 1. Agents perform
actions in pursuit of a team goal Gx 2 G for all T, where G is the set of all possible
goals. In this paper, each team has one goal. Agents perform actions over time,
ð1; . . .; tÞ to achieve goals. These actions, M, and environment state, E, are defined in
PDDL. We define the planning domain as a tuple D ¼ fA;G;M;Eg. We define a
scenario as a set of team assignments f Ax; Txð Þ. . . Az; Tzð Þg and team goals
f Gx; Txð Þ. . .ðGz; TzÞg with each agent assigned to a single team and each team having a
unique goal.

Our simulation component accepts both the domain and scenario, plans actions
for teams, and generates a trace file. A trace consists of time-stamped observations
O ¼ fO1; . . .;Otg where each includes a grounded action from D parameterized by the
acting agent a 2 A. We refer to observable actions performed by a specific agent a at
time t as Oa

t . Actions that can take place concurrently (same t) are randomly ordered in
the serial trace.

Our keyhole observer component interleaves the actions of all agents while main-
taining action dependencies within the teams. This is also where adding noise and
observation filtering can be performed, if desired. In this paper, all actions in the domain
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are observable, such that Oa
1...t includes all actions performed by the agent from time 1 to

time t, but this is not a requirement. Our system does not add “noop” actions when no
action is observed for an agent at any time unless this is an action explicit in the PDDL.

The recognition component takes the domain as input and accepts a stream of
observables. For each observable (alternatively each simulation time step) the recog-
nition component outputs a set of interpretations. An interpretation is the tuple I ¼
ðt;Ax; Ty;Gz;; p; PTvÞ where p is the probability (in this discrete case 0 or 1) that at time
t the scenario Ax;Tvð Þ; Tv;Gzð Þf g is true and PTv is the team plan trace on which the
interpretation is based. PTv includes observerables OAx

1...t, and predicts future actions
necessary to achieve the goal Gz.

Finally, the evaluation component compares the ground truth scenario against each
of the recognizer’s interpretations. It scores accuracy, precision, and recall of each
agent/goal combination for interpretation at each time step. We do not penalize
interpretations for agents that with no observed actions up to that time step.

3.2 Extending PRAP to Teams

The single agent PRAP method of plan recognition compares the utility cost C (e.g.,
number of actions) of two plans for each possible goal Gx 2 G. The first reflects only
the goal Gx, the second incorporates a sequence of observations O1...t (from initial to
the current time step t) expressed as subgoals that are achieved by performing the
observed actions, Gx \O1...t. When C Gxð Þ\CðGx \O1...tÞ, the goal Gx is not sup-
ported by the observations because the observed actions increased the cost of achieving
the goal. See Ramirez and Geffner’s [2] single agent PRAP for complete explanation
and implementation.

We summarize performance simply as the number of plans synthesized, because
CPU and clock time for planning varies greatly with domain and planner used. The
worst-case number of plans synthesized for a single agent scenario (|A| = 1) with
interpretations at every time step is Gj j � ðtþ 1Þ. If we directly apply this to any par-
titioning of agents into teams, the worst case is Gj j � ðtþ 1Þ � bð Aj jÞ � Aj j2 where bð Aj jÞ
is the Bell number [17] of number of agents (representing an exponential number of
possible team combinations). By accepting the domain assumption that team activities
are independent of other team compositions, we can reduce the worst case to
Gj j � tþ 1ð Þ � ð2 Aj j � 1Þ. In either case, considerable pruning is required to contain this
explosion in the number of plans synthesized and make this approach tractable.

MAPRAP manages the potential agent to team assignments r for each goal Gr
x . We

start by hypothesizing all teams compositions are pursuing all goals, until observations
indicate otherwise. We then synthesize multi-agent plans using team compositions to
get a base utility cost C Gr

x

� �
without observations. At each time step, C Gr

x

� �
\

CðGr
x \Or

1...tÞ identifies that the last observed action is inconsistent with the plan and
MAPRAP then prunes the search space. Two variants of this algorithm (Conservative
and Aggressive) are outlined below, where an off-the-shelf planner is called to compute
C Ga

x \Oa
1...t

� �
by the function “plan (goal, previously observed actions, hypothesized

team composition)”. The plan function internally prunes cases where no agents are
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hypothesized for a particular team/goal combination. The “obs (step, goal, team)”
function returns the appropriate previously observed actions of the hypothesized team
as subgoals. The function “report(step)” outputs the inferred agent/goal interpretations
for external scoring.

In the discrete MAPRAP case, we can prune planning instances that cannot effect
the interpretation. These include: any hypothesized team in time steps with no new
observables for agents on the team (i.e., no explaining away alternatives), and all
team/goal combinations that have been previously eliminated. Our conservative
pruning solution (MAPRAP A) implements this as outlined here.

// Step 1: Initialize all possible
// interpretations are feasible
#compositions=2^#agents // all agent combos
hypotheses[#compositions][#goals] = true

// Step 2: Baseline cost of plans
// for goals given no observables
for each goal in all goals
for each team composition
baseCost[team][goal] = plan(goal, null, team)

// Step 3: Process observations
// comparing costs to baseline
step=0
for each new observable action
step++
agent=agentFromAction(observable)
for each goal in all goals
for each team composition
if(hypotheses [team][goal]==true)
cost = plan(goal, obs(step,goal,team), team)

// Step 4: Prune compositions when
// observed actions counter plan

if(cost > baseCost[team][goal])

hypotheses [team][goal]=false
// Step 5: report metrics for time step
report(step)

MAPRAP A with Conservative Pruning eliminates team composition/goal com-
binations when plan given observables has a higher cost than without observables.

MAPRAP B with Aggressive Pruning further reduces the worst-case bounds by
starting with a single team (composed of all agents) for each goal, and removing agents
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from compositions when their individual actions cause the utility cost to increase.
While this will not work for all domains (there is a requirement for independence
between the actions of agents on separate teams), the worst-case performance for
Aggressive Pruning (in terms of plans synthesized) is bound by Gj j � tþ 1ð Þþ
Gj j � ð Aj j � 1Þ. The second term counts updating the baseline plan after eliminating an
agent from a goal/team combination. In the code below the baseline cost never goes
down, if reducing the number of agents in a domain could reduce cost, this strategy
would fail. However, Aggressive Pruning effectively reduces the number of planning
jobs run closer to single agent PRAP speed.

#teams = #agents // worst case
compositions[#teams][#agents] = true
hypotheses [#teams][#goals] = true

// Step 2: Baseline cost of plans
// given no observables
for each goal in all goals
for each team composition
baseCost[team][goal] = plan(goal, null, team)

// Step 3: Process observations
// comparing costs to baseline
Step = 0 
for each new observable action
step++
agent = agentFromAction(observable)
for each goal in all goals
for each team composition
if (hypotheses[team][goal]==true)
cost = plan(goal,obs(step,goal,team),team)

// Step 4: Prune agents from teams when
// their actions reduce performance

if (cost > baseCost[team][goal])
     compositions[team][agent] = false

baseCost[team][goal] = plan(goal, null, team)

// Step 5: report metrics for time step
report(step)

// Step 1: Initialize all possible
// interpretations are feasible

MAPRAP B with Aggressive Pruning eliminates agents from teams when their
actions increase the utility cost.
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3.3 Assumptions and Limitations

There are several aspects of MAPRAP research that we do not address here, for
example, alternative domains and planners, probabilistic recognition, and imperfect
observer models. We will address in future papers.

Our initial discrete implementation of MAPRAP relies on two related assumptions
about the domain that we will resolve in future research. The first assumption is the
requirement that every agent is performing towards a goal optimally and is never
impeded by agents on other teams. Since team plans are synthesized independently,
this also requires that the actions of different teams be independent of each other. This
limitation excludes competitive domains, which are important for many applications.

A second assumption, is that more agents on a team achieve a goal at least as
efficiently as fewer agents, even if this means some agents simply do nothing. This may
not be true for domains where communication or sequential action requirements
introduce a burden for larger teams. MAPRAP with Aggressive Pruning (B) relies on
this condition when comparing the cost of its initial hypothesis to alternatives.

Other PRAP assumptions, such as finite and enumerable goals, and purposeful
actions are also true of MAPRAP.

4 MAPRAP Evaluation

MAPRAP is designed to be independent of any particular domain or planner. For this
evaluation, we selected the Team Blocks domain because it is simple multi-agent
adaption is well established within the MAPR community. Similarly, we chose an open
source implementation of GraphPlan because it is well known, relatively fast, easy to
adapt to multiple agents, and emphasizes the use of an off-the-shelf planner.

4.1 A Team Blocks World Domain

Team Blocks World is a multi-agent adaptation of the Blocks World domain. In this
domain there are a series of lettered blocks randomly stacked on a table. Each agent
operates a robot gripper that can pick up one block at a time as shown in Fig. 2. Teams
are composed of 1 to |A| agents that are planning together and act collaboratively
towards the same goal. Actions are atomic and include: pickup, unstack (pickup from
atop another block), put down (on table), stack (put down atop another block); each
action is parameterized by the block(s) acted on and agent performing the action.

We added several domain predicates to prevent agents from picking up blocks held
by other agents. Since we plan teams independently, we also partitioned the blocks and
goals to avoid conflicting plans. However, no information about teams (count or sizes),
partitioning of blocks, or goals assignments are accessible to the recognizer.

The goal of Team Blocks World is for each team to rearrange blocks into a stack in
a specified sequence. Goals are random letter sequences of various lengths interpreted
from bottom (on table) to up (clear). Letters are not repeated in a goal. For example,
(and (ontable A) (on B A) (on C B) (clear C)) specifies the goal “ABC” pursued by
Team0 in Fig. 2.
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4.2 Multi-agent Plan Synthesis

We used PDDL to specify our plan domain, which enables the use of a wide range of
off-the-shelf planners (e.g., those used in the IPC Planning Competitions). For this
research we used an instance of GraphPlan [16] with post-planning multi-agent
scheduling logic. Because PDDL was not designed for multi-agent planning, every
action in our domain includes a parameter of type “agent” which allows the planner to
treat all available agents as a resource (i.e., it plans for the entire team). We synthesize
plans for each team independently, including only agents on, or hypothesized to be on,
that team. The trace outputs for all teams are interleaved by time step, and concurrent
actions are shuffled to mitigate ordering effects.

We randomly generated 5180 different Team Blocks World scenarios (280 were
used to evaluate the less efficient MAPRAP A) with stacks of 6–8 blocks per team
ðl ¼ 6:5Þ. We generated 1–2 teams with 1–5 agents that did not need to be balanced,
but had at least one agent per team. Goals were all permutations of selected stacking
orders of 4–7 blocks ðl ¼ 4:5Þ. The number of potential goals averaged 64 for single
team and 873 for two team scenarios. In the two team case, each team’s partition was
full sized, and possible goals included permutations across the partitions. During the
generation process, we stored the ground truth team and goal assignments as a key for
evaluation, but these were not available to the recognizer.

We simulated each scenario and recorded an action trace. Each trace consists of a
serialized sequence of observed actions identifying the action, time step (1 to t), agent
performing, and other action parameters. Our traces ranged from 5 to 16 actions (l ¼ 9:2
for single and l ¼ 8:6 for two team scenarios). The average action parallelism (multiple
agents acting in the same time step) for multi-agent scenarios was 1.4 concurrent actions.
We used the action trace from initial simulation as the observables for plan recognition.

Fig. 2. In Team Blocks, agents (numbered grippers) are controlled by a team (indicated by color)
to achieve a stacking. Teams, goals, and plans are inferred by the recognizer. (Color figure online)
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5 Results

5.1 Efficiency of Pruning

Efficiency of MAPRAP pruning is measured in terms of the count of plans synthesized,
which we normalized to average number of runs per goal per time step (Fig. 3). Actual
wall clock time for each plan synthesis run is dependent on hardware resources,
planner, and domain, which do not change here, so we focus on the quantity.

Overall, performance of MAPRAP performance for multi-agent scenarios trailed
single agent. MAPRAP with Conservative Pruning (A) averaged 4.38 plans synthe-
sized for each goal and time step for multi-agent, and 0.73 for single agents. MAPRAP
with Aggressive Pruning (B) averaged 1.05 plans synthesized for each goal and time
step for multi-agent, compared to an exponential worst case at the high end and 0.56 for
single agents as a lower bound. Aggressive Pruning (B) clearly scales with agent and
team counts better than Conservative Pruning (A) which increases by *2x for each
additional agent.
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Fig. 3. MAPRAP with Conservative Pruning (A) effectively prunes the multi-agent search space
well below the exponential worst case. MAPRAP with Aggressive Pruning (B) reduces the
average runs/goal/time for scenarios to near the single agent worst-case (1.0). Single agent
scenarios also benefitted from pruning.
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5.2 Precision of Recognition

Precision at each time step indicates how well recognition eliminates interpretations of
the scenario that do not match ground truth. In MAPRAP, all interpretations are
hypothesized correct until demonstrated to be incorrect by conflicting observations. As
shown in Fig. 4, single agent scenarios require fewer observations to converge on
interpretations than multi-agent scenarios.

Notice, because there is only one correct interpretation, so any feasible interpre-
tation are counted as false positives. Since Precision is the ratio of true positives to all
positives, a large number of false positives severely impacts precision. For our
examples of Team Blocks World, our list of potential goals included all stacking orders
of blocks (without knowing simulation partitioning), so there are many goals that are
only distinguished late in there stacking order. Figure 5 separates out the two key
drivers of precision showing a plot for each of four team compositions. Each line
(colored) in the plots represents the average of traces of a specific number of obser-
vations (i.e., the left most point of each line represents the state after the goal has been
successfully achieved for all teams).

Fig. 4. Precision plots show multi-agent scenarios have significantly more possible interpre-
tations, so many more observations are required to eliminate interpretations that are consistent
with observations up to that time, but incorrect.
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1 team / 1 agent 1 team / 2 agents

1 team / 3 agents 2 teams / 2 agents

Fig. 5. The recognizer is unaware of the team composition and total trace size, but precision
goes up when it sees more observations for each agent and as teams get closer to accomplishing
their goal. Early stage MAPR has fewer observations on which to make decisions. (Color figure
online)
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We observed that reduced precision in the multi-agent cases reflects both fewer
observations per individual agent at any time, and a large number of potential team
compositions. In essence, the explanatory power of each observation is diluted across
the pool of agents. As a result, it takes more observations to rule-out all feasible, but
ultimately incorrect, interpretations. In fact, unlike the single agent case, most
multi-agent traces ended before the recognizer converged to a single correct interpre-
tation. We did not reduce the goal count or ensure goals diversity, which would
improve precision. Since MAPRAP is an online recognizer, it is not aware does not
observe the ending of a trace.

5.3 Accuracy of Recognition

Accuracy is the ratio of correct classifications to total classifications. As shown in
Fig. 6, the mean accuracy of MAPRAP trails the single agent case, but demonstrates
correct classifications of potential interpretations for observables over time.

Figure 7 breaks out accuracy by team composition and the number of observations
in the trace. Additional observations improve accuracy nearly linearly in most cases.

Fig. 6. Accuracy metric shows single agent scenarios converge on correct interpretation faster
than multi-agent scenarios.
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1 team / 1 agent 1 team / 2 agents

1 team / 3 agents 2 teams / 2 agents

Fig. 7. Accuracy increases somewhat consistently in all team organizations, which suggests that
the number of feasible interpretations is being reduced with almost every observation. Note that
the recognizer is not given either the team composition or plan length when performing online
recognition.
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MAPRAP recognizes multi-agent scenarios with reasonable accuracy, which is
driven by the ability to quickly eliminate many incorrect interpretations (true nega-
tives). However, the difference in precision between single and multi-agent scenarios
reflects the large number of team composition possibilities. This indicates that few
multi-agent recognition jobs converged to a single interpretation, meaning that some
interpretations simply cannot be discarded given the observations up to that point.

5.4 Recall of Recognition

Recall is the measure of how well the recognizer positively classifies correct inter-
pretations. Discrete MAPRAP, when pruning assumptions are met, has complete recall
(value of 1) at every time step because it only eliminates candidate interpretations when
contradicted by observables. This results in no false negative interpretations. This was
expected given that we did not implement erroneous observations, suboptimal agent
action, or probabilistic recognition in this experiment.

6 Future Work

These discrete implementations of MAPRAP expose several potential areas for
improvement. We are adapting additional planning domains for multi-agent bench-
marking. New domains challenge the limitations of the current approach and enforce
generality. One key consideration is to select/build domains that sample the relevant
domain characteristic space. Also, the ability to scale from 1 agent on 1 team to n
agents on n teams, ensures we the domain does not artificially limit the team com-
position search space, and allows us to compare performance. Similarly, Ramirez and
Geffner [2] demonstrated that satisficing and specialized planners improved speed at
little cost to PRAP accuracy, making it useful for investigating larger parameter spaces.
We intend to examine the use of other planners as well.

Secondly, in this paper discuss discrete MAPRAP. Like Ramirez and Geffner [2], we
are extending this to a probabilistic solution. Moving away from discrete decisions
introduces new efficiency challenges for whichwe are developing new pruning strategies.
Critically, this will better enable recognition in cases of less optimal action traces, not
currently addressed in the discrete version. Probabilistic MAPRAP allows us to prioritize
interpretations instead of just eliminating them. This allows us to return to interpretations
when it is the best explanation, even when some observations conflict with it. In less
optimal actions sequences, this may result in recall occasionally dipping to less than one.

In addition we intend to reduce our current limitations, show the effects of
observation error/loss, and reduce restrictions on inter-team interaction (e.g., compe-
tition) in future research.

7 Conclusions

In this paper we introduced a discrete version of MAPRAP, our MAPR system based
on an extension of PRAP. Discrete MAPRAP meets our key objective of working from
a planning domain vice plan library. This enforces generalization and eliminates the
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dependency on human expertise in designating what actions to watch in a domain.
Because producing plan libraries for varied team compositions is difficult, a MAPR
solution that depends only on the planning domain information is valuable, particularly
for problems where the physics of the world are well known, but there are many
possible methods for achieving goals.

We show that recognizing team compositions and goals/plans from an online action
sequence, without domain-specific tricks, greatly expands the search space of feasible
interpretations of observed actions. We evaluated the efficiency and performance of
two MAPRAP pruning strategies on a range of Team Blocks World scenarios, and
established (with stated domain limitations) efficiencies nearing single agent solutions.
We found we can effectively prune the search space to improve run-time independent
of the planner used. There is a high degree of parallelism in MAPRAP because all plan
synthesis for the same time step can be executed currently.

We evaluated recognition performance on a multi-agent version of the well-known
Blocks World domain. We assessed precision, accuracy, and recall measures over time.
This is particularly relevant as observations in multi-agent scenarios have many more
potentially feasible interpretations than the single agent case. This in turn requires
more observations to limit potentially feasible interpretations down to the single correct
interpretation. However, we observed that when observations consist of actions being
executed by varied agents, potentially on different teams, the ability to eliminate
interpretation is reduced. For the Team Blocks World domain, we showed how pre-
cision and accuracy increases with additional observations and how sensitive this
growth is to the composition of the team being observed.

Our precision and accuracy measures over time help quantify this difference.
Precision of multi-agent scenarios was significantly lower than single-agent because it
was challenged by a high false positive rate. Because there is only one correct inter-
pretation and many possible interpretations (some of which only vary in later stage
actions) false positives drives the precision metric. However, accuracy was reasonably
high, as MAPRAP was able to consistently identify and eliminated infeasible inter-
pretations with each observation.

Discrete MAPRAP sustained a consistent recall of 1.0. This is critical to support
effective pruning for discrete interpretations because once eliminated an interpretation
are never revisited. For the case where there is only one correct interpretation, recall is
either 1 or 0 at any time. For on-line applications, we do not want to discard the correct
interpretation, so we prioritize recall over precision.
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Abstract. In this paper we study Secrecy-Preserving Query Answer-
ing problem under Open World Assumption (OWA) for EL+ Knowledge
Bases (KBs). First we compute some consequences of ABox (A) and
TBox (T ) denoted by A∗ and T ∗ respectively. A secrecy set of a querying
agent is subset S of A∗∪T ∗ which the agent is not allowed to access. Next
we compute envelopes which provide logical protection to the secrecy set
against the reasoning of the querying agent. Once envelopes are com-
puted, they are used to efficiently answer assertional and GCI queries
without compromising the secret information in S. When the querying
agent asks a query q, the reasoner answers “Yes” if KB |= q and q does
not belong to the envelopes; otherwise, the reasoner answers “Unknown”.
Being able to answer “Unknown” plays a key role in protecting secrecy
under OWA. Since we are not computing all the consequences of the KB,
answers to the queries based on just A∗ and T ∗ could be erroneous. To
fix this problem, we further augment our algorithms to make the query
answering procedure foolproof.

Keywords: Knowledge representation and reasoning · Ontologies ·
Privacy and security · Semantic web

1 Introduction

The explosive growth in online banking activities, social networks, web based
travel services and other internet based business and homeland security applica-
tions contain massive amounts of private details of users, administrators, service
providers and governmental agencies. This contributes, on one hand, to unprece-
dented levels of information sharing and, on the other hand, to grave concerns
about privacy and confidentiality of communication between WWW users. It
will be an indispensable aspect of future web based service industry that pri-
vate information while being shared must remain inviolate. In literature, most of
the approaches dealing with “information protection” are based on access con-
trol mechanisms. For semantic web applications, the authors of [11] have pro-
posed policy languages to represent obligation and delegation policies based on
access control approach. Biskup et al. in [5,6] studied secrecy in incomplete data-
bases using controlled query evaluation (CQE). Since description logics (DLs)
underlie web ontology languages (OWLs), recently researchers have shown an
interest in studying secrecy-preserving reasoning in DL knowledge bases (KBs).
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In [4,15,16], the authors have developed a secrecy framework that attempts to
satisfy the following competing goals: (a) it protects secret information and (b)
queries are answered as informatively as possible (subject to satisfying property
(a)). The notion of an envelope to hide secret information against logical infer-
ence was first defined and used in [15]. Further, in [16], Tao et al., introduced
a more elaborate conceptual framework for secrecy-preserving query answering
(SPQA) under Open World Assumption (OWA) with multiple querying agents.
So far it has been restricted to instance-checking queries. Specifically, in [14–16]
the main idea was to utilize the secret information within the reasoning process,
but then answering “Unknown” whenever the answer is truly unknown or in case
the true answer could compromise confidentiality.

In this paper we extend the work of Krishnasamy Sivaprakasam and Slutzki
reported in [14], to the EL+ language. Note that the language EL+ is defined
by adding role inclusions whose left hand side can be a composition of role
names to the RBox. The reason for this restriction is that an unrestricted use of
composition leads to intractability and even undecidability, see [2,3]. The new
contributions in this paper are (a) we have expanded the rule system to allow
for composition of role names to generate new assertions and GCIs and (b) a
different approach was required to prove the completeness of tableau algorithms
that compute sets of assertional and GCI consequences. This in turn necessi-
tated an extensive adaptation of canonical interpretation definition [9]. More-
over, the tableau algorithms to compute envelopes have been modified accord-
ingly as where query answering algorithms. As a first step in constructing SPQA
system, we design two tableau algorithms to compute finite sets T ∗ and then
A∗, of consequences of the TBox T ∪ R∗ and the KB Σ = 〈A, T ∗,R∗〉 respec-
tively, restricted to individuals and concepts that actually occur in the given
KB = 〈A, T ,R〉 and an extra “auxiliary” set of concepts defined over the signa-
ture of Σ. The approach to constructing SPQA system presented in this paper
is quite different from [15]. In [15], the KB and envelope are expanded with new
queries. This makes the subsequent query answering step more and more compli-
cated. In general, the sets of all assertional consequences and GCI consequences
of a given Σ = 〈A, T ,R〉 may be infinite. By forcing the tableau algorithms to
compute the consequences (both assertions and GCIs) of KB restricted to indi-
viduals and subconcepts that occur in a given prescribed set, we obtain finite A∗

and T ∗ that in fact can be computed efficiently in polynomial time. These sets,
once computed, remain fixed and are not modified. The two tableau algorithms
are sound and complete under the restrictions stated above, see Sects. 3.1 and
3.2. Since the sets A∗ and T ∗ do not contain all the consequences of the KB, in
order to answer user queries we have designed recursive algorithms which break
the queries into smaller assertions or GCIs all the way until the information
in the sets A∗ and T ∗ can be used. In effect, we have split the task of query
answering into two parts: in the first part we compute all the consequences of
Σ restricted to concepts and individuals that occur in Σ, in the second part we
use a recursive algorithm to evaluate more complex queries with the base case
that has been computed in the first part.
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As for computing the envelopes, we start from the secrecy sets SA (of
assertions) and ST (of GCIs), and compute finite supersets of assertions and
GCIs, viz., the envelopes EA ⊆ A∗ of SA and ET ⊆ T ∗ of ST respectively. These
envelopes are computed by two tableau algorithms based on the idea of invert-
ing the expansion rules of two tableau algorithms listed in Figs. 1 and 2. The
idea behind the envelope concept is that no expression in the envelope can be
logically deduced from information outside the envelope. Once such envelopes
are computed, the answers to the queries are censored whenever the queries
belong to the envelopes. Since, generally, an envelope for a given secrecy set is
not unique, the developer can force the algorithm to output a specific envelope
from the available choices satisfying the needs of application domain, company
policy, social obligations and user preferences.

Next, we discuss query answering procedures which allow us answer queries
without revealing secrets. Usually in SPQA framework queries are answered by
checking their membership in A∗\EA (if the query is an assertion) or in T ∗\ET (if
the query is a GCI). Since A∗ and T ∗ do not contain all the statements entailed
by Σ, we need to extend the query answering procedure from just membership
checking. Towards that end we designed two recursive algorithms to answer
more complicated assertion and GCI queries. To answer an assertion query q,
the algorithm first checks if q ∈ A∗\EA in which case the answer is “Yes”;
otherwise, the given query is broken into subqueries based on the constructors,
and the algorithm is applied recursively on the subqueries, see Sect. 5. This query
answering procedure runs in polynomial time in the size of the KB and the query
q. Similar approach is used to answer GCI queries.

2 Syntax and Semantics of EL+

A vocabulary of EL+ is a triple <NO, NC , NR> of countably infinite, pairwise
disjoint sets. The elements of NO are called objects or individual names, the
elements of NC are called concept names and the elements of NR are called role
names. The set of EL+ concepts is denoted by C and is defined by the following
rules

C:: = A | � | C � D | ∃r.C

where A ∈ NC , r ∈ NR, � denotes the “top concept”, and C,D ∈ C. Assertions
are expressions of the form C(a) or r(a, b), general concept inclusions (GCIs) are
expressions of the form C 
 D and role inclusions are expressions of the form
r 
 s or r ◦ s 
 t where C,D ∈ C, r, s, t ∈ NR and a, b ∈ NO, and ◦ denotes the
composition operator. The semantics of EL+ concepts is specified, as usual, by
an interpretation I =

〈
Δ, ·I〉

where Δ is the domain of the interpretation, and
·I is an interpretation function mapping each a ∈ NO to an element aI ∈ Δ, each
A ∈ NC to a subset AI ⊆ Δ, and each r ∈ NR to a binary relation rI ⊆ Δ × Δ.
The interpretation function ·I is extended inductively to all EL+ concepts in the
usual manner:

�I = Δ; (C � D)I = CI ∩ DI ; (∃r.C)I = {d ∈ Δ | ∃e ∈ CI : (d, e) ∈ rI}.
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An Abox A is a finite, non-empty set of assertions. A TBox T is a finite
set of GCIs and an RBox R is a finite set of role inclusions. An EL+ KB is a
triple Σ = 〈A, T ,R〉 where A is an ABox, T is a TBox and R is an RBox. Let
I =

〈
Δ, ·I〉

an interpretation, C,D ∈ C, r ∈ NR and a, b ∈ NO. We say that I
satisfies C(a), r(a, b), C 
 D, r 
 s or r ◦ s 
 t, notation I |= C(a), I |= r(a, b),
I |= C 
 D, I |= r 
 s or I |= r ◦ s 
 t if, respectively, aI ∈ CI , (aI , bI) ∈ rI ,
CI ⊆ DI , rI ⊆ sI or rI ◦ sI ⊆ tI1. I is a model of Σ, notation I |= Σ, if I
satisfies all the assertions in A, all the GCIs in T and all the role inclusions in
R. Let α be an assertion, a GCI or a role inclusion. We say that Σ entails α,
notation Σ |= α, if all models of Σ satisfy α.

3 Computation of A∗ and T ∗

Let Σ = 〈A, T ,R〉 be an EL+ KB. In this section, we give two tableau algorithms
that compute A∗, a set of assertional consequence of Σ, and T ∗ a set of GCI
consequences of Σ, both restricted to concepts that occur in Σ. Before computing
T ∗ and A∗, we compute R∗ = R+ ∪ R†, where R+ is the transitive closure
of R with respect to role inclusion and R† = {r 
 r | r occurs in Σ}. As an
example, consider a KB Σ = 〈A, T ,R〉 where ABox A = {A(a),∃m.B(c)}, TBox
T = {A 
 ∃n.D} and RBox R = {r 
 s, p 
 q, u 
 v, r ◦ p 
 w, s ◦ q 
 u}.
Then, R∗ = R ∪ {s ◦ q 
 v} ∪ {m 
 m,n 
 n, r 
 r, s 
 s, p 
 p, q 
 q, u 

u, v 
 v, w 
 w}. Note that r ◦ p 
 u ∈ R∗ even though the role inclusion
r ◦ p 
 u holds true in any model of the RBox R. R∗ is easily computed in
polynomial time and we omit the details.

3.1 Computation of T ∗

Denote by NΣ the set of all concept names and role names occurring in Σ and
let S be a finite set of concepts over the symbol set NΣ . Let CΣ,S be the set of
all subconcepts of concepts that occur in either S or Σ. Given Σ and CΣ,S, we
describe a procedure that computes T ∗, a set of GCI consequences of the given
KB Σ (restricted to concepts in CΣ,S). That is, T ∗ = {C 
 D | C,D ∈ CΣ,S

and Σ |= C 
 D}. This procedure is similar to the calculus presented in [12].
Let AXT = {C 
 C,C 
 �,� 
 � | C ∈ CΣ,S}. T ∗ is initialized as AXT and

then expanded by exhaustively applying expansion rules listed in Fig. 1. The T�-
rule derives a GCI based on transitivity of subsumption. T−

� -rule derives new
GCIs by decomposing conjunction concepts into its two conjuncts. To derive
GCIs whose right side involves concept expressions which occur in CΣ,S, we use
the T+

� -rule. Similarly, T+
H and T+

◦ -rules derive GCIs based on monotonicity
property of GCIs and role inclusions.

A TBox is completed if no expansion rule in Fig. 1 is applicable to it. We
denote by ΛT the algorithm which, given Σ and CΣ,S, non-deterministically
applies expansion rules in Fig. 1 until no further applications are possible. Since

1 rI ◦ sI denotes composition of two binary relations rI and sI .
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T − rule : if C D ∈ T ∗, D E ∈ T and C E /∈ T ∗,

then T ∗ := T ∗ ∪ {C E};

T− − rule : if C D E ∈ T ∗, and C D /∈ T ∗ or C E /∈ T ∗,

then T ∗ := T ∗ ∪ {C D,C E};

T+ − rule : if C D, C E ∈ T ∗, D E ∈ CΣ,S and

C D E /∈ T ∗, then T ∗ := T ∗ ∪ {C D E};

T+
H − rule : if C r.D, D E ∈ T ∗, r s ∈ R∗, ∃s.E ∈ CΣ,S and

C s.E /∈ T ∗, then T ∗ := T ∗ ∪ {C s.E};

T+
◦ − rule : if C u.D, D v.E, E F ∈ T ∗, u r, v s,

r ◦ s t ∈ R∗, ∃t.F ∈ CΣ,S and C t.F /∈ T ∗,

then T ∗ := T ∗ ∪ {C t.F}.

Fig. 1. TBox Tableau expansion rules.

ΛT has been restricted to derive GCIs whose left and right hand side concept
expressions occur in CΣ,S, the size of the T ∗ is at most a polynomial in the size
of its input. Hence, the running time of ΛT is polynomial in | Σ | + | CΣ,S |. The
correctness of ΛT can be shown by proving soundness and completeness of ΛT .
The soundness proof is obvious.

To prove the completeness of ΛT , we define a canonical interpretation J =〈
Δ, ·J 〉

for a completed TBox T ∗ as follows:

Δ = {aC | C ∈ CΣ,S};

�J = Δ;

for A ∈ NC , AJ = {aC | C 
 A ∈ T ∗};

for r ∈ NR, rJ = {(aC , aD) | C 
 ∃s.D ∈ T ∗, s 
 r ∈ R∗}∪
{(aC , aD) | C 
 ∃u.E, E 
 ∃v.D ∈ T ∗, u ◦ v 
 r ∈ R∗}.

The interpretation function ·J is extended to concept expressions as usual. To
prove that J is a model of T ∗, we need the following technical lemma. The proof
of Lemma 1 is by an easy induction argument and therefore it is omitted.

Lemma 1. Let B, C ∈ CΣ,S. Then,

(a) aC ∈ CJ .
(b) aC ∈ BJ if and only if C 
 B ∈ T ∗.

We next argue that J satisfies T ∗ and R∗.

Lemma 2. J |= T ∗ ∪ R∗.

Proof. It follows immediately from the definition of J that J |= R∗.



234 G. Krishnasamy Sivaprakasam and G. Slutzki

– Let F 
 G ∈ T ∗. Then, F , G ∈ CΣ,S. Assume that aC ∈ FJ . By part (b) of
Lemma 1, C 
 F ∈ T ∗. By the T�-rule, we get C 
 G ∈ T ∗. Again by part
(b) of Lemma 1, we have aC ∈ GJ . Hence, J |= F 
 G. ��
The completeness of ΛT now follows by an easy argument.

Theorem 1. Let Σ be a EL+ KB and let T ∗ be the completed TBox. For any
concepts C, D ∈ CΣ,S, if Σ |= C 
 D then C 
 D ∈ T ∗.

Proof. Suppose C 
 D /∈ T ∗, i.e., by part (b) of Lemma1, aC /∈ DJ . On the
other hand by part (a) of Lemma1, aC ∈ CJ and this implies that J |= C 
 D.
Since by Lemma 2, J |= T ∗, and since T ⊆ T ∗, we obtain T |= C 
 D. ��

3.2 Computation of A∗

Let Σ = 〈A, T ,R〉 be an EL+ KB, R∗ be defined as at the beginning of this
section and T ∗ be the completed TBox as computed in Sect. 3.1. Also, let OΣ

be the set of individual names that occur in Σ and define AXA = {�(a) | a ∈
OΣ}. Now we outline the procedure that computes A∗, the set of assertional
consequences of Σ∗ = 〈A, T ∗,R∗〉, restricted as follows:

A∗ = {C(a) | C ∈ CΣ,S and Σ∗ |= C(a)} ∪
{r(a, b) | r occurs in Σ and Σ∗ |= r(a, b)}.

A∗ is initialized as A ∪ AXA and is expanded by exhaustively applying
expansion rules listed in Fig. 2. A−

� -rule decomposes conjunctions, and the A�-
rule derives assertions based on the GCIs present in T ∗. To build new concept
assertions whose concept expressions already occur in CΣ,S, we use the A+

� and
A+

∃ -rules. Similarly, the A+
∃H and A+

∃◦-rules derive concept assertions based on
role inclusions. An important property of this procedure is that it does not
introduces any fresh individual names into A∗. This implies that some assertions
of the form ∃r.C(a) may not have “syntactic witnesses”. Finally, the AH and
A◦-rules derive role assertions based on role inclusions and role compositions
respectively.

An ABox is completed if no expansion rule in Fig. 2 is applicable to it. We
denote by ΛA the algorithm which, given A, R∗, T ∗ and CΣ,S, non-deterministic-
ally applies expansion rules in Fig. 2 until no further applications are possible.
Since ΛA derives only assertions involving concept expressions that occur in CΣ,S,
it is easy to see that the running time of ΛA is polynomial in | Σ | + | CΣ,S |.

The correctness of ΛA can be shown by proving its soundness and complete-
ness. The soundness is obvious. To prove the completeness of ΛA, we first define
a canonical interpretation K =

〈
Δ, ·K〉

for a completed ABox A∗, cf. [8]. Define
the witness set, W = {wC | C ∈ CΣ,S}.

Δ = OΣ ∪ W; aK = a,where a ∈ OΣ ; �K = Δ;

for A ∈ NC , AK = {a ∈ OΣ | A(a) ∈ A∗} ∪ {wC ∈ W | C 
 A ∈ T ∗};
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A− − rule : if C D(a) ∈ A∗, and C(a) /∈ A∗ orD(a) /∈ A∗,

then A∗ := A∗ ∪ {C(a), D(a)};

A+ − rule : if C(a), D(a) ∈ A∗, C D ∈ CΣ,S and

C D(a) /∈ A∗, then A∗ := A∗ ∪ {C D(a)};

A+
∃ − rule : if r(a, b), C(b) ∈ A∗, ∃r.C ∈ CΣ,S and

∃r.C(a) /∈ A∗, then A∗ := A∗ ∪ {∃r.C(a)};

A − rule : if C(a) ∈ A∗, C D ∈ T ∗, and D(a) /∈ A∗,

then A∗ := A∗ ∪ {D(a)};

A+
∃H − rule : if ∃r.C(a) ∈ A∗, r s ∈ R∗, C D ∈ T ∗, ∃s.D ∈ CΣ,S and

∃s.D(a) /∈ A∗, then A∗ := A∗ ∪ {∃s.D(a)};

− rule : if ∃u.C(a) ∈ A∗, C v.D, D E ∈ T ∗,

u r, v s, r ◦ s t ∈ R∗, ∃t.E ∈ CΣ,S and ∃t.E(a) /∈ A∗,

then A∗ := A∗ ∪ {∃t.E(a)};

AH − rule : if r(a, b) ∈ A∗, r s ∈ R∗, and s(a, b) /∈ A∗,

then A∗ := A∗ ∪ {s(a, b)};

A◦ − rule : if r(a, b), s(b, c) ∈ A∗, r ◦ s t ∈ R∗, and t(a, c) /∈ A∗,

then A∗ := A∗ ∪ {t(a, c)}.

A+
∃◦

Fig. 2. ABox Tableau expansion rules.

for r ∈ NR, rK = {(a, b) ∈ OΣ × OΣ | s(a, b) ∈ A∗, s 
 r ∈ R∗}
∪ {(a, b) ∈ OΣ × OΣ | for some c ∈ OΣ , u(a, c),

v(c, b) ∈ A∗, u ◦ v 
 r ∈ R∗}
∪ {(a,wC) ∈ OΣ × W | ∃s.C(a) ∈ A∗, s 
 r ∈ R∗}
∪ {(a,wC) ∈ OΣ × W | ∃u.D(a) ∈ A∗, D 
 ∃v.C ∈ T ∗,

u ◦ v 
 r ∈ R∗}
∪ {(wC , wD) | C 
 ∃s.D ∈ T ∗, s 
 r ∈ R∗}
∪ {(wC , wD) | C 
 ∃u.E, E 
 ∃v.D ∈ T ∗,

u ◦ v 
 r ∈ R∗}.

K is extended to compound concepts in the usual way. We argue that K is
a model of A∗, T ∗ and R∗. In the following, we shall prove several technical
lemmas to show that K is indeed a canonical model of 〈A∗, T ∗,R∗〉.
Lemma 3. Let a, b ∈ OΣ and suppose that the role name r occurs in Σ. If
(a, b) ∈ rK, then r(a, b) ∈ A∗.

Proof. Assume the hypotheses. We argue by cases.

– Let s(a, b) ∈ A∗ and s 
 r ∈ R∗. Then by applying AH -rule, r(a, b) ∈ A∗.
– Let u(a, c), v(c, b) ∈ A∗ and u ◦ v 
 r ∈ R∗. By the A◦-rule, r(a, b) ∈ A∗. ��
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The following two lemmas are proved by using the definition of K and, in the
case of Lemma 5, by an easy induction on the structure of concept B.

Lemma 4. If r(a, b) ∈ A∗, then (a, b) ∈ rK.

Lemma 5. Let B, C ∈ CΣ,S. Then,

(a) wC ∈ CK.
(b) wC ∈ BK if and only if C 
 B ∈ T ∗.

The following lemma is useful in proving the completeness of ΛA.

Lemma 6. Let a ∈ OΣ and B ∈ CΣ,S. If a ∈ BK, then B(a) ∈ A∗.

Proof. The proof is by induction on the structure of B.

– When B ∈ NC , the claim follows directly from the definition of K.
– When B = �, the claim follows from the definition of AXA.
– B = C � D. Then, a ∈ (C � D)K ⇒ a ∈ CK and a ∈ DK ⇒ C(a),D(a) ∈ A∗,

by inductive hypothesis. Since C � D occurs in CΣ,S, by the A+
� -rule, we have

C � D(a) = B(a) ∈ A∗.
– B = ∃r.C. Then, a ∈ (∃r.C)K ⇒ there is an element b ∈ Δ such that (a, b) ∈

rK and b ∈ CK. There are two cases.
– b ∈ OΣ . Since r occurs in Σ and C occurs in CΣ,S, by Lemma 3, we have

r(a, b) ∈ A∗ and by the inductive hypothesis, C(b) ∈ A∗. Since ∃r.C
occurs in CΣ,S, by the A+

∃ -rule, we have ∃r.C(a) = B(a) ∈ A∗.
– b = wD ∈ W for some D ∈ CΣ,S. Then, we have (a,wD) ∈ rK and

wD ∈ CK. By part (b) of Lemma 5, D 
 C ∈ T ∗. Now, we have two
subcases.

– ∃s.D(a) ∈ A∗ and s 
 r ∈ R∗. Since D 
 C ∈ T ∗ and ∃r.C ∈ CΣ,S,
by the A+

∃H -rule, we have ∃r.C(a) = B(a) ∈ A∗.
– ∃u.E(a) ∈ A∗, E 
 ∃v.D ∈ T ∗ and u ◦ v 
 r ∈ R∗. Since D 
 C ∈

T ∗, ∃r.C ∈ CΣ,S and u 
 u, v 
 v ∈ R∗ by the A+
∃H -rule, we have

∃r.C(a) = B(a) ∈ A∗. ��
To prove K is a model of A∗, T ∗ and R∗, we need the following technical

lemma.

Lemma 7. If B(a) ∈ A∗, then a ∈ BK.

Proof. We prove the claim by induction on the structure of B.

– B = A ∈ NC . Then, A(a) ∈ A∗ ⇒ a ∈ AK = BK.
– B = �. The claim follows from the definition of K.
– B = C � D. Then, C � D(a) ∈ A∗. By A−

� -rule, we have C(a),D(a) ∈ A∗ ⇒
a ∈ CK and a ∈ DK ⇒ a ∈ (C � D)K, by inductive hypothesis.

– B = ∃r.D. Then, ∃r.D(a) ∈ A∗. By the definition of K, (a,wD) ∈ rK. By
Lemma 1, wD ∈ DK. Hence, by the semantics of ∃, a ∈ (∃r.D)K = BK. ��
In the following we prove that K satisfies A∗, T ∗ and R∗.
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Lemma 8. K |= A∗ ∪ T ∗ ∪ R∗.

Proof. It follows immediately from the definition of K that K |= R∗. Next, we
show that K satisfies A∗.

– C(a) ∈ A∗. By Lemma 7, a ∈ CK, i.e., K |= B(a).
– r(a, b) ∈ A∗. By Lemma 4, K |= r(a, b).

Hence K |= A∗.
Now, we show that K satisfies T ∗. Let F 
 G ∈ T ∗ and a ∈ FK. We have

two cases.

– a ∈ OΣ . Then, by Lemma 6, F (a) ∈ A∗. Since A∗ is completed, by the A�-
rule, we get G(a) ∈ A∗. By Lemma 7, a ∈ GK. Hence, K |= F 
 G.

– wC ∈ W for some C ∈ CΣ,S. This implies, by the definition of K, C 
 F ∈ T ∗.
Since T ∗ is completed, we have C 
 G ∈ T ∗. Again by the definition of K,
a ∈ GK which implies K |= F 
 G. ��
Now, we are ready to prove the completeness of ΛA.

Theorem 2. Let Σ∗ = 〈A, T ∗,R∗〉 be a EL+ KB as defined in Sect. 3.2. Also,
let T ∗ and A∗ be the completed TBox and ABox respectively. Suppose that B ∈
CΣ,S and r occurs in Σ. Then, for any a, b ∈ OΣ,

– Σ∗ |= B(a) ⇒ B(a) ∈ A∗.
– Σ∗ |= r(a, b) ⇒ r(a, b) ∈ A∗.

Proof. Proof by contrapositive argument. Since A ⊆ A∗ and by Lemma 8, we
have K |= Σ∗. We show that K |= B(a) and K |= r(a, b).

– Assume that B(a) /∈ A∗ for some B ∈ CΣ,S. Therefore, a /∈ BK by Lemma 6.
Hence K |= B(a).

– Assume that r(a, b) /∈ A∗ for some r that occurs in Σ. Therefore, (a, b) /∈ rK

by Lemma 3. Hence K |= r(a, b). ��

4 Secrecy-Preserving Reasoning in EL+ KBs

Let Σ = 〈A, T ,R〉 be a EL+ KB. Also let SA ⊆ A∗\AXA and ST ⊆ T ∗\AXT
be the “secrecy sets”. Given Σ, SA and ST , the objective is to answer assertion
or GCI queries while preserving secrecy. Our approach is to compute two sets
EA and ET , where SA ⊆ EA ⊆ A∗\AXA and ST ⊆ ET ⊆ T ∗\AXT , called the
secrecy envelopes for SA and ST respectively, so that protecting EA and ET , the
querying agent cannot logically infer any assertion in SA and any GCI in ST . The
role of OWA in answering the queries is the following: When answering a query
with “Unknown”, the querying agent should not be able to distinguish between
the case that the answer to the query is truly unknown to the KB reasoner and
the case that the answer is being protected for reasons of secrecy.
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Now we explain the secrecy-reasoning framework. We envision a situation in
which once the ABox A∗ and TBox T ∗ are computed, a reasoner R is associated
with it. R is designed to answer queries as follows: If a query cannot be inferred
from Σ, the answer is “Unknown”. If it can be inferred and it is not in EA ∪ ET ,
the answer is “Yes”; otherwise, the answer is “Unknown”. We make the following
assumptions about the capabilities of the querying agent:

(a) does not have direct access to the KB Σ = 〈A, T ,R〉, but is aware of the
underlying vocabulary,

(b) can ask queries in the form of assertions or GCIs, and
(c) cannot ask queries in the form of role inclusions.

We formally define the notion of an envelope in the following.

Definition 1. Let Σ = 〈A, T ,R〉 be a EL+ KB, and let SA and ST be two finite
secrecy sets. The secrecy envelopes EA and ET of SA and ST respectively, have
the following properties:

– SA ⊆ EA ⊆ A∗\AXA,
– ST ⊆ ET ⊆ T ∗\AXT ,
– for every α ∈ ET , T ∗\ET |= α and
– for every α ∈ EA, A∗\EA |= α.

The intuition for the above definition is that no information in EA and ET
can be inferred from the corresponding sets A∗\EA and T ∗\ET . To compute
envelopes, we use the idea of inverting the rules of Figs. 1 and 2 (see [15],
where this approach was first utilized for membership assertions). Induced by
the TBox and ABox expansion rules in Figs. 1 and 2, we define the correspond-
ing “inverted” ABox and TBox expansion rules in Figs. 3 and 4, respectively.
These inverted expansion rules are denoted by prefixing Inv- to the name of the
corresponding expansion rules.

From now on, we assume that A∗, T ∗ and R∗ have been computed and
readily available for computing the envelopes. The computation of envelopes
consists of two steps. In the first step, we compute EA by initializing it to SA
and then expanding it using the inverted expansion rules listed in Fig. 3 until
no further applications of rules are possible. We denote by ΛS

A the algorithm
which computes the set EA. Due to non-determinism in applying the rules Inv-
A+

� , Inv-A+
∃ and Inv-A◦, different executions of ΛS

A may result different output.
Since A∗ is finite, the computation of ΛS

A terminates. Let EA be the output of
ΛS

A. Since the size of A∗ is polynomial in |Σ| + |CΣ,S|, and each application of
inverted expansion rule moves some assertions from A∗ into EA, the size of EA
is at most the size of A∗. Therefore ΛS

A takes polynomial time in | Σ | + | CΣ,S |
to compute the envelope EA.

In step two, we compute ET by initializing it to ST and then expanding it
using the inverted TBox expansion rules listed in Fig. 4 until no further applica-
tions of rules are possible. We denote by ΛS

T the algorithm which computes the
set ET . Due to non-determinism in applying Inv-T+

� and Inv-T+
◦ -rules, different

executions of ΛS
T may result different output. Since T ∗ is finite, the computation
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Inv-A− − rule : if {C(a), D(a)} ∩ EA = ∅ and C D(a) ∈ A∗ \ EA,

then EA := EA ∪ {C D(a)};

Inv-A+ − rule : if C D(a) ∈ EA, C D ∈ CΣ,S and

{C(a), D(a)} ⊆ A∗ \ EA,

then EA := EA ∪ {C(a)} or EA := EA ∪ {D(a)};

Inv-A+
∃ − rule : if ∃r.C(a) ∈ EA, r(a, b), C(b) ∈ A∗ \ EA and ∃r.C ∈ CΣ,S,

then EA := EA ∪ {r(a, b)} or EA := EA ∪ {C(b)};

Inv-A − rule : if D(a) ∈ EA, C D ∈ T ∗, and C(a) ∈ A∗ \ EA,

then EA := EA ∪ {C(a)};

Inv-A+
∃

∃

H − rule : if ∃s.D(a) ∈ EA, C D ∈ T ∗, r s ∈ R∗, ∃s.D ∈ CΣ,S

and ∃r.C(a) ∈ A∗ \ EA, then EA := EA ∪ {∃r.C(a)};

Inv-A+ − rule : if ∃t.E(a) ∈ EA, C v.D,D E ∈ T ∗, u r, v s,

r ◦
◦

s t ∈ R∗, ∃t.E ∈ CΣ,S and ∃u.C(a) ∈ A∗ \ EA,

then EA := EA ∪ {∃u.C(a)};

Inv-AH − rule : if s(a, b) ∈ EA, r s ∈ R∗, and r(a, b) ∈ A∗ \ EA,

then EA := EA ∪ {r(a, b)};

Inv-A◦ − rule : if t(a, c) ∈ EA, r ◦ s t ∈ R∗, and

{r(a, b), s(b, c)} ⊆ A∗ \ EA,

then EA := EA ∪ {r(a, b)} or EA := EA ∪ {s(b, c)}.

Fig. 3. Inverted ABox Tableau expansion rules: we use the same conventions as in
Fig. 2.

Fig. 4. Inverted TBox Tableau expansion rules: we use the same conventions as in
Fig. 1.
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of ΛS
T terminates. Let ET be the output of ΛS

T . Since the size of T ∗ is polyno-
mial in the size of Σ and CΣ,S, and each application of inverted TBox expansion
rule moves some GCIs from T ∗ into ET , the size of ET is at most the size of
T ∗. Therefore ΛS

T takes polynomial time in | Σ | + | CΣ,S | to compute the
envelope ET .

Before proving the main results on envelopes, we prove the following aux-
iliary lemmas. First, we show that no assertions in EA is “logically reachable”
from A∗\EA.

Lemma 9. Let A∗ be a completed ABox obtained from A by applying the tableau
expansion rules in Fig. 2. Also, let EA be a set of assertions which is completed
by applying the tableau expansion rules in Fig. 3 starting with the secrecy set SA.
Then, the ABox A∗\EA is completed.

Proof. We have to show that no rule in Fig. 2 is applicable to A∗\EA. The proof
is by contradiction according to cases.

– If A−
� -rule is applicable, then there is an assertion C � D(a) ∈ A∗\EA such

that C(a) /∈ A∗\EA or D(a) /∈ A∗\EA. Since A∗ is completed, {C(a),D(a)} ⊆
A∗. Hence, {C(a),D(a)} ∩ EA = ∅. This makes the Inv-A−

� -rule applicable,
contrary to the assumption that EA is completed.

– If A+
� -rule is applicable, then there are assertions C(a),D(a) ∈ A∗\EA and

C �D ∈ CΣ,S such that C �D(a) /∈ A∗\EA. Since A∗ is completed, C �D(a) ∈
A∗. Hence, C � D(a) ∈ EA. This makes the Inv-A+

� -rule applicable, contrary
to the assumption that EA is completed.

– If A+
∃ -rule is applicable, then there are assertions r(a, b), C(b) ∈ A∗\EA and

∃r.C ∈ CΣ,S such that ∃r.C(a) /∈ A∗\EA. Since A∗ is completed, ∃r.C(a) ∈ A∗.
Hence, ∃r.C(a) ∈ EA. This makes the Inv-A+

∃ -rule applicable, contrary to the
assumption that EA is completed.

– If A�-rule is applicable, then there is an assertion C(a) ∈ A∗\EA and a GCI
C 
 D ∈ T ∗ such that D(a) /∈ A∗\EA. Since A∗ is completed, D(a) ∈ A∗.
Hence, D(a) ∈ EA. This makes the Inv-A�-rule applicable, contrary to the
assumption that EA is completed.

– If A+
∃H -rule is applicable, then there is an assertion ∃r.C(a) ∈ A∗\EA, a GCI

C 
 D ∈ T ∗, a role inclusion r 
 s ∈ R∗ and ∃s.D ∈ CΣ,S such that
∃s.D(a) /∈ A∗\EA. Since A∗ is completed, ∃s.D(a) ∈ A∗. Hence, ∃s.D(a) ∈
EA. This makes the Inv-A+

∃H -rule applicable, contrary to the assumption that
EA is completed.

– If A+
∃◦-rule is applicable, then there is an assertion ∃u.C(a) ∈ A∗\EA, GCIs

C 
 ∃v.D,D 
 E ∈ T ∗, role inclusions u 
 r, v 
 s, r ◦ s 
 t ∈ R∗ and
∃t.E ∈ CΣ,S such that ∃t.E(a) /∈ A∗\EA. Since A∗ is completed, ∃t.E(a) ∈ A∗.
Hence, ∃t.E(a) ∈ EA. This makes the Inv-A+

∃◦-rule applicable, contrary to the
assumption that EA is completed.

– If AH -rule is applicable, then there is an assertion r(a, b) ∈ A∗\EA and a
role inclusion r 
 s ∈ R∗ such that s(a, b) /∈ A∗\EA. Since A∗ is completed,
s(a, b) ∈ A∗. Hence, s(a, b) ∈ EA. This makes the Inv-AH -rule applicable,
contrary to the assumption that EA is completed.
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– If A◦-rule is applicable, then there are assertions r(a, b), s(b, c) ∈ A∗\EA and a
role inclusion r◦s 
 t ∈ R∗ such that t(a, c) /∈ A∗\EA. Since A∗ is completed,
t(a, c) ∈ A∗. Hence, t(a, c) ∈ EA. This makes the Inv-A◦-rule applicable,
contrary to the assumption that EA is completed. ��
The next lemma is an analog of Lemma 9 for T ∗. Its proof is omitted.

Lemma 10. Let T ∗ be a completed TBox obtained from Σ and CΣ,S by applying
the tableau expansion rules in Fig. 1. Also, let ET be a set of GCIs which is
completed by using tableau expansion rules in Fig. 4 starting with the secrecy set
ST . Then, the TBox T ∗\ET is completed.

We now show that the completed sets EA and ET are in fact envelopes.

Theorem 3. EA and ET are envelopes for SA and ST respectively.

Proof. We must show that the sets EA and ET satisfy the properties of
Definition 1. Properties 1 and 2 are obvious.
To prove property 3, let us suppose A∗\EA |= α, for some α ∈ EA. Since
A∗\EA is completed, by Theorem 2, we have α ∈ (A∗\EA)∗ and by Lemma 9,
α ∈ (A∗\EA)∗ ⇒ α ∈ A∗\EA. This is a contradiction.
Now we prove property 4. Let us suppose T ∗\ET |= α, for some α ∈ ET . Since
T ∗\ET is completed, by Theorem 1, we have α ∈ (T ∗\ET )∗ and by Lemma 10,
α ∈ (T ∗\ET )∗ ⇒ α ∈ T ∗\ET . This is a contradiction. ��

5 Query Answering

In Sect. 4, we have described briefly how the reasoner R responds to queries. In
this section we provide a few more details. At this point we assume that A∗,
EA, T ∗, ET and R∗ have all been precomputed and are considered as global
parameters. Define the set RR = {r | r is a role name that occurs in R}. The
recursive procedures for answering the assertional queries and the GCI queries
are given in Figs. 5 and 6 respectively. These procedures primarily based on case
arguments. In line 2 of Fig. 5, we consider the case where we check the member-
ship of q in A∗\EA and answer “Yes” if q ∈ A∗\EA. From line 5 onwards we
discuss several cases in which we break the query q into subqueries based on the
constructors defined in the language EL+ and apply the procedure recursively.

The following theorem proves the correctness claim of the algorithm given in
Fig. 5.

Theorem 4. Let Σ = 〈A, T ,R〉 be a given KB and q an assertional query.
Assume that the sets A∗, T ∗, R∗ and EA are precomputed and are global para-
meters for the recursive procedure EvalA(q). Then,

– Soundness: EvalA(q) outputs “Yes” ⇒ 〈A∗\EA, T ∗,R∗〉 |= q
– Completeness: EvalA(q) outputs “Unknown” ⇒ 〈A∗\EA, T ∗,R∗〉 |= q.
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Fig. 5. Query answering algorithm for assertional queries.

Proof. First let us prove the soundness part. Assume the hypothesis. Let I be
an arbitrary model of 〈A∗\EA, T ∗,R∗〉 and q be a query. Now, we prove the
claim by induction on the structure of q. The base case: Let q ∈ A∗\EA. Then,
I |= q because ΛA is sound. The inductive hypothesis is, for each assertion α, if
EvalA(α) = “Yes”, then I |= α. Let q ∈ A∗\EA.

– q = C � D(a). Then, EvalA(C(a)) = EvalA(D(a)) =“Yes” and by inductive
hypothesis, I |= C(a) and I |= D(a). Hence, a ∈ CI ∩ DI = (C � D)I , i.e.,
I |= C � D(a).

– q = ∃r.C(a). There are several subcases:
– for some d ∈ OΣ [ r(a, d) ∈ A∗\EA and EvalA(C(d)) =“Yes”]. By the

base case I |= r(a, d) and by inductive hypothesis I |= C(d). This imme-
diately proves I |= ∃r.C(a).
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– for some E ∈ CΣ,S [E 
 C ∈ T ∗ and EvalA(∃r.E(a)) = “Yes”]. Since
I |= T ∗, we have I |= E 
 C. By inductive hypothesis, I |= ∃r.E(a),
whence I |= ∃r.C(a).

– Let for some s ∈ RR [s 
 r ∈ R∗ and EvalA(∃s.C(a)) = “Yes”]. Then,
I |= s 
 r, and by inductive hypothesis, I |= ∃s.C(a) implying I |=
∃r.C(a).

– Let for some u, v ∈ RR, for some D ∈ CΣ,S [D 
 ∃v.C ∈ T ∗, u ◦ v 
 r ∈
R∗ and EvalA(∃u.D(a)) = “Yes”]. Then, I |= D 
 ∃v.C, I |= u ◦ v 
 r,
and by inductive hypothesis, I |= ∃u.D(a) implying I |= ∃r.C(a).

We prove the completeness part using a contrapositive argument. Assume
that 〈A∗\EA, T ∗,R∗〉 |= q. We have to show that EvalA(q) = “Yes”. Let K
be the canonical interpretation restricted to A∗\EA as defined in Sect. 3.2. By
Lemma 8, K satisfies A∗\EA, T ∗ and R∗ and hence K satisfies q. We argue that:
if K |= q then EvalA(q) = “Yes”, by induction on the structure of q. The base
case: If q ∈ A∗\EA, then by Line 1 in Fig. 5, the claim follows immediately. Next,
consider the case q ∈ A∗\EA. There are several cases:

– q = C � D(a). To answer this query the algorithm computes EvalA(C(a))
and EvalA(D(a)). Now, the assumption K |= C � D(a) implies K |= C(a)
and K |= D(a) which, by inductive hypothesis, implies that EvalA(C(a))
= EvalA(D(a)) = “Yes”. Hence, by Lines 4 and 5 in Fig. 5, EvalA(C �
D(a))=“Yes”.

– q = ∃r.C(a). By the assumption, K |= ∃r.C(a). This implies, for some b ∈
Δ [(a, b) ∈ rK and b ∈ CK]. There are two subcases:

– b ∈ OΣ . Again, there are two cases:
– s(a, b) ∈ A∗\EA and s 
 r ∈ R∗. Then, AH -rule is applicable. Since,

by Lemma 9 A∗\EA is completed, r(a, b) ∈ A∗\EA. By inductive
hypothesis EvalA(C(b)) = “Yes”. Hence, by Lines 9 and 10 in Fig. 5,
EvalA (∃r.C(a))=“Yes”.

– u(a, c), v(c, b) ∈ A∗\EA and u ◦ v 
 r ∈ R∗. Then, A◦-rule is applica-
ble. Since, by Lemma 9, A∗\EA is completed, r(a, b) ∈ A∗\EA. By
inductive hypothesis EvalA(C(b)) = “Yes”. Hence, by Lines 9 and 10
in Fig. 5, EvalA (∃r.C(a))=“Yes”.

– b = wD ∈ W for some D ∈ CΣ,S. By Lemma 5, D 
 C ∈ T ∗. Now we
have three cases:

– ∃r.D(a) ∈ A∗\EA and r 
 r ∈ R∗. By the inductive hypothe-
sis EvalA(∃r.D(a)) = “Yes”. Hence, by Lines 12 and 13 in Fig. 5,
EvalA(∃r.C(a))=“Yes”.

– ∃s.D(a) ∈ A∗\EA and s 
 r ∈ R∗. By the inductive hypothe-
sis EvalA(∃s.D(a)) = “Yes”. Hence, by Lines 15 and 16 in Fig. 5,
EvalA(∃r.C(a))=“Yes”.

– ∃u.D(a) ∈ A∗\EA, D 
 ∃v.C ∈ T ∗ and u ◦ v 
 r ∈ R∗. By the
inductive hypothesis EvalA(∃u.D(a)) = “Yes”. Hence, by Lines 18
and 19 in Fig. 5, EvalA(∃r.C(a))=“Yes”. ��
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Fig. 6. Query answering algorithm for GCI queries.

Since the algorithm given in Fig. 5 runs in polynomial time in the size of A∗\EA,
the assertional query answering can be done in polynomial time as a function of
the size of A∗.

Next, suppose that the querying agent poses a GCI query q. In response, the
reasoner R invokes the query answering algorithm EvalT(q) given in Fig. 6 and
returns the answer as output of the EvalT(q). Now we prove the correctness of
the recursive algorithm given in Fig. 6.

Theorem 5. Let Σ = 〈A, T ,R〉 be a given KB and q a GCI query. Assume
that the sets T ∗, R∗ and ET are precomputed and are global parameters for the
recursive procedure EvalT(q). Then,

– Soundness: EvalT(q) outputs “Yes” ⇒ 〈T ∗\ET ,R∗〉 |= q
– Completeness: EvalT(q) outputs “Unknown” ⇒ 〈T ∗\ET ,R∗〉 |= q.

Proof. We omit the proof of soundness.
We prove the completeness part using a contrapositive argument. Assume

that 〈T ∗\ET ,R∗〉 |= q. We have to show that EvalT(q) =“Yes”. Let J be the
canonical interpretation restricted to T ∗\ET as defined in Sect. 3.1. By Lemma 2,
J satisfies T ∗\ET and R∗ and q. We argue by induction on the structure of q.
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The inductive hypothesis is, if J |= q then EvalT(q) = “Yes”. The base case:
Let q ∈ T ∗\ET . Then, by Lines 1 and 2 in Fig. 6, the claim is obvious. Next,
consider the case q ∈ T ∗\ET . There are several cases:

– q = C 
 D � E. The algorithm in Fig. 6 computes EvalT(C 
 D) and
EvalT(C 
 E). Now, the assumption J |= C 
 D � E implies J |= C 
 D
and J |= C 
 E which, by inductive hypothesis, implies that EvalT(C 
 D)
= EvalT(C 
 E) = “Yes”. Hence, by Lines 4 and 5 in Fig. 6, EvalT(C 

D � E)=“Yes”.

– q = C 
 ∃r.D. By the assumption, J |= C 
 ∃r.D. This implies, C, D ∈ CΣ,S.
By Lemma 1, aC ∈ CJ and hence ac ∈ (∃r.D)J . By the semantics of ∃,
for some aE ∈ Δ, (aC , aE) ∈ rJ and aE ∈ DJ . By part (b) of Lemma 1,
E 
 D ∈ T ∗\ET . There are three cases:

– C 
 ∃r.E ∈ T ∗\ET and r 
 r ∈ R∗. By induction hypothesis EvalT(C 

∃r.E) = “Yes”. Since E 
 D ∈ T ∗\ET , by Lines 9 and 10, EvalT(C 

∃r.D) = “Yes”.

– C 
 ∃s.E ∈ T ∗\ET and s 
 r ∈ R∗. By induction hypothesis EvalT(C 

∃s.E) = “Yes”. Since E 
 D ∈ T ∗\ET , by Lines 12 and 13, EvalT(C 

∃r.D) = “Yes”.

– C 
 ∃u.E,E 
 ∃v.D ∈ T ∗\ET and u ◦ v 
 r ∈ R∗. By induction
hypothesis EvalT(C 
 ∃u.E) = “Yes”. Hence, by Lines 15 and 16,
EvalT(C 
 ∃r.D) = “Yes”. ��

Since the algorithm runs in polynomial time in the size of T ∗\ET , the GCI
query answering can be done in polynomial time as a function of the size of T ∗.

5.1 Conclusions

In this paper we have studied the problem of secrecy-preserving query answering
in EL+ KBs. EL+ language allows composition constructor on the role names in
such way that reasoning tasks can be done efficiently. We take advantage of this
fact and we extend our previous work [14] in which we considered both assertions
and GCIs in the secrecy set to EL+ language. The main contribution in this
work is in the way that we compute the consequences and preserve secrecy while
answering queries. We break the process into two parts, first one precomputes
all the consequences for concepts and individuals that occur in the given KB.
For this we use four separate (but related) tableau procedures. As for the actual
query answering, we parse the query all the way to constituents that occur in
the previously precomputed set of consequences. Then, the queries are answered
based on the membership of the constituents of the query in A∗\EA and T ∗\ET .
All the algorithms are efficient and can be implemented in polynomial time.
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Abstract. Eliciting representative membership functions is one of the funda-
mental steps in applications of fuzzy theory. This paper investigates an unsu-
pervised approach that incorporates variable bandwidth mean-shift and robust
statistics for generating fuzzy membership functions. The approach automati-
cally learns the number of representative functions from the underlying data
distribution. Given a specific membership function, the approach then works out
the associated parameters of the specific membership function. Our evaluation
of the proposed approach consists of comparisons with two other techniques in
terms of (i) parameterising MFs for attributes with different distributions, and
(ii) classification performance of a fuzzy rule set that was developed using the
parameterised output of these techniques. This evaluation involved its applica-
tion using the trapezoidal and the triangular membership functions. Results
demonstrate that the generated membership functions can better separate the
underlying distributions and classifiers constructed using the proposed method
of generating membership function outperformed three other classifiers that used
different approaches for parameterisation of the attributes.

Keywords: Fuzzy membership functions � Variable bandwidth mean-shift �
Fuzzy logic � Activities of daily living � Abnormality detection � Robust
statistics

1 Introduction

Eliciting representative membership functions (MFs) for data is one of the fundamental
steps in applications of fuzzy theory as the success of many fuzzy approaches depends
on the membership functions used. However, there are no simple rules, guidelines, or
even consensus among the community on how to choose the number, type, and
parameters of membership functions for any application or domain [1]. Several
methods for the automatic generation of MFs have been proposed in the literature and
the choice of function has been linked to the problem and the type of data available.
However, in most of these techniques, the number of fuzzy sets has to be provided
empirically. Furthermore, the range for membership functions generated by many
existing techniques does not address the impact of outliers and noisy measurements in
data.

In this paper, we propose a hybrid approach that incorporates variable bandwidth
mean-shift (VBMS) and robust statistics for automatic generation of representative
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MF(s) for an attribute. The analysis of the underlying data distribution is unsupervised
as the proposed approach first determines the number of modes from the probability
density function (PDF) and then uses this value as the number of clusters for a mul-
timodal data distribution. The approach overcomes the problems associated with some
of the existing approaches by

• determining the number of representative MFs for the attribute from the underlying
data distribution automatically

• automatically handling noise and outliers in the attribute feature space.

The rest of this paper is organised as follow: Sect. 2 briefly reviews relevant
literature on MF generation techniques. Section 3 describes the proposed approach.
The experimental evaluation of our technique is presented in Sect. 4 followed by
conclusions in Section 5.

2 Background

Many techniques have been proposed to generate fuzzy membership functions from an
attribute. Three questions that have to be addressed are: (1) how many fuzzy sets
should be defined to represent the attribute, (2) what type of membership function can
represent the attribute better, and (3) how to determine the parameters associated with
the adopted membership functions.

Typically, techniques have used manual partitioning of attributes, mostly based on
expert knowledge, and adopted a pre-determined number of membership functions [2]
to partition the data space for the attribute by (usually evenly-spaced) MFs. However,
manual approaches suffer from the deficiency that they rely on subjective interpreta-
tions from human experts.

Given a labelled dataset, evolutionary methods can also be utilized to generate
MFs. Moeinzadeh et al. [3] applied genetic algorithm (GA) and particle swarm opti-
mization for the adjustment of MF parameters to increase degree of membership of data
to their classes for classification problems. Authors in [4] applied GA for evolving
parameters associated with MFs in a fuzzy logic controller for a helicopter. Initial
guesses for the MFs are made by the expert and the GA adjusts the MF parameters to
minimise the movement of a hovering helicopter. In the classification method proposed
by Tang et al. [5], a fitness function quantifies how well the crisp values of attributes
are classified into MFs and the GA process evolves over time by searching the best set
of MF parameters which optimises result of the fitness function.

Takagi and Hayashi [6] also proposed the use of artificial neural networks
(ANN) for the construction of membership functions. Once raw data are clustered into
a specific number of groups, ANN is applied to the clustered data to determine the
parameters associated with membership functions.

However, for situations where the training data is not labelled, MF generation
techniques generally involve unsupervised clustering of data using a specific distance
measure and then the parameters of detected clusters (mean, variance, etc.) are used to
generate MFs. For example, techniques [7] have used the Fuzzy C-Means
(FCM) clustering algorithm [8] to cluster a particular attribute into specific number
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of clusters. Cluster boundaries and the location of the centre were then used to
determine the cluster membership function parameters. Doctor et al. [9] presented a
fuzzy approach to model an occupant behaviour in a residential environment. They
used a double clustering technique [10] combining FCM and agglomerative hierar-
chical clustering for extracting a predefined number of MFs from the user’s recorded
input/output data.

The disadvantage associated with most of these methods is that the number of fuzzy
sets must be predefined. However, we usually do not know an optimal number of
representative MFs for a particular attribute. In addition, outliers in data are included in
range of MFs generated by many of these techniques. New robust techniques that can
determine number of representative MFs automatically would address some of these
limitations.

3 The Proposed Approach

For each attribute the approach automatically defines a number of associated MFs
as linguistic variables. Let an attribute take a series of crisp numerical values
xn ðn ¼ 1; . . .;NÞ and these data points belong to an unknown probability density
function (PDF) f. The two-step procedure of the proposed approach for generating MFs
for the attribute is as follows

Step 1. use VBMS to find modes (local maxima) of f representing the attribute and
cluster of data points associated with each mode

Step 2. use skewness adjusted boxplot (SAB) technique [11] to obtain the normal
range of data for each cluster (where there are no outliers), and subsequently
determine the parameters associated with a specific MF for the cluster.

VBMS proposed by Comaniciu et al. [12] is a nonparametric clustering technique
which does not require the number of clusters to be defined. It takes multidimensional
data with an unknown density f and estimates the density at each point by taking the
average of locally-scaled kernels centered at each of the data points, and tries to map
each data point to its corresponding mode. The output of this technique is locations of
modes detected in f and the cluster of data associated with each mode. Usually the
kernel K is taken to be a radially symmetric, nonnegative function centered at zero such
that KðxÞ ¼ kð x2

�� ��Þ. Details associated with this technique can be found in [13].
The SAB technique is a graphical tool (with a robust measure of skewness) used in

robust statistics (RS) for the purpose of outlier detection [14]. Given a continuous
unimodal data, SAB first calculates a robust measure of skewness (i.e., medcouple
(MC) [15]) of the underlying data distribution. Then it outputs a normal range for the
data which excludes possible outliers from the normal data. Details associated with its
use in this approach can be found in [13].

When an attribute has a multimodal PDF and each mode may be associated with a
different density distribution, one fixed global bandwidth is not optimal for estimating
the location of modes in PDF, and thus local bandwidths should be computed [12].
Using VBMS, we determine a local bandwidth for each data point in a way that points
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corresponding to tails of the data distributions receive a bigger bandwidth than data
points lying in large density region of distributions and hence the estimated density
function for tails of the distributions is smoothed more. The output of Step 1 is the
location of modes of f denoted as mið1� i�NÞ and the cluster of data associated with each
mode.

In Step 2, we use the output from Step 1, the number of modes as the number of
required MFs representing the attribute and for each cluster of data associated with a
mode, we define a MF. We first use the SAB technique to determine the normal
range (NR) for the cluster and we denoted this as l; h½ �: The output of Step 2 for each
attribute is a tuple (X, m1, m2, …, mnc) as linguistic variables, where X stands for the
attribute name and mi stands for an MF defined over the universe of discourse for the
attribute and nc stands for the number of modes identified in Step 1.

The proposed approach can be employed to determine the parameters associated
with different forms of MFs to characterise the identified clusters. In this paper we
demonstrate how the approach can be applied on two different types of MF, namely the
triangular and trapezoidal membership functions. These two MFs are selected because
of their simplicity of calculation and ability to represent skewed distributions.

3.1 Generating Triangular Membership Functions

As shown in Fig. 1, parameters of triangular MFs are defined by a triad ðA;B;CÞ, with
point A representing the left foot of triangular MF, B is the location of the center, and C
is the location of the right foot.

To define a triangular MF for a detected cluster we use NR l; h½ � (l is the lower and
h is the higher limit for the normal range, respectively) associated with the cluster, and
the cluster mode, m; to determine its parameters ðA;B;CÞ.

This is illustrated using an example shown in Fig. 2. Figure 2(a) showed the his-
togram associated with the cluster, with the detected mode m and normal range l; h½ �.
A probability density distribution (PDF) is first obtained from this histogram. Please
note that histograms in this paper are obtained using the plug-in rule technique with the
bin size of the histogram equal to the bandwidth calculated from the plug-in rule [16].

Fig. 1. An example of a triangular membership function defined by a triad ðA;B;CÞ.
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Figure 2(b) shows the corresponding triangular MF defined for the cluster with m as
the center point B for the triangular MF.

Next, using the generated PDF, we calculate the probability density of lower bound
(l) and higher bound (h) of the cluster, denoted by PðlÞ and P hð Þ in Fig. 2(b),
respectively. Then, we find the parameter A for the triangular MF by extrapolating the
two points (m, 1) and (l, PðlÞ). In the same manner, we find the parameter C by
extrapolating the two points (h, PðhÞÞ and (m, 1). Now, triangular MF is defined using
Eq. (1).

liðxÞ ¼
0 if x�Ai

x�Ai
Bi�Ci

if Ai\x�Bi
Ci�x
Ci�Bi

if Bi\x�Ci

0 if Ci � x

8
>><

>>:
ð1Þ

More details associated with employing the approach for generating triangular MFs
can be found in [13].

3.2 Generating Trapezoidal Membership Functions

A trapezoidal MF is characterized by four parameters A, B, C, D (with A\B�C\D)
as shown in Fig. 3. These determine the x coordinates of the four corners of the

Fig. 2. (a) The histogram of a detected data cluster from Step 1. The vertical axis shows the
number of observations. (b) The corresponding MF defined for the cluster.

Fig. 3. An example of a trapezoidal membership function defined by a quad ðA;B;C;DÞ.
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underlying trapezoidal defined over the attribute space. Specifically, points A and D
specify the left and right feet. Parameters B and C specify the shoulders for the
trapezoidal.

To obtain the parameters ðA;B;C;DÞ associated with the trapezoidal MF for a
cluster, NR l; h½ � associated with the cluster, and the first and third quartiles for the
cluster are used. Figure 4(a) shows the histogram for an example cluster obtained from
Step 1. In this example Q1 and Q3 denote the location of the first and third quartiles,
respectively, and the normal range for the cluster is shown as l; h½ �. The following
operations are performed to define the respective trapezoidal MF, shown in Fig. 4(b),
to represent the cluster.

1. Calculate the probability density of lower bound (l) and higher bound (h) of the
cluster, denoted by PðlÞ and P hð Þ, respectively (see Fig. 4(b)).

2. Find the parameter A for the trapezoidal MF by extrapolating the two points (Q1, 1)
and (l, PðlÞ).

3. Set B and C as the location of Q1 and Q3, respectively.
4. Find the parameter D by extrapolating the two points (h, PðhÞÞ and (Q3, 1).

Define the trapezoidal MF using Eq. (2).

liðxÞ ¼

0 if x�A
x�A
B�C

if A\x\B
1 if B� x�C

C�x
C�B if C\x�D
0 if C� x

8
>>>><

>>>>:

ð2Þ

Here, data between Q1 and Q3 are assigned with full membership as they represent
the middle 50% of cluster values. Accordingly, in the extrapolating performed in
operations 2 and 4, (Q1, 1), and (Q3, 1) represent the coordinates for the location of
shoulders.

Fig. 4. (a) An example of a histogram of a data cluster obtained from Step 1. The vertical axis
shows the number of data points in each bin. (b) The corresponding trapezoidal MF defined for
the cluster.
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3.3 Impact of the Shape of Cluster on Support of MFs

Depending on the shape of data distribution for a cluster obtained from Step 1, the
support for the generated triangular MF can be greater than the support for the
trapezoidal MFs. Figure 5(a) shows an example data distribution with different colours
indicating the range for clusters obtained from Step 1 of the proposed approach.
Figure 5(b) shows the characteristics of the triangular and trapezoidal MFs generated
for the cluster shown in red color. As can be observed, since this cluster is located in
the middle of the data distribution, the tail end of this cluster has been truncated. When
the extrapolations are performed to obtain parameters of the triangular and trapezoidal
MFs, it is clearly evident that the range for the triangular MF is greater than that for the
trapezoidal MF. This means that generated triangular MFs generally offer more per-
turbation of normal data without labelling them as abnormal.

4 Experimental Results

Our evaluation consists of comparison between the proposed approach and two other
techniques in terms of (i) parameterising MFs for attributes with different distributions,
and (ii) classification performance of a fuzzy rule set that was developed using the
parameterised output of each of the 3 techniques.

4.1 Dataset

We evaluated the effectiveness of the proposed approach using attributes associated
with a dataset for classification activities of daily living (ADLs), as previously used in
[7]. This dataset is collected via multiple Kinect cameras, each installed in a different
area of a single monitored house. The system used for the gathering of data consisted of
Windows 8.1 notebook PCs, with one notebook per Kinect device. Custom data col-
lection code was written in C# under the Microsoft.Net framework. Data analysis was
subsequently performed in MATLAB™.

Fig. 5. An example data distribution - different colours indicate range for clusters obtained using
Step 1. (b) The characteristics of the triangular and trapezoidal MFs generated for the cluster
shown in red color. (Color figure online)
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Data was collected from this house for a period of five weeks, during which a single
occupant undertook activities typical of a retired elderly person. From each Kinect,
observations for activities undertaken are taken at one-second intervals and ones in
which a person is detected are stored. The entire dataset consisted of more than two
million observations. The attributes we extracted from this dataset were the occupant’s
Centre of Gravity pixel location ðXc; YcÞ, Aspect Ratio (AR) of the 3D axis-aligned
bounding box, and Orientation (O).

The dataset for each location was partitioned into a training set and an unseen test
set. The training set for each location consisted of nearly one million observations of
behaviour patterns associated to typical (or normal) ADLs of the occupant. The test set
holds some sequences of normal behaviour (i.e. typical ADLs) and abnormal events
(e.g. occupant lying on the floor of the kitchen).

4.2 Comparison of Techniques for Parameterizing Attributes
with Different Characteristics

Attributes with different data distribution were used to compare the parameterisation
results between the proposed approach (VBMS–RS) and two other techniques: (i) us-
ing MS (instead of VBMS) in Step 1 of the proposed approach followed by the
procedure of robust statistics in Step 2 (MS-RS), and (ii) using the Fuzzy-C-Means
(FCM) clustering algorithm [17] to generate a fixed number of membership functions
over the domain of a particular attribute without the use of robust statistics. For each
particular attribute, we empirically set this number for FCM according to the number of
modes in the attribute probability density function, as discussed in the following
sections. In each case, comparisons are made through the clusters and MFs produced
by each of the 3 techniques.

Attribute with Separated Distributions. One example with well separated distribu-
tions is for the attribute Xc associated with the living room dataset, as shown in Fig. 6.
The reason is that, as shown in Fig. 7, the living room was occupied mainly for sitting
at a computer desk (the left distribution) and using the sofa for watching TV (the
distribution to the right) and as a result, values for Xc are mostly concentrated around
two separate regions in feature space of Xc (i.e., 150 and 325), respectively.

Fig. 6. A bimodal distribution for the Xc attribute associated with the living room dataset. Note
that the base distributions are well separated.
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Figure 8(a) illustrates the results of using VBMS–RS for parameterising distribu-
tions of Xc from the living room. Each underlying distribution of data associated with a
detected mode is shown with a different colour.

VBMS–RS could separate correctly this attribute feature space into two main
underlying distributions. The distribution to the right in Fig. 8(a) is in the shape of

Fig. 7. (a) Sitting at a computer desk, and (b) watching TV while sitting on a sofa in the living
room. The body of the occupant is masked by its binary silhouette obtained from the Kinect SDK
and the numbers in the vertical and horizontal axis indicate pixel location.

VBMS-RS 

)c()b()a(
MS-RS

)f()e()d(
FCM

)i()h()g(

Fig. 8. Results for different techniques for parameterising the two base distributions shown in
Fig. 6. The different colours in each of (a), (D), and (G) show range for clusters obtained using
different techniques. (B), (E), and (H) show the respective triangular Mfs, resulted from the
output of the 3 techniques, respectively. (C), (F) and (I) show the corresponding trapezoidal Mfs
resulted from the output of the 3 techniques, respectively. (Color figure online)
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reverse-J (skewed to the left), and the corresponding triangular and trapezoidal MFs
defined by VBMS–RS (parts (b) and (c)) represents only the range for the normal data
points associated with this distribution. Note that since the normal range obtained for
both clusters in Fig. 8(a) is small, the shoulder of trapezoidal MFs in Fig. 8(c) is small
and thus both trapezoidal MFs nearly have the same shape and cover the same area in
the feature space.

To further evaluate VBMS-RS, VBMS was replaced with MS in Step 1 of the
proposed approach and the experiment was repeated. By comparing the results, it was
observed that where the distributions in the attribute feature space are separated dis-
tinctly, both methods work equally well. However, MS–RS requires an empirical input,
the bandwidth parameter, whereas for VBMS in the proposed approach, the initial
bandwidth is derived from the data automatically [13].

In the comparison using the FCM technique, the number of membership functions
was empirically set to 2 (as this is obvious from a visual examination of the data). As
shown with blue and red colours, Fig. 8(g) demonstrates that this technique correctly
separated the attribute into two distributions in the attribute feature space. As a result,
MFs in Fig. 8(h) and (i) were generated to represent the two distributions detected in
the attribute feature space via triangular and trapezoidal shapes, respectively. Since this
technique does not use robust statistics, the resulting parameterization of the MFs is not
the same as the proposed approach. More specifically, MFs generated by this technique
have a wider support and hence represent a wider area outside the normal range for the
two main distributions in Fig. 6. As a result, the MFs generated by this technique will
also encompass many rare observations (outliers) around the main distributions. For
example, triangular MFs generated by FCM give membership degrees 0.17 and 0.83 to
the outlier point Xc = 380 so that the sum of memberships of this point becomes one.
This is in contrast to triangular MFs generated by VBMS-RS which give zero mem-
bership to this outlier point.

Attribute with a Unimodal Distribution. One example of the attributes that have
unimodal skewed distribution is the AR attribute from the dining room, as illustrated in
images on the left hand side of Fig. 9 (i.e., (a), (d), and (g)). The overall distribution
shown in those images illustrates the skewed distribution for AR. Different colors in
each of the images indicate the distributions related to the clusters that have been
obtained using different techniques. Figure 9(b), (e), and (h) illustrate triangular MFs
generated using the 3 techniques. Figure 9(c), (f), and (i) show results of generating
trapezoidal MFs for the distribution of the AR attribute using the 3 techniques. As
shown in Fig. 9(a), VBMS-RS correctly associated all data points with the only mode
in the distribution. However, as shown in Fig. 9(d), MS-RS has broken the distribution
into two clusters. This difference is mainly because in VBMS, points that correspond to
the tails of the underlying density will get a broader neighbourhood and a smaller
importance. Therefore, they will be included to main structures and hence, tail of
distributions will not be broken into pieces. This is unlike MS, where it assigns a fixed
global bandwidth to all data points and hence all points receive the same importance
when estimating the PDF of data.
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As the distribution is unimodal, input value for the number of clusters in FCM was
set to 1. From Fig. 9(g) we can see that although this technique has grouped all data
points in the distribution into the stipulated one cluster, the supports of the generated
MFs in Fig. 9(h) and (i) are much broader than corresponding MFs generated by
VBMS-RS which might lead to non-specific responses for classification of the attribute
values (i.e., every point is considered to be in the set). Also, when the application of
generating MFs is for classification of outliers, the generated MFs by this technique
represents many rare observations (outliers) located between AR = 4 and AR = 6, and
thus will be not able to correctly classify a new abnormal observation within that range.
However, both triangular and trapezoidal MFs from the proposed approach does not
represent any data point for outside the normal range [0.5, 3.5] and therefore,
VBMS-RS method can obtain better classification results for normal points and better
accuracy for handling outlier observations.

Attribute with Multimodal Distribution. An example of an attribute with multi-
modal distribution is Xc from the kitchen dataset. From the ground truth in examining
the video data for this attribute there were three distinct places for Xc where the
occupant performed most of the activities in the kitchen. As a result, PDF for this

VBMS-RS 
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Fig. 9. Using different techniques for parameterising distribution of AR attribute for the dining
room dataset. (a), (d), and (g) show the range for clusters obtained using the 3 different
techniques. (b), (e), and (h) show the respective triangular MFs resulted from the output of 3
techniques. (c), (f) and (i) show the corresponding trapezoidal MFs resulted from the output of 3
techniques. (Color figure online)
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attribute has 3 modes, each associated with a particular distribution and the 3 distri-
butions overlap.

Results of parameterising this attribute using the different techniques are shown in
Fig. 10. Input value for the number of clusters to be created by FCM was set to 3. It is
clear from the results in Fig. 10 that, VBMS-RS partitions the feature space into the
right number of membership functions whereas using other techniques were unable to
separate the mixed distributions correctly. The difference between results for
VBMS-RS and MS-RS is due to the fact that, using VBMS, the data points lying in
large density regions will get a narrower neighbourhood since the kernel bandwidth is
smaller, but are given a larger importance. So when base distributions are mixed in the
attribute feature space, VBMS can better separate those structures than MS. This
finding is consistent with Comaniciu et al. [12].

As observed in Fig. 10, the range of triangular MFs generated by 3 techniques, in
general, is greater than their respective trapezoidal MFs. For instance, the wider data
distribution associated with the right-hand-side cluster (ranging from pixel location 220
to 500) in Fig. 10(a) and (d) causes the respective trapezoidal MFs in Fig. 10(c) and

VBMS-RS 
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Fig. 10. Results for using the 3 different techniques for parameterising distribution of Xc
associated with the kitchen dataset. (a), (d), and (g) show the range for clusters obtained using the
3 different techniques. (b), (e), and (h) show the respective triangular MFs resulted from the
output of 3 techniques. (c), (f) and (i) show the corresponding trapezoidal MFs resulted from the
output of 3 techniques. (Color figure online)
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(f) to have a relatively wider shoulder, which in turn has resulted in those MFs to
receive steeper descending foots upon performing extrapolation in Step 2 of the
approach. Accordingly, they cover less area when compared to their respective trian-
gulate MFs in Fig. 10(b) and (e). As already pointed out in Sect. 3.3, at the stage of
classification, the wider support of triangular MFs allows more variations for normal
data for each cluster.

From Fig. 10(g) FCM has partitioned the attribute feature space to be represented
by three MFs. However, the parameters for these three MFs are different to those of the
results from VBMS-RS. The reason is that this technique aims to minimise the distance
of data points from their respective cluster centres. As a result, the locations of centre of
clusters are not always corresponding to the modes in distribution of data. Furthermore,
as seen in Fig. 10(h) and (i), distributions with their modes located on pixel locations
150 and 200, respectively, are represented by the same MF. Hence, MFs generated by
this technique are not accurately representing data distributions in this attribute feature
space.

4.3 Results on Classification Accuracy Using MFs Produced by Different
Techniques

The characteristics of MFs generated by a particular technique have a direct impact on
performance of the corresponding fuzzy rule set for classification purposes. In other
words, a better technique to estimate the base distributions for attributes can lead to
more representative MFs and hence a better classification accuracy of the corre-
sponding fuzzy rule set. To investigate this, we conducted experiments in which we
applied the output of the 3 different MF generation techniques, including the proposed
approach, to obtain a fuzzy rule set for the application of detecting abnormal activities
in ADLs. As we had data from 5 rooms and each room was associated with 4 attributes
with different number of modes in their corresponding PDF, we empirically set the
number of clusters for FCM to a specific number (i.e., 3) to suite across all situations, a
technique used typically by existing fuzzy approaches [18]. To obtain the classifier, we
extracted the attributes (described in Sect. 4.1) from the training dataset associated with
each location and developed the fuzzy system using the approach from [7]. A brief
description of this approach is described below:

The unsupervised ADLs monitoring approach proposed by [7] uses a set of attri-
butes derived from Kinect camera observations and consists of two phases: training and
classification (monitoring).

During the training phase, the system learns “normal” behaviour patterns of the
occupant as a set of fuzzy rules. More specifically, for each monitored location, epochs
of activity are first determined and for each epoch, normal behaviour patterns are then
learnt by finding frequent occurrences of attributes via the use of a fuzzy association
rule mining algorithm [8]. Hence, for each monitored location a fuzzy rule set is
obtained. The antecedent part of each rule in a fuzzy rule set represents a combination
of fuzzy linguistic values describing a frequent behaviour of the occupant along with
their expected epoch of activity. The normal duration of the frequent behaviour is
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specified in the consequent part of the rule. Also, for each monitor location, the
duration of infrequent behaviours is estimated.

The monitoring phase takes the fuzzy rule set obtained from the training phase as
input, and for each location, it classifies the current behaviour of the occupant as
abnormal if it is not in the set of frequent behaviours. For more detail, we refer the
reader to [7].

Table 1 shows the total number of rules obtained from the output of each tech-
nique. Variations in performing activities typically create a number of base distribu-
tions for an attribute. Hence, each particular activity can be typically represented by a
specific combination of base distributions over different attributes. Since MFs gener-
ated by VBMS-RS for an attribute represent the normal range for base distributions,
different versions of a particular activity are usually represented by the same combi-
nation of fuzzy attributes, and thus one fuzzy rule. When each frequent activity is
modelled by one fuzzy rule, the total number of fuzzy rules for a location becomes
considerably less than situations where multiple rules are developed to represent ver-
sions of the same activity. For example, from the generated rules by VBMS-RS, it was
observed that, for each of the four activity epochs detected for the living room, two
fuzzy rules were generated to represent frequent activities of sitting behind the com-
puter desk, and sitting on the sofa, respectively, forming eight (out of nine) rules for the
living room rule set. Also, for the afternoon epoch, a rule represents the activity of
sleeping on the sofa as it was occasionally carried out by the occupant during that
period.

From Table 1 it can be seen that using the output of other MF generation tech-
niques (e.g., FCM and MS-RS) resulted in a higher number of rules. This is because
MFs obtained from the output of those techniques do not necessarily represent data
distributions over space of attributes well, and therefore, the values of an attribute for
different versions of an activity might be represented by different MFs defined over the
attribute. This results in different fuzzy rules with a different combination of fuzzy
attributes to be generated for modelling slightly different versions of the same activity,
hence a higher number of rules.

Table 1. The number of fuzzy rules obtained from the output of different MF generation
techniques.

Dataset Kitchen Living room Dining room Bedroom Overall
Technique

FCM Triangular 30 28 22 5 85
Trapezoidal 33 29 23 5 90

MS-RS Triangular 24 8 6 2 40
Trapezoidal 26 8 6 2 42

VBMS-RS Triangular 15 9 6 2 32
Trapezoidal 16 9 6 2 33
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It is also observed that when using FCM and MS-RS techniques, the number of
rules obtained by trapezoidal MFs is slightly more than those obtained from using
triangular MFs. As already mentioned, MFs generated by these techniques do not
necessarily represent base distributions well and, as the support of trapezoidal MFs are
less in comparison with triangular MFs, more combinations of MFs are required to
represent variations of attributes during activities. However, since triangular or trape-
zoidal MFs generated by VBMS-RS represent base distributions well, variation of
attributes during activities have been represented by almost the equal number of rules.

Table 2 quantitatively compares classification accuracy for fuzzy rules obtained
using the output of the 3 different MF generation techniques with different MFs. More
specifically, 40 sequences of different scenarios for normal and abnormal behaviour in
the unseen test set (20 sequences for each category of normal and abnormal behaviour,
respectively) were used to evaluate the accuracy of the fuzzy rule set obtained using the
output of a particular technique with a particular type of MF (i.e., triangular and
trapezoidal) and the resulting classification accuracy is reported in Table 2.

From Table 2 it can be observed that when we use MS-RS to obtain triangular MFs
for fuzzy rules, 6 of the test sequences, mostly representing an abnormal behaviour,
were classified incorrectly. This is mainly because MS couldn’t distinctly separate
overlapped distributions in feature space of attributes. Therefore, for some attributes
two or more behaviour patterns belonging to different overlapped distributions were
represented by the same MF and hence represented by the same fuzzy rule. For
example, distributions of AR for crouching on the kitchen floor (to pick up an object)
and bending down (to manipulate objects inside the kitchen cabinet), while belonging
to different main distributions in the attribute feature space, considered as belonging to
the same cluster, and hence, the corresponding fuzzy rule set was not able to label a
sequence for spending a long time sitting on the kitchen floor as abnormal behaviour.
Using MS-RS to obtain trapezoidal MFs results in misclassification of 7 test sequences,
resulting in a classification accuracy of 82.5%. Specifically, as the support of trape-
zoidal MFs is less in comparison with their respective triangular ones, one another test
sequence for normal behavior that was slightly different from the training samples was
misclassified as being abnormal.

Table 2. Results of using the output of different MF generation techniques to obtain a fuzzy rule
set for the application of detecting abnormal activities in ADLs.

Method Normal behaviour Abnormal behaviour Overall accuracy

FCM (3 clusters) Triangular 70.0% 85.0% 77.5%
Trapezoidal 60.0% 85.0% 72.5%

MS-RS Triangular 90.0% 80.0% 85.0%
Trapezoidal 85.0% 80.0% 82.5%

VBMS Triangular 100.0% 35.0% 67.5%
Trapezoidal 100.0% 40.0% 70.0%

VBMS-RS Triangular 100.0% 85.0% 92.5%
Trapezoidal 95.0% 85.0% 90.0%
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Classification that results from using FCM to generate triangular MFs produced
accuracy of 77.5%. This is mostly because the test sequences involving normal beha-
viour patterns that were slightly different from their corresponding training patterns were
misclassified by this classifier as abnormal. This was mainly because FCM broke main
distributions for some attributes into pieces, and consequently, for a particular activity,
when most of training values belonged to a particular part of the distribution and the
values for test sequences fell into another part of the distribution, the corresponding
fuzzy rule for the activity could not be able to trigger and hence less accuracy of the
classifier. Using FCM to generate trapezoidal MFs produced an accuracy of 72.5%.

We also evaluated the classification accuracy of the fuzzy rules obtained by
applying the proposed approach without robust statistics and results are shown Table 2
denoted by VBMS. When using triangular MFs, we observed that many test sequences
for abnormal behaviour have been labelled as normal. In those sequences, the values of
attributes were well outside of the normal range for the main distributions in the feature
space of attributes. However, since the range of generated triangular MFs was wider
than the range of main distributions, they included many outlier observations, and
hence, outlier observations in each of those test sequences triggered a corresponding
rule for a normal behaviour in the rule base to be fired and resulted in the test sequence
being labelled normal. The generated trapezoidal MFs cover less area (less outliers) in
attributes space and hence caused slightly less test sequences for abnormal behaviour to
be labelled as normal.

From the last two rows of Table 2 we see that the rule set obtained from the results
of VBMS-RS with triangular MFs could classify 37 test sequences correctly and hence
an accuracy of 92.5%. We observed that for almost all attributes, using the combination
of VBMS and robust statistics yields in the resulting triangular MFs representing only
the normal range for the base distributions in the attributes. Therefore, while outlier
observations for abnormal behaviours were classified correctly, attribute values during
most of sequences for normal behaviour were within the bounds associated with the
generated MFs, and hence, those sequences triggered a rule corresponding to a normal
behaviour to fire. However, it is observed that using trapezoidal MFs caused one test
sequence for normal behaviour to be misclassified as abnormal, resulting in an overall
accuracy of 90% for the classifier.

Note that although, in average, using trapezoidal MFs resulted in slightly less
classification accuracy, we observed that they assign higher degrees of membership to
normal data points during the classification stage. Specifically, trapezoidal MFs assign
the maximum membership degree to those data points that fall between the two
shoulders in the trapezoidal shape whereas triangular MFs give the maximum mem-
bership value just to those data points correspond to the centroid of the triangular shape.

5 Conclusion

In this paper, we presented an unsupervised approach that incorporates variable
bandwidth mean-shift and robust statistics for generating fuzzy membership functions.
The approach automatically learns the number of representative functions from the
underlying data distribution and then works out the associated parameters of a given
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membership function. We examined the proposed approach using the trapezoidal and
the triangular membership functions and compared its performance against two other
techniques. Results in Sect. 4.2 demonstrated that, from perspective of partitioning an
attribute, the generated membership functions generated by VBMS-RS can better
separate the underlying distributions. As a better technique to estimate the base dis-
tributions for attributes can lead to more representative MFs and hence a better clas-
sification accuracy of the corresponding fuzzy rule set, we examined classifiers
constructed using the proposed method of generating membership function and 3 other
methods for both the trapezoidal and the triangular membership functions. Results were
examined from the perspectives of number of fuzzy rules and classification accuracy
associated with each classifier. Results in Tables 1 and 2 showed that classifiers
associated with VBMS-RS outperformed three other classifiers that used different
approaches for parameterisation of the attributes.
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Abstract. This paper considers the problem of facilitating coalition for-
mation in self-interested multi-agent environments. To successfully form
a coalition, agents must collectively agree on the monetary amount to
charge for completion of a task as well as the distribution of subtasks
within the coalition. The problem is accentuated as different subtasks
have various degrees of difficulty and the agents do not possess perfect
information. That is, an agent is uncertain of the true monetary require-
ment of other agents for completing subtasks. These complexities, cou-
pled with the self-interested nature of agents, can inhibit or even prevent
the formation of coalitions in such a real-world setting. As a solution we
present an auction-based protocol called ACCORD. ACCORD facilitates
coalition formation by promoting the adoption of cooperative behav-
iour amongst agents as a means of overcoming the complexities outlined
above. Through extensive empirical analysis we analyse two variations
of the ACCORD protocol and demonstrate that cooperative and fair
behaviour is dominant and any agents deviating from this behaviour
suffer a degradation in performance.

1 Introduction

We consider the problem of coalition formation in a dynamic real-world context.
The real-world problem domain that we address consists of a marketplace pop-
ulated by self-interested agents, where each agent represents an individual firm.
In this marketplace, a task consisting of multiple subtasks is proposed to all
agents. We assume that no agent is capable of individually performing an entire
task. Therefore, in order to successfully perform a task, agents must cooperate
by forming a coalition.

We provide a context for our problem domain by considering a simplified
model of a real world transport marketplace. Each agent represents a transporta-
tion firm, and the ability of an agent relates to the routes its firm can service.
As an example, consider a transportation task, Tr(A,D). This task requires the
delivery of an item from point A to D. Each task can be broken into subtasks.
In our model, subtasks correspond to the sub-routes that constitute the com-
plete journey. A transportation subtask, Sr(A,B), requires the transportation
c© Springer International Publishing AG 2017
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of an item from point A to B. For the purpose of illustration, we subdivide the
example transportation task Tr(A,D) into three subtasks, Sr(A,B), Sr(B,C)
and Sr(C,D).

To ensure the practical applicability of the work we assume that agents do
not possess perfect information about one another; rather, each agent is unsure
of the value (monetary or otherwise) that other agents place on specific subtasks.
However, we also assume that the values maintained by agents for a particular
subtask are not widely distributed. For example, a transportation firm cannot
precisely predict the value another firm will charge for completion of Sr(A,B),
however, it can make a reasonable estimate, based on details such as distance.
An emergent difficulty is that agents may artificially inflate the financial reward
they require for performing a subtask within a coalition.

We incorporate an additional real-world complexity into our problem domain
with the assumption that subtasks may have various levels of difficulty or require
different levels of expertise. It is realistic that the more challenging subtasks may
yield a higher financial reward. This may lead to an increased level of competition
for these subtasks, which in turn could lead to a scenario where agents are unable
to reach agreement on the distribution of tasks within a coalition. We refer to
the occurrence of such a scenario as deadlock.

We propose that the occurrence of deadlock and the artificial inflation of
financial rewards can be avoided if the agents involved were to act in a fair and
cooperative manner. In the context of this work, an agent exhibits fair behaviour
if it honestly calculates the financial reward for all member agents of a coalition
(including itself) on the basis of its personal beliefs. Agents behaving fairly will
not artificially inflate the financial rewards they expect for performing subtasks.
An agent is cooperative if it agrees to participate in any coalition proposal irre-
spective of the subtask it is asked to perform, assuming the financial reward it
receives for performing that subtask is adequate. Cooperation allows us to avoid
deadlock as an agent will participate in a coalition, even though it may not be
optimal from that agent’s perspective. While the adoption of cooperative and
fair behaviour would allow agents to successfully form coalitions, the difficulty
remains that such agents are self-interested and have to be motivated to adopt
these behaviours.

As a solution to this problem, we have recently proposed two coalition for-
mation protocols. One called Public ACCORD [1] and the second called Private
ACCORD [3]: This paper describes the details of both protocols and presents a
detailed empirical evaluation that demonstrates that cooperative and fair behav-
iour is dominant.

2 Related Research

A fundamental challenge encountered in many multi-agent systems is the capa-
bility of agents to form coalitions. Agents may need to dynamically join together
in a coalition in order to complete a complex task, which none of them may
be able to complete independently [5]. Within the area of MASs the issue of
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coalition formation has generally been approached from either a macroscopic or
microscopic perspective [6].

The macroscopic perspective adopts a system-level view of the entire agent
population; it describes the system from the viewpoint of an external observer.
Typically, the macroscopic perspective assumes that each agent within the envi-
ronment has a number of tasks to perform and that coalition formation is utilised
to enhance the ability of the agents to perform these tasks. Research work in
this area has focused on calculating the optimal coalition structure, which is
the division of all agents in the environment into exhaustive and disjoint coali-
tions [7–11]. When adopting the macroscopic perspective, it is typically assumed
that each coalition has a fixed associated value, which is universally known and
accepted by all agents [12].

The microscopic perspective adopts an agent-level view of the system. Each
agent will reason about the process of forming a coalition based on its per-
sonal information and its perspective of the system. The work in this area can
be broadly categorised into cooperative and self-interested multi-agent environ-
ments. A number of distributed coalition formation protocols have been proposed
for cooperative agent environments [5,13,14]. However, given the self-interested
nature of our environment these protocols cannot be directly applied to our
problem domain.

Microscopic coalition formation has recently been examined in the context
of hedonic games. In a hedonic game agents are self-interested and their level of
coalition satisfaction is dependent on the composition of the coalition they join.
A number of distributed protocols have been proposed to facilitate coalition
formation in such self-interested environments [15–17]. While hedonic games
adopt a macroscopic perspective in a self-interested environment the context
of the problem is quite different to our proposed scenario. The solution to a
hedonic game is the exhaustive decomposition of all agents in an environment
into coalitions.

3 ACCORD

Our definition of a coalition formation protocol is: a set of public rules that
govern the behaviour of agents by specifying how they may form coalitions. In
this section, we describe the ACCORD(An Auction Integrated Coalition For-
mation Protocol For Dynamic Multi-Agent Environments) protocol, which will
enable agents to form coalitions while simultaneously governing agent behaviour
by promoting the adoption of cooperative and fair behaviour. We consider two
variants, Public ACCORD and Private ACCORD.

3.1 Problem Description

The ACCORD environment contains a set of self-interested service agents A =
{a1, a2, . . . , am} and an auctioneer agent. The set S = {s1, s2, . . . , sh} consists
of all valid subtasks that can be performed in this market. Any agent ai ∈ A
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is capable of performing a certain set of subtasks Sai
, such that Sai

⊆ S. In
addition, ai maintains a set of private valuations for all possible subtasks. The
function mn() denotes the monetary valuation that ai places on any subtask.
For example, ai’s private valuation of subtask sg is mn(i, sg).

In order to perform a task, ai must cooperate with one or more agents in
the form of a coalition. A coalition is represented by the tuple 〈C, salloc, palloc〉.
The members of the proposed coalition are contained in the set C, such that
C ⊆ A. In order for a coalition to form successfully, the agents in C must reach
an agreement on the distribution of subtasks and finances within the coalition.
The subtask distribution is specified by the allocation function salloc(). For
any agent ai ∈ C, salloc(ai) returns the subtask(s) within the coalition that ai

is to perform. The financial distribution is specified by the allocation function
palloc(). Therefore, the monetary amount that ai would receive for performing
its specified subtask(s) within the coalition is palloc(ai).

3.2 Protocol Description of Public ACCORD

Public ACCORD can be subdivided into the following eight stages:

1. Task Submission: A customer submits a task T consisting of multiple sub-
tasks to the auctioneer, such that T ⊆ S. Subsequently, the auctioneer will
send notification of T to each agent ai.

2. Bidder Participation: Each agent ai will inform the auctioneer of whether
or not it is willing to participate in the protocol. It is logical that ai will
participate iff:

∃ sx : sx ∈ Sai
∧ sx ∈ T

In order for ai to indicate its willingness to participate in the protocol it must
submit its offers to the auctioneer. The subtask and monetary offers from ai

in relation to T are denoted by the set BT
ai

= {ST
ai

, PT
ai

}. The set ST
ai

=
{s′

1, s
′
2, . . . , s

′
q} contains the subtasks in T that ai is capable of performing.

The set PT
ai

contains ai’s private monetary valuation for each subtask specified
in ST

ai
. Therefore,

PT
ai

= {mn(i, s′
1), . . . mn(i, s′

q)}.
3. Auction Commencement: The auctioneer maintains a record, BT , of the

subtask and monetary capabilities of all agents willing to participate in the
protocol. When the auctioneer receives a reply, BT

ai
, from ai it adds it to the

record BT .
Once all replies have been collected the auctioneer will commence a first-price
sealed bid auction for T . Subsequently, the auctioneer sends notification of
the auction deadline coupled with BT to each agent ai that is willing to
participate in the protocol.
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4. Coalition Proposal: Agents participating in the protocol will propose coali-
tions to each other in a peer-to-peer manner. Therefore, an ai will initially
perform coalition calculation in order to determine the optimal coalition pro-
posal CPai

= 〈C, salloc, palloc〉. In order to construct such a coalition pro-
posal, ai must consider both the monetary demands and subtask capabilities
of all agents. Fortunately, on receipt of BT , ai is aware of the subtasks in T
that all other agents can perform as well as the monetary amount each agent
will charge for completion of these subtasks.
We also assume that ai maintains a private estimation of the level of cooper-
ation exhibited by other agents. It is reasonable to expect that ai will incor-
porate these cooperation ratings into its coalition calculation process. For
example, it would be less likely to include an agent that constantly refuses all
coalition proposals compared to an agent that regularly demonstrates a high
willingness to accept proposals.
Once ai has determined the optimal member agents C = {a′

1, a
′
2, . . . , a

′
n} it

can construct and send CPai
to each member agent in C.

5. Proposal Response: An agent av will assess any coalition proposal CPai

that it receives. It will issue either an accept or reject notice to the proposing
agent. ACCORD does not control the means by which av evaluates a coalition
proposal. However, it is reasonable to assume that av will consider both the
subtask(s) and the monetary award it is offered in CPai

. It is also reasonable
to expect that av will assess the value of participating in a coalition with the
other member agents in C.

6. Coalition Proposal Result: After sending a proposal ai must await the
replies from the potential member agents of the coalition. The two possible
outcomes of this stage are:
– The failure to form the proposed coalition CPai

. If ai receives one or more
rejections from the member agents in C the coalition cannot be formed. It
must subsequently inform all agents in C of the unsuccessful completion of
coalition formation. If adequate time remains before the auction deadline
expires ai can recommence the coalition proposal stage and attempt to
form another coalition.

– The successful formation of the proposed coalition CPai
. If ai receives

an acceptance from each of the potential member agents then the coali-
tion formation process has been successful. It subsequently notifies each
member agent that the proposed coalition has been successfully formed.

7. Bid Submission: If ai successfully forms the proposed coalition CPai
it will

subsequently enter the coalition as a bid in the auction. Each agent is limited
to submitting a single bid. Therefore, after ai has submitted a bid, it can
only participate in the proposal response stage. That is, it can only accept or
reject coalitions proposed by other agents.
Once the auctioneer receives CPai

, it calculates the total monetary reward
required by the coalition to perform T as

∑n
d=1 palloc(a′

d). Subsequently, the
auctioneer records this as a sealed-price bid in the auction.
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8. Winner Notification: Once the auction deadline expires, the auctioneer
calculates the lowest monetary bid. The member agents of the corresponding
coalition are notified that they have been successful in obtaining the contract
to collectively perform T .

3.3 Protocol Description of Private ACCORD

Private ACCORD facilitates agent-based coalition formation while also placing
emphasis on the retention of private information. Private ACCORD can be sub-
divided into the same eight stages used to illustrate Public ACCORD. However,
only two of these stages differ from the formal description of Public ACCORD.
We confine our description of Private ACCORD to these two stages.

(2) Bidder Participation: In order for an agent ai to indicate its willingness
to participate in the Private ACCORD protocol it must submit a list of
its subtask capabilities to the auctioneer. The agent does not provide it’s
private monetary valuation to the auctioneer.
The subtask capabilities of ai for T are denoted by BT

ai
= {ST

ai
}. As before,

the set
ST
ai

= {s′
1, s

′
2, . . . , s

′
q}

denotes the subtasks that ai can perform.
(4) Coalition Proposal: Agents participating in the protocol will propose

coalitions to each other in a peer-to-peer manner. Each agent ai, must first
perform coalition calculation in order to determine its optimal coalition pro-
posal CPai

= 〈C, salloc, palloc〉.
In order to construct such a coalition proposal, ai will need to consider both
the monetary demands and subtask capabilities of other agents. On receipt
of BT , ai is aware of the subtasks in T that all other agents can perform.
However, because perfect information is not available, ai is uncertain of the
monetary amount each agent will require as payment for performing a given
subtask.
Each agent ai must maintain a matrix of expected payments for each subtask
for each agent. Initially ai may base the monetary price of a sub-task to other
agents as equal to its own cost for performing that sub-task. However, we
also assume that ai has basic learning abilities that allow it to improve the
accuracy of its estimations through repeated interaction with other agents.
It is also reasonable to assume that ai will maintain a private estimation of
the level of cooperation exhibited by other agents. Therefore, the cooperation
rating of all participating agents is also considered when performing coalition
calculation.
Once ai has determined the optimal member agents C = {a′

1, a
′
2, . . . , a

′
n} it

can construct and send CPai
to each member agent in C.
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4 Empirical Evaluation

The objective of this empirical evaluation is to undertake a comparative analy-
sis between Public and Private ACCORD as well as determining whether the
ACCORD protocols promote cooperative and fair behaviour amongst agents.
We have developed a simulation testbed to evaluate the protocols. Each exper-
iment measures the performance of agents adopting different behaviours in the
ACCORD simulation environment. Sections 4.2 and 4.3 analyse the effects of
uncooperative and selfish behaviour in Public ACCORD, while Sects. 4.4 and
4.5 assess the impact of adopting uncooperative and selfish behaviour in Private
ACCORD.

4.1 Experimental Methodology

Each experiment is run on 10 randomly generated datasets. A dataset is com-
prised of 50 tasks, which are auctioned in sequential order. Each task consists of
8 subtasks, chosen randomly from a set of 20 possible subtasks. The duration of
each auction is 4 minutes. If two bids of equal value are submitted, a winner is
chosen randomly.

For each new dataset a population of 20 service agents is generated. Each
agent is capable of performing 8 subtasks. For the purpose of these experiments
it is necessary to simulate a marketplace where deadlock regularly occurs. By
allowing each agent to perform 8 out of the possible 20 subtasks, a high level
of competition and consequently deadlock regularly occurs in our simulation
environment.

The monetary amount each agent will charge for subtask completion must
also be generated. For each subtask sz ∈ S (where S is the set of all possible
subtasks), we have randomly selected a mean cost, Vsz , with a uniform distri-
bution between 10 and 99. To simulate uncertainty of information, each agent
chooses the monetary amount it will charge for completion of sz by using a
Normal distribution with a standard deviation of 2 and a mean equal to Vsz .

For each of the 10 datasets generated, the performance of 4 differing behav-
iour types (described later) is contrasted. Within the simulated marketplace
of 20 agents, each agent will exhibit 1 of the 4 behaviours (5 agents for each
behaviour). The subtask capabilities are also represented equally amongst agents
exhibiting differing behaviours. This allows us to compare the performance of
different behaviour types in an unbiased manner.

The result of a single experiment is arrived at by combining the results
obtained from 10 randomly generated datasets. After each task in a dataset
is auctioned, the accummulated financial reward obtained by each agent type
is recorded. Therefore, the results of a single experiment are derived by sum-
ming the accumulated financial reward received by each agent type across the
10 datasets. For example, in Fig. 1 the maximum financial reward obtained by
the best performing agent type is derived by summing the maximum reward
obtained by that agent type in each of the 10 datasets.
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We characterise each agent with a function accepting two parameters, λ(α, β).
The level of cooperation exhibited by an agent is denoted by α, such that 0 ≤
α ≤ 1, α ∈ R. The level of selfishness displayed by an agent is defined by β, such
that 0 ≤ β ≤ 4, β ∈ Z.
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Fig. 1. Experiment 1: a comparison between the performance of fair (β = 0) and selfish
(β = 1) behaviour for ACCORD.

A fair coalition proposal offers an agent an adequate financial reward for
performing a specific subtask. An adequate financial reward is greater than or
equal to the minimum reward the agent would expect to receive for performing
the subtask. If an agent receives a fair coalition proposal, it must subsequently
decide whether it will cooperate and join the proposed coalition. It bases this
decision on its value of α. The parameter α represents the minimum fraction
of the most financially rewarding subtask that an agent is willing to accept.
For example, consider our transportation model where the transportation task
Tr(A,D) consists of the sub-routes Sr(A,B), Sr(B,C) and Sr(C,D). Assume
that agent t1 with an α value of 0.5 expects a monetary reward of 15 units
for performing Sr(A,B) and 40 units for performing Sr(C,D). Therefore, its α
value dictates that it will not accept a coalition proposal that offers less than 20
(0.5∗40). Higher values of α imply lower cooperation. If t1 in our above example
had an α value of 0.8 then it would only accept a coalition proposal that offered
it greater than or equal to 32 (0.8 ∗ 40).

An agent can exhibit selfish behaviour by artificially inflating its own financial
rewards. The value of β signifies the amount by which an agent increases its
financial reward. For example, assume the agent t1 with β = 0 expects a financial
reward of 40 units for performing Sr(C,D). If the configuration of t1 is changed
so that it has β = 1 it would now expect a financial reward of 41 units for
performing Sr(C,D). Agents with β = 0 exhibit fair behaviour because they do
not artificially inflate their own financial rewards.
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4.2 Fair/Selfish Behaviour in Public ACCORD

To investigate the effect of different levels of selfishness (β) in Public ACCORD,
we perform 4 experiments that contrast the performance of fair (β = 0) and
selfish (β > 0) agents. In Experiment 1 we contrast the performance of selfish
agents where β = 1 with fair agents (β = 0). The 4 agent types that populate
the market-place are Cooperative Fair (λ(0, 0)), Cooperative Selfish (λ(0, 1)),
Uncooperative Fair (λ(1, 0)) and Uncooperative Selfish (λ(1, 1)).

The details for Experiments 2–4 are the same, except that selfish agents use
β = 2 in Experiment 2, β = 3 in Experiment 3 and β = 4 in Experiment 4.

The results obtained from Experiment 1 are presented in Fig. 1. The Coop-
erative Fair λ(0, 0) agent type is dominant and obtains the maximum earned
reward, which is depicted as 100% in Fig. 1. The cumulative financial reward of
all 4 agent types is measured as a percentage of this maximum financial reward.
The Cooperative Fair λ(0, 0) agent type outperforms their selfish equivalent,
λ(0, 1). Likewise, the Uncooperative Fair λ(1, 0) agent type outperforms their
selfish equivalent λ(1, 1).
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Fig. 2. Comparing performance of fair (β = 0) and selfish (β = 4) behaviour for Public
ACCORD.

The results obtained from Experiment 4 are depicted in Fig. 2. As with Exper-
iment 1 the cumulative financial reward of all 4 agent types is measured as a
percentage of the maximum financial reward obtained by the dominant Coop-
erative Fair λ(0, 0) agent type. When the results of Experiment 4 are compared
with those of Experiment 1, it can be seen that an increase in β to 4 has resulted
in a degradation in the performance of the selfish agent types.

An overview of the results obtained by cooperative agents in the Exper-
iments 1–4 are presented in Fig. 3. The performance of the Cooperative Fair
λ(0, 0) agent type over Experiments 1–4 is normalised as 100%. Figure 3 mea-
sures the performance of the Cooperative Selfish agent types (λ(0, 1), λ(0, 2),
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λ(0, 3), λ(0, 4)) in the Experiments 1–4 as a percentage of the performance of
the Cooperative Fair agent type. The Cooperative Fair λ(0, 0) agent type exhibits
the best performance in Fig. 3. It is evident from the results depicted that an
increase in the value of β corresponds to a decrease in performance. It should be
noted that agents experience a short period of instability at the commencement
of the experiments. This instability corresponds to the period in which each
agent attempts to learn about the other service agents with whom it shares the
market-place. While this instability is an undesirable property of our coalition
formation protocol it is necessary in order to allow agents to accurately identify
coalition partners.
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Fig. 3. Overview of fair (β = 0) and selfish (β > 0) behaviour for Public ACCORD.

4.3 Cooperative/Uncooperative Behaviour in Public ACCORD

To investigate the effect of different levels of cooperation (α), Experiments 5–8
are performed. The objective of these experiments is to contrast the performance
of cooperative (α = 0) and uncooperative (0 < α ≤ 1) agents. In Experiment
5, we examine the performance of uncooperative agents that use α = 0.25 with
cooperative agents (α = 0). The 4 agent types that populate the market-place
for Experiment 5 are Cooperative Fair λ(0, 0), Cooperative Selfish λ(0, 2), Unco-
operative Fair λ(0.25, 0) and Uncooperative Selfish λ(0.25, 2). The details for
Experiments 6–8 are the same, except that uncooperative agents use α = 0.5 in
Experiment 6, α = 0.75 in Experiment 7 and α = 1 in Experiment 8.

Figure 4 contains the results of Experiment 5. Again the Cooperative Fair
λ(0, 0) agent type performs best, outperforming its uncooperative equivalent
λ(0.25, 0). The cooperative selfish λ(0, 2) agent type also outperforms its unco-
operative equivalent λ(0.25, 2).
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Fig. 4. Comparing performance of cooperative (α = 0) and uncooperative (α = 0.25)
behaviour for Public ACCORD.

Experiment 8 contrasts the performance of cooperative agents using α = 0
and uncooperative agents using α = 1. The results are presented in Fig. 5. Again
the Cooperative Fair λ(0, 0) agent type is dominant. It is interesting to compare
the results of Experiment 5 and 8. The uncooperative agent types in Experiment
5 (λ(0.25, 0) and λ(0.25, 2)) perform better than the uncooperative agent types
in Experiment 8 (λ(1, 0) and λ(1, 2)). This indicates that by increasing its value
of α, an agent experiences a loss in performance.
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Fig. 5. Comparing performance of cooperative (α = 0) and uncooperative (α = 1)
behaviour for Public ACCORD.

This conclusion is further supported by Fig. 6, which contains an overview of
the results obtained by fair agents in the Experiments 5–8. As a fair agent reduces
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its value of α it experiences a corresponding degradation in performance. This
result demonstrates the dominance of cooperative behaviour (α = 0) in Public
ACCORD.

The period of instability present in Fig. 3 is repeated in Fig. 6. However, it
takes longer to stabilise in Fig. 6. This suggests that it is more difficult for agents
to accurately identify uncooperative agents as opposed to selfish agents. This
effect can be attributed to the fact that agents participating in Public ACCORD
are made immediately aware of the financial demands of the participating agents.
Therefore, the identification of selfish behaviour is a relatively straight forward
process. However, the level of cooperative behaviour possessed by various agents
is not known in advance and must be learned through interaction. This effect
manifests itself in the form of increased initial instability.
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Fig. 6. Overview of cooperative (α = 0) and uncooperative (0 < α ≤ 1) behaviour for
Public ACCORD.

4.4 Fair/Selfish Behaviour in Private ACCORD

The experiments undertaken in this section investigate the effect of different
levels of selfish behaviour (β) amongst agents participating in Private ACCORD.
Experiments 9–12 are executed in the Private ACCORD environment. As in
Sect. 4.2 these experiments contrast the performance of fair (β = 0) and selfish
(β > 0) agents. The agent population setup for Experiments 9–12 is the same
as the setup used for Experiments 1–4 respectively. For example, selfish agents
use β = 1 in Experiment 9, β = 2 in Experiment 10, β = 3 in Experiment 11
and β = 4 in Experiment 12.

The results obtained from Experiment 9 are depicted in Fig. 7. The Coop-
erative Fair (λ(0, 0)) agent type significantly outperforms all other agent types.
The results from Experiment 12 are presented in Fig. 8. Again the Cooperative
Fair (λ(0, 0)) agent type is dominant. The 2 selfish agent types ((λ(1, 4)) and
(λ(0, 4))) perform badly, coming second last and last respectively.
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Fig. 7. Comparing performance of fair (β = 0) and selfish (β = 1) behaviour for Private
ACCORD.
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Fig. 8. Comparing performance of fair (β = 0) and selfish (β = 4) behaviour for Private
ACCORD.

Figure 9 presents an overview of the results obtained by cooperative agents
in Experiments 9–12. The results confirm that the performance of an agent
type decreases as it increases its value of β. It is also interesting to compare
the overview of selfish variation in Private ACCORD (Fig. 9) with that of self-
ish variation in Public ACCORD (Fig. 3). The selfish agent types in Private
ACCORD outperform their equivalent agents in Public ACCORD, confirming
that selfish behaviour is more severely punished in Public ACCORD than in
Private ACCORD. It can also be observed that the initial period of instability
experienced by agents in Fig. 3 is also present in Fig. 9. However, not only is the
duration of the instability experienced in Fig. 9 longer than that experienced in
Fig. 3 but the degree of variance present is also more severe. As mentioned in
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Sect. 4.3 this period of instability is attributed to the learning process that each
agent must undergo. That is, each agent must learn about the other agents with
whom they share the market-place. However, in Public ACCORD each agent is
already aware of the price other agents require for performing specific subtasks.
Therefore, an agent need only learn about the level of cooperation exhibited by
other agents. However, agents participating in Private ACCORD are unaware of
the financial demands of other agents and consequently face a more complicated
and time consuming learning task. This is reflected in the increased instability
present in Fig. 9.
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Fig. 9. Overview of fair (β = 0) and selfish (1 ≤ β ≤ 4) behaviour for Private
ACCORD.

4.5 Cooperative/Uncooperative Behaviour in Private ACCORD

In order to assess the impact of varying levels of uncooperative behaviour in
Private ACCORD, 4 experiments (numbered 13–16) are performed. The agent
population setup for these experiments is the same as for Experiments 5–8. The
only difference is that Experiments 13–16 are run on the Private ACCORD simu-
lation environment instead of the Public ACCORD environment. Uncooperative
agents use, α = 0.25 in Experiment 13, α = 0.5 in Experiment 14, α = 0.75 in
Experiment 15 and α = 1 in Experiment 16.

The results obtained from Experiment 13 are depicted in Fig. 10. As with
the previous experiments the Cooperative Fair (λ(0, 0)) agent type outperforms
all other agent types. It is interesting to contrast the results of this experi-
ment with those obtained from the equivalent experiment (Experiment 5) per-
formed on the Public ACCORD simulation environment. The uncooperative
agent types (λ(0.25, 0) and λ(0.25, 2)) perform better when participating in Pri-
vate ACCORD (Experiment 13) than they do in Public ACCORD (Experiment
5). This indicates that uncooperative behaviour is less advantageous in Public
ACCORD than it is in Private ACCORD.
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Fig. 10. Comparing performance of cooperative (α = 0) and uncooperative (α = 0.25)
behaviour for Private ACCORD.
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Fig. 11. Comparing performance of cooperative (α = 0) and uncooperative (α = 1)
behaviour for Private ACCORD.

The results of Experiment 16 are presented in Fig. 11. The cooperative agent
types outperform their uncooperative equivalents. When comparing the results
of Experiment 13 and 16 it is noticeable that an increase in the level of unco-
operative behaviour has resulted in a corresponding drop in the performance
of the uncooperative agent types. In particular the uncooperative fair (λ(1, 0))
agent type has experienced a performance drop of almost 50%. It is interesting to
contrast the results of Experiment 16 and its equivalent Public ACCORD exper-
iment (Experiment 8). The results prove to be quite similar; the only notable
difference is that the Uncooperative Selfish (λ(1, 2)) agent type performs much
better when participating in Private ACCORD (Experiment 16) than it does
when participating in Public ACCORD (Experiment 8). Again this indicates
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that Private ACCORD does not punish uncooperative behaviour as severely as
Public ACCORD.

An overview of the results obtained by fair agents in the Experiments 13–16
are presented in Fig. 12.

On examination of Fig. 12 it is apparent that a significant period of insta-
bility occurs at the commencement of each of the experiments. The Coopera-
tive Fair (λ(0, 0)) agent type is outperformed briefly by the Uncooperative Fair
(λ(0.25, 0)) agent type at the beginning of Experiment 13. The performance of
each agent type stabilises over the duration of the experiment. While the initial
instability in Fig. 12 is an undesirable attribute of Private ACCORD, it is still
necessary in order for each agent to learn about the other agents in the market-
place and identify potential partners. Apart from initially being outperformed
the Cooperative Fair (λ(0, 0)) agent type still proves to be dominant. The insta-
bility present in Fig. 12 is more severe than that present in Fig. 6, which presents
an overview of uncooperative behaviour in Public ACCORD. This is consistent
with our previous observation that Private ACCORD experiences greater ini-
tial instability than Public ACCORD (Sect. 4.4). This was attributed to the
increased complexity of learning about other agents in Private ACCORD.

It is also interesting to compare the instability that occurs in Fig. 12 and
in Fig. 9, which presents an overview of selfish behaviour in Private ACCORD.
The instability present in Fig. 9 is visibly less severe than that encountered in
Fig. 12. This indicates that learning to identify uncooperative agents represents a
more difficult task than learning to identify selfish agents. This is to be expected
because of the inherent inconsistency of uncooperative behaviour. While a self-
ish agent behaves selfishly all the time, uncooperative agents may only exhibit
uncooperative behaviour occasionally. An uncooperative agent will only adopt
uncooperative behaviour if the monetary amount it expects to receive from a
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Fig. 12. Overview of cooperative (α = 0) and uncooperative (0 < α ≤ 1) behaviour
for Private ACCORD.
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coalition proposal fails to exceed its threshold value. Therefore, an agent with
α = 0.25 may rarely adopt uncooperative behaviour. As a result of the this
inconsistency, uncooperative agents are more difficult to identify than selfish
agents.

As expected, Fig. 12 demonstrates that as an agent increases its level of
uncooperative behaviour its performance degrades. By comparing the results of
Figs. 12 and 6, which assesses the impact of uncooperative behaviour in Pub-
lic ACCORD, we can conclude that agents adopting uncooperative behaviour
achieve a higher level of performance when participating in Private ACCORD
than they do in Public ACCORD. This confirms that uncooperative behaviour
is less severely punished in Private ACCORD than in Public ACCORD.

5 Conclusions

This paper has presented the Public and Private ACCORD coalition formation
protocols. Specifically, it has presented detailed empirical results for both proto-
cols. The results demonstrate that cooperative and fair behaviour is dominant,
thus enabling us to overcome the issues of deadlock and artificial inflation of
financial rewards. This solves the problems of deadlock and the artificial infla-
tion of financial rewards because both Publicand Private ACCORD motivate
agents to act in a cooperative and fair manner.

The empirical results clearly show that the cooperative and fair behaviour
obtains better results in Public ACCORD as agents are required to reveal their
monetary valuations for subtasks. The results also consistently showed a period
of instability in both Public and Private ACCORD, which corresponds to the
duration of the agent learning process. The revelation of subtask values means
the instability experienced in Public ACCORCD is significantly less than that
encountered in Private ACCORD.

We hypothesize that the incorporation of a reputation-based mechanism
would help mitigate this initial period of instability. Previous work in this area
has demonstrated that the exploitative tendency of selfish agents could be effec-
tively curbed with the incorporation of reputation mechanism [2].
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Abstract. It is known that the comprehension of spatial prepositions
involves the deployment of visual attention. For example, consider the
sentence “The salt is to the left of the stove”. Researchers [29,30] have
theorized that people must shift their attention from the stove (the refer-
ence object, RO) to the salt (the located object, LO) in order to compre-
hend the sentence. Such a shift was also implicitly assumed in the Atten-
tional Vector Sum (AVS) model by [35], a cognitive model that computes
an acceptability rating for a spatial preposition given a display that con-
tains an RO and an LO. However, recent empirical findings showed that
a shift from the RO to the LO is not necessary to understand a spatial
preposition ([3], see also [15,38]). In contrast, these findings suggest that
people perform a shift in the reverse direction (i.e., from the LO to the
RO). Thus, we propose the reversed AVS (rAVS) model, a modified ver-
sion of the AVS model in which attention shifts from the LO to the RO.
We assessed the AVS and the rAVS model on the data from [35] using
three model simulation methods. Our simulations show that the rAVS
model performs as well as the AVS model on these data while it also inte-
grates the recent empirical findings. Moreover, the rAVS model achieves
its good performance while being less flexible than the AVS model. (This
article is an updated and extended version of the paper [23] presented
at the 8th International Conference on Agents and Artificial Intelligence
in Rome, Italy. The authors would like to thank Holger Schultheis for
helpful discussions about the additional model simulation.)

Keywords: Spatial language · Spatial prepositions · Cognitive model-
ing · Model flexibility · Visual attention

1 Introduction

Imagine a household robot that helps you in the kitchen. You might want the
robot to pass you the salt and instruct it as follows: “Could you pass me the
salt? It is to the left of the stove”. Here, the salt is the located object (LO),
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because it should be located relative to the reference object (RO, the stove). To
find the salt, the robot should interpret this sentence the way you intended it. In
the interaction with artificial systems, humans often instruct artificial systems
to interact with objects in their environment. To this end, artificial systems
must interpret spatial language, i.e., language that describes the locations of
the objects of interest. To make the interaction as natural as possible, artificial
systems should understand spatial language the way humans do. The implemen-
tation of psychologically validated computational models of spatial language into
artificial systems might thus prove useful. With these kind of models, artificial
systems could begin to interpret and generate human-like spatial language.

[30] were the first to outline a computational framework of the processes
that are assumed to take place when humans understand spatial language. Their
framework consists of “four different kinds of processes: spatial indexing, refer-
ence frame adjustment, spatial template alignment, and computing goodness of
fit” [30, p. 500].

Spatial indexing is required to bind the perceptual representations of the
RO and the LO to their corresponding conceptual representations. According to
[30, p. 499], “the viewer’s attention should move from the reference object to
the located object”. Reference frame adjustment consists of imposing a reference
frame on the RO and setting its parameters (origin, orientation, direction, scale).
“The reference frame is a three-dimensional coordinate system [...]” [30, p. 499].
Spatial template alignment is the process of imposing a spatial template on the
RO that is aligned with the reference frame. A spatial template consists of regions
of acceptability of a spatial relation. Every spatial relation is assumed to have
its own spatial template. Finally, computing goodness of fit is the evaluation of
the location of the LO in the aligned spatial template.

Trying to identify possible nonlinguistic mechanisms that underlie the rating
of spatial prepositions, [35] developed a cognitive model: the Attentional Vector
Sum (AVS) model.1 This model – based on the assumption that goodness-of-fit
ratings for spatial prepositions against depicted objects reflect language process-
ing – accounts for a range of empirical findings in spatial language processing.
A central mechanism in the AVS model concerns the role of attention for the
understanding of spatial relations.

Direction of the Attentional Shift. Previous research has shown that visual atten-
tion is needed to process spatial relations ([28–30]; see [7] for a review). The AVS
model has formalized the role of visual attention. Although [35] do not explicitly
talk about attentional shifts, the AVS model can be interpreted as assuming
a shift of attention from the RO to the LO. [35] motivate the implementation
of attention based on studies conducted by [28] and [29, p. 115]: “The linguis-
tic distinction between located and reference objects specifies a direction for
attention to move – from the reference object to the located object.” (See also
[30, p. 499]: “the viewer’s attention should move from the reference object to

1 Apart from the AVS model, a range of other computational models of spatial lan-
guage processing were also proposed, e.g., [5,16,19,36,39].
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the located object”.) But are humans actually shifting their attention in this
direction while they are understanding a spatial preposition?

Evidence for shifts of covert attention comes from studies in the field of cogni-
tive neuroscience by Franconeri and colleagues [15,38]. Using EEG, [15] showed
that humans shift their covert attention when they process spatial relations. In
their first experiment, they presented four objects of which two had the same
shape but different colors. Two objects were placed to the right and two objects
were placed to the left of a fixation cross such that two different shapes appeared
on each side of the cross. Participants had to fixate the fixation cross and judge
whether, say, the orange circle was left or right of the cyan circle. After the
stimulus display was shown, participants chose one spatial relation out of two
possible arrangements on a response screen (cyan circle left of orange circle or
orange circle left of cyan circle). During the experiment, event-related poten-
tials were recorded. All experiments reported in [15] revealed that participants
shifted their attention from one object to the other object, although they had
been instructed to attend to both objects simultaneously. However, the role of
the direction of these shifts remained unclear in [15].

In another experiment, [38] presented questions like “Is red left of green?” to
participants. Subsequently, either a red or a green object appeared on the screen,
followed shortly afterwards (0–233 ms) by a green or a red object respectively. By
manipulating the presentation order of the objects, a shift of attention was cued.
Participants were faster to verify the question if the presentation order was the
same as the order in the question. [38] interpreted this as evidence that the per-
ceptual representation of a spatial relation follows its linguistic representation.

Evidence that a shift of attention from the RO to the LO as suggested in
the AVS model is not necessary for understanding spatial language has been
recently reported by [3], who conducted a visual world study. Here, participants
inspected a display and listened to spoken utterances while their eye movements
were recorded. Note that [3] investigated overt attention ([15,38] studied covert
attention). [3] presented sentences with two German spatial prepositions (über
[above] and unter [below ]) across four different tasks. The RO and the LO of the
sentence as well as a competitor object (not mentioned in the sentence) were
presented on a computer screen. In their first experiment, participants verified
the spatial sentence as quickly as possible, even before the sentence ended. In
their second experiment, participants also verified the sentence, but they had to
wait until the sentence was over. The third experiment consisted of a passive
listening task, i.e., no response was required from the participants. Finally, in
the fourth experiment, a gaze-contingent trigger was used: the competitor object
and either the LO or the RO were removed from the display after participants
had inspected the LO at least once.

The results from this study revealed that participants shifted their overt
attention from the RO to the LO, as predicted by the AVS model. However,
the task modulated the presence of these shifts. These shifts were only frequent
in the post-sentence verification experiment (experiment 2), but infrequent in
the other experiments. Crucially, if participants did not shift their attention
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from the RO to the LO, they performed equally well (as accuracy was not
affected) – i.e., they were able to understand the sentence without shifting their
attention overtly from the RO to the LO.

By contrast, participants frequently shifted gaze overtly from the LO towards
the RO (in line with the incremental interpretation of the spoken sentence). This
suggested that people may be able to apprehend a spatial relation with an overt
attentional shift from the LO to the RO (and not from the RO to the LO as
suggested by the AVS model).

Thus, the direction of the attentional shift as implemented in the AVS model
conflicts with recent empirical findings. We propose a modified version of the
AVS model: the reversed AVS (rAVS) model, for which the attentional shift has
been reversed. Instead of a shift from the RO to the LO, we implemented a shift
from the LO to the RO. We designed the rAVS model otherwise to be as similar
as possible to the AVS model. By doing so, we can isolate the influence of the
reversed shift on the performance of the two models.

2 The Models

In this section, we first describe the AVS model, since the proposed rAVS model
is based on the structure of the AVS model and modifies some parts of it. Next,
we introduce the rAVS model.

2.1 The AVS Model

[35] proposed a cognitive model of spatial term comprehension: the Attentional
Vector Sum (AVS) model. The AVS model takes the 2D-location and the 2D-
shape of a RO, the 2D-location of a LO, and a spatial preposition as input
and computes an acceptability rating (i.e., how well the preposition describes
the location of the LO relative to the RO). In the following, we are presenting
how the AVS model processes the spatial relation between the RO and the LO
and how it computes the acceptability rating. The AVS model consists of two
components: The angular component and the height component. Figures 1a–c
depict the angular component which we describe first. Figure 1d visualizes the
height component that we describe thereafter.

Angular Component. First, the AVS model defines the focus F of a distribution
of visual attention as the point on top of the RO “that is vertically aligned with
the trajector [LO] or closest to being so aligned”2 [35, p. 277]. Next, the model
defines the distribution of attention on every point i of the RO as follows (see
Fig. 1a for visualization):

ai = exp
( −di

λ · σ

)
(1)

2 In the case of other prepositions, the corresponding part of the RO is chosen for the
location of the focus (e.g., the focus lies on the bottom of the RO for below).
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Here, di is the euclidean distance between point i of the RO and the atten-
tional focus F , σ is the euclidean distance between the attentional focus F and
the LO, and λ is a free parameter. The resulting distribution of attention is
highest at the focal point F and declines exponentially with greater distance
from F (see Fig. 1a). Furthermore, the distance σ of the LO to the RO as well
as the free parameter λ affect the width of the attentional distribution: A close
LO results in a more focused attentional distribution (a large decline of atten-
tion from point F) whereas a distant LO results in a more broad attentional
distribution (a small decline of attention from point F).

In the next step, vectors vi are rooted at every point i of the RO. All vectors
are pointing to the LO and are weighted with the amount of attention ai that
was previously defined (see Fig. 1b). All these vectors are summed up to obtain
a final vector:

#                   »

direction =
∑
i∈RO

ai · #»v i (2)

LO

RO

σ
F

(a) Attentional Distri-
bution. Darker color
means higher amount
of attention. Attention
is maximal at the fo-
cal point F . σ denotes
the distance of the LO
to point F .

(b) Population of
vectors weighted
with attention as
shown in Figure 1a.
On every point of
the RO one vector is
rooted. Every vector
points to the LO.

δ

(c) Deviation δ of
the final vector from
canonical upright
(dashed line). The
final vector does not
necessarily point
to the LO, because
it is the weighted
sum of all vectors in
Figure 1b.

(d) Height Compo-
nent. Red means a
value of 1 and blue
means a value of 0.
The height compo-
nent is multiplied
with the outcome of
the angular compo-
nent.

Fig. 1. Schematized steps of the AVS model developed by [35]. (Color figure online)

The deviation δ of this final vector to canonical upright (in the case of above)
is measured (see Fig. 1c) and used to obtain a rating with the help of the linear
function g(δ) that maps high deviations to low ratings and low deviations to
high ratings:

g (δ) = slope · δ + intercept (3)

Both, slope and intercept, are free parameters and δ is the angle between
the sum of the vectors and canonical upright (in the case of above):

δ = ∠(
#                   »

direction, upright) (4)
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Height Component. g(δ) is the last step of the angular component. This value
is then multiplied with the height component. The height component modulates
the final outcome with respect to the elevation of the LO relative to the top
of the RO: A height component of 0 results in a low rating, whereas a height
component of 1 does not change the output of the angular component. The
height component is defined as follows:

height(yLO) =
sig(yLO − hightop, highgain) + sig(yLO − lowtop, 1)

2
(5)

Here, highgain is a free parameter, hightop (or lowtop) is the y-coordinate
of the highest (or lowest) point on top of the RO, and the sig(·, ·) function is
defined as:

sig(x, gain) =
1

1 + exp (gain · (−x))
(6)

The AVS model has four free parameters in total: λ, slope, intercept,
highgain. Taken together, the final acceptability rating is computed by the AVS
model with the following formula:

above(LO,RO) = g (δ) · height(yLO) (7)

2.2 The rAVS Model

Although [35] do not explicitly mention shifts of attention, the AVS model can
be interpreted as assuming a shift of attention from the RO to the LO: This
shift is implemented by the location of the attentional focus and in particular by
the direction of the vectors (see Figs. 1a–c). As discussed before, this direction
of the attentional shift conflicts with recent empirical findings [3,15,38]. This is
why our modified version of the AVS model, the reversed AVS (rAVS) model,
implements a shift from the LO to the RO.

To this end, the rAVS model reverses the direction of the vectors in the vector
sum in the following way: Instead of pointing from every point in the RO to the
LO, the vectors are pointing from every point in the LO to the RO. Since the
LO is simplified as a single point in the AVS model, the vector sum in the rAVS
model consists of only one vector. The end point of this vector, however, must
be defined, since the RO has a mass.

In the rAVS model, the vector end point D lies on the line between the center-
of-mass C of the RO and the proximal point F (see Fig. 2a). Here, F is the same
point as the attentional focus in the AVS model. Depending on the relative dis-
tance of the LO, the vector end point D is closer to C (for distant LOs) or closer
to F (for close LOs). Thus, the center-of-mass orientation is more important for
distant LOs, whereas the proximal orientation becomes important for close LOs,
which corresponds to the rating pattern found by [35, experiment 7]. The width
of the attentional distribution in the AVS model has a similar effect.
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LO

C
D

F

(a) Vector destina-
tion D lies always
on the line that con-
nects the center-of-
mass of the RO (C)
and F.

dabs

w

h

(b) Relative dis-
tance: Absolute
distance dabs di-
vided by the width
w and height h of
the RO.

D

δ

(c) Deviation δ of
the vector LO, D
from canonical
downwards (dashed
line).

δ

(d) The attentional
distribution does not
change the deviation
δ.

Fig. 2. Schematized steps of the rAVS model.

In the rAVS model, the distance of a LO is considered in relative terms, i.e.,
the width and height of the RO change the relative distance of a LO, even if
the absolute distance remains the same (see Fig. 2b). The relative distance is
computed as follows:

drel.(LO,RO) =
|LO,P |x
ROwidth

+
|LO,P |y
ROheight

(8)

Here, P is the proximal point in the intuitive sense: The point on the RO
that has the smallest absolute distance to the LO. F is guaranteed to lie on top
of the RO, whereas P can also be at the left, right, or bottom of the RO. If P
is on top of the RO, P equals F .

Furthermore, the computation of the vector end point D is guided with an
additional free parameter α (with α ≥ 0). The new parameter α and the relative
distance interact within the following linear function to obtain the new vector
destination D:

D =

{
#           »

LO,C + (−α · drel. + 1) · #    »

CF if (−α · drel. + 1) > 0
C else

(9)

The direction of the vector
#           »

LO,D is finally compared to canonical downwards
instead of canonical upright (in the case of above, see Fig. 2c) – similar to the
angular component of the AVS model:

δ = ∠(
#           »

LO,D, downwards) (10)

As in the AVS model, this angular deviation is then used as input for the
linear function g(δ) (see Eq. 3) to obtain a value for the angular component. Note
that a comparison to downwards is modeled, although the preposition is above.
[38, p. 7] also mention this “counterintuitive, but certainly not computationally
difficult” flip of the reference direction in their account.
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In the rAVS model, the attentional focus lies on the LO. In fact, however, the
location of the attentional focus as well as the attentional distribution do not
matter for the rAVS model, because its weighted vector sum consists of only one
single vector (due to the simplified LO). Since the length of the vector sum is not
considered in the computation of the angle (neither in the AVS3 nor in the rAVS
model), the amount of attention at the vector root is not of any importance for
the final rating (as long as it is greater than zero, see Fig. 2d).4

The height component of the AVS model is not changed in the rAVS model.
So, it still takes the y-value of the LO as input and computes the height according
to the grazing line of the RO (see Eq. 5). As in the AVS model the final rating
is obtained by multiplying the height component with the angular component
(see Eq. 7).

3 Model Comparison

In the previous section, we have presented the AVS model by [35] and proposed
the rAVS model, since the AVS model conflicts with recent empirical findings
regarding the direction of the attentional shift [3,15,38]. But how does the rAVS
model perform in comparison to the AVS model?

[35] conducted seven acceptability rating experiments and showed that the
AVS model was able to account for all empirical data from these experiments.
These data consist of acceptability ratings for n = 337 locations of the LO
above 10 different types of ROs. We evaluated the rAVS model on the same data
set5 to assess its performance using three different model simulation methods:
Goodness-Of-Fit (GOF, Sect. 3.1), Simple Hold-Out (SHO, Sect. 3.2), and Model
Flexibility Analysis (MFA, Sect. 3.3). We introduce each of these simulation
methods before we present its results.

Both models and all simulation methods were implemented in C++ with
the help of the Computational Geometry Algorithms Library [11]. The C++
source code is available under an open source license from [21]. For all simula-
tions, we constrained the range of the model parameters in the following way:

−1
45

≤ slope ≤ 0 (11)

0.7 ≤ intercept ≤ 1.3 (12)
0 ≤ highgain ≤ 10 (13)
0 < λ ≤ 5 (14)
0 < α ≤ 5 (15)

3 [35, p. 276]: “A central feature of this [angular] characterization of spatial term
acceptability is that it is dependent only on the direction, not the length, of the
vector connecting the landmark [RO] to the trajector [LO].”

4 Therefore, the rAVS model does not need to compute a vector sum nor does it rely on
an underlying attentional distribution and thus has a lower computational complex-
ity. This lower computational complexity, however, originates from the simplification
of the LO. Accordingly, these considerations are also only valid for simplified LOs.

5 We thank Terry Regier and Laura Carlson for sharing these data.
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3.1 Goodness-Of-Fit (GOF)

Method. The Goodness-Of-Fit (GOF) measures how well a model fits given
data. We fitted both models to the n rating data points from [35] by minimizing
the normalized Root Mean Square Error (nRMSE):

nRMSE =

√
1
n

∑n
i (datai − modelOutputi)2

ratingmax − ratingmin
(16)

To this end, we used a method known as simulated annealing, a variant of
the Metropolis algorithm [31]. This method estimates the free parameters of
the model in order to minimize the nRMSE and has the advantage to not get
stuck in local minima. The nRMSE gives us a Goodness-Of-Fit (GOF) value. In
contrast to the non-normalized RMSE, the normalized RMSE can be compared
throughout rating experiments with different rating scales, because it always has
a range from 0 to 1: An nRMSE of 0.0 means best performance (the model is
able to exactly reproduce the empirical data), an nRMSE of 1.0 means worst
performance (model output and data are maximally different).

Results. Figure 3 shows the GOF results for fitting both models to all data
from [35]. The model parameters for the plotted GOFs can be found in Table 1.
First of all, both models are able to account for the data very closely as is
evident from the overall low nRMSE (<0.08 for both models). The rAVS model
has a slightly worse GOF value than the AVS model but the difference to the
GOF value of the AVS model is very low (difference < 0.005) which renders
this difference inconclusive. Also, the GOF values change slightly with each new
estimation due to the random nature of the parameter estimation method. The
most important conclusion one can draw from the GOF values is whether the
models are able to fit the data at all and this is the case for the models and the
data under consideration. Assessing the relative performance of more than one
model solely with their GOF, however, should be done very carefully.

[37] provide a thorough discussion of the theoretical problems of using GOF
as the only measure of model performance. Related to the problems discussed
by [37], [34] focus on the specific problem of overfitting : A more flexible model
might obtain a better GOF just because it is more flexible. Model flexibility6

is the ability of a model to produce arbitrary output: The more different the
possible output of a model, the more flexible the model. A more flexible model
might fit the noise in the given data better than a less flexible model. Although
this results in a better GOF, it does not add anything to the explanatory power
of the model in question. We tried to overcome the problem of overfitting by
applying the Simple Hold-Out (SHO) method as outlined in the next section.

6 Following [41] we favor the term model flexibility over model complexity (used by,
e.g., [34]). Both terms mean the same.
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3.2 Simple Hold-Out (SHO)

Method. To control for the problem of overfitting, we applied a cross-validation
method that takes model flexibility into account: the Simple Hold-Out (SHO)
method described in [40]. [40] showed that this method performs very well in
comparison to other model comparison methods. In the SHO method, the data
set is split into a training and a test set. Model parameters are estimated on the
training set and used to compute an nRMSE on the test set. This nRMSE is also
called prediction error, because it is the error the model makes for predicting
“unseen” data (the test set).7 This procedure is repeated several times with
different, random splits of the data. The median of the prediction errors is the
final outcome of the SHO method.

The results presented here were computed with 101 iterations of the SHO
method. In each iteration 70% of the data was used as training data and 30 % was
used as test data. Moreover, we computed 95% confidence intervals of the SHO
median by using 100,000 bootstrap samples with the help of the boot package
for R [6].

Results. The SHO results are plotted next to the GOF results in Fig. 3. These
results reveal that the slightly better GOF of the AVS model might be the
result of a light overfitting, because both models obtain similar SHO values
with overlapping confidence intervals for the SHO values. That is, both models
perform equally well and cannot be distinguished on these data using the SHO
method.
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Fig. 3. GOF and SHO results for the AVS
and the rAVS model for fitting all data from
[35]. Error bars show 95% confidence intervals
computed with 100,000 bootstrap samples.

Table 1. Values of the model para-
meters to achieve the GOFs shown in
Fig. 3. The λ parameter of the rAVS
model does not change the output of
the rAVS model, see Fig. 2d.

AVS rAVS

slope −0.005 −0.004

intercept 0.973 0.943

highgain 0.083 7.497

λ 0.189 (1.221)

α – 0.322

nRMSE 0.0735 0.0776

7 The prediction error is also a measure of model generalizability, the property of a
model to account for new empirical data, see [34].
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3.3 Model Flexibility Analysis (MFA)

Method. The Model. Flexibility Analysis (MFA) proposed by [41] tries to
account for another problem of using GOFs as a criterion for model evalua-
tion stated by [37]: A model that achieves a good fit to empirical data might
also fit other (possibly non-empirical) data very well. Put differently, the fact
that a model fits data well does not exclude the possibility that the model might
predict outcomes that humans would never generate. If the model also fits non-
empirical data8, its good fit to empirical data becomes less impressive.

Note that this problem is different from the problem for which we applied
the SHO method. The SHO method accounts for overfitting, i.e., if a model fits
too much noise, it will obtain a good GOF, but a worse SHO result (because
predicting unseen data does not benefit from a closer fit to noisy data). Although
the SHO method operates with predicting unseen data, it cannot be used for
claims about all possible model predictions. This is because the SHO method uses
(random) subsets of the same data set. All these subsets are in the same region
of the space of possible data, namely, the region of empirically observed data.
That is, a model can obtain good SHO values although it has a high flexibility
(i.e., although it can generate a great range of different, possibly non-empirical
data).

The MFA, however, was explicitly designed to quantify the size of the space
of all possible outcomes a model can generate – regardless of whether these
outcomes were empirically observed or not. This information can then be used
as a measure to “know how impressed to be that theory and observation are
consistent” [37, p. 359]. A good fit of a model is more impressive if the model
generates (almost) only empirically observed data. A good fit is less impressive
if the model also generates a great range of non-empirical data.

Given input to a model (in our case ROs and LOs), the MFA computes all
possible model outputs (in our case acceptability ratings) by enumerating the
whole space of the free parameters of the model. The outcome of the MFA is
the proportion φ of these outputs to the size of the data space, where the data
space contains all hypothetical possible data:

φ =
number of different model outputs
number of all possible data points

(17)

If φ is low, the model is only able to compute (and thus fit) a small propor-
tion of theoretically possible data. The lower φ, the more strongly the model
constrains its possible outcomes, i.e., the less flexible is the model. If φ is high,
the model can compute a great range of possible data. With a high φ the model
only weakly constrains its output, i.e., the model is highly flexible. As an exam-
ple consider one RO with two LOs and a rating scale from 0 to 9. The space
8 Note that it is difficult to call data “non-empirical”. You can tell what people do,

but it is harder to tell what people do not do. Given the right study design, pre-
viously considered “non-empirical” data might become empirical. Nevertheless, the
greater the range of model predictions, the higher the probability that some of these
predictions are at least implausible (or conflict with other generated predictions).
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of theoretically possible data is then two-dimensional (two ratings) and each
dimension ranges from 0 to 9. Thus, there are 10 ·10 = 100 theoretically possible
data points, if we only consider integer ratings. If a model is able to compute 20
of these rating patterns, it will get the proportion φ = 20

100 = 0.2, a model that
can compute 80 rating patterns results in φ = 0.8.

We computed the MFA proportions on the stimuli that [35] used. The dimen-
sion of the data space and each model output is 337, because [35] used 337 loca-
tions of the LO in total. We split the range of each of the four free parameters of
both models into 50 intervals and computed the model output for each of these
504 parameter sets (with a rating scale from 0 to 1). This gave us all outputs the
models can generate with these parameter sets. Then, we divided the number of
different model outputs by the number of all possible data points (see Eq. 17).
To determine whether two model outputs are equal, the MFA uses a grid over
the data space. If two model outputs are in the same cell of the grid, they are
considered equal. [41] suggest to split each dimension of the data space into
n
√

jk cells, where n is the number of dimensions of the data space (in our case
337), k is the number of free parameters (in our case 4) and j is the number of
intervals for each parameter (in our case 50). Accordingly, for our simulations
each dimension of the data space should be split into 1.047528 cells. Since we
used a rating scale from 0 to 1 for the computation of the MFA, this means that
every rating between 0 and 0.954628 is mapped to the first cell and every rating
between 0.954628 and 1 is mapped to the second cell. That is, almost all ratings
are considered to be equal. This might not be be meaningful in our context,
thus, we also considered a different splitting of the data space: Since [35] used
a rating scale from 0 to 9 resulting in 10 possible, distinct ratings for each LO,
we also computed the MFA with 10 cells for each dimension of the data space
without changing the number of the model predictions.9

Results. The results of the MFA are shown in Table 2. The worst possible φ
value is 1.0 (a model that generates all possible data), the lowest possible φ
value is 0.0 (a model that generates no data). Since all φ values in Table 2 are
relatively low, both models have a relatively low flexibility. However, regardless
of the number of cells in the potential data space, the AVS model obtains higher
φ values than the rAVS model. Thus, the AVS model is more flexible than the
rAVS model which makes the good performance of the AVS model less impressive
than the good performance of the rAVS model.

9 One could argue that we did not compute enough model predictions to define 10 cells
on each dimension of the data space. However, if we want to follow the suggestion
from [41] and use n

√
jk cells, we would need more model predictions due to the high-

dimensional data space (n = 337), namely jk = 10337, i.e. j = 10
337
4 . Unfortunately,

splitting each parameter range into j = 100 instead of j = 50 intervals already
resulted in an unmanageable amount of data.
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Table 2. Results of the Model Flexibility Analysis (MFA). The lower the φ value, the
less flexible the model.

Number of cells for each dimension
of the data space

AVS rAVS

n
√

jk = 1.047528 φ = 0.00041952 φ = 0.00029248

10 φ = 3.22139 × 10−332 φ = 2.7116 × 10−332

3.4 Discussion

With the GOF and SHO simulations, we showed that both models are able to
account equally well for the data from [35] and that this good performance is not
the result of overfitting. Considering only these results, both attentional shifts are
equally well supported. However, the AVS model also showed a greater flexibility
in the MFA: the AVS model computes a greater range of possible outputs than
the rAVS model. The lower flexibility of the rAVS model thus makes the good
performance of the rAVS model more impressive than the good performance of
the AVS model. This is because the rAVS model achieves the same performance
while it also more strongly constrains the space of the model output. The rAVS
model thus can be more easily falsified than the AVS model.

We asked where the greater flexibility of the AVS model originates. Compu-
tationally, the biggest difference of the two models is the computation of the final
vector: The AVS model uses a weighted vector sum whereas the rAVS model only
uses a linear function.10 Thus, the vector sum seems to be the main source of
the greater flexibility of the AVS model. Our results suggest that the vector sum
is more flexible than is needed for the empirical data. This does not necessarily
mean that the shift from the RO to the LO as assumed in the AVS model is less
supported than the reversed shift. Rather, the way the shift is implemented in
the AVS model might be more complex than needed.11 However, [35] motivated
the implementation of the vector sum as a possible non-linguistic mechanism
underlying the linguistic process. More specifically, they used the vector sum,
because it seems to be a widely used representation of direction in the brain (see
discussion below). Accordingly, the vector sum is a crucial part of the model.
Our results show that the AVS model has an overall low flexibility but they also
show that the weighted vector sum is more flexible than the linear function used
by the rAVS model. However, we did not present a model that performs bet-
ter, just a model that performs equally well – with a lower flexibility. Moreover,
the rAVS model does not offer a competing explanation of how the vector is

10 Conceptually, the rAVS model also uses a vector sum on the LO. However, since the
LO is simplified as a single point for the current model input, the rAVS model in
fact does not compute a vector sum.

11 A model that implements a shift from the RO to the LO without using a vector sum
could be a modified rAVS model: One could change the direction of the vector and
the reference direction. Computationally, this model computes the same output as
the rAVS model.
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computed (mainly because its motivation was different). At the neuronal level,
this computation could still be done with a vector sum but the rAVS model does
not provide details about the neuronal level.

Although our model simulations do not result in the support of one of the
two shifts in question, they raise the question to which degree the attentional
shift from the RO to the LO as proposed by [29] and [30] is the only shift that
is implicated in the processing of spatial relations. The results from [3] suggest
that humans perform both shifts, but that an overt shift from the LO to the RO
alone (as in the rAVS model) can be enough to apprehend the spatial relation
between the objects. The shift back (from the RO to the LO) could be a way to
double-check the goodness-of-fit of the spatial preposition. Our results support
this by showing that the rAVS model – that assumes only the shift from the LO
to the RO – can account for the data from [35].

4 Conclusion

We proposed a new cognitive model for spatial language understanding: the
rAVS model. This model is based on the AVS model by [35] but integrates
recent psycholinguistic and neuroscientific findings [3,15,38] that conflict with
the assumption of the direction of the attentional shift in the AVS model. In the
AVS model, attention shifts from the RO to the LO; in the rAVS model, attention
shifts from the LO to the RO. We assessed both models using the data from [35]
and found that both models perform equally well, while the rAVS model is less
flexible than the AVS model. Accordingly, our model simulations favor the rAVS
model. Since the lower flexibility of the rAVS model originates from the lack of
using a vector sum, however, the advantage of the rAVS model does not result
in the favor of any of the two directionalities of the attentional shift. However,
we showed that both directionalities can account for the empirical data.

Theoretical Contribution. [35] developed the AVS model with the goal to identify
possible nonlinguistic mechanisms that underlie spatial term rating. To this end,
they implemented two independent observations in the AVS model: First, the
importance of attention to understand spatial relations and second, the neuronal
representation of a motor movement as a vector sum. So, the main goal of the
AVS model was not to examine the direction of the shift of attention but rather
to describe linguistic processes with nonlinguistic mechanisms.

Although the focus of the AVS model was not on the direction of the atten-
tional shift, the model implies a shift from the RO to the LO. [35] motivated
the use of a vector sum because it seems to be a widely used representation of
direction in the brain. [17] found that the direction of an arm movement of a rhe-
sus monkey can be predicted by a vector sum of orientation tuned neurons. [27]
provide evidence for a similar representation for saccadic eye movements. Eye
movements (overt attention) are motor movements that are closely connected to
covert visual attention: “Many studies have investigated the interaction of overt
and covert attention, and the order in which they are deployed. The consensus
is that covert attention precedes eye movements [...].” [10, p. 1487] Although the
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authors of the AVS model do not explicitly speak about which movement the vec-
tor sum in their model represents nor clearly specify the kind of attention in the
model, it seems reasonable to interpret the direction of the vector sum in the AVS
model as the direction of a shift of attention that goes from the RO to the LO.

Our aim was to implement the most recent findings of attentional mecha-
nisms into the AVS model. To this end, we designed the rAVS model as similar
as possible to the AVS model. So, the rAVS model follows the same basic con-
cepts while it integrates the most recent findings. We do not claim that the
nonlinguistic mechanisms proposed in the AVS model do not happen – rather,
we propose an alternative way of how they might take place. That is, on the
neuronal level, the orientation of the vector in the rAVS model that points from
the LO to the RO could still be computed by a weighted population of neurons
(similar to the attentional vector sum) but the rAVS model does not provide
such details. Its focus lies on a more abstract level that concerns the direction
of the attentional shift and not the detailed computation of this shift. Keeping
the same basic concepts as the AVS model, the rAVS model accounts for the
same data equally well – and also for the recent empirical findings regarding the
direction of the attentional shift.

4.1 Future Work

Modeling Both Shifts. The success of both the rAVS model and the AVS model
support the existence of both directionalities of the attentional shift. It might
well be that people shift their attention in both directions during the processing
of spatial relations – depending on the task and the linguistic input. Accordingly,
a model that implements both attentional shifts might fit more data than the
AVS or the rAVS model alone.12

It might be interesting to investigate this possibility by creating a model that
allows both shifts of attention. Such a model should be applicable to more types
of experimental data than the AVS model and the rAVS model (which both can
only account for acceptability rating data). In particular, the model with both
shifts should also specify when in time what type of attentional shift occurs and
how long the computation takes. This model could then be fitted to a greater
range of data, like real-time eye movement data from visual world studies (e.g.,
[3]) or reaction time data (e.g., [38]). Modeling different tasks would give more
insight into the role of the attentional shift.

Modeling the LO. The main reason for the lower flexibility as well as the lower
computational complexity of the rAVS model is the simplification of the LO
as a single point. There is evidence, however, that geometric features of the
LO also affect acceptability ratings [1,2,4]. A comprehensive model of spatial
language thus should also model the LO in more detail. Accordingly, we are
planning to extend the representation of the LO in the rAVS model by giving a
mass to it. This would give us the opportunity to see first how the rAVS model

12 We thank an anonymous reviewer for suggesting this idea.
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deals with the situation where the computation of a vector sum is necessary to
determine the angular deviation. Second, an extended LO might affect the role
of the attentional distribution in the rAVS model.

We are also interested in modifying the use of the height component in the
rAVS model. At the moment, the rAVS model applies the same computation as
the AVS model for the height component: the y-coordinate of the LO is compared
relative to the top of the RO (see Fig. 1d). In the rAVS model, the attentional
focus is located on the LO. So, it would be more consistent if the location of the
LO were taken as the baseline for the comparison with the location of the RO.
Thus, we want to reverse the computation of the height component such that
the grazing line lies on the bottom of the LO.

Model Distinction. To tease apart the two models and evaluate the accuracy of
their predictions, we are currently analyzing the models with two more model
simulation methods: the landscaping analysis proposed by [32,42] and an algo-
rithm called Parameter Space Partitioning (PSP) proposed by [20,33].

Landscaping provides an overview how data and models behave to each other
and how informative a specific data set is in distinguishing two models. The main
idea of landscaping is the following: Given model input (i.e., ROs and LOs in
our case), each model is used to generate sets of artificial data (i.e., ratings in
our case) and then both models fit these data. Landscaping provides a measure
of what is called model mimicry by [42]: The ability of a model to account for
data generated by another model. Each model should fit the self-generated data
quite well – without added noise this fit should be almost perfect. If, however,
one model is also able to closely fit the data generated by another model, this
model mimics the other model, i.e., this model is able to behave like the other
model. We are currently applying the landscaping method on the stimuli from
[35]. On a different set of stimuli, a landscaping analysis confirmed the greater
flexibility of the AVS model (i.e., the AVS model mimics the rAVS model but
not vice versa, see [24,25]).

The PSP algorithm is a Markov chain Monte Carlo (MCMC) based method
and searches in the parameter space of the models for regions of patterns that
are qualitatively different. First results confirm the high flexibility of the AVS
model (i.e., the AVS model is able to generate many patterns that are qualita-
tively different by using different sets of parameters). The rAVS model, however,
generates fewer patterns with a qualitative difference (see [22] for details). To
test the predictions revealed by the PSP analysis we conducted an empirical
rating study with the same stimuli. More on the results of this study can be
found in [24,25].

Functionality. The AVS model does not account for any effects of the function-
ality of objects on spatial language comprehension, although there is evidence
that – beside purely geometric effects – functional interactions between objects
also affect the use of spatial prepositions [8,9,12–14,18].

For instance, [9] conducted an object placement task, where participants had
to place a toothpaste tube above a toothbrush. They showed that the toothpaste
tube was not placed above the center-of-mass of the toothbrush, but rather above
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the bristles of the toothbrush – that is, at the location where both objects can
functionally interact. Objects with a smaller amount of functional interaction
(here, a tube of oil paint) were placed more above the center-of-mass of the
toothbrush instead of above the bristles.

Despite this evidence, the AVS model (and thus also our rAVS model) only
considers geometric representations of the RO and the LO. For the AVS model,
however, a range of extensions that integrate functionality were already proposed
[8,26]. Since the rAVS model is designed to be as similar as possible to the AVS
model, these functional extensions might also be applicable for the rAVS model.

Implementing the Models in Artificial Systems. In order to implement these
models into artificial systems, additional steps are necessary. The models were
designed to model spatial language understanding. The models thus produce an
acceptability rating given a RO, a LO, and a preposition. As part of an artificial
system that interprets spatial language, the models can be used straightfor-
wardly: Given a spatial utterance and a visual scene, the models can be used to
compute acceptability ratings for all points around the RO (i.e., a spatial tem-
plate). The artificial system then starts the search for the LO at the point with
the highest rating. To generate spatial language with the help of these models,
one could imagine the following steps: Compute the acceptability ratings of dif-
ferent spatial prepositions (e.g., above, below, to the left of, in front of, ...) and
subsequently pick the one with the highest rating.

Simulating the models showed that the computation of the attentional vector
sum is computationally more expensive than the linear function that is used by
the rAVS model. Thus, the rAVS model provides a shortcut for the computation
of the final vector. In particular, this is interesting for the implementation of the
model in real-time robotic systems that often have constrained computational
resources.

In conclusion, we proposed a modified version of the AVS model: the rAVS
model. The rAVS model accounts for the same empirical data as the AVS model
while integrating additional recent findings regarding the direction of the atten-
tional shift that conflict with the assumptions of the AVS model.
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Abstract. Detecting visible as well as invisible objects of interest in
real-world scenes is crucial in new-generation video-surveillance. For this
purpose, we design a fully intelligent system incorporating semantic,
symbolic, and grounded information. In particular, we conceptualize tem-
poral representations we use together with spatial and visual information
in our multi-view tracking system. It uses them for automated reason-
ing and induction of knowledge about the multiple views of the studied
scene, in order to automatically detect salient or hidden objects of inter-
est. Tests on standard datasets demonstrated the efficiency and accuracy
of our proposed approach.

Keywords: Surveillance application · Visual scene analysis · Auto-
mated scene understanding · Knowledge representation · Spatio-
temporal visual ontology · Symbolic reasoning · Computer vision ·
Pattern recognition

1 Introduction

The newest generation of video-surveillance applications [1] requires multi-view,
intelligent systems with robust semantic information extraction [13]. Hence, it
has led to the development of automatic systems for multiple-object tracking [6],
suspicious object detection [11], or unusual activity recognition [7], in a recorded
scene [8].

In particular, the efficient detection and tracking of objects of interest in a
multi-camera environment (Fig. 1) is still a challenging task. Indeed, it implies
the understanding of the camera network in terms of visual coverage of the
cameras [19], calibration of the cameras [27], etc. It also requires the design of
computer vision techniques being robust to varying lighting conditions, or to
objects occlusions of different nature such as object-to-object occlusions and
object-to-scene occlusions [32]. Moreover, it usually involves the modelling of
the knowledge about the scene, e.g. the number of the persons evolving in the
scene, their location within the scene, or the direction of their trajectory.

In the computer-vision literature, works performing multi-object tracking in
multi-camera environment apply techniques such as synergy map [9], probabilis-
tic occupancy maps [12], or K-shortest path [4] to model such knowledge. Despite
c© Springer International Publishing AG 2017
J. van den Herik and J. Filipe (Eds.): ICAART 2016, LNAI 10162, pp. 302–313, 2017.
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being widely used, these statistical methods are limited in terms of scalability
with respect to the number of considered, contextual data [28].

On the other hand, symbolic representation has been used to codify knowl-
edge about visual scenes in context of video content analysis [3], video sum-
marization [26], or video annotation [15,20], especially modelling the video-
surveillance domain [31]. In these works, ontologies have been developed to
describe the studied visual scenes, but not to deduce new information.

Recently, some papers propose to integrate structured symbolic knowledge
into computer-vision systems for activity recognition [29], event recognition [30],
event prediction [18] or tracking estimation [14]. These approaches have been
proven to be efficient. However, these context-aware methods are mainly deduc-
tive rather than inductive, and are designed for single camera views only.

In this paper, we propose to incorporate symbolic description of the scene
together with ontological reasoning into a vision system to infer knowledge about
the scene in order to detect and track objects of interest which may be hidden in
some/most of the views. Hence, the system incorporates visual, spatial and tem-
poral knowledge. In particular, this paper studies efficient temporal conceptual-
ization for new-generation, video-surveillance applications. Hence, the designed
system features a multi-camera, knowledge-based, detector and tracker of both
visible and non-visible objects of the scene, and generates a complete, semantic
description of the scene as well as its visual annotation in all views.

The analysed scene is assumed to be acquired in outdoor or indoor envi-
ronment, captured by multiple, synchronized cameras with overlapping field of
views (FOVs). Our system supports both static or mobile cameras, and does not
require the specific knowledge of the parameters of the cameras.

Objects evolving in the scene could present occlusions in one or several views.
Occlusions could be of object-to-object type, when two or more objects of interest
overlap each other in a ratio from 0.1 to 1 (or full occlusion); or of object-to-
scene type, when an object of interest is partially or totally not visible due to
objects present in the background.

The developed intelligent vision system allows a computationally efficient
and accurate analysis of objects of interest evolving in one or multiple views of
a scene. It provides both qualitative and quantitative answers to the following
questions: How much objects are in the scene? Where are the objects in each
view? Is there a hidden object in a view? Which object is hidden in that view?
Where about it is hidden in that view? When is the object in the scene/in a
view? How long is the object in the scene/in a view?

Hence, the contributions of this paper are two folds:

– the design of an automated vision system which is based on the combined
grounded and symbolic, spatio-temporal reasoning in order to detect both
visible and invisible objects of interest evolving in real-world scenes captured
by multiple, synchronized cameras;

– the efficient conceptualization of temporal knowledge for information induc-
tion rather than deduction, in context of automated detection and tracking of
salient as well as hidden objects of interest in multi-view scenes.
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The paper is structured as follows. In Sect. 2, we describe our system for
multi-camera stream analysis (see Fig. 2) based on both computer-vision tech-
niques to compute quantitative data, and on artificial intelligence methods to
process qualitative data in order to generate a description of the observed scene
and to induce information about its objects of interest. In addition, we present
our conceptualization of the spatio-temporal knowledge used in this intelligent
system. Our approach performance have been assessed on standard, real-world
video-surveillance dataset as reported and discussed in Sect. 3. Conclusions are
drawn up in Sect. 4.

2 Proposed Approach

The proposed approach to detect salient and hidden objects of interest in multi-
camera, synchronized video streams consists of seven steps [25].

At first, frames of the different views of the scene are extracted from the
videos acquired by cameras which could have the same or different calibration
parameters.

Secondly, these visual views are processed in order to be synchronized both
in time and space. The temporal synchronization consists in matching the time
stamp of each of the video frame with this of a frame related to another view.
Spatial matching [10] of temporally synchronized views is performed by matching
local descriptors extracted in both frames of each of the background view. If there
is more than two views, the matching process is repeated for each of the pair of
views. It is worth to note that this second step could be done offline or partially
skipped in case of synchronized videos or previously aligned views.

Thirdly, the visible objects of interest are detected in each of the visual views
as described in [23] by means of active contours. Active contours are initialized
based on blobs obtained by combining both frame difference and background
subtraction techniques. Considering a color image I(x, y) with M and N, its
width and height, respectively, and RGB, its color space, blobs are computed
in parallel by, on one hand, the difference between a current frame Ivk (x, y) in
the view v and the precedent one Ivk−1(x, y), and by, on the other hand, the
difference between the current frame Ivk (x, y) and a background model of the
view v, and afterwards, by adding both results in order to extract the foreground
in the corresponding view. The background itself is modeled using the running
Gaussian average (RGA), characterized by the mean μv

b and the variance (σv
b )2,

as the RGA method suits well for real-time tracking.
Hence, the foreground is determined by [23]

F v(x, y) =

{
1 if

∣∣∣F v
f (x, y) ∪ F v

b (x, y)
∣∣∣ = 1,

0 otherwise,
(1)

with

F v
f (x, y) =

{
1 if

∣∣Ivk (x, y) − Ivk−1(x, y)
∣∣ > tf,

0 otherwise,
(2)
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and

F v
b (x, y) =

{
1 if |Ivk (x, y) − μv

b | > n · σv
b ,

0 otherwise,
(3)

where tf , is the threshold, and n ∈ N0.
To compute a final blob defined by labeled connected regions, morphological

operations such as opening and closure are applied to the extracted foreground
F v, in order to exploit the existing information on the neighboring pixels, in a
view v,

fv(x, y) = Morph(F v(x, y)). (4)

Then, an active contour is computed for each frame k in each view v sep-
arately, and for each targeted object. In this work, an active contour [21] is a
parametric curve CCC(s) : [0, 1] −→ R

2, which evolves from its initial position com-
puted by means of Eq. (4) to its final position, guided by internal and external
forces as follows:

CCCt(s, t) = α CCCss(s, t) − β CCCssss(s, t) + ΞΞΞ, (5)

where CCCss and CCCssss are respectively the second and the fourth derivative with
respect to the curve parameter s; α is the elasticity; β is the rigidity; and ΞΞΞ is
the multi-feature vector flow [22].

After the detection of the visible objects of interest in the different views is
performed using active contours as explained above, the symbolic description of
the visual views is extracted automatically using the framework and repeated
for each of the view.

In particular, we define the spatial relation isInScene(Pp) with logic nota-
tions as follows:

isInScene(S, Pp) � Scene Property

� isInV iew(V1, Pp)
� ...

� isInV iew(VN , Pp),

(6)

where hasInV iew is a sub-property of hasInScene; S is the analysed scene
containing N ∈ N views; Pp is the pth object of interest within the scene; and
Vv is the vth view of the scene, with v = [1, N ].

Furthermore, we extend this property (Eq. 6) to incorporate temporal rela-
tions we conceptualize as follows:

isInScene(S, Pp, ti) � Scene Property

� isInV iew(V1, Pp, ti)
� ...

� isInV iew(VN , Pp, ti),

(7)

where ti is the time of the event, i.e. of the observation, and thus i corresponds to
the frame i of the videostream. Hence, Eq. 7 modifies point-based linear temporal
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Fig. 1. Example of a space-time scenario computed based on the process of multi-
view, synchronized videostreams where an object of interest is evolving in. The green
notation is used in case the object of interest is visible in a view, while the red notation
is used in case the object is non-visible in a view. The space-time scenario of the scene
is induced from the scenarios extracted in the different views. Best viewed in color.
(Color figure online)

relations, such as [17], to take into account the intrinsic time granularity of
the scene which is dictated by the acquisition frame rate of 25 f/s. Indeed,
Δt = ti+1 − ti is set to be equal to 1/25 = 0.04 s.

In order to further conceptualize the temporal relations within the scene (see
Fig. 1), we define the following relation:

isInScene(S, Pp, [ti, ti+j ]) � Scene Property

� isInV iew(V1, Pp, [ti, ti+j ])
� ...

� isInV iew(VN , Pp, [ti, ti+j ]),

(8)

where ti, ti+j are the time interval of the observation, with j �= i and j ∈ N0,
and
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isInScene(S, Pp, [ti, ti+j ]) � Scene Property

� isInV iew(V1, Pp, ti)
� isInV iew(V1, Pp, ti+1)
� ...

� isInV iew(V1, Pp, ti+j)
� ...

� isInV iew(VN , Pp, ti)
� isInV iew(VN , Pp, ti+1)
� ...

� isInV iew(VN , Pp, ti+j).

(9)

Equation 8 is based on interval temporal relations [2], while it naturally
extends the point-based temporal concepts as shown in Eq. 9. Thus, this new for-
mulation is well-adapted to the context of automated analysis of video streams.

The generation of the semantic scene description, followed by the genera-
tion of the views’ knowledge-based descriptions, is automatically induced by the
reasoner.

Then, the detection of the hidden objects in the visual views is based on this
induced knowledge, since each view is related to another one because of the over-
lapping fields of view of the same scene and because of views’ synchronisation.
Moreover, qualitative spatial relations such as RCC-8 and the o’clock model
[24] applied to objects of each of the views allow the definition of the poten-
tial regions where could appear hidden objects. Finally, the non-visible objects
detected in the last step as well as the visible objects detected in the third step
are all localized in the views by means of bounding boxes. The latter ones are
computed to surround the detected objects in order to use standard metrics for
sake of comparison with other methods, when tracking over the time the target
objects, as detailed in Sect. 3.

3 Experiments and Discussion

To validate our approach, we have applied our system on the publicly avail-
able CVLAB dataset [4] called Passageway. It contains four video-surveillance
sequences, recorded each by one of the four corresponding DV cameras at a
rate of 25 fps, and encoded with Indeo 5. All cameras were synchronized and
located about 2 m from the ground. They were filming the same area under dif-
ferent angles, and their fields of view were overlapping (Fig. 2). The resulting
four videos are made of 2500 frames each, with a frame resolution of 360 × 288
pixels. The chosen location for the data acquisition was an outdoor environment
consisting of a dark underground passageway to a train station, where were
evolving objects of interests, i.e. pedestrians.

This database of 10,000 images in total owns challenges such as handling
variations of the persons in quantity, pose, motion, size, appearance, and scale.
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Fig. 2. Overview of the scene in the Passageway sequence.

In particular, the area covered by the system is wide, and people get very small
on the far end of the scene, making their precise localization challenging.

This series of multi-camera video sequences involving several people passing
through a public underground passageway also presents large lighting variations,
which is typical in real-world surveillance situations. Indeed, scene’s lighting con-
ditions are very poor, since a large portion of the images is either underexposed
or saturated.

Most importantly, this dataset requires the processing of multi-view video
streams where many parts of the scenario were filmed by only two or even a
single camera, with some people partially occluded or not visible over significant
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Fig. 3. Detected objects of interest in the four views of the scene in the Passageway
sequence. The green notation is used for visible objects of interest, the red notation is
used for non-visible objects, while the yellow notation is used for induced detection of
object of interst in the scene. Best viewed in color. (Color figure online)

Fig. 4. Samples of results obtained with our approach for a scene captured by four
synchronized cameras with overlapping field of views. First column: view 1; Second
column: view 2; Third column: view 3; Fourth column: view 4. First row: raw visual
data in each of the camera view. Second row: detected persons in all views (yellow
bounding boxes), including the hidden persons (red bounding boxes). Best viewed in
color. (Color figure online)

numbers of frames in the related views. All these difficulties make the dataset
challenging and interesting to test our approach.

All the experiments have been run on a computer with Intel Core 2 Duo
Pentium T9300, 2.5 GHz, 2 Gb RAM, using MatLab and OWL languages as
well as HermiT reasoner.

To evaluate the performance of our system, we adopt the standard CLEAR
metrics, i.e. Multiple Object Detection Accuracy (MODA) and Multiple Object
Detection Precision (MODP), as well as Multiple Object Tracking Accuracy
(MOTA) and Multiple Object Tracking Precision (MOTP). These metrics are
standard for the evaluation of detection and tracking algorithms, and are con-
venient to compare our approach with other works such as [4]. The detection
precision metric (MODP) assesses the quality of the bounding box alignment in
case of correct detection, while its accuracy counterpart (MODA) evaluates the
relative number of false positives and missed detections [16]. The tracking preci-
sion metric (MOTP) measures the alignment of tracks compared against ground
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truth, while the tracking accuracy metric (MOTA) produces a score based on
othe amount of false positives, missed detections, and identity switches [5].

Our approach has been tested for detection and tracking of both visible and
hidden objects of interest on the four multi-camera video streams of the CVLAB
dataset (see Fig. 3).

Samples of our results are presented in Fig. 4. This scene presents difficult
situations such as strong patterns, e.g. the yellow line on the floor in views 2
and 3 or the staircases in views 3 and 4, poor foreground/background contrast,
light reflections, or illumination changes. Moreover, some target objects could
only be seen in one of the views as per configuration illustrated in Fig. 2. Hence,
in Fig. 4, the four persons present in the scene are only visible in two of the four
views (views 3 and 4). View 1 shows two of the four persons, whereas only one
of them appears in the view 2. Our system copes well with these situations as
discussed below.

Table 1. Multiple Object Detection Accuracy (MODA) and Multiple Object Detection
Precision (MODP) in CVLAB Passageway video frames, using approches such as �[12],
�[4], and our.

� � Our

MODA 63% 72% 96.5%

MODP 66% 70% 94.2%

Table 2. Multiple Object Tracking Accuracy (MOTA) and Multiple Object Tracking
Precision (MOTP) in CVLAB Passageway video streams, using approaches such as
�[4] and our.

� Our

MOTA 73% 95.8%

MOTP 68% 94.3%

In Table 1, we have reported the Multiple Object Detection Accuracy
(MODA) and Multiple Object Detection Precision (MODP) rates of our method
against the rates achieved by [12] and [4], while in Table 2, we have displayed
the Multiple Object Tracking Accuracy (MOTA) and Multiple Object Tracking
Precision (MOTP) scores of our method against the rate obtained by [4].

From Tables 1 and 2, we can observe that our system provides reliable detec-
tion of objects of interest in multi-camera environment, and that our multiple-
object tracking method is also very accurate, outperforming state-of-the-art tech-
niques. Indeed, methods relying, e.g. on detection maps which can get very noisy
due to the difficult real-world, outdoor environment conditions, have thus their
performance greatly affected [4,12], unlike our approach.
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Furthermore, state-of-the-art methods only deal with partial occlusions of the
objects, whereas our system allows the detection of hidden objects, i.e. objects
of interest fully occluded by either other foreground objects or by background
objects. Our system performs the invisible object detection and tracking by
means of the conjunction of effective vision techniques with knowledge induction
and integration of qualitative spatial and temporal relations. It is worth noting
that strong occlusions are an additional difficulty for tracking systems to keep
the tracks of the objects of interest.

For all the dataset, the average computational speed of our approach is in
the range of milliseconds, thus our developed system could be used in context
of real-world, video surveillance.

4 Conclusions

Our system to detect and track objects of interest, which could be visible or
hidden in a scene captured by multiple, synchronized cameras, is based on both
high-level and low-level data. On one hand, visual information are extracted by
our system in all of the acquired views. On the other hand, our system uses
spatio-temporal symbolic knowledge, and in particular computationally efficient
temporal concepts, as well as semantic information in order to perform reasoning
about the scene for the automatic generation of a scene description and for the
knowledge induction to accurately detect hidden objects within the scene.
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