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Abstract In sustainable computing techniques, we always need to solve lots of
optimization problems like design, planning and control, which are extremely hard.
Conventional mathematical optimization techniques are computationally difficult.
Recent advances in computational intelligence have resulted in an increasing
number of nature inspired metaheuristic optimization techniques for effectively
solve these complex problems. Mainly, the algorithms which are based on the
principle of natural biological evolution and/or collective behavior of swarm have
shown a promising performance and are becoming more and more popular
nowadays. Most of these algorithms have their some set of parameters. The per-
formance of these algorithm is highly depends on optimal parameter value settings.
Prior to running these algorithms, the user must have values of different parameters,
such as population size, parameters related to selection, and crossover probability,
number of generations etc. That is energy and resource consuming. In this paper we
summarize the work in computational intelligence based parameter setting tech-
niques, and discuss related methodological issues. Further we discuss how
parameter tuning affects the performance and/or robustness of metaheuristic algo-
rithms and also discusses parameter tuning taxonomy.
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1 Introduction

Sustainable computing is concerned with computational methods for sustainable
economy, environment and society. It is a broad filed which attempts to optimize
computational energy and resource utilization using techniques from mathematical
optimization and computer science field. For example Intelligent Transportation
System (ITS) is used to provide maximum comfort and convenience to its commuters
and further minimizes the operating cost, energy consumption and green house
emission. It requires lot of optimization process. In sustainable computing we always
require to solve lot of optimization problems like design, planning and control, which
are computationally hard. In many problems conventional mathematical optimiza-
tion methods are computationally difficult. Recent advances in computational
intelligence have been resulted in an increasing number of nature inspired meta-
heuristic optimization technique for effectively solve these complex problems [1].

In literature there are various algorithms which are based on nature inspired
computing to solve optimization problems, and some of them such as particle
swarm optimization (PSO), grey wolf, ant colony optimization (ACO), Artificial
bee colony (ABC), genetic algorithm (GA)and gravitational search algorithm
(GSA), have been given very prominent results.

Swarm intelligence and nature inspired metaheuristics are most efficient and
widely used algorithms for optimization purpose. These algorithms are more effi-
cient over conventional mathematical optimization algorithms [2, 3]. Every opti-
mization algorithm has some strength and some weakness over other optimization
algorithms, some work well on certain problem classes while others may not.
According to Wolpert and Macready [4], in heuristic search there is no algorithm
which gives better results than all other algorithms for all problems. One of the
major issues in applying metaheuristics is how to set optimal parameters. Com-
putational complexity is very high to adjust the control parameters of the algorithm
to improve its performance on a particular problem. Choosing the optimal
parameter values for a single algorithm to solve a single problem is already
non-trivial. Parameter setting is an optimization problem itself. Optimal parameter
setting is not only affecting the efficiency of actual optimization problem but also
improves the performance and robustness of optimization algorithm. All compu-
tational intelligence (CI) algorithms are intrinsically dynamic and adaptive process.
Hence the uses of fixed parameters that do not change their values during run are
against the spirit of dynamism. This implies that performance of algorithm is
dependent on whether parameters are static or dynamic in nature. In literature,
numerous studies focused on automatic optimal parameter setting. Though various
techniques have been proposed in literature, most of them are computationally
expensive when the number of parameters is very high.

The objectives of this paper are given as follows:

• To discuss parameter optimization taxonomy.
• To discuss issues and challenges in parameter optimization and why it is so

important in computational sustainability.
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• To discuss and compare recent computational techniques used for parameter
optimization on different performance indicators.

2 Parameter Optimization Taxonomy

Parameter optimization is the process of setting optimal control parameters for
optimization technique that is used for optimization problems. Eiben [5, 6], cate-
gorizes the adjusting parameters in two categories: parameter tuning and parameter
control. The taxonomy for parameter setting is given below in Fig. 1.

• Parameter tuning: Parameter tuning is the approach of finding the best parameter
values before starting the algorithm and parameters remain fixed throughout the
runtime of the algorithm.

• Parameter control: In parameter control, parameter values are fixed at the
beginning but change during execution.

– Deterministic Parameter Control: This approach is used when algorithm
parameter is change by using some deterministic rule. This deterministic rule
is used to change the algorithm parameters without using any feedback from
the search strategy.

– Adaptive Parameter Control: This type of parameter control approach is
takes place when there is use of feedback to change algorithm parameters.

– Self-adaptive Parameter Control: In this approach meta-evolution is used to
evolve the parameter values during run of baseline algorithm. During evo-
lution better parameter values propagate from one iteration to another.

Parameter Setting

Parameter Tuning Parameter Control

Before the run During the run

Deterministic Adaptive Self-adaptive

Fig. 1 Taxonomy of parameter setting
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3 Parameter Optimization Technique

One of the starting approaches for optimal parameter setting is factorial design, in
this technique a comprehensive search is perform to tune the parameter values. This
method performs evaluation of the objective function using different parameter
values and gets the optimal parameter settings. However, it is time consuming and
inefficient so it is often avoided. The cost of such process can be reduced by
applying some heuristics, which allow a non-exhaustive search of optimal param-
eters. Parameter settings are generally chosen in practice by hit and trial method,
and tuned by hand [7], taken from other fields, by parameter tuning [8] or by
adaptation and self-adaptation mechanisms (parameter control) [9].

In the field of computational intelligence (CI) traditionally there are two main
approaches to choose parameter values.

• Parameter tuning, where (good) parameter setting is done before the run of a
given CI algorithm. Here, parameter values are remain fixed during CI algorithm
is running.

• Parameter control, where (good) parameter setting is fixed during the run of a
given CI algorithm. Here, parameter values undergo changes during the run of
CI algorithm.

During the last decade there has been extensive research into parameter control.
It has been successfully applied in computational intelligence approaches, including
Evolution Strategies [10–13], Genetic Algorithms [12, 14], Differential Evolution
[15, 16] and Particle Swarm Optimization [17].

For better understanding of underlying parameter tuning approach it is better to
further divide it in layered structure. It has three layers namely application layer,
algorithm layer and design layer shown in Fig. 2.

Fig. 2 3 layered architecture of parameter tuning
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The first layer of the architecture contains a design method that is used to find
out optimal parameter settings for the underlying computation intelligence tech-
nique. This design method can be CI Algorithm or interactive session with user
itself. At second layer the algorithm present itself for which parameter setting is to
be fixing and at the third layer problem description is available [8]. The vocabulary
for distinguishing entities in context of problem solving algorithm and in parameter
tuning algorithms is given in Table 1.

The problem solving part contains the underlying CI method to solve the
problem where as parameter tuning part contains the metaheuristic method to find
optimal parameter setting. The search space for problem is solution vector and for
parameter tuning is parameter vector of different values of parameter. Quality check
for problem solving method is the fitness function (objective function) and for
parameter tuning it is utility.

3.1 Meta-optimization Methods

In the late 1970s by Mercer and Sampson [18] has been given a meta-optimization
technique for optimal parameter value settings. It is one of the earliest automatic
parameter optimization methods. But due to the large computational costs, their
research was very limited. A simple way of finding good behavioral parameters for
an optimizer is to employ another overlaying optimizer, called the meta-optimizer.
The main concept of meta-optimizer is shown in Fig. 3. In meta-optimization at the
lowest level there is optimization problem and at mid level the optimizer to the
problem itself. At the top level meta-optimizer is available to solve parameter
optimization for problem optimization algorithm.

Another work was done by Grefenstette [19], who also used a GA to optimize
the discrete parameters of a GA. He optimized against a set of low dimensional
test-function problems to find the generally optimal parameters. In his approach
Grefenstette perform extensive experimentation to show the effectiveness of GA as
meta-optimizer.

Individuals of population used in meta-optimizer at design layer are parameter
vectors of numerical values. Each of the values presented in parameter vector
belong to one of the parameter of the underlying CI algorithm to be tuned. To
evaluate the utility of parameter vector, the underlying CI algorithm is run several

Table 1 Vocabulary used in parameter optimization

Problem solving Parameter tuning

Method Computational intelligence algorithm Tuning algorithm
Search space Solution vector Parameter vector
Quality Fitness Utility
Assessment Evaluation Test
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times using these parameter values. Using this approach for representation and
performance (fitness) basically any CI algorithm can be used as meta-optimizer.

Bäck [20], optimize parameter settings by using a specialized hybrid of GAs and
ES as meta-optimizer. He used first time a parallel master-slave approach to
overcome computational limitations. A more advanced meta-optimization method
called REVAC has been developed by Nannen and Eiben [21], which is not only
able to optimize the parameters, but also to estimate the relevance of each
parameter. Recently Pedersen [22] used the local unimodal sampling (LUS) as a
meta-optimizer to find the optimal parameters for a differential evolution (DE) al-
gorithm. Since meta-optimization is very time-consuming, it is not feasible to
perform realistic experiments. Now computational power increases manifolds at a
scale that allowed to performing realistic experiments.

In literature there are various parameter optimization algorithms based on
meta-optimizer. Here are some points about meta-optimization methods.

• In most approaches the implementation is strongly coupled with algorithms that
are in use. At meta-level mostly variants of existing metaheuristics were used.

• While specialized meta-level algorithms have the advantage that they can be
optimized for a low number of evaluations, the drawback is that they are not
easily exchangeable by other existing algorithms.

• A very few authors used parallelization concepts for optimization, but most of
them only mentioned that it is highly suitable for meta-optimization.

• Most of the approaches have only aim to optimize the base problem, which turns
into poor quality of algorithm. Robustness and performance are considered by
only few authors.

Meta-Optimizer

Optimizer

Optimization 
Problems

Fig. 3 Meta optimization
concept
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3.2 Self Tuning

In [23], Yang et al. have been given a self tuning framework for parameter opti-
mization. In this method algorithm it-self is used to tune the parameters. This kind
of parameter tuning is highly expensive and very tough to implement. They
demonstrated this framework using firefly optimization algorithm. Proposed algo-
rithm simultaneously tunes parameters itself with actual optimization problem.
Parameter tuning and optimality finding has been done simultaneously.

For unconstrained standard optimization problem the goal is to find out global
minimum f* of a objective function f(x).

Minimize f(x), given x= ðx1, x2, x3, . . . . . . , xdÞ ð1Þ

An algorithm Algo is used to solve this optimization problem to find the fmin
value that is within tolerance to global minimum f*. The aim of parameter tuning is
to find out best parameter setting P*. Thus the parameter tuning algorithm can be
formulated as follows

Minimize AlgoðfðxÞ, PÞ, given P= P1, P2, . . . . . . , Pn½ � ð2Þ

In self-tuning framework authors viewed this problem as multi-optimization
problem in which two objective functions will be optimized.

Minimize fðxÞ and Minimize AlgoðfðxÞ, PÞ ð3Þ

Self tuning algorithm is described as shown in Fig. 4.
There are various approaches to solve multi-objective optimization problem like

Pareto optimality, weighted sum. Basically this bi-objective optimization problem
can use any of these methods. Here are some concluding remarks about self-tuning
parameter optimization.

Fig. 4 Self tuning framework

Parameter Optimization Methods Based on Computational … 107



• Optimal parameter setting in any optimization algorithm is highly depends on
the very own optimization problem, and there is no unique solution for all
problems.

• Self-tuning is very complex in nature and sensitivity analysis is very important
for different parameters, since high sensitivity parameters need high degree of
tuning.

3.3 Bayesian Case Based Method

Yeguas et al. in [24] proposed a Bayesian case based reasoning method for
parameter tuning. The methods discussed in previous sections have the problem of
time requirement to evaluate parameters iteratively to get optimize parameter values
and interaction of these parameters. This paper evaluates the performance of
parameter tuning system empirically to avoid these problems. They combine the
Bayesian Networks and Case-Based Reasoning (CBR) method to set optimize
parameter values hence maximize the performance of computational intelligence
algorithms. In [25, 26] a Bayesian CBR system was introduced as a generic method
for solving the parameter tuning problem. The main characteristics which make
CBR a good solution for the tuning problem are:

• It is preferable when there is no more information available about the behavioral
parameters. This approach uses the past experiences for setting the parameter
values.

• It is suitable in problems for which a completely accurate solution does not
exist.

• It is suitable when problem instances are very similar in most of the cases.
• The Bayesian CBR system does not require complete information. Furthermore,

as the system increases its knowledge, the results improve.

This approach has two important properties, its learning capability, to adapt itself
to changes and its capability for autonomy. The design of the Bayesian CBR system
consists of mainly two phases. The first phase uses the Bayesian Networks
(BNs) relationships among the different parameters. The second phase integrates
BNs within a CBR system to solve new problem instances using important features
and learning from past for similar problem instances.

3.4 Bi-level Optimization Approach

In early seventies Bracken and McGill [27] introduced bilevel optimization
approach in mathematical programming domain. After that numerous studies have
been done on bilevel optimization [28, 29]. Most of these bilevel optimization
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algorithms used nested approach. In nested approach there are two level of opti-
mization, lower level optimization solve the optimization problem for higher level
optimization. At lower level Karush-Kuhn-Tucker (KKT) conditions used to
transform bilevel optimization into a single level constrained based optimization
problem.

In bilevel optimization, there are two nested levels of optimization tasks. Outer
one is known as upper level optimization task and inner one is known as lower
optimization task. This algorithm has a constraint that lower level optimal solutions
can only acceptable as possible input to the upper level. There are mainly two kinds
of variable, lower level and upper level. Those are used at lower level optimization
task and upper level optimization task respectively. Some characteristics of bilevel
parameter optimization are as follows:

• Two nested levels of optimization task.
• Computationally efficient and work well when no. of parameters are high.
• The bilevel optimization converges fast towards optimal parameter settings.

3.5 Additive Procedures

For parameter tuning methods there are some extra additive procedures which
increase the capability and search efficiency of parameter tuning methods. These
additive procedures are independent of main tuning methods and work as a sup-
plement to main tuner. These additive procedures are given as follows:

• Racing: Racing was introduced by Maron and Moore [30]. The racing is used to
decrease the number of test cases to determine the quality of parameter vectors,
and thus decrease the total runtime of tuning algorithm. The main idea behind
racing is that, the number of test cases to determine the utility of a parameter
vector is not constant throughout the search. Initially only few test cases are
used for each vector and separate out those vector which perform good and
increase the number of test cases for those vectors which are not performing
worse or better than the good vectors. This approach reduced the significant
number of test cases as used in each vector perform tests for each test.

• Sharpening: It was introduced by Bartz-Beielstein et al. [31] in Sequential
Parameter Optimization (SPO) method. The aim of this sharpening method is
also to reduce the number of test cases used to determine the quality of
parameter vectors as compared to simple test approach. Initially tuning algo-
rithm start with little number of test cases per vector, as it reaches a certain
threshold value, the number of test cases per vector increased to double.
Therefore the algorithm explores the search space very fast. This means at the
time of termination, the current vector is tested frequently. This leads to very
promising results.
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4 Algorithm Quality: Performance and Robustness

In computational Intelligence optimization algorithms the accuracy of optimization
algorithm is highly dependent on the parameter setting. The performance is highly
affected by the optimal parameters setting but parameter optimization is computa-
tional overhead and time consuming task. There are several measure to check the
performance of computational intelligence techniques some of them are discussed
as below.

4.1 Performance Measures

Generally we can check the performance of CI techniques by their solution quality
(accuracy) and computational time complexity (speed). The most common per-
formance metrics used in nature inspired computing are as follows:

• Mean of best fitness values over evaluations.
• Average no of evaluations to be performed to get optimal solution.
• Success ratio.

These measures are not always appropriate. If we have a problem which spread
of data is very high (large variance), then the algorithm’s performance results are
questionable. In these cases, mean (and standard deviation) have no significant
meaning and it is advisable to use median instead of mean or the best fitness value
[32].

Obviously, the actual performance metrics determines the choice of the best
parameter settings. Recent studies showed that, different performance measures
affect the optimal parameter settings [33]. Without considering the different per-
formance metrics we can’t claim anything about optimal parameter settings.

4.2 Robustness

Here robustness means how the performance of optimization algorithm varies over
different input parameters. However the performance of any metaheuristic algo-
rithm depends on: problem instance, the parameter vector and the random seed of
stochastic process. So there are basically three type of robustness according to
problem instance, the parameters and random seed.

If the parameter tuning for an CI algorithm is done using one function over some
parameter vector and for some instance of problem do well, it is not necessary that it
work well for other problem instances. For robustness to change in parameter
values, it is thoroughly measured per parameter individually. These optimization
algorithms are stochastic in nature, since they depend on random generations.
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So these experimentations require a number of repeated evaluations with identical
setup, but with different random seeds.

5 Conclusion and Discussion

This paper provides a comprehensive study of parameter optimization. Accuracy of
any computational intelligence (CI) algorithm is highly dependent on optimal
settings of parameters. We have discussed how parameter setting affects the per-
formance and robustness of evolutionary algorithms. There is a big question that if
we are comparing different parameter optimization algorithm over some benchmark
algorithm then whether benchmark algorithm tuned too. Not tuning benchmark
algorithm itself is very unreasonable and is biased in nature. So it is equally
important to tune benchmark algorithm also tuned before comparison. This paper
concludes that parameter optimization depends on various factors and best solution
for some problem instance may or may not give optimal solution for other problem
instance. Robustness and performance are equally important as optimal parameter
settings. In literature there are not much automated tools for parameter optimization
so it is open area to develop automated tools for parameter optimization is today’s
need.
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