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Preface

The first edition of this book appeared in 2016 under the title Information Technology
for Management (LNBIP 243). Given the rapid developments in information tech-
nology and its applications for improving management, there was a clear need for an
updated version.

The present book includes extended and revised versions of selected papers sub-
mitted to the 11th Conference on Information Systems Management (ISM 2016) and
the 14th Conference on Advanced Information Technologies for Management (AITM
2016) held in Gdańsk, Poland, during September 13–16, 2016. These conferences were
organized within Federated Conference on Computer Science and Information Systems
(FedCSIS 2016).

FedCSIS provides a platform for bringing together researchers, practitioners, and
academics to present and discuss ideas, challenges, and potential solutions on estab-
lished or emerging topics related to research and practice in computer science and
information systems. Since 2012, the proceedings of the FedCSIS conferences are
indexed in the Thomson Reuters Web of Science. In addition, FedCSIS full and short
papers are included in the IEEE Xplore Digital Library.

ISM is a forum for computer scientists, IT specialist, and business people to
exchange ideas on management of information systems in organizations and the usage
of information systems for enhancing the decision-making process and empowering
managers. It concentrates on various issues of planning, organizing, resourcing,
coordinating, controlling, and leading the management functions to ensure a smooth
operation of information systems in organizations.

AITM is a forum for all in the field of business informatics to present and discuss the
current issues of IT in business applications. It is mainly focused on business process
management, enterprise information systems, business intelligence methods and tools,
decision support systems and data mining, intelligence and mobile IT, cloud com-
puting, SOA, agent-based systems, and business-oriented ontologies.

ISM 2016 and AITM 2016 received 51 papers from 13 countries in all continents.
From these, after a review process, only 15 papers were accepted as full papers and ten
as short papers. Twelve papers of the highest quality as ranked by the Program
Committee were chosen and the authors were invited to extend their papers and submit
them for consideration to the LNBIP publication. Our guiding criterion for including
papers in the book was the excellence of publications indicated by the reviewers, the
relevance of subject matter for the economy, and promising results. The selected papers
reflect state-of-art research work that is often oriented toward real-world applications
and highlight the benefits of information systems and technology for business and
public administration, thus forming a bridge between theory and practice.

This book provides a comprehensive overview of current research in the field of
information technology for management. Its first two parts focus on information
technology and information systems for knowledge management and business



transformation. The third part of this book presents research on implementation and
evaluation of information systems.

Finally, the authors and I hope readers will find the content of this book useful and
interesting for their own research activities. It is in this spirit and conviction we offer
our monograph, which is the result of the intellectual effort of the authors, for the final
judgment of the readers. We are open to discussion on the issues raised in this book,
and we look forward to the polemical voices as to the content and form.

February 2017 Ewa Ziemba
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Towards Context-Aware Supervision
for Logistics Asset Management: Concept

Design and System Implementation

Fan Feng(&), Yusong Pang, and Gabriel Lodewijks

Transport Engineering and Logistics, Delft University of Technology,
Mekelweg 2, 2628 CD Delft, The Netherlands

{f.feng,y.pang,g.lodewijks}@tudelft.nl

Abstract. Innovations of information and communication technology
(ICT) open plenty opportunities to promote internal operation efficiency and
external service level in logistics. As current logistics developments tend to be
more complex in operation and large in scale, recent practices start to pay more
attentions on improving asset (e.g. equipment and infrastructure) management
performance with new ICT development. One of the primary concern is to
improve system robustness and reliability. It not only requires the supervision
system be capable of diagnosing the condition of the system, but also proficient
to find the intrinsic relationship between different conditions and resources thus
lead to an integrated decision making process. Moreover, recent ICT innova-
tions, such as WSN and IOT, could record and deliver system descriptors
(physical measurements, virtual resources, operational configurations) in real
time. Such large-stream and heterogeneous data requires an integrated frame-
work to process and management. To address such challenges, in this paper, a
novel concept of context-aware supervision is proposed. An intelligent system
with integration of semantic web and agent technology is developed, which aims
at providing condition-monitoring and maintenance decisions to relevant user.
A generic ontology-agent based framework will be illustrated. The developed
system will be applied for the supervision of a large-scale material handling
system-belt conveying system as a proof-of-concept.

Keywords: Logistics asset management � Context-awareness �
Ontology-agent integration � System supervision

1 Introduction

As the scale of transport and logistics system tremendously expanded, the attention of
researchers and engineers have been shifted from improving operational efficiency
towards enhancing system reliability. Takata [4] revealed this paradigm shift by
demonstrating that the ultimate objective for a manufacturing is not only to produce
products in an efficient way but also to provide the functions needed by society in a
sustainable and reliable way. It is well known that operations of large logistics infras-
tructures are heavily rely on reliable and efficient equipment, such as container trans-
portation, production assembling line and etc. And such equipment, like automated

© Springer International Publishing AG 2017
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assembling line machinery, AGV and belt conveying system, are normally have complex
structures and massive capital investment. If a malfunction of single component or
process has not been detected and corrected timely, it could lead to an expensive
downtime and furthermore impose a great impact on the entire logistic activities. Con-
sequently, a system with decision support becomes an essential element to provide
relevant users a consistent understanding regards the system status and enabling an
effective planning and execution of maintenance.

To implement an efficient supervision system, ICT is seen as a key enabler. Indeed,
the ICT has been widely used for assisting information intensive tasks in logistics such
as resource planning, order processing, crew scheduling and so on [1–3]. With respect
to asset management, it demands an efficient supervision system to delivering right
information (e.g. system condition, maintenance decisions) to right person (inspector,
technical engineer) at right time to right place. Specifically, how to determine the
‘rightness’ with respect to fault condition identification, information integration,
information presentation and information delivering becomes critical. Several chal-
lenges are summarized as follows:

• Heterogeneity: The heterogeneity is defined as system entities have different types
of data model, properties, operation mechanisms and even different hardware and
operating system [5]. As for TEL management especially for asset management and
supervision, different data resources, operational information, past experiences and
knowledges are characterized as heterogeneous resource, thus impose difficulties in
integration.

• Interoperability: With respect to interoperability, three perspectives can be identified
[6], (1) organizational level: generic approaches and shared understanding of
concepts, process, beliefs and terms [7]. (2) system level: interconnection between
independent systems. (3) data level: consider the data properties include data for-
mat, data availability, data representation and semantic meanings. With respect to
asset supervision, the interoperability challenges are inevitably presented at all three
levels.

• Integrated decision making: Logistics asset normally depicted as large-scale and
complex equipment. If a malfunction of single component or process has not been
detected and corrected timely, it could lead to an expensive downtime and fur-
thermore impose a great impact on the entire logistic activities. Consequently, a
system with decision support becomes an essential element to provide relevant users
a consistent understanding regards the system status and enabling an effective
planning and execution of maintenance, such functionality could be referred as
integrated decision making.

To confront with above mentioned challenges, the concept of e-maintenance which
utilizes ICT technology to implement a web-based monitor system is suggested [8].
Candell et al. [9] presented an e-maintenance framework that integrated maintenance
and ICT perspectives to support maintenance task in aviation industry. Arnaiz et al.
[10] applied e-maintenance in manufacturing and logistics operations by means of
advanced ICT technologies. Though attractive, the e-maintenance system still has
limitations [11]: (1) instead of introducing a layer of semantic, the use of e-maintenance
system focused on expanding the descriptive scope of existing models which results in

4 F. Feng et al.



an inefficient support for format generalization and standardization and eventually too
complex for users to process; (2) direct working on large stream of data could limit
contributions to share knowledge and expertise. Followed by e-maintenance, a new
paradigm has emerged named context-aware monitoring system [12]. It was firstly
designed as a component of ubiquitous computing environment and recently been
introduced to the system monitoring domain. Galar et al. [13] presented a hybrid
context-awareness model to facilitate the asset life cycle management. Evchina et al.
[14] proposed a context-aware middleware to assist the data-intensive monitoring tasks,
and the framework is validated by means of case study in the domain of building
automation. Pistofidis et al. [15] proposed a context-awareness system for asset man-
agement based on mobile and cloud technology. Inspired by the concept of
context-aware monitoring, in this paper, the concept of context-aware supervision will
be initiated.

The works presented in this paper is a continues work with respect to [36]. In [36],
the concept of CASS is briefly introduced. In this paper, we elaborate the detailed
implementation of the CASS. The purpose of CASS will be further motivated. The
developed system will be applied to assist the practical maintenance tasks for a
large-scale belt conveyor system. Moreover, the software packages used to system
development will be specifically explained.

The remaining part of the paper is organized as follows: Sect. 2 will introduce the
concept of context-aware supervision system (CASS) and the motivations behind it.
Section 3 will provide key technological enablers that could support the implementa-
tion of a CASS system. Section 4 will first present the system design with an abstract
structure perspective and the design of each functional block. Section 5 will present a
case study of applying CASS for intelligent supervision of a large-scale belt conveying
system. The conclusion and future works will be addressed in Sect. 6.

2 The Concept of Context-Aware Supervision

The definition of context is given by [16] as any information that can be used to
characterize the situation of an entity. An entity is a person, place or object that is
considered relevant to the interaction between a user and an application, including the
user and the application themselves. And a system can be termed as context-aware if it
uses context to provide relevant information and/or services to the user, where rele-
vancy depends on the user’s task [16]. A context-aware system (CAS) adapts and
provides relevant information and the most appropriate service to users in an active and
autonomous manner while requires little interactions [13]. Take advantage of such
property, the CAS has been applied in various domains such as health care [17],
pervasive computing [18], data intensive monitoring [14], enterprise application model
[19] and so on. It is noted that the mentioned CAS are represented with a layered
framework which is generally composed of sensor layer for data acquisition, data layer
for storage, processing layer for context modelling and application layer for context
delivery and representation. The ultimate goal is to deliver right information with right
format to right user in right time.

Towards Context-Aware Supervision for Logistics Asset Management 5



In this research, we focus on investigating the potential of applying CAS for asset
supervision service. In essence, the supervision services include system monitoring,
failure/abnormality diagnosis/prognosis and maintenance planning. Apart of being
context-aware of delivering meaningful information to user, it also requires a trans-
parent flow from data to supervision method. The objective of a supervision system is
to deliver accurate and timely information regards system conditions and propose
effective maintenance actions to ensure reliability and availability of the system. Its
success relies on integrating different diagnosis/prognosis methods and such methods
most often have certain scope of applicability and input context. As such, it put
additional requirements on CAS to systematically integrate and manage system
supervision processes. To integrate CAS for system supervision and fulfil additional
requirements, a novel concept of Context-aware supervision is initiated as:

A context-aware supervision system (CASS) should include a series of func-
tionalities include monitoring, supporting and advising in relation to system events.
It not only focuses on diagnosing and prognosis failures, but also responsible for
managing and organizing system knowledge, reasoning facts, integrating resources
and analysing problems. As such, the failure context can be given in a more
meaningful manner that delivers information include: the specification of fault
condition, recorded data linked to it, maintenance or operating actions linked to it,
users that responsible for it and method that been used to determine it.

The characters of context-awareness are presented at two levels in CASS: (1) the
supervision method should be aware of the context information it operates upon; (2) the
end user should comprehend the created supervision context. In literature, several
works have been established which attempt to consolidate the concept of context-aware
with asset management such as context-awareness predictive maintenance [20],
context-aware E-maintenance [15] and context-aware condition monitoring [13]. Two
limitations are drawn from previous works: (1) the scope of applicability of proposed
concept is limited given the fact that it only concerns partial aspect of the supervision

Fig. 1. General philosophy of a context-aware supervision framework
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process, For instance, the work of [20] concerns predictive maintenance, it lacks details
regards how context been modelled and processed, (2) most works stay on a conceptual
level which lack of sufficient technical details on how to put the concept into practice.

A context-aware supervision system is used for information integration and
supervision of large-scale asset service in TEL domain. The key ICT enablers are
semantic web and autonomous agent and its philosophy is depicted in Fig. 1.
Specifically, the ontology is used to model the semantic connections for heterogeneous
data and various entities in supervision domain, thus enable information integration,
data filtering and problem decomposition for specific supervision tasks. The use of
agent system intends to provide intelligent diagnosis and decision making function-
alities through agent intelligence and cooperation. Our work contribute to the literature
by first introducing the concept of CASS, then we will discuss the technology been
selected for putting such concept into action. Finally, a case study would demonstrate
how the system works.

3 Key Methodologies for CASS Implementation

This section will discuss the key technological enablers for implementing a CASS,
which include the method for context-modelling and system supervision.

3.1 Context-Modelling Methodology

Intuitively, large amount of context information is either acquired or derived from
sensor devices. Normally, there exist gaps between raw data and the level of infor-
mation which is useful to applications [21]. The context-modelling is used to bridge
this gap by processing and transforming raw data before passed to context-aware
services. Krummenacher et al. [22] have proposed several criteria for context model
selection which include applicability, comparability, traceability, quality and so on.
Meanwhile, Hoareau et al. [21] conducted an extensive review for existing modelling
choices such as key value models, makeup scheme, logic based models, object oriented
models, ontology and so on. According to their in-depth discussion, the use of ontology
is proposed to be the most expressive models to fulfil our requirements [23]. A formal
definition of ontology is given by [24] as an explicit specification of a conceptual-
ization which was used to describe a specific domain knowledge where concepts and
relationships are unambiguously defined and checked.

Recent works extensively applied ontology to facilitate the context modelling, its
applicability covers domain include risk management of cold chain logistics [25],
enterprise application [26], process supervision [27] and so on.

3.2 System Supervision

A system supervision process considers providing users with decision support
before/during/after the occurrence of system failure or abnormal situations. A typical
supervision process consists of data acquisition, condition diagnosing/prognosis and

Towards Context-Aware Supervision for Logistics Asset Management 7



maintenance planning. In this paper, rather than considering specific method or algo-
rithm, we focus on how to provide a generic and adaptive environment to incorporate
and integrate different methodologies and mechanisms operate together with flexibility
and scalability. Several requirements are given as below:

• Flexibility: Be aware of and accommodate to different system conditions and ret-
rofits seamlessly.

• Cooperative: It should cooperate and coexist with different software system and
third party interface. Be capable of accessing information and providing diagnosis
result in meaningful form.

• Collaborative: Enable collaborative decision making process with different
diagnosis/prognosis methods. Support seamlessly information exchange between
different supervision modules to achieve cohesive judgment of overall system
conditions.

• Extensibility: The system should be able to incorporate new supervision method or
update existing one without significant change of the system architecture. New
measurement, supervision intelligence and human expertise could be deployed
seamlessly as needed.

Agent, as a tool in artificial intelligence domain, provides a way of dealing with
complex engineering problem and establishing adaptive system for decision making
and information management through agent intelligence and collaborations [28].
State-of-arts demonstrate that agent system have been largely applied to support system
supervision functions, which include condition monitoring [29], risk management [30]
e-maintenance [31] and so on. Given such facts, agent technology is chosen as the key
enabler for supervision system design, reasons are given as: (1) agent could cooperate
and deploy on top of existing software; (2) in a multi-agent-system, agents could
collaborate with each other to communicate and exchange information; (3) agent
system could be deployed in distributed environment where new agent could easily join
the system or leave the system as needed.

3.3 Ontology-Agent Integration

Key technological enablers have been chosen in previous section. We select ontology
as the context-modelling method and agent system as the environment to support
system supervision integration. In order to implement CASS, a next step is to consider
the integration issues. In literature, several works have been established that concerns
the integration of ontology and agent system. Natarajan et al. [32] developed an
ontology-agent framework for condition supervision of large chemical plant. Dibley
et al. [33] presented a work of building monitoring system where three ontologies are
developed to capture the major semantics of a building environment and agent system
is deployed to facilitate the monitoring tasks. For most of existing works, attentions are
paid on using ontology to assist agent communication and knowledge retrieving. To
implement CASS, potentials include information analysis, problem decomposition,
agent status control are needed. To achieve this, a novel ontology-agent integrated
framework is proposed, it will be elaborated in next section.
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4 System Framework

The key framework will be given in this section. We first present a comparison between
a context-aware system and the proposed context-aware supervision system. It used to
emphasis the purposes and objective of the concept. Then aspects such as context
model design, agent system design and ontology-agent integration mechanism will be
elaborated in different sections.

4.1 Comparison Between CAS and CASS

Figure 2 presents a comparison between a context-aware system and the proposed
context-aware supervision system from an abstract structure perspective. A classical
context-aware system follows five key processes [17]: (1) context information acquisi-
tion: gather information from virtual resources and physical sensors; (2) context-
information persistent: data filtering and storing; (3) context-aggregation/reasoning:
interpretation and transfer low-order data to high-level applicable information via
aggregation and reasoning; (4) context information utilization/delivering: apply context
information to implement application-specific service; (5) context representation.

The abstract structure of a CASS can be found in Fig. 2 as well. All of the
functional blocks from CAS are inherited and implemented in CASS. The major dif-
ference is distinguished from two aspects:

• The supervision block: The key objective of CASS is to assist system supervision
with aspects include equipment monitoring, condition diagnosis and maintenance
planning. Such tasks are unable to perform well by only using context-modelling
(e.g. ontology reasoning). In most cases, it requires advanced platform/engine for
decision making. As such, the supervision block is introduced.

Fig. 2. System abstract architecture: a comparison between CAS and CASS
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The information flow: The information flow is also adjusted. In CAS, the infor-
mation flow follows an open loop style where data is gathered from ground layer,
processed through each functional block and becomes context-aware. For CASS, a
partial closed-loop is formed. In essence, the aggregated and processed context
information will be the input source for supervision module. The output of supervision
module will be feedback for further processing. It will be first stored in data base and
then processed by context model. By doing so, not only the measured data from ground
layer would be context-aware but also the supervised result will be aggregated with
other relevant information together to make result meaningful to end user. Moreover, it
would be helpful to use the returned supervision information to infer new knowledge
and propose further actions.

The major abstract module for a CASS is explained, the detailed system design will
be given in the following sections.

4.2 Context Model Design

We design an ontology termed ontoSupervision to capture major concepts and rela-
tionships related to system supervision process. The schematic of ontoSupervision is
given in Fig. 3 and the explanations of each taxonomy are given below:

System taxonomy is the core concept that presents a description of the system. It
includes notions of system fundamental components and operations that needs to be
supervised. In addition, the subclass system devices contains peripheral devices. Other
taxonomies either direct or indirect connect with system through well-defined
relationships.

Condition taxonomy incorporates the notion of condition in the system. Two
subclasses are included, namely operation condition and component condition. The
former one concerns the system abnormal condition during operations and the latter

Fig. 3. Upper ontology taxonomy: definition of classes and object properties
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one addresses the physical condition of system at different levels (component, instru-
ment and equipment).

Resources taxonomy represents all relevant information resources that need to be
accessed by supervision method. It is composed of two subclasses, namely static
resources and dynamic resources. The former one can be thought as the resource that
does not change over time such as system specification, historical information and
system configurations. The latter one represents the notion of resources that change in
real time, such as data acquired from sensor devices and any updated supervision results.

Supervision agent & method represents all available agents been deployed in
current system and its associated supervision method. In essence, it serves as a bridge
that connects context model with agent system.

State taxonomy represents possible state of the system. In current model, four
states are considered namely maintenance state, transient state and operation state and
steady state.

Alarm taxonomy represents the notion of possible alarm level that been activated
by supervised conditions in the system.

User represents the information consumers in the system. It specifies the respon-
sibilities and point of interests of respective user.

Apart of taxonomy definitions, a complete ontology also includes the design of
properties. The object property is used to specify the relationship between two indi-
viduals (instance of classes), where the data property is used to link individual to data
values. For ontoSupervision, the object properties are depicted in Table 1.

4.3 Multi-agent System Design

Regardless of the models, scopes and design tools, all supervision methods require
system measurements as input and transform system conditions (operation and com-
ponent condition) to supervision result. The supervision result refers to the one that is
understandable by respective users. Such common structure allows the supervision
methods to be represented as supervision agent [27]. The multi agent system can be
perceived as a wrapper which provides environment for different supervision intelli-
gence to perform supervision tasks. It also enables integrated decision making by
taking the advantages of agent communication and collaboration. In the proposed
framework, three kinds of agent are employed:

Table 1. Object properties of ontoSupervision

Property Domain Range

isAssociatedWith Supervision method Supervision method
isParameterOf Resources System
isSubscirbedBy Resources Supervision agent
isDeterminedBy Condition Supervision method
Activates Condition Alarm
hasState System State
hasCondition System Condition
isTriggeredBy Condition Condition
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• Supervision Agent: Two categories of agent groups are considered as supervision
agent. The first one is termed healthiness agent (HA) which is responsible for fault
diagnosis at different level of system granularity. Single HA could be used to assess
the condition of piece of equipment while multi HAs could work together for
evaluating the overall healthiness of the whole system by consolidating different
conditions. Another one is termed operation agent (OA) which is used to capture the
abnormality during system operation. Typically, it is used to identify the abnormal
deviation from normal operations or improper configurations. The agent intelli-
gence, scope of interest, input information and responsibility are determined by its
associated methods.

• Information Mediator Agent: The information mediator is used to manage and
control the agent execution and interactions. Its necessities are given as (1) It serves
as an information portal for supervision agents.; (2) it keeps an active connection
between agent system and ontology knowledge model.

• User Agent: It contains the information consumer of the system. Any on-going
supervision conditions will be relayed to it via IMA. Sophisticated GUI will connect
with it to provide end user a friendly interface.

The overall agent system framework is given in Fig. 4 which follows a subscription
interaction protocol. The initiator (supervision agent and user agent) sends subscription
request to the participator (information mediator agent) indicating its desired infor-
mation. If the subscribe action success, a permanent communication channel is
established between the initiator and participator. The advantage of adapting sub-
scription protocol is given that only information needed would be delivered to target
agent with efficiency and accuracy.

Fig. 4. Agent system framework: topology and communication protocol
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4.4 Agent-Ontology Integration

The key of agent-ontology integration is achieved via the interaction between infor-
mation mediator agent and ontology knowledge base. Such interactions aim at
manipulating ontology to acquire information and knowledges where actions include
create, read, update and delete entities in ontology. We identified three major processes:

• Information acquisition: In this case, ontology is treated as a hybrid database which
is used to locate and retrieve information. A typical scenario can be that when a new
sensor measurement is available in ontology, the IMA could retrieve it by executing
well defined query template. An example of a query template is shown in Fig. 5.

• Knowledge acquisition: It fully utilizes the reasoning capability of an ontology
model. When certain information is available, the ontology could infer new
knowledge by executing context-rules. For instance, if a belt idler temperature is
over 70 degree, the ontology could use rules to determine that such context indi-
cates a idler is in fault condition.

• Knowledge reasoning and agent control: As discussed previously, a partial closed
loop is formed in the structure of CASS. The key motivation is given that any
returned supervised information could be further processed by ontology. And the
inferred knowledge could be useful in coordinating agent activities. For instance, a
misalignment condition often occurs during the running of a belt conveyor and such
condition could be induced by multiple reasons (improper power supply, over-
loading and so on) and such casualty relationships could be pre-defined in the
ontology via proper object properties. By doing so, when a misalignment condition
is supervised and returned, the ontology could running context rules to find the
relevant condition relate with it. Consequently, the associated agent will be acti-
vated to allow a depth investigation of the root cause.

Fig. 5. Example of information acquisition template
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5 Case Study

The concept of CASS and its implementation framework has been proposed. Key
technology enablers and their integration have been elaborated. To demonstrate how it
works, a prove-of-concept is presented in this section. We applied CASS for a large
scale material handling system- belt conveying system.

5.1 Background

Belt conveyor system (BCS) is widely accepted as a major equipment in continues
material handling domain. Its usages are well developed in various logistics domains,
such as container/dry bulk terminals, airport and mine industry. Normally, the BCS is
deployed in an open and harsh environment, as such, major components could suffer
severe damage as system ages. Consequently, a monitoring and supervision system
with decision support is essential to help users (from operations, maintenance, relia-
bility and other departments) gain a consistent understanding about the system status
and enabling effective planning and execution of maintenance. Due to the limit space of
the paper, we demonstrate a typical fault supervision process- belt tear condition
supervision which is made up for 85% among all system component damages for a
BCS [34].

5.2 Belt Tear Condition Supervision

This scenario demonstrates the CASS capability of the system. Specifically, when
inspection of tear shape is available, the system should analyse the damage level and
propagation pace of the damage by intelligent supervision method, and create decisions
in the form of possible maintenance activities and/or warning/alarm message if needed.
We identify three key processes of implementing the context-aware supervision service
for belt tear condition:

• Context modelling: It concerns extending the upper ontology (ontoSupervision)
with definition of new entities for application purpose. Such extension is termed
domain-specific ontology and partial illustration for BCS supervision (ontoBeltCon)
is depicted in Fig. 6. The semantic meaning is given as: a tear shape (TS) isMea-
suredBy a human inspection tool(HIT), which isParameterOf belt (belt Sect. 01).
To supervise the tear condition, a belt tear supervision agent (BTSA) is designed.
The BTSA hasAssociatedMethod belt tear supervision method (BTSM1). For
supervision purpose, TS and a belt tear condition log (BTCL) isSubscribedBy
BTSA. Upon successful decision making, a belt tear condition (BTC) is supervised
which isDeterminedBy BTSM1 and activates alarm (alarm level 1). Finally the BTC
isResponisbleFor user (maintenance operator 01). Besides newly added entities and
its individuals, the data properties for a belt tear shape and belt tear condition is also
available in Fig. 6.

• Context supervision: After context information are collected and pre-processed by
ontology, the agent intelligence should be invoked. For a belt tear condition
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supervision, a fuzzy logic based approach is applied [34]. Decisions are made based
on the current tear shape measurement and history inspection log for the same
shape. Two indicators (belt wear index and inspection frequency index) are pro-
vided to deliver a consistent understanding and interpretation of the supervision
result and give straight forward suggestions for possible maintenance actions.

• Response actions: The supervised condition will be send back to ontology model
for further processing before finally delivered to end users. In essence, it will use the
supervision indicators to quantify the alarm level by running defined rules. For the
given scenario, the rules can be given as Eqs. (1) and (2):

BeltTearConditionð?conditionÞ; greaterThanð?level; 0Þ; hasWearIndexð?condition
; ?levelÞ; lessThanOrEqualð?level; 0:7Þ � [AntiHealthConditionð?conditionÞ

ð1Þ

BeltTearConditionð?conditionÞ; greaterThanð?level; 0Þ; hasWearIndexð?condition
; ?levelÞ; greaterThanOrEqualð?level; 0:7Þ � [FaultConditionð?conditionÞ

ð2Þ

The semantic meaning is explained as: if a belt tear condition is confirmed and its
wear index is go beyond 0.7, then a fault condition is inferred, while if the value is
below 0.7 then an anti-health condition is given. Based on the triggered condition type,
different alarm level is reasoned followed by rules given in Eq. (3):

AntiHealthConditionð?conditionÞ � [ activatesð?condition;AlarmLevel2Þ
FaultConditionð?conditionÞ � [ activatesð?condition;AlarmLevel3Þ ð3Þ

Fig. 6. OntoBeltCon configuration for belt tear condition supervision: include class, subclasses,
data properties and object properties
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5.3 Towards Implementation

In this section, several implementation issues are addressed. The overall implementa-
tion frameworks is depicted in Fig. 7.

For the belt tear shape inspection, a mobile based tool is implemented [35]. It is
used to assist human inspectors to register and record inspection data. The information
will be pre-processed and send to CASS remotely for further processing.

The context model ontoBeltCon is created using open source tool Protege1 and the
ontology inference is realized via Pallet reasoner2. It has been saved as an owl file and
persisted in remote server.

Fig. 7. Implementation architecture: ground layer: mobile inspection of tear shape [35]; middle
layer: CASS; upper layer: GUI programmed uses Java-Swing

1 Protégé, http://protege.stanford.edu/.
2 Pallet, https://www.w3.org/2001/sw/wiki/Pellet.
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For agent system implementation, a JAVA-based agent development environment
(JADE)3 tool is adapted. The JADE compliant with FIPA-standard4 and provides an
rich libraries and tools for controlling and managing agent behaviour. The supervision
method is programmed in java and packaged in the agent behaviour. The
inter-communication between agent is supported by the build-in ACL messages.

For agent-ontology integration, Apache-JENA5 is used. It is a middle-ware that
allow any Java-based program to interact with ontology. Through Jena, the JADE agent
could interact with ontology and perform actions include create, update, read and delete
(CRUD). And all the operations is done by implementing and executing SPARQL
queries.

Finally, for demonstration purpose, a simple GUI is programmed by using Java
swing to show how the system behaves.

6 Conclusion and Future Works

In this paper, a novel concept of context-aware supervision and its associated imple-
mentation techniques are proposed. The motivation behind the concept is to enable an
efficient and transparent information flow for asset supervision tasks. We implement
such system for supervision of a large-scale material handling system to demonstrate its
major functionalities and potential usage in the domain of logistics. The designed
system properly addresses the challenges mentioned in Sect. 1 as follows:

• Heterogeneity: A key concept of managing heterogeneity is to make such resources
transparent. The use of ontology captures the capabilities and structure of such
resource into a suitable representations and provide uniform storage platform that
assist the work flows of heterogeneity environment.

• Interoperability: The data level interoperability is dealt with by means of ontology.
The system level interoperability is addressed by establishing a uniform
agent-ontology integration mechanism. The one in organization level is approached
by means of context-aware service.

• Integrated decision making: The integrated decision making for asset supervision is
achieved by designing and deploying a multi agent system that running and col-
laborating different intelligence together.

By integrating ontology with agent system, a novel ICT framework is created. The
developed system together with the technological enablers are generic. As such we
conclude that the system and concept is free to use in other similar domains. Future
works include further extending the ontology model to incorporate more generic
entities and concept in the system supervision domain. Moreover, to cope with more
complex diagnosis/prognosis problem and enable more sophisticated decision making
engine, the agent intelligence can be future investigated.

3 JADE, https://jena.apache.org/.
4 FIPA, http://www.fipa.org/.
5 JENA, https://jena.apache.org/.
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Abstract. Paired transactions or paired transfers have their origin in accoun-
tancy systems. Resource-Event-Agent (REA) ontology uses paired transactions
as a basic building block for business process modelling. A business process
(REA model) is composed of two kinds of paired transactions which stand for
provide (give) and receive (take) transactions (transfers). The REA core pattern
which comes from double-booking entry, constitutes the basic structure from
which the REA model is further extended. The REA model was previously
depicted by ER diagrams, and later by UML class diagrams. However, neither
of these diagrams were designed to capture conceptual models which are more
precise and comprehensible for domain experts, and easy to modify. ORM
(Object Role Modeling) is a Fact-Based Modeling methodology that represents
an approach to conceptual modelling that fulfils the requirements. The article
presents fact-based models of paired transactions corresponding to the REA core
pattern and REA exchange model. These models were created and verified by
NORMA (Natural ORM Architect) and provide both semantic stability and
semantic relevance, which is necessary for further incorporating the REA
modeling approach into fact-based modeling methodologies of business
processes.

Keywords: REA ontology � Paired transactions � Fact-based modelling �
ORM method

1 Introduction

REA (Resource-Event-Agent) ontology can be classified as a domain-specific ontology
that focuses on value-modelling of business processes. The term value-modelling, in
this context, means that the REA modelling approach keeps track of primary and raw
data about economic resource values. Economic resources can be exchanged for other
economic resources within the scope of REA exchange processes or they can be
consumed, used or produced within the scope of REA conversion processes. The three
core REA concepts are resource, event and agent, from which the name of the mod-
elling approach was derived. The aim of the REA modelling approach is to record any
changes in property rights to resources, record resource usage, record resource con-
sumption, or resource production, see [1, 6, 9].

The REA model records information based on the coherence between data of one or
more economic events. The REA process is defined by related economic events and has
at least two composite economic events: a decrement event that outflows, consumes or
uses the outgoing resource(s), and an increment event that inflows or produces the
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incoming resource(s). The REA process is called the REA model and represents the
notion of a business process. The main benefit of the REA modelling approach is the
possibility of keeping track of primary and raw data about economic resources, by [7].
All accounting artefacts such as debit, credit, journals, ledgers, receivables and account
balances are derived from data describing exchange and conversion REA processes
[6, 10]. For example, data describing a sale event is used in warehouse management,
payroll, distribution, finance, and other application areas, without transformations or
adjustments. This explains why the REA approach can offer a wider, more precise and
more-up-to-date range of reports. The REA ontology also benefits from the presence of
a semantic and application independent data model, an object-oriented perspective and
abstraction from technical and implementation details [7, 9]. These features enable the
possibility of calculating the value of the enterprise’s resources on demand, as opposed
to calculation at pre-determined intervals.

The quality of a database application depends essentially on its design, see [15]. To
ensure correctness, clarity, adaptability and productivity, information systems should
be specified at the conceptual level first, using concepts and language that both
designers and customers can easily understand [8]. Object-Role-Modeling (ORM) is a
fact-oriented approach for modelling information at a conceptual level. A fact is a
particular arrangement of one or more objects. Depending on the number of objects that
are involved in a fact, we speak of unary, binary, ternary, etc., facts. An example of
unary fact is a Vendor is a Person. An example of a binary fact is that a Customer
receives a Pizza. Unlike traditional approaches, ORM make no use of attributes such as
base constructs, instead expressing all fact types as relationships [8]. This
attributes-free-approach leads to greater semantic stability in conceptual models, and
enables ORM fact structure to be directly verbalized and populated using natural
language sentences.

ORM methodology provides a more precise way to capture and validate data
concepts and business rules with domain experts. This methodology provides higher
semantic stability and semantic relevance than ER and UML diagrams. Semantic
stability is a measure of how well models or queries expressed in the language retain
their original intent in the face of changes in the business domain, according to [8].
Semantic relevance requires that only conceptually relevant details need to be mod-
elled, by [8]. ORM also focuses on structural changes in the application. By omitting
the attribute concept, ORM allows communication in simple sentences. ORM diagrams
simply capture the world in terms of objects (entities or values) that play roles (parts in
relationships) which forms fact. ER notation, as well as UML notation, allow rela-
tionships to be modelled as attributes. ORM models that capture the world in terms of
objects and roles have only one data structure – the relationship type. As a conse-
quence, ORM diagrams take up more space than corresponding UML or ER diagrams.
The aim of the paper is to apply the ORM modelling approach to REA core patterns
and REA models to obtain easily comprehensible, verifiable, and easily implementable
solutions.

This paper is an extended version of the shorter and less comprehensible contri-
bution to the Federated Conference on Computer Science and Information Systems
(FedCSIS), which was held in Gdansk in 2016. The extension covers the Fact-Based
Model of the REA core pattern, a more precise description and explanation of the
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Fact-Based Model of the REA model, and a verification of both models. Apart from
these main features the whole text has been revised, corrected, and modified in order to
increase comprehensibility and overall clarity.

The structure of the paper is as follows: An overview of business process modelling
is provided in Sect. 2. Section 3 describes the REA modelling approach. A concise
description of the possibilities of the ORM modelling method are mentioned in Sect. 4.
The ORM model of the REA core pattern is described and illustrated in Sect. 5.
Section 5 illustrates and depicts the ORM model of the REA model. Discussion of the
results is featured in Sect. 6, and the conclusion is contained in Sect. 7.

2 Business Process Modeling

There are a number of methods that deal with business process modelling. Currently
the most important methods are IDEF0; see [16], Business Process Modeling Notation,
flowcharts, use cases, and data models. The approaches mentioned above model
business processes using general-purpose concepts such as activities, data entities, etc.,
with or without poorly defined rules for formulating well-formed models of enterprise
processes. These methods usually cannot offer an answer to questions such as how
activities serve to increase the value of an enterprise’s resources, and, consequently,
these models cannot answer the question of why the enterprise performs its activities.

Research initiatives in the domain of accounting information systems have resulted
in proposals of new data models in accounting, especially in models focusing on the
modelling of the resource value. New modelling and system design techniques are
required for information technologies that can support the enterprise in achieving and
sustaining the necessary flexibility. However, traditional process models do not display
resource control and value flows. This is the domain particular to value modelling
ontologies. Currently, the most popular approaches within the area of enterprise
ontologies are e3-value; see [17], and REA ontology for enterprise processes; see [1, 2].

The e3-value ontology stipulates that the actors exchange value objects by means of
value activities. The value activity should yield a profit for the actor. Deeper insight
into e3-value modelling (such as [17], shows that this method only covers the exchange
and trade processes and omits production and conversion processes. The
state-of-the-art e3-value model only focuses on the operational level (what has hap-
pened), but not on management policies (what could or should happen).

REA ontology links together business process modelling with underlying economic
phenomena. It benefits from the presence of a semantic- and application-independent
data model, an object-oriented perspective, and abstraction from technical and imple-
mentation details.

The REA model is the first semantic application-independent data model which
utilizes an object-oriented perspective. The REA model originates from the domain of
accounting; see [4] and matured to a conceptual framework and ontology for Enterprise
Information Architectures; see [1, 3]. The REA model focuses on core economic
phenomena and abstracts from technical and implementation details. The REA model
provides concepts to store past and future data consistently.
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On the other hand, REA ontology anomalies have their origin in the absence of a
rigorous theoretical foundation. The REA model itself does not have given states from
which a state machine can be derived. Instead, only the resource states are identified and
frequently used as the states of the state machine. As a result, the REA model does not
provide revoking operations such as cancellation and roll-back mechanisms. In addition,
the REA model is predominantly designed to capture events that are concerned with
resource values or resource features. Other events such as business events or information
events are difficult to capture and process further. Consequently, REA has difficulty with
so-called information or knowledge entities such as contract or schedule. It is possible to
create them because creation indicates a value. But the real problem lies in determining
the state for which the information entities are valid, see [10].

3 The REA Modeling Approach

The REA core pattern, which comes from double booking entry, underpins the fun-
damental part of REA ontology [4, 6]. It was McCarthy [4] who was first to recognize
that an enterprise’s economic activities follows the REA core pattern in which causally
related provide (give) and receive (take) economic events are associated with resources
and agents. The fundamental entities of the pattern are different events that are involved
in various transactions which have something in common; there has always been a
decrement economic event (one in which something is provided) and an increment
economic event (one in which something is received). In addition to economic events,
the economic agents that represent human beings partake in the exchange process.
Resources are entities which are tracked because their property rights can be exchanged
or they can be converted to create new resources. As mutually reciprocal events cannot
happen at the same time, the claim entity is utilized for deferred revenue, prepaid
expenses, accounts payable, and so on. The REA core pattern is illustrated as a Pizzeria
shop in Fig. 1. Economic events in Exchange processes represent the permanent or
temporary transfer of property rights to economic resources from one economic agent
to another. The transfer of property rights represents the increment or decrement of the
value of resources. That is why the term ‘value’ is utilized in the name of the value-
modelling approach. The economic events in REA models usually encapsulate prop-
erties for date, time and location in space.

Economic events, and the duality relationship by which events are related, play a
crucial role in this pattern. All other entities that participate in this pattern are related
‘through’ economic events. Both agents are related by increment and decrement events
because they lose rights to given resources and gain rights to other resources. On the
other hand, resources are related to corresponding economic events. The relationship
between increment and decrement events is exchange duality. The purpose of exchange
duality is to keep track of which resources were exchanged for which. In the REA
value model of an exchange process, every increment economic event must be related
by an exchange duality to a decrement economic event, and vice versa.

The REA model is an extension of the REA core pattern. The principal feature of
the REA modelling approach is that it explicitly distinguishes between past and current
events and events performed in the future for which it introduces the commitment
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entity. This explicit distinction between these types of events has its origin in the
progressive development of the REA Framework. Curiously, the utilization of a
commitment entity is not obligatory but depends only on specific modelling circum-
stances. The REA core pattern is much easier and more straightforward to use for
modelling than the REA model. When utilizing the REA core pattern, a database
solution contains only real values of resources involved in transactions without plan-
ning events, which makes this approach incomplete.

The relationships of committed provide and committed receive mean that some
agreement about the future exchange must be achieved between economic agents. The
commitment entity addresses the issue of modelling promises of future economic
events and the issue of reservation of resources. Commitment entities and their rela-
tionships with other entities are shown in Fig. 2. In this case, Fig. 2 is an extension of
Fig. 1. To a considerable extent, the commitment entity copies the structure of the
event entity, by which we mean the existence of an increment and decrement com-
mitment and the exchange reciprocity relationship. The exchange reciprocity rela-
tionship between the increment and decrement commitments identifies which resources
are promised to be exchanged for which other resources. The reciprocity relationship is
one of many-to-many.

Each commitment is related to an economic resource by a reservation relationship
which specifies which resources will be needed or expected by future economic events.
The reservation relationship between the resource and commitment represents the
obligation of economic agents to provide or receive rights to economic resources in
exchange processes, and represents scheduled usage, consumption or production of
economic resources in conversion processes.

The most important relationships of the REA model are the exchange reciprocity
and exchange duality relationships, by [7, 11–13]. The exchange reciprocity relates a
pair of increment and decrement commitment entities. The exchange reciprocity

Fig. 1. The REA core pattern example
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relationship identifies which resources are promised to be exchanged for which others.
The exchange duality relationship, which relates corresponding increment and decre-
ment economic events, keeps track of which resources were exchanged for which
others.

4 ORM Conceptual Modeling Method

Object-Role Modeling (ORM) is a conceptual modelling method that ranks among
fact-based modelling methodologies. ORM views the world as a set of objects that play
roles (parts in relationships) according to [8]. For example, an individual may play the
role of walking in the country (a unary relationship involving just the individual) or an
individual may play a role reading this paper (a binary relationship between the
individual and the paper). Thus a role in ORM corresponds to an association-end in
UML, except that ORM also allows unary relationships. Object-Role Modeling is a
conceptual modelling method that views the world as a set of objects that play roles
(parts in relationships) according to [8].

The main structural difference between ORM and UML is that ORM excludes
attributes as a base construct and treats them instead as a derived concept. The con-
ceptual schema using ORM specifies the information structure of the application in the
forms of: fact types that are of interest; constraints on these fact types; and derivation
rules for deriving some other facts.

A fact is a proposition that is taken to be true by the relevant business community.
A fact type is a kind of fact that may be represented in the database [5]. The constraints
represent constraints or restrictions on populations of fact types. The derivation rules
include rules that may be used to derive new facts from existing facts, see [8, 14].

Fig. 2. REA model. Adapted from [7]
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The ORM model (left part of Fig. 3) indicates that employees are identified by their
employee numbers. The top three roles (EmpName, Title and Sex) are mandatory roles.
This is indicated by the black dots at the Employee box. The circled mandatory role dot
depicts an inclusive-or constraint over the roles hosted by the Employee in the fact
type. This indicates that an employee must have a social security number or a passport
number or both. The uniqueness of constraints (cardinalities in UML) is indicated by
vertical lines over roles. In Fig. 3 it means that empNr, EmpName, Sex and Country is
unique for each employee. Two vertical lines over each roles (SocialSecNr, Pass-
portNr) indicate that each employee number, social security number and passport
number refers to a maximum of one employee. The dashed line over e.g. PassportNr
indicates that this is a value not an object.

Graphically, object types are depicted as named boxes (solid for entity types, and
dotted for value types). As in logic, a predicate is a proposition with object-holes in it.
In ORM, a predicate is treated as an ordered set of one or more roles, each of which is
depicted as a box, which may optionally be named. A fact type is formed by applying a
predicate to the object types that play its roles. Fact type roles are depicted as role
boxes, connected by a line segment to the object type that hosts the role.

In a similar way to UML class diagrams, ORM methodology also enables the use of
sub-typing mechanism to classify object types. It enables specialization of some
instances of an object type into more specific types. For example, people (persons) at a
university may be roughly classified as staff and students.

Fig. 3. ORM and UML model of Employee
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5 ORM Model of the REA Core Pattern

The REA core pattern which was depicted in Sect. 2 comes from double-booking entry
and deals with only current and past economic events. It is fully in compliance with the
functional needs of double-booking entry. Figure 4 displays the ORM diagram of the
REA core pattern. The left-hand side transactions represent transfers of goods, and the
right-hand transactions stand for transfers of money. We consider the common example
of a transfer, in which resources or services are exchanged for money.

Named boxes in the figure represent object types - more specifically entity types or
value types. The object types Duality, Goods Transfer, Money Transfer and Person are
primal types, and are not defined on the basis of other object types. Figure 4 indicates
that the object type Duality has a relationship to the object types Goods Transfers and
to the object type Money Transfers. The position of uniqueness constraint (vertical line
over the roles) indicates that a Duality can be determined by one or more Goods
Transfer types, as well as by one or more Money Transfer types. Goods may be
delivered by several shipments and payments may be performed by several instalments,
as in reality. The black dots at the Duality box indicate that the roles of Duality are
mandatory roles. It means that the type Goods Transfer or Money Transfer may exist

Fig. 4. ORM Model of the REA core pattern
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independently before the existence of the type Duality, and that the object type Duality
must have s relationship to Goods Transfer and to Money Transfer.

The object type Goods Transfer has a relationship to the role of vendor and cus-
tomer. Both roles belong to the object type Person. Exclusive-or relationship between
two actor’s roles means that these actor roles must be filled by different persons. The
customer is an actor role that receives the goods in Goods Transfer. The vendor is an
actor role that provides the goods for the transfer. Similarly, the corresponding object
type Money Transfer is related to the payer and cashier actor’s roles. Between both
actor roles there is exclusive-or relationship with the same meaning as in the case of a
customer and a vendor. Both the payer and cashier belong to the object type Person. It
is important to use a proper actor role. The customer can be, for example, a wife and
the payer can be her husband.

The object type Goods Transfer Completed is a sub-type of Goods Transfer.
Sub-typing helps to organize the way we think about objects in the world. The sub-type
relationship means that any goods transfer can become a goods transfer completed. So,
goods transfer can enter the phase of being completed. The expression of this kind of
specialization perfectly suits modelling requirements. Each object type Goods Transfer
Completed also hosts the roles that the object type Goods Transfer hosted. These are,
namely, the roles Vendor and Customer.

The object type Goods Transfer Completed has a relationship to the entity type
Goods and is identified by the value types Amount, Time and Location. These entity
and value types completely fulfil practical needs for Goods Transfer Completed. Goods
in this case represents concrete instance of the entity type, the value type amount
expresses measurable (quantifiable) units of goods. The value type Time indicates time
specification of delivery, and, finally, the value type location is a concrete place
specification. The black dots at the Goods Transfer Completed box indicate that the
roles of Goods Transfer Completed are mandatory roles. It also indicates that the entity
type Goods and the value types Amount, Time, and Location may have existed before
Goods Transfer Completed became existent. Mandatory roles hosted by all object types
in Fig. 4 indicate that attributes may exist before the existence of the object types. But
if Goods Transfer Completed becomes existent, its entity types and value types must
already exist.

The object type Money Transfer forms reciprocal transaction to the transaction
Goods Transfer. The object type Money Transfer Completed is a sub-type of Money
Transfer. Rationale for the object types and the roles hosted by the object types is very
much the same as in the case of the object type Goods Transfer Completed.

REA model has also been modelled and verified by using NORMA (Natural ORM
Architect). A human-readable definition of the model is automatically generated via
verbalization browser integrated in NORMA. Such a method helps to discover inac-
curacies in the model and allows to populate model with test data even before the actual
implementation of the database application. This emphasizes the considerable
expressivity of the ORM approach compared to ER diagram models. Here follows the
example (Fig. 5).

The REA model being an extension of the REA core pattern, the ORM model of
the REA model is also an extension of the ORM model from the previous section.
The ORM model of the REA model is also composed of two kinds of transactions (left
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hand side, right hand side). Each kind of transaction is composed of three phases. The
first initial phase and the final completed phase come from the ORM model of the REA
core pattern.

Fig. 5. The example part of verbalized REA core pattern model in ORM
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The contracted phase is a new phase and is represented by the object types Goods
Transfer Contracted and Money Transfer Contracted. This phase stands for future
(planned) events (in REA notation – commitment). The ORM model of the REA model
is shown in Fig. 6.

The ORM model of the REA model is extended by the object types Goods Transfer
Contracted and Money Transfer Contracted. At first, we focus on a description of how
these new object types change the overall structure of the model. The object type
Goods Transfer Contracted is a direct sub-type of the type Goods Transfer. Next, the
object type Goods Transfer Completed is a direct sub-type of the object type Goods

Fig. 6. ORM model of paired transactions (REA model)
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Transfer Contracted. It indicates that Goods Transfer first enter the phase of being
contracted, and then enter the phase of being completed. In short, any Goods Transfer
can become Goods Transfer Contracted, but only a contracted goods transfer can
become a completed goods transfer.

The structure of the object type Money Transfer is similar to the Goods Transfer
structure. The object type Money Transfer plays a fundamental role in this kind of
transaction. The object type Money Transfer Contracted is a direct sub-type of Money
Transfer, and the object type Money Transfer Completed is a direct sub-type of Money
Transfer Contracted. By analogy with the previous paragraph, any Money Transfer can
become Money Transfer Contracted, but only a contracted money transfer can become
a completed money transfer.

The object types Goods Transfer Contracted and Money Transfer Contracted
mutually express that the agreement specifying goods and their delivery, as well as the
amount of money and conditions of payment, as reached. More specifically, the cus-
tomer enters into an agreement about goods and their specification and the vendor
promises to deliver the stated goods by certain time, in a certain location. The payer
promises to pay according to the agreement, and the cashier promises to accept the
money. Unless an agreement is reached, the exchange process will not continue. In
order to express this condition explicitly, the object type Reciprocity that has a rela-
tionship to the object types Goods Transfer Contracted and to Money Transfer Con-
tracted must be utilized. Its mandatory roles indicate that both Goods Transfer
Contracted and Money Transfer Contracted have become existent.

Each object type Goods Transfer Contracted and Money Transfer Contracted has a
relationship to contracted resource kinds (kind of goods and kind of money) and is
identified by value types further specifying the entity type resource. The value types are
amount, time and location. The structure of these entity and value types is the same as
in the case of Goods Transfer Completed (Money Transfer Completed) but the meaning
is different. These entities and value types represent planned values or kinds of
resources. In reality, they may differ from the entity and value types stated at Goods
Transfer Completed (Money Transfer Completed). On the other hand it is desirable to
record both data concerning the contracted phase of the exchange process, as well as
data concerning the completed phase of the exchange process.

The other transaction(s) of the paired transactions is represented by the object type
Money Transfer Contracted. In this case, the payer has promised that he will pay for
the goods and the cashier has promised that he will accept the amount of money
(resource). At this point it is essential that the state of promise is achieved on both
object types Goods Transfer Contracted and Money Transfer Contracted which is
checked and validated by the object type Reciprocity.

6 Discussion of Findings

Designing an information system involves building a formal model of the application
domain which requires a good understanding of the application domain and utilization
of the proper methodology for modelling specifications in a clear and unambiguous
way. ORM simplifies the design process by using natural language, and by examining
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the information in terms of simple and elementary facts. By expressing the model in
terms of natural concepts, such as objects and roles, it provides a conceptual approach
to modelling comprehensible also to domain experts.

The REA core pattern is directly based on double booking entry and captures
modelling reality accurately. It is fairly comprehensible, but its drawback is its inability
to model future events (commitments). However, this is brought about by the mod-
elling paradigm (double-booking entry), which addresses only past and current eco-
nomic activities. In addition, a temporally Claim entity is utilized to balance time
differences between fulfilling transaction kinds.

The underlying object types of the ORM model of the REA core pattern are Goods
Transfer andMoney Transfer. These object types form the initial phase of the exchange
process. Goods Transfer Completed is a derived sub-type from Goods Transfer, and
Money Transfer Completed is a derived sub-type form Money Transfer. Derived
sub-types create a completed phase of the exchange process. The sub-typing mechanism
allows the introduction of state and state transitions. In reality, it means that first Goods
Transfer becomes existent and then Goods Transfer Completed can occur. The same is
also valid for Money Transfer and Money Transfer Completed. The crucial entity in the
REA core pattern is the Duality entity that keeps different kinds of transactions together.
In the ORM model of the REA core pattern, the object type Duality has a relationship to
Goods Transfer Completed and toMoney Transfer Completed. This is because this object
type relates transactions in the completed phase. In other words, Duality indicates that
both kinds of transactions have been successfully terminated. This approach enables the
elimination of the entity type Claim from the ORM model.

Contrary to the REA core pattern, the REA model represents a solution which
captures future events as an inseparable part. This is in compliance with reality, and not
only with the requirements of double-booking entry. However, REA relationships
between the commitment entity and event entity suffer from a number of deficiencies.
Firstly, both entities are too separated from each other. They should create an integral
unit, yet they do not. Secondly, they suffer from the absence of an REA transaction
oriented state machine. The current REA state machine addresses the states of resource
or resource type in question. Finally, these entities formally belong to different mod-
elling levels; economic commitments belong in the policy level and economic events
have their place at the operational level. A solution is rather difficult to implement.

The ORM model of the REA model represents the ultimate solution. The
sub-typing mechanism is utilized to separate different phases of the exchange process.
More specifically, it is used to discern the initial phase from the contracted phase and
from the completed phase. Phase’s design is intuitive and comprehensible. The con-
tracted phase is a new phase which is added into the phases of the ORM model of the
REA core pattern. It is important phase because this phase signifies the obligation to
fulfil future economic events. The value types and entity types which identify both
contracted transfers represent planned (promised) value types and entity types. Entity
types represent a resource specification and value types represent an amount, time and
location specification. Both in reality and in modelling, it is important to precisely
determine whether the different kinds of transactions were contracted. For this reason,
the object type Reciprocity, which has a relationship to both kinds of transactions, was
introduced.

32 F. Hunka and J. Matula



The object types Goods Transfer and Money Transfer form the beginning of the
paired transactions process, which means that they identify partaking actor roles which
will be involved in the process. They must be created first. After this, the object types
Good Transfer Contracted and Money Transfer Contracted can be created. Mutual
creation of these object types is checked and verified by the object type Reciprocity.
Similarly, existence of Goods Transfer Completed and Money Transfer Completed is
dependent on the existence of contracted transfers. Mutual existence of these object
types is checked and verified by the object type Duality.

The ORM model which is exhibited in Fig. 6 is composed of 24 fact types.
Mandatory roles, uniqueness constraints, and the sub-typing mechanism make the
model comprehensible and complete.

7 Conclusion

The article presents fact-based models of paired transactions corresponding to the REA
core pattern and REA exchange model utilizing the ORM conceptual modeling
method. Presented models were created and verified by NORMA (Natural ORM
Architect). They provide both semantic stability and semantic relevance, which is
necessary for further incorporating the REA modeling approach into fact-based mod-
eling methodologies of business processes.

The benefits of applying this method on paired transactions is mainly in distinction
of the initial phase, the contracted phase, and the completed phase of the paired
transactions ORM model and in support of unified transaction processing. The indi-
vidual phases can be seen as the states of the REA exchange process.

The REA modeling approach is to some extent inherently confined to the changes
in the value of economic resources. This aspect negatively affects creation of the
complex REA concepts such as contract or schedule. On the other hand, mapping
elementary facts delivered by a generic modeling methodology to the complex REA
concepts could be an effective solution to the problem. This is the aim of further
research.
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Abstract. The article presents an approach to extend the functionality and
knowledge of Decision Support Systems to answer the requirements of man-
agers of small and medium-sized enterprises (SMEs). It concerns two major
aspects of the system, i.e. the interface that takes into account the level of
knowledge of the manager, and the interpretation of economic and financial
information using the built-in domain ontologies. The project is related to the
design of smart decision support systems based on financial ontology and on the
model of manager knowledge created by eye-tracking analysis. An experiment
was carried out on real financial data extracted from the database of BINOCLE
system, developed by Bilander Co. To create a model of manager knowledge, a
number of financial analysts, experts and economists were invited to analyze the
pre-defined financial reports. Their tasks were observed and analyzed by the
eye-tracking system StudioTM, Tobii. The logs of the system as well as the
financial ontology have been used to develop the intelligent interface of a
Decision Support System.

Keywords: Model of manager knowledge � Ontology � Financial analysis �
Eye tracking � Decision support system

1 Introduction

Decision-making in small and medium-sized enterprises is an extremely difficult pro-
cess. The most important problems of the functioning of such enterprises are opera-
tional continuity, ensuring the ongoing customer service and support, as well as
technological aspects. Managing a business requires access to the appropriate infor-
mation system that must always go hand in hand with the methods of financial analysis,
allowing managers to monitor the changes in the environment, identify the different
types of risk, choose appropriate forms of insurance against these risks, and follow
appropriate scenarios of development. Each of the scenarios predicts future financial
situations, using the methods and tools of financial analysis. Managers of small and
medium-sized enterprises (SMEs), on the one hand, are usually confronted with the
barriers and limits on information, and on the other hand are able more easily to control
costs and expenses using an individual, simplified information processing system,
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regardless of the requirements of accounting standards. It may be difficult for them to
access prospective information allowing the evaluation of the anticipated environment
changes.

In general, most existing managers of SMEs need solutions that support their
decisions based on transactional data which, after being processed by the tools of
financial analysis, allow them to prepare the decision draft. Today’s information
technology assures managers access to the multi-dimensional data stored in various
databases and enables them to perform multi-criteria analysis. The problem appears,
among others, to lie in the excessive numbers of reports which are generated by
transactional and executive information systems. In the process of management, the
information overload significantly reduces the ability to make the right decision.

In SMEs, financial forecasts needed to make good business decisions oriented
towards improving financial efficiency and dynamic development are very often pre-
pared in a cursory manner or simply ignored. This is mainly due to lack of time, and
not to sufficient and limited managerial knowledge.

The aim of this article is to present an approach to modeling manager knowledge,
using the ontology of Decision Support Systems and eye-tracking logs. Data from
eye-tracking illustrates not only a manager’s perception of the economic reports, but
also makes it possible to discover schemes of data analysis. It facilitates also the
establishment of a manager-knowledge profile and, consequently, creates a possibility
of adapting the interface to an individual’s skills. In the project, the whole process of
analysis of financial data will be supported by built-in ontologies of economic and
financial knowledge which is essential for SME managers. This will be possible thanks
to research focusing on the development of an intelligent interface supporting the
interpretation of economic information, which also is associated with the modelling of
managerial knowledge. The described approach is a continuation of the construction of
the intelligent cockpit for managers (InKoM project), whose main objective was to
facilitate financial analysis and the evaluation of the economic status of the company in
a competitive market [1].

The structure of the article is as follows. The next section focuses on the issues
related to management-based analysis, particularly in relation to SMEs. The following
section briefly refers to managerial analysis in the context of the Key Performance
Indicators (KPI) used to build an ontology of economic and financial knowledge. The
subsequent three sections are devoted to the modeling of managerial knowledge,
together with a synthetic description of the eye-tracking results. The article concludes
with a summary of work to date and future research.

2 Supporting of Managerial Analysis

Management of the SME is a very complex and difficult task. In such organizations,
resources for wider financial and accounting services are usually limited. Often, these
tasks are assigned to accountants who are excessively burdened with operational
activities and supervision of the correct tax settlements. Managers of SMEs often have
to focus on the technological problems related to the core business, which limits the
possibility of financial projections associated with the preparation of the right decisions
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to ensure financial security and dynamic development based on improving financial
efficiency.

Financial analysis allows the interpretation of the information necessary for the
ongoing management of an enterprise1. Managers of SMEs are expected to find support
in the following areas:

• assessment of the financial standing highlights the most important areas of a
company’s activity exposed to risk. The key problem is the analysis of liquidity and
the sufficiency of cash available. The main goal of such analyses is to eliminate
payment bottlenecks;

• assessment of cash flows – whether it is possible to repeat a generated surplus in
subsequent periods or whether that will no longer occur in the future.

The main activities of the SMEs are focused on business operations. Information
processing and related decisions concern the core activities of the company and are
associated with its specificity and membership in a particular industry. An important
element of operational management in SMEs is to control liquidity, while it should be
emphasized that classical liquidity ratios used in large companies cannot always be
directly applied to SMEs. In this view it is worth designing solutions that make use of
analytical accounting records to project liquidity on a monthly basis. There is no doubt
that this kind of analysis of liquidity, taking into account the size of the entity, the
specificity of the industry, and the type of products or services offered, is not possible
without expert knowledge. On the basis of empirical studies, we found that information
requirements for short term management concern [2] information about liquidity,
information on revenues generated by the company, and information on costs incurred.
But for the long-term management area, information is needed: about the company’s
indebtedness, about the profitability of planned investments, and about the financial
situation of the branch.

The process of decisions support made needs – firstly – the decomposition and the
proper selection of management instruments. Managing medium-sized enterprises
requires information about the possibility of gridlock preventing stable business in the
near future. Secondly, there is a need to acquire information to generate the appropriate
level of profit and a minimum level of margins in order to make the right choices. They
are focused on obtaining information on opportunities to increase revenue or to carry
out activities aimed at cost minimization.

Regarding long-term decisions, managers of small companies are not able to relate
to the use of advanced solutions for e.g. capital budgeting. They need analytical models
that enable them to identify signals indicative of the need for investment decisions and
the level of resources involved. With regard to medium-sized enterprises, this type of
analysis should be augmented by simulations on the effectiveness of individual orga-
nizational units (responsibility centers) and the profitability of equity involved.

1 It should be emphasized that the selection of appropriate methods of analysis of the financial
requirements of SME managers is necessary to determine the company's ability to continue its
operations, and to define financial needs, budgets and capital resources of financing assets, signs of
danger and risk of changes in the competitive position and trends in various business areas.
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Acquisition of information to support such decisions is possible mainly through the
use of patterns developed by experts in financial management. Unfortunately, it is
impossible in this case to use the universal solutions – in this case it is necessary to
dispose over an intelligent system that using expert knowledge provides ready-made
decisions, taking into account the specific nature of the company2.

Also important are analysis of the index of debt level and the use of static and
dynamic methods of estimating the profitability of investment. For organizations with
greater economic importance, the study should be completed by:

• the use of the Balanced Score Card and the early warning system,
• analysis of indicators of debt service, study of the cost of capital: domestic and

foreign capital, the weighted average cost of capital,
• pro-forma financial statements - as information about the financial effects of planned

long-term actions,
• evaluation of the company’s profitability: return on sale ratios, return on assets and

equity - to various cuts in the financial result,
• methods of budgeting process.

Generally, the support of decision-making is based on the generation of ready-made
paths, together with projections of the effects of planned decisions. For example, in
a Binocle system of the Bilander company which is classified as a category of DSS,
there are many useful and powerful functionalities that make possible multivariate
analysis of financial data. However, due to the limited resources of SMEs, it is nec-
essary to develop ready-made reporting and decision paths for managers and owners of
SMEs. These reports and patterns of decision-making should take into account inter
alia the support for operational and financial planning, and risk analysis (in particular,
the risk of bankruptcy). In addition, they may include support in investment decisions
and measuring the effectiveness of the company as a whole and its individual orga-
nizational units.

In addition, to improve the decision-making processes in SMEs, three important
issues should be taken into account:

• number of KPIs (key measures of achievement),
• methods of forecasting and simulation to facilitate taking corrective actions,
• standard indicators for SMEs needed for benchmarking.

Also crucial is a selection of available reports (option in the Binocle system) to
present the most important information for the manager. If needed, these reports may
be further detailed.

2 The management of long-term financial analysis conducted by managers of small businesses should
include: a preliminary analysis of financial statements, ratio analysis, information on liquidity ratios,
evaluation of static measures of liquidity, turnover ratios of inventories, receivables and payables
analysis, analysis of the operating cycle in terms of the efficiency of indicators of capital engagement,
productivity of assets and equity, and information on current and future income and expenses.
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3 KPI in Decision Support Systems

A Decision Support System (DSS) can be defined as “an interactive computer-based
system or subsystem intended to help decision makers use communications tech-
nologies, data, documents, knowledge, and/or models to identify and solve problems,
complete decision process tasks, and make decisions” [3, p. 16]. There are five types of
DSS: (1) communications-driven, (2) data-driven, (3) document-driven,
(4) knowledge-driven, and (5) model-driven systems [4]. Our approach can be assigned
to the data-driven DSS, which provide access to large data stores and analytics to
extract information and knowledge using data mining methods.

An important function of business-oriented DSS is the visualization of the calcu-
lated KPIs. These indicators are the basis of decision-making both at strategic as well as
tactical and operational levels. The usefulness of indicators depends on the manager’s
understanding of the concepts, measures and structural links involved. The essence of
the evaluation is the appropriate computing and use of indicators derived from different
financial statements (including Balance sheet, Profit and Loss Statement etc.).
According to the degree of data aggregation, the measures might be global or partial,
where the indicators can be summed up, differentiated, multiplied or divided.

Indicator analysis used to assess the activities of the company has both advantages
and disadvantages. Among the first are: the ease of measurement, the availability of
source data, the ability to identify critical areas of economic activities, the universality
of the indicators, allowing, among other things, the conduct of comparative analyses
with other companies. While the disadvantages are: no indication of the reasons for
unfavourable events, the risk of misinterpretation of measures, the lack of universal
standard ratios. Analysing the semantic relationships between economic indicators can
facilitate the evaluation of the data by finding the causes of adverse events and taking
note of the positive factors.

A characteristic feature of the new generation of information systems for managers
is the reliance on the ontology and semantic retrieval of information. In their archi-
tecture, there are new elements, such as ontology. The use of ontologies and visual
information retrieval within analytical tools can be helpful to solve the following
problems [5, p. 215]:

• definition of business rules in order to get proactive information and advice in the
decision-making process,

• specification of semantic layer describing the relationships between different eco-
nomic concepts,

• presentation of business information,
• the rapid modification of existing databases and data warehouses.

Development of information systems that support managers is progressing towards
the use of visual information retrieval based on semantic models.
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4 Ontological Foundation

Many research projects show that an ontology of economic and financial indicators is
advantageous in decision making [5–11]. It is important to note that there is no single
universal system of economic indicators that might be used in all organizations.
Besides, a lot of companies use a number of assessment models of business based on
the analysis of various indicators.

An ontological approach to modeling domain knowledge was proposed in our
project “Intelligent dashboard for managers (InKoM)” (described in [1, 12]). The main
objective of the project was to develop an intelligent cockpit for managers of small and
medium-sized enterprises which facilitates analysis and interpretation of the economic
situations of the company, and supports analysis of economic and financial data. Three
new components of the cockpit were important: the financial ontology, the data mining
algorithms, and the mechanism of deep retrieval on the Internet. The new system
significantly extended the usefulness of the existing solution [13]. This solution has
enabled adequate, expandable and adaptable definition of economic and financial
knowledge, without having to modify the existing system of TETA BI.

Designing a new intelligent interface, the ontological approach was completed by
eye-tracking methods. Available in the DSS, a visual presentation of knowledge and
related data permits one quickly to assess the economic situation and take appropriate
action. To discover a way of analysing financial reports and statements, the experi-
ments were carried out with managers, financial analysts, and students of economics.
The eye-tracking logs created during the reading of these documents were used to find
the patterns of operations and to model the financial knowledge of each of the par-
ticipants. The concepts and analytical operations performed by each manager were then
matched with the financial ontology available in the system.

5 Case Study – Evaluation of a Company’s Liquidity

Each company assesses various aspects of its business on an ongoing basis. The
necessity for such assessment may result from the need to evaluate managers’ per-
formance. However, this evaluation aspect should not be perceived as a dominant
factor in overall company assessment; much more important issues refer to the
assessment of future prospects of a company.

As previously noted, the liquidity analysis is heavily based on estimating the ability
of a company to pay its debt on time. While conducting liquidity analysis the proper
cash management should be taken into consideration with regard to the phases of the
key repayment obligations. It is also very important not to exceed the basic safety
thresholds. Any analyses require examining current financial obligations, and may be
based on different sources of information such as financial market news. Improving
financial liquidity also refers to accounts receivable, which are converted into cash in
a normal business cycle. According to the literature, the appropriate management of
accounts receivable should be based on the following factors:
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• reliable and continuous information regarding the current cash in-flows,
• fast identification of delayed accounts receivable along with the simulation of

interest charges,
• efficient verification, reconciliation and collection of overdue payments from

debtors,
• reports, analyzes, and statistics that support the process of debt management,
• evaluation of risk of errors associated with the identification of receivables.

Such receivables management solution can also be helpful in improving the liq-
uidity of the company and providing additional information in the liquidity analysis.

The aim of our experiment was to - demonstrate the usefulness of liquidity indi-
cators (namely current indicator, quick indicator, and cash indicator) in the analysis of
corporate financial stability. The starting point of the experiment was a preliminary
analysis of the internal managerial report containing all the necessary data to analyse
liquidity. Participants’ attention was focused on the ambiguous changes in current
indicator and quick indicator in relation to cash indicator.

Liquidity management is not possible without a detailed information coming from
the internal reporting system. A useful report is a Summary Statement indicating the
status of liabilities. Such report includes information on: bank loans, trade credits, lease
payments, guarantees andwarranties. In addition, it is very useful to generate information
on loans used in finance investment projects and information on liabilities overdue more
than six months. This report provides information as to the amount of liabilities that
hinder the repayment of loan instalments. Any remedial action is completed by the
additional monthly and quarterly reports, which are as reliable as the financial statements.

Liquidity management requires detailed information on cash state, including
information on cash surplus or cash deficit. It concerns concise information including
cash in-flows and cash out-flows. This information is very useful for estimating future
cash flows. It allows one to estimate the ability to compute cash excess in the various
phases of the loan repayment.

Another important component is a report containing detailed information on the
planned cash out-flows, broken down by individual business segments. This report
complements the cost information in the Profit and Loss Statement. However, it is very
useful because it contains current expenses as well as committed cash out-flows to be
occurred in the future.

The last source of information is a report containing detailed data about cash
in-flows broken down by strategic business units. This report serves as the supplement
to the revenue information included in Profit and Loss Statement. This report also
contains currently received in-flows as well as the amount of receivables that have not
yet been gathered on a cash basis.

Due to the need for the proper interpretation of the liquidity risks, it was necessary
to design an ontology describing the scope of liquidity management. This ontology is
presented in Fig. 1.

Liquidity indicators are used not only in current cash management issues. They are
often used to assist complex indicators for assessing the validity and usefulness of the
planned development and restructuring projects. In the literature there are three basic
liquidity indicators widely cited [14]:
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Current indicator ¼ inventoryþ accounts receivableþ cash
short term liabilites

Quick indicator ¼ accounts receivableþ cash
short term liabilites

Cash indicator ¼ cash
short term liabilites

The idea of the liquidity analysis is based on the assumption that inventories,
reflected in the current indicator, are converted into cash in a short time, and accounts
receivable are paid by all consumers on a regular basis.

In Polish enterprises, the liquidity analysis based on the cash indicator is the most
frequently used. Usually the reason is the over-supply of products and services as well
as a significant problem with money collection. Most trade contracts are signed for
more than a three-month payment period, and unfortunately in practice they often are
not paid on time. The correct way to analyze receivables should be carried out in
accordance with the diagram shown in Fig. 2.

In liquidity analysis, it is necessary to take into consideration current information
contained in internal reporting, unpaid invoices, which must be consistent with the data
from the financial statements. During the experiment, the participants analyzed the
financial statements of the company, in which the following changes were reported:

• an increase in liabilities,
• fast identification of delayed accounts receivable along with the simulation of

interest charges,
• an increase in inventory,
• a significant increase in short-term receivables,
• negligible increase in cash.

Fig. 1. Ontology: view of liquidity [Source: own elaboration based on Protégé 4]
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To examine the financial situation of the company, the following tasks should be
done (see Fig. 2):

(1) an increase in liabilities,
(2) analysis of the ontology that describes in detail the problem of liquidity

management,
(3) examining the changes in the short-term liabilities which link together all the

liquidity indicators,
(4) analysis of the ontology focused on the differences among various liquidity

indicators (current indicator, quick indicator, and cash indicator),
(5) verification of changes in inventory,
(6) verification of changes in trade receivables,
(7) identification of the most important factors affecting the financial stability,
(8) verification of changes in cash balance.

The described sequence of tasks should lead to the proper assessment of the per-
formance achieved by a company. As a result, the managers should take a decision to
change an internal stock management policy, for instance to produce less, to buy less
material, to launch production processes only for contracted orders. However, proper
interpretation of the company’s performance is not an easy task. Managers are often
focused on non-financial issues and external factors. They do not always distinguish
between positive and negative symptoms of particular indicators. In these cases, financial
ontologies can provide very useful aid.. The use of ontologies embedded in an intelligent
decision support system allows managers to avoid problems with customer insolvency or
payment backlogs in the future. In the case of ambiguous results, the intelligent system
should indicate the most important threats. Simultaneously, the system has to eliminate
less important elements of reporting (for instance information noise).

Fig. 2. Supporting the proper interpretation of liquidity indicators: task 1
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In the analyzed company, the suggestion generated by the system concerns the need
to implement changes in stock management. An ontology-aided system suggests that
a company’s situation is poor due to excessive inventory stocks. In practice this is
clearly an alarming situation. The need for change is presented in the ontology as
a suggestion to reduce inventories.

It is also necessary to conduct the post-implementation analysis of the effectiveness
of the proposed changes. An essential task in this analysis is to examine the perfor-
mance of the company after the implementation of the changes suggested by the DSS.
A sample recommendation generated by the system is shown in Fig. 3.

Based on the ontology, the manager is able to verify the validity of the imple-
mented changes. While performing the sequence of tasks indicated in Fig. 3, the
manager acquires certainty about the effectiveness of the corrective recommendations.

The experiment clearly pointed out that the differences in the interpretation of the
data depend on the level of the participants’ experience. Interpretation of the infor-
mation contained in the internal reporting varied depending on the qualifications of
novices and experienced managers. Novices paid attention only to the increase in
current liquidity indicator and quick indicator. They neglected the decline in the cash
indicator. Most experienced managers focused their attention just on the cash indicator.
The behavioral pattern of experienced managers confirmed the usefulness and com-
prehensiveness of the ontology. The inventory increases were a serious drawback that
caused changes in the allocation of monetary sources. Neglecting the use of ontologies
could be the reason for making a wrong decision, e.g. initiating purchases of new
materials. Based on the ontology, the appropriate decisions with regard to inventory
management may have to be taken.

Fig. 3. Supporting the proper interpretation of liquidity indicators: task 2
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An in-depth analysis of all the liquidity indicators, as well as changes in inventory,
accounts receivables, cash balances, and accounts payable, is required in order to
properly interpret the financial position of the company. The use of systematic
knowledge in the form of ontology is helpful. The ontology can be considered as the
essential component of the intelligent system to make the right decisions designed to
prevent liquidity problems faced by the company.

6 Approach to Modelling of Managerial Knowledge

In the design of a new interface of DSS, an important role should be given to the
manager profile, in particular to the identification of his or her financial and economic
knowledge. There are a number of methods for modelling of a manager’s knowledge
and activities: crowdsourcing [15], testing of physiological brain activity [16], explo-
rations of the observation of the manager’s eye movements, otherwise called eye
tracking. In the project, this last method was applied. In Fig. 4, the left part shows the
areas of the manager’s focus on the presented content. The colored areas indicate which
parts of the document get attention and were examined more closely (colors close to
red), and which ones were omitted. Green colors on the map show areas that drew less
attention. The right part of the figure shows the sequence and depth of the search of the
financial information by two persons (green and purple tracks) scanning the same
document. The arrangement of fixations and saccades that is attained reveals the path of
analysis, indicating the items of greatest attention. In this way, it is possible to show the
difference in detail and the method of analysis of the presented case study.

The first results of sequence analysis have indicated that the level of the manager’s
knowledge determines the perception of the presented data and the manner of analysis.
Novices focused their attention only on increases in two of the three liquidity indi-
cators. They did not take into account the fact that the greatest threat was due to the

Fig. 4. Example heat map and the path of the scan along with defined areas of interest
(AOI) (Color figure online)
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significant decline in cash liquidity. Experienced managers effectively took advantage
of the ontology and focused on any decrease in cash amounts. They understood that the
growth of the current liquidity indicator and the quick liquidity indicator were asso-
ciated with the increase of stock level and receivables. This was not a good symptom
for the company’s financial situation, because both stock and receivables cannot be not
easily converted into cash. Experts using ontology have analysed various threats that
were not noticed by the novices.

Saved in numerical form, eye movement data can be analyzed, processed, and used
for different analytical reports. For instance, the log of the user operations provides
detailed data about the perception of information on the screen, about the order of the
perception of the content and the length of time of focus at any given area of the
document. For example, we can define areas of interest (AOI), shown in the right part of
Fig. 4. Each of the shaded areas indicates a separate AOI. With such data, one can
generate different queries, statistics and measurements. For instance, the information
about attraction of the manager’s particular attention, and the scheduled time of
observation. This information in conjunction with a scanning path made it possible to
obtain information on how a manager has analyzed and understood the data in the report.

The results of the experiments raised three questions: (1) how and why does the
experienced manager proceed; (2) how to identify the short-comings and errors com-
mitted by inexperienced managers, and (3) how to recognize a manager’s fatigue and
stress, which were identified after detailed analysis of the acquired data. The answers to
these and other questions are essential to build patterns of schematic perception of
economic information. For example, at this stage of the project it was not easy to
uniquely identify which particular state affects the errors in analysis. It boiled down to
difficulties in concentration, thereby generating a considerable amount of fixations with
very short saccades. A similar result can be caused by the sudden detachment of sight,
when the person’s focus was drawn to the external environment; for example, if a door
was opened or someone entered the room. Referring to the analysis of the financial
statements, it was noticed that there were problems in coming back to deliberate
reasoning, which in turn resulted in increased discernment when re-examining the
problem from the beginning.

Using process mining methods, the preliminary rules and sequences of activities
were discovered for novices and managers with experience. Raw quantitative data,
collected by tracking software, were analysed and used in the process of searching for
perception patterns. As a result of the data mining, it was possible to obtain a model of the
analytical operations of managers. Such data, along with analytical models and ontology
of financial analysis, are the essential parts of an intelligent decision support system.

7 Conclusion and Future Research

This article presents a new attempt to create an intelligent interface for a Decision
Support System. The idea was founded on the use of domain ontology and methods of
patterns discovery of managerial knowledge from eye-tracking logs. The studies show
that managers of small and medium-sized enterprises often have little benefit from
achievements in the field of broadly understood financial analysis and IT technology, to
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strengthen their competitive position on the market and maintain financial credibility.
The problem is often caused by the lack of the knowledge required to correctly interpret
the financial reports as well as economic indicators. Also, these studies have shown
difficulties for the knowledgeable use of information systems that contain too many
functions and tools that exceed the user’s knowledge and skills. Usually, numerous
ways of reporting, and the complex visualization tools, deepen the difficulties in the
perception of the financial situation of an enterprise and its environment.

The use of improved visualization and access to semantic searches are primary
characteristics of the DSS. One of the main artefacts in semantic networks is the
ontology of business information. The experiments showed the usefulness of ontology
where each concept and relationship can be considered in a multifaceted way. In the
case studies, we have demonstrated that decision making without the use of ontology
may lead to wrong conclusions, e.g. introducing sales promotion to increase sales
growth. It should be pointed out that analysis of indicators alone without relation to
other components of financial reporting can lead to the choice of improper interpre-
tations. Ontology is therefore an essential element in the DSS that allows a manager to
make correct business decisions oriented toward company prosperity and avoiding the
threat of bankruptcy.

The use of eye-tracking allowed us to develop preliminary patterns of analysis of
financial reports and the ways of interpreting the most important indicators. The
sequences of actions discovered on the basis of the eye-tracking of experts makes it
possible to define best practices to analyze financial data. However, these patterns are
not sufficient to solve the problem. They must be associated with the financial ontology
that helps to interpret the data and provide appropriate adequate recommendations.

Preliminary results of the experiments demonstrated large differences between the
experienced managers and novices in the manner of data perception and a way of
analysis of financial reports. To develop a user-oriented interface, further in-depth
studies on identifying the level of manager knowledge are needed. The project will be
continued, especially on the modeling of manager knowledge using eye-tracking.
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Abstract. Information and communication technologies (ICTs) can enhance
the knowledge sharing by lowering temporal and spatial barriers between pro-
sumers and enterprises, and improving access to prosumers’ knowledge for
enterprises. A major challenge for enterprises involves investing in the appro-
priate ICTs that help facilitate prosumers’ knowledge engagement and knowl-
edge transfer. The purpose of the paper is to indicate which ICTs are currently
used and expected to be used to enable knowledge sharing by Polish and
UK-based prosumers. The reported outcomes are the result of a questionnaire
survey that yielded responses from 783 Polish and 171 UK-based prosumers.
The results indicate the primary ICTs choices for use and expected use by
Poland and UK-based prosumers and reveals important differences between
these countries. The mobile applications being favored amongst the UK
respondents whereas the dedicated enterprise website is the favored ICT
amongst Polish respondents. The results explore the choice and variety of ICTs
available for prosumers that may be overlooked by enterprises as trends change.
The variety of ICTs provided by enterprises may be too limiting to promote the
type of knowledge sharing and communications expected to reassure the pro-
sumers, and the ICT trends and customer culture have an affect the choice of
ICT uptake for knowledge sharing with enterprises.

Keywords: Information and communication technologies � Knowledge �
Prosumers � Knowledge sharing � Poland � United Kingdom

1 Introduction

Knowledge is currently viewed as a fundamental driver for the commercial success of
enterprises and is crucial to their competitive advantage [1–4]. Moreover, customer
knowledge becomes an essential intangible asset for every line of business [5], leads to
better response and respect toward customers [6, 7], makes a contribution towards new
and innovative products [8, 9], contributes to the improvement of business value [10],
and enhances the competitiveness of businesses [11, 12].
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Consumers who share their knowledge with enterprises with the aim of creating
values and benefits for enterprises and their own consumption are known as “pro-
sumers,” whereas the process in which they share knowledge with enterprises is
consistent with the notion of “prosumption” [13–18]. In general, prosumption refers to
situations in which prosumers share knowledge not only with enterprises, but also with
other prosumers to produce things of value for enterprises, and also for themselves.
They can share knowledge voluntarily and do not expect any tangible benefits [19].
Other times they share knowledge under the condition of obtaining certain benefits in
return, such as rewards or fulfilling personal goals [20].

Given that advances in ICTs have made it easier to share knowledge and these ICT
developments have made the world increasingly interconnected, many enterprises
recognise there are challenges to employ the appropriate ICTs to facilitate knowledge
sharing with prosumers. In considering the complexity of prosumption, prosumers’
knowledge sharing initiatives and the variety of ICTs, enterprise must often confront
these challenging tasks in deciding what type of ICTs to deploy in support of their
prosumption initiatives.

The existing studies mostly examine ICTs for knowledge management in enter-
prises [21–26]. Researchers argued that ICTs play an important role in acquiring,
codifying, storing, creating, sharing and applying knowledge that can be crucial for
effective decision making and control at all levels.

The authors of this paper, following an extensive review of the literature, did not
unearth any insightful studies to interpret how ICTs support prosumers’ knowledge
sharing with enterprises. This reveals a need to study the ICTs that should be adopted
and used by enterprises to better enable prosumers’ knowledge sharing. Therefore,
conducting research among prosumers and enterprises should contribute to greater
understanding of the use of ICTs for prosumers’ knowledge sharing and should help fill
the gap in the existing body of knowledge.

In light of the above limitations, this paper focuses on investigating the choice of
ICTs supporting prosumers’ knowledge sharing in Poland and the UK. It presents
extended and detailed analyses presented in the previous paper [27]. The aim of this
paper is to indicate the ICTs that are currently used by prosumers in comparison with
the preferred ICTs expected to be used by prosumers. The replies to a number of
questions were presented and a number of hypothesis were tested.

The paper is structured as follows. Section 1 is an introduction to the subject.
Section 2 states the theoretical background of ICTs for supporting prosumers’
knowledge sharing and poses research questions and hypotheses. Section 3 describes
the research methodology. Section 4 presents the research findings on ICTs used and
expected to be used by prosumers to facilitate knowledge sharing. Section 5 presents
the discussion of research findings. Section 6 provides the study’s contributions and
limitations, and implications for the findings and considerations for future investigative
work.
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2 Theoretical Background and Research Questions

2.1 Understanding Prosumers’ Knowledge and Its Sharing
with Enterprises

The concept of prosumption has emerged from consumption theory. It focuses on the
role that can be played by pro-active consumers willing to cooperate with enterprises.
Nonetheless, according to Ritzer [28], this concept still remains a niche concept in the
literature and is largely unknown to most observers. In his opinion it is definitely
because of the other hegemonic concepts – production and consumption – that are so
omnipresent and powerful.

The term ‘prosumer’ was coined by Toffler [16]. According to him, selected
enterprises’ tasks (mainly manual tasks), previously performed by enterprises’
employees, are increasingly performed by consumers in accordance with the
do-it-yourself principle, and by implication consumers become co-creators of products
and services. Indeed, the terms of prosumption and prosumer have evolved over the
years [29, 30]. A significant role in the development of prosumption was played by the
ICT progress. In addition, the direction of prosumption development was established
by prosumers’ willingness to collaborate with enterprises and employ ICTs for this
purpose [31, 32]. As a result, modern approaches to prosumption differ greatly from
Toffler’s proposal. The modern approach to prosumption emphasizes the creativity of
prosumers, as well as being connected to the value of prosumers’ knowledge for
enterprises. They could be perceived as outside experts who are able to perform some
business tasks [33]. Enterprises can use their knowledge to attain business goals and, as
a consequence, engage prosumers in business tasks.

Prosumers’ knowledge is the most important asset for most sectors engaged in
contemporary business and is one of the most important contributors in improving
business value and enhancing business performance [6, 34–37]. It is usually catego-
rized into three types [38, 39]:

– Knowledge about prosumers represents both prosumers’ needs and requirements; it
may encompass characteristics in prosumers’ behavior, their demographics and
previous purchasing patterns; it may allow an understanding of prosumers’ moti-
vation in order to adjust and personalize products’ or services’;

– Knowledge for prosumers is created to satisfy prosumers’ needs; it may include
knowledge about enterprises, products and services; it may support prosumers in
their buying cycle, impact on prosumers’ perception of enterprises and offers, and
become the base of knowledge from prosumers; and

– Knowledge from prosumers is created through the prosumers’ experience with
enterprises; it may embrace ideas, thoughts, reviews, opinions, discussions, advice
and rankings that enterprises receive from their prosumers and use them to enhance
their products and services.

Additionally, some authors distinguished knowledge with prosumers, also called
‘knowledge co-creation’. This knowledge is created through a prosumers’ participation
within a shared practice or community of practice. It means that prosumers, as envi-
ronment partners, participate in the development of enterprise knowledge and new
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knowledge and innovations are created in a shared and intensive process [40, 41]. They
suggest that the classification embracing three types of knowledge should be completed
by adding this fourth type of knowledge. Xuelian, Chakpitak, and Yodmongkol [42]
claimed that knowledge with prosumers will shape the future of business. Koniorczyk
[43] indicated that an example of this type of knowledge is IKEA Innovation Labs.

The sharing of these various kinds of prosumers’ knowledge between the pro-
sumers and enterprises is critical in order to produce things that are of value not only
for enterprises but also for prosumers. It could be characterized as a process in which
prosumers’ knowledge is exchanged among prosumers and enterprises. In this process
prosumers share what they have learned and transfer what they know to enterprises that
have a business interest in it and that have found this new knowledge to be useful for
business improvement [44]. In this process the value of knowledge appreciates when it
is shared [32].

In this study, the term “prosumers’ knowledge sharing” means providing knowl-
edge from prosumers (prosumers’ ideas of products developments and creation,
thoughts, reviews, opinions, discussions, advice and rankings) to enterprises and other
prosumers. This approach is in line with the proposal of Wang and Noe, who distin-
guished knowledge sharing from knowledge exchange [45]. According to them,
“knowledge exchange includes both knowledge sharing (or employees providing
knowledge to others) and knowledge seeking (or employees searching for knowledge
from others).” It should however be noted that “knowledge sharing” can be also used
interchangeably with “knowledge exchange” [46].

2.2 ICTs Supporting Prosumers’ Knowledge Sharing

Some studies show that ICTs, especially CRM systems [47], Business Intelligence
systems [48], and social media [49–54] can be used for knowledge management or can
affect decisions of potential consumers and thus enterprises activities [55]. Other
studies indicate that mobiles technologies (both mobile devices and mobile applica-
tions) can be used for prosumers and enterprises innovations [56, 57].

Additionally, researchers have examined ICT-tools for knowledge sharing [22, 58].
Jiebing, Bin, and Yongjiang [59] provided a conceptual framework to explore the
linking mechanisms between customer knowledge management and ICT-based busi-
ness model innovation. Studies concerned with the role of ICTs in knowledge sharing
enlist such primary technologies as blogs, e-mail systems, e-collaborative systems,
e-forums, knowledge repository, instant messaging, audio conferencing, podcasts,
video conferencing, and wiki in the context of challenges faced by the practitioners in
distributed projects [60] or in the context of Nonaka and Takeuchi’s SECI model [61].
The focus of the SECI model on knowledge creation explores the cycle of generating
tacit knowledge through to explicit knowledge and recreating tacit knowledge. The
knowledge change in the SECI model is summarised as tacit to tacit (Socialization),
tacit to explicit (Externalization), explicit to explicit (Combination), explicit to tacit
(Internalization) [61, 62].
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Only a few of the studies explore the application of social media for sharing
customer knowledge. For example Chua and Banerjee [50] presented how Starbucks
redefined the roles of its customers through the use of social media by transforming
them from passive recipients of beverages to active contributors of innovation. Wijaya,
Spruit, Scheper, and Versendaal [63], who examined the influence of web 2.0 concept
in the webstrategy formulation for organizations, claimed that consumers would like to
use web applications from multiple devices and even they would not have been able to
share knowledge if the software was only accessible through one device. Jalonen [64]
explored the interplay between knowledge and emotion in the organisational knowl-
edge creation process in the context of social media. Okazaki et al. [65] found a clear
connection among customer engagement, prosumption, and Web 2.0 in a context of
service-dominant logic. Moreover, they identified social networks created by pro-
sumers. Yang and Li [66] examined the popularity of consumer-generated content of
online co-creation communities which share and exchange product-related knowledge.
They confirmed that social capital between customers, particularly the norm of
reciprocity, was a strong driver of popularity of consumer-generated content. Based on
the literature review, Zembik [67] explored various types of social media and their role
as source of knowledge about, for, and from customers. Ziemba and Mullins [39]
proposed the conceptual customer stratification framework which explains the stages
required by a business to observe customers social media discussions.

2.3 Research Questions and Hypotheses

After extensively searching through the literature, it was observed that there is a
research gap in the existing body of knowledge related to ICTs used currently by
prosumers and expected to be used by them to support prosumers’ knowledge sharing.
Also there is no research focusing on comparative analysis between less developed
countries (like Poland) and better developed (like the UK) in the above mentioned area.

In order to bridge the gap this study examines ICTs facilitating Polish and
UK-based prosumers’ knowledge sharing and focuses on addressing the following
research question:

Q1: What ICTs are used for knowledge sharing by Polish and UK-based prosumers
combined?
Q2: Are there statistically significant differences between Polish and UK-based
prosumers in ICTs used for knowledge sharing?
Q3: What ICTs are expected to be used for knowledge sharing by Polish and
UK-based prosumers combined?
Q4: Are there statistically significant differences between Polish and UK-based
prosumers in ICTs expected to be used for knowledge sharing?
Q5: Are there statistically significant differences between ICTs used and expected
to be used for knowledge sharing by Polish and UK-based prosumers combined?
Q6: What ICTs are used for knowledge sharing by Polish prosumers?
Q7: What ICTs are expected to be used for knowledge sharing by Polish
prosumers?
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Q8: Are there statistically significant differences between ICTs used and expected
to be used for knowledge sharing by Polish prosumers?
Q9: What ICTs are used for knowledge sharing by UK-based prosumers?
Q10: What ICTs are expected to be used for knowledge sharing by UK-based
prosumers?
Q11: Are there statistically significant differences between ICTs used and expected
to be used for knowledge sharing by UK-based prosumers?

Taking into account the above considerations and above research questions, five
research hypotheses were formulated:

H1: There are statistically significant differences between Polish and UK-based
prosumers in ICTs used for knowledge sharing.
H2: There are statistically significant differences between Polish and UK-based
prosumers in ICTs expected to be used for knowledge sharing.
H3: There are statistically significant differences between ICTs used and expected
to be used for knowledge sharing by Polish and UK-based prosumers combined.
H4: There are statistically significant differences between ICTs used and expected
to be used for knowledge sharing by Polish prosumers.
H5: There are statistically significant differences between ICTs used and expected
to be used for knowledge sharing by UK-based prosumers.

3 Research Methodology

Research methods included a critical review of the literature, logical deduction, case
studies, a survey questionnaire, and statistical analysis. The research process followed
the following steps:

1. The critical review of existing studies related to “prosumption,” “prosumer,”
“customer,” “consumer,” “knowledge,” “knowledge sharing,” “ICT,” “information
technology” enabled to examine some ICTs supporting prosumers’ knowledge
sharing. The review embraces five bibliographic databases: Ebsco, ProQuest,
Emerald Management, Scopus and ISI Web of Knowledge.

2. Interpretation of the case studies reporting prosumers’ knowledge sharing informed
the identification of the ICTs that are used by prosumers to share knowledge with
enterprises.

3. An initial pilot survey questionnaire was designed. The questionnaire was divided
into two parts. After a few demographics questions all participants were obliged to
answer the question: Have you ever assessed or commented on products or com-
panies, proposed products improvements to the companies or designed new
products? This question enabled the division of respondents into consumers (not
active in this area) and prosumers (active ones). The questionnaire contained
questions concerning specified ICTs employed by enterprises to support prosumers’
knowledge sharing. The questions were: (1) Which ICTs offered by enterprises have
you used to share your knowledge, ideas and proposals about products or enter-
prises? (2) If you could in a free and unlimited way share your knowledge about
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products or enterprises, propose ideas of products developments or design new
products – please indicate which ICTs would you like to use? The former question
was directed only to prosumers. The latter was directed to both – prosumers and
consumers. Various kinds of ICTs were listed for those questions. For each listed
ICTs the respondents could choose one of five responses, according to a 5-point
Likert scale: (1) definitely not (never), (2) probably not, (3) I don’t know (no
answer), (4) probably yes, (5) definitely yes (many times).

4. In November 2014 the more in-depth pilot survey was conducted in Poland. The
purpose was substantive and methodological scrutiny of the questionnaire. To
conduct reliability analysis, Cronbach’s coefficient alpha was used. Cronbach’s
alpha for 16 analyzed items was 0.881. Hinton et al. [68] suggested four different
ranges of reliability, i.e. the excellent range (0.90 and above), the high (0.70–0.90),
the high moderate (0.50–0.70) and the low (0.50 and below). Thus, it can be
concluded that the scale had high reliability and it could be used in the research
process. Moreover, substantive scrutiny of the questionnaire enabled the researchers
to perform minor changes in order to improve the quality of the questionnaire.

5. Applying the CAWI (Computer-Assisted Web Interview) method and employing
the Polish platform Ankietka.pl, and the English platform Bristol Online Survey
(BOS), hosted at the University of Bristol, the survey questionnaires was uploaded
to the websites. Data collection took place between the end of December 2014 and
March 2015 in Poland, and between February and April 2016 in the United
Kingdom. In Poland, the designed sample size was 2.500 people, comprising people
of different age, gender, and ICT skills. In the UK the online survey letter and URL
was initially posted to 1000 individuals comprising people of different age, gender,
and ICT skills, and presented to a random sample of the target population. Using
online tools permits contact with an accessible audience as the survey appears on
search engine lists due to metatags and appropriate placing of keywords. After
screening the responses and excluding outliers, there was a final research sample of
783 usable, correct and complete questionnaires from Poland and 171 from the
United Kingdom. The data was stored in Microsoft Excel format. The demographic
analysis of the research sample is presented in Table 1.

6. As the process of collecting data was completed the reliability was calculated. The
Cronbach’s alpha coefficient with all 16 items confirmed a high internal consistency
(0.882). Additionally, the values of Cronbach’s alpha for each item, with the
assumption that a given item was deleted, were calculated. The Cronbach’s alpha
values for the items were between 0.883 and 0.845. The results showed that the
removal of some items would not lead to the improvement of internal consistency
among items on the scale. Overall, the original alpha scores with all 16 items show a
strong internal consistency and reliability.

7. In order to answer the research questions and conform the research hypotheses, the
statistical analysis was employed. Firstly, the descriptive analysis was employed to
describe ICTs used and expected to be used by prosumers. The following statistics
were calculated: mean, median (MDN), first quartile (Q25), third quartile (Q75),
mode, variance (VAR), standard deviation (SD), coefficient of variation (CV),
skewness (SK), and coefficient of kurtosis (CK). Secondly, the Mann-Whitney
U test was applied in order to identify differences between Polish and UK-based
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prosumers, and between ICTs used and excepted to be used by prosumers. This test
was selected because it does not assume any assumptions related to the distribution,
and it is used to test whether two independent samples of observations are drawn
from the same or identical distribution. The nine ICTs were analyzed, i.e. e-mails
(E-ma), Internet forums (InFo), enterprises’ websites (EnWe), information websites
(InWe), industry specialized portals (InPo), mobile applications (MoAp), enter-
prises’ specialized applications (EnAp), Facebook fanpages (FaFa), online surveys
(OnSu). These ICTs were identified as crucial for prosumers in order to knowledge
sharing with enterprises [27].

4 Research Findings

In order to analyze ICTs supporting prosumers’ knowledge sharing, we examined
which ICTs facilitating prosumers’ knowledge sharing are currently used and expected
to be used by prosumers in Poland and the UK. ICTs used by prosumers reflect these
ICTs which currently are used by prosumers to share their knowledge. Whereas, ICTs
expected to be used by prosumers reflect these ICTs which are needed by prosumers to
share their knowledge. Additionally, the analyses were made in the context of Poland
and UK combined, as well as separately in Poland and the UK.

Table 1. Demographics analysis of the research sample

Demographic profile Poland United Kingdom

Number of
respondents

Percentage of
respondents

Number of
respondents

Percentage of
respondents

Gender
Female 599 76.5% 98 57.3%

Male 184 23.5% 73 42.7%
Age
Builders generation – over 65
years old

14 1.8% 8 4.68%

Baby-Boomers generation –

51–65 years old 35 4.5% 25 14.62%
X generation – 36–50 years old 108 13.8% 67 39.18%

Y generation – 21–35 years old 369 47.1% 68 39.77%
Z generation – less than 21
years old

257 32.8% 3 1.75%

Level of education

Higher education 217 27.7% 89 52.05%
Secondary education 559 71.4% 75 43.86%
Less than secondary education 7 0.9% 7 4.09%

Place of residence
City with a population of more
than 100.000

419 53.5% 96 56.14%

City with a population of less
than 100.000

244 31.2% 53 30.99%

Rural area 120 15.3% 22 12.87%
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4.1 ICTs Used and Expected to Be Used for Knowledge Sharing by Polish
and UK-Based Prosumers Combined

The following research questions and hypothesis were posed and relate to the com-
bined results regarding ICTs used by prosumers in Poland and the UK:

Q1: What ICTs are used for knowledge sharing by Polish and UK-based prosumers
combined?
Q2: Are there statistically significant differences between Polish and UK-based
prosumers in ICTs used for knowledge sharing?
H1: There are statistically significant differences between Polish and UK-based
prosumers in ICTs used for knowledge sharing.

In order to answer the research question Q1, detailed analysis concerning ICTs used
by Polish and UK-based prosumers to share their knowledge, was made. The results are
presented in Table 2. It is found that prosumers mainly used five kinds of ICTs for
knowledge sharing, i.e. enterprises’ websites, e-mails, Internet forums, Facebook
fanpages and online surveys. Other ICTs were used by prosumers but very rarely.

In order to answer the research question Q2 about significant differences between
Polish and UK-based prosumers in ICTs used for knowledge sharing, the
Mann-Whitney U test was used. The test results presented in Table 3 did not show any
significant differences between Polish and UK-based prosumers in such ICTs like
e-mails, Internet forums, and online surveys. Whereas, there were significant differ-
ences in ICTs like: enterprises’ websites, information websites, industry specialized
portals, mobile applications, enterprises’ specialized applications, and Facebook
fanpages.

The detailed analysis (Appendix 1) shows that:

• Enterprises’ websites were more likely used by Polish prosumers (Mean = 3.71;
MDN = 4; Mode = 4) than UK-based prosumers (Mean = 3.52; MDN = 4;
Mode = 4);

Table 2. ICTs used for knowledge sharing by Polish and UK-based prosumers combined

Code Mean Q25 MDN Q75 Mode VAR SD CV SK CK

EnWe 3.69 3 4 5 4 1.47 1.21 0.33 −0.26 −0.24
E-ma 3.49 2 4 4 4 1.70 1.30 0.37 −0.39 −0.93
InFo 3.39 2 4 4 4 1.78 1.33 0.39 −0.46 −1.02
FaFa 3.22 2 4 4 4 2.05 1.43 0.44 −0.54 −1.29
OnSu 3.13 2 4 4 4 1.81 1.35 0.43 −0.65 −1.21
InPo 2.94 2 3 4 4 1.9 1.38 0.47 −0.77 −1.35
MoAp 2.80 1 3 4 4 1.9 1.38 0.49 −0.87 −1.42
InWe 2.74 2 2 4 2 1.74 1.32 0.48 0.56 −1.24
EnAp 2.59 1 2 4 1 1.83 1.35 0.52 1.18 −1.27
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• Information websites were more likely used by Polish prosumers (Mean = 2.85;
MDN = 3; Mode = 4) than UK-based prosumers (Mean = 2.33; MDN = 2;
Mode = 2);

• Industry specialized portals were more likely used by UK-based prosumers
(Mean = 3.26; MDN = 4; Mode = 4) than Polish prosumers (Mean = 2.87;
MDN = 3; Mode = 4);

• Mobile applications were more likely used by UK-based prosumers (Mean = 4.01;
MDN = 4; Mode = 4) than Polish prosumers (Mean = 2.56; MDN = 2;
Mode = 1);

• Enterprises’ specialized applications were more likely used by UK-based prosumers
(Mean = 3.59; MDN = 4; Mode = 4) than Polish prosumers (Mean = 2.38;
MDN = 2; Mode = 1); and

• Facebook fanpages were more likely used UK by based prosumers (Mean = 3.78;
MDN = 4; Mode = 4) than Polish prosumers (Mean = 3.11; MDN = 4;
Mode = 4).

The following research questions and hypothesis related to ICTs expected to be
used by prosumers in Poland and UK combined were posed:

Q3: What ICTs are expected to be used for knowledge sharing by Polish and
UK-based prosumers?
Q4: Are there statistically significant differences between Polish and UK-based
prosumers in ICTs expected to be used for knowledge sharing?
H2: There are statistically significant differences between Polish and UK-based
prosumers in ICTs expected to be used for knowledge sharing.

In order to answer the research question Q3, detailed analysis concerning ICTs
expected to be used by Polish and UK-based prosumers, to share knowledge, was
made. The results are presented in Table 4. It is found that most prosumers expected to
use enterprises’ websites and e-mails. The mean values are 3.91 and 3.68 respectively,
the median and mode values are 4.00.

In order to answer the research question Q4 about significant differences between
Polish and UK-based prosumers in ICTs expected to be used for knowledge sharing,
the Mann-Whitney U test was used. The test results presented in Table 5 did not show
any significant differences between Polish and UK-based prosumers in such ICTs like
enterprises’ specialized applications and Facebook fanpages. Whereas, there were
significant differences in ICTs like: e-mails, Internet forums, enterprises’ websites,
information websites, industry specialized portals, mobile applications, and online
surveys.

Table 3. The Mann-Whitney test results for ICTs used for knowledge sharing by Polish and
UK-based prosumers combined

ICT E-ma InFo EnWe InWe InPo MoAp EnAp FaFa OnSu

Z 1.48 0.99 2.11 2.58 −2.18 −8.11 −6.79 −3.42 1.00
p value 0.14 0.32 0.03 0.01 0.03 0.00 0.00 0.00 0.31
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The detailed analysis (Appendix 1) shows that:

• E-mails are more likely expected to be used by Polish prosumers (Mean = 3.77;
MDN = 4; Mode = 4) than UK-based prosumers (Mean = 3.29; MDN = 4;
Mode = 4);

• Internet forums are more likely expected to be used by Polish prosumers
(Mean = 3.54; MDN = 4; Mode = 4) than UK-based prosumers (Mean = 3.18;
MDN = 4; Mode = 4);

• Enterprises’ websites are more likely expected to be used by Polish prosumers
(Mean = 4.00; MDN = 4; Mode = 4) than UK-based prosumers (Mean = 3.53;
MDN = 4; Mode = 4);

• Information websites are more likely expected to be used by Polish prosumers
(Mean = 3.44; MDN = 4; Mode = 4) than UK-based prosumers (Mean = 2.53;
MDN = 2; Mode = 2);

• Industry specialized portals are more likely expected to be used by Polish pro-
sumers (Mean = 3.57; MDN = 4; Mode = 4) than UK-based prosumers (Mean =
3.25; MDN = 4; Mode = 4);

• Mobile applications are more likely expected to be used by UK-based prosumers
(Mean = 3.74; MDN = 4; Mode = 4) than Polish prosumers (Mean = 3.28;
MDN = 4; Mode = 4); and

• Online surveys are more likely expected to be used Polish prosumers (Mean = 3.10;
MDN = 3; Mode = 4) than UK-based prosumers (Mean = 2.89; MDN = 2;
Mode = 2).

Table 4. ICTs expected to be used for knowledge sharing by Polish and UK-based prosumers
combined

Code Mean Q25 MDN Q75 Mode VAR SD CV SK CK

EnWe 3.91 4 4 5 4 1.01 1.01 0.26 −0.09 0.80
E-ma 3.68 3 4 5 4 1.42 1.19 0.32 −0.27 −0.47
InPo 3.51 3 4 4 4 1.39 1.18 0.34 −0.41 −0.64
InFo 3.47 2 4 4 4 1.44 1.20 0.35 −0.44 −0.84
FaFa 3.40 2 4 4 4 1.74 1.32 0.39 −0.45 −1
EnAp 3.39 2 4 4 4 1.50 1.23 0.36 −0.50 −0.83
MoAp 3.36 2 4 4 4 1.55 1.24 0.37 −0.51 −0.90
InWe 3.27 2 4 4 4 1.58 1.26 0.38 −0.58 −1.16
OnSu 3.06 2 3 4 4 1.61 1.27 0.41 −0.74 −0.71

Table 5. The Mann-Whitney test results for ICTs expected to be used for knowledge sharing by
Polish and UK-based prosumers combined

ICT E-ma InFo EnWe InWe InPo MoAp EnAp FaFa OnSu

Z 5.05 3.61 5.43 8.33 3.15 −4.26 1.67 −0.89 2.07
p value 0.00 0.00 0.00 0.00 0.00 0.00 0.10 0.37 0.04
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The following research question and hypothesis were posed related to a comparison
between ICTs used and ICTs expected to be used to support knowledge sharing by
prosumers in Poland and the UK:

Q5: Are there statistically significant differences between ICTs used and expected
to be used for knowledge sharing by Polish and UK-based prosumers combined?
H3: There are statistically significant differences between ICTs used and expected
to be used for knowledge sharing by Polish and UK-based prosumers combined.

In order to answer the research question Q5 about significant differences between
ICTs used and expected to be used by Polish and UK-based prosumers for knowledge
sharing, the Mann-Whitney U test was used. The test results presented in Table 6 did
not show any significant differences between Polish and UK-based prosumers in such
ICTs like Internet forums and online surveys. Whereas, there were significant differ-
ences in ICTs used and expected to be used like: e-mails, enterprises’ websites,
information websites, industry specialized portals, mobile applications, enterprises’
specialized applications, and Facebook fanpages.

The detailed analysis (Appendix 1) shows that:

• Enterprises’ specialized applications are more likely expected to be used by Polish
and UK-prosumers (Mean = 3.39; MDN = 4; Mode = 4) than they are currently
used by them (Mean = 2.59; MDN = 2; Mode = 1);

• Industry specialized portals are more likely expected to be used by Polish and
UK-prosumers (Mean = 3.51; MDN = 4; Mode = 4) than are currently used by
them (Mean = 2.94; MDN = 2; Mode = 2);

• Mobile applications are more likely expected to be used by Polish and
UK-prosumers (Mean = 3.36; MDN = 4; Mode = 4) than are currently used by
them (Mean = 2.80; MDN = 3; Mode = 4);

• Information websites are more likely expected to be used by Polish and
UK-prosumers (Mean = 3.27; MDN = 4; Mode = 4) than are currently used them
(Mean = 2.74; MDN = 2; Mode = 2);

• Enterprises’ websites are more likely expected to be used by Polish and
UK-prosumers (Mean = 3.91; MDN = 4; Mode = 4) than are currently used
(Mean = 3.69; MDN = 4; Mode = 4);

• E-mails are more likely expected to be used by Polish and UK-prosumers
(Mean = 3.68; MDN = 4; Mode = 4) than are currently used by them (Mean =
3.49; MDN = 4; Mode = 4); and

Table 6. The Mann-Whitney test results for ICTs used and expected to be used by Polish and
UK-based prosumers for knowledge sharing

ICT E-ma InFo EnWe InWe InPo MoAp EnAp FaFa OnSu

Z −2.26 −0.50 −2.51 −6.91 −7.17 −6.98 −10.10 −2.00 1.19
p value 0.02 0.62 0.01 0.00 0.00 0.00 0.00 0.05 0.23
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• Facebook fanpages are more likely expected to be used by Polish and
UK-prosumers (Mean = 3.40; MDN = 4; Mode = 4) than are currently used by
them (Mean = 3.22; MDN = 3; Mode = 4).

4.2 ICTs Used and Expected to Be Used for Knowledge Sharing by Polish
Prosumers

The following research questions and hypothesis related to a comparison between ICTs
used and ICTs expected to be used to support knowledge sharing by prosumers in
Poland were posed:

Q6: What ICTs are used for knowledge sharing by Polish prosumers?
Q7: What ICTs are expected to be used for knowledge sharing by Polish
prosumers?
Q8: Are there statistically significant differences between ICTs used and expected
to be used for knowledge sharing by Polish prosumers?
H4: There are statistically significant differences between ICTs used and expected
to be used for knowledge sharing by Polish prosumers.

In order to answer the research questions Q6 and Q7, detailed analysis concerning
ICTs used and expected to be used by Polish prosumers to share their knowledge, was
made. The results are presented in Table 7 (ordered by mean values of ICTs expected
to be used). It is found that Polish prosumers mainly used five kinds of ICTs for
knowledge sharing, i.e. enterprises’ websites, e-mails, Internet forums, Facebook
fanpages, and online surveys. However, all ICTs were more expected to be used by
Polish prosumers, especially enterprises’ websites, e-mails, industry specialized portals,
Internet forums, and information websites.

In order to answer the research question Q8 about significant differences between
ICTs used and expected to be used by Polish prosumers, the Mann-Whitney U test was
used. The test results presented in Table 8 did not show any significant differences
between ICTs used and expected to be used by Polish prosumers in such ICTs like

Table 7. ICTs used and expected to be used by Polish prosumers for knowledge sharing

Code ICTs used ICTs expected to be used
Mean Q25 MDN Q75 CV SK Mean Q25 MDN Q75 CV SK

EnWe 3.72 3 4 5 0.34 −0.22 4.00 4 4 5 0.25 −0.01
E-ma 3.52 2 4 5 0.38 −0.36 3.77 3 4 5 0.32 −0.18
InPo 2.87 2 3 4 0.49 −0.80 3.57 3 4 4 0.33 −0.36
InFo 3.40 2 4 4 0.40 −0.43 3.54 3 4 4 0.34 −0.38
FaFa 2.82 2 3 4 0.48 −0.86 3.44 2 4 4 0.36 −0.45
EnAp 2.40 1 2 4 0.54 1.07 3.43 3 4 4 0.36 −0.47
MoAp 3.11 2 4 4 0.47 −0.61 3.38 2 4 4 0.40 −0.46
InWe 2.56 1 2 4 0.51 1.19 3.28 2 4 4 0.38 −0.57
OnSu 3.16 2 4 4 0.44 −0.61 3.10 2 3 4 0.41 −0.72
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Internet forums and online survey. Whereas, there were significant differences between
ICTs used and expected to be used like: e-mails, enterprises’ websites, information
websites, industry specialized portals, mobile applications, enterprises’ specialized
applications, and Facebook fanpages.

The detailed analysis (Appendix 1) shows that:

• E-mail are more likely expected to be used by Polish prosumers (Mean = 3.77;
MDN = 4; Mode = 4) than they are currently used by Polish prosumers (Mean =
3.52; MDN = 4; Mode = 4);

• Enterprises’ websites are more likely expected to be used by Polish prosumers
(Mean = 4.00; MDN = 4; Mode = 4) than they are currently used by Polish pro-
sumers (Mean = 3.72; MDN = 4; Mode = 4);

• Information websites are more likely expected to be used by Polish prosumers
(Mean = 3.44; MDN = 4; Mode = 4) than they are currently used by Polish pro-
sumers (Mean = 2.82; MDN = 3; Mode = 4);

• Industry specialized portals are more likely expected to be used by Polish pro-
sumers (Mean = 3.57; MDN = 4; Mode = 4) than they are currently used by Polish
prosumers (Mean = 2.87; MDN = 3; Mode = 4);

• Mobile applications are more likely expected to be used by Polish prosumers
(Mean = 3.28; MDN = 4; Mode = 4) than they are currently used by Polish pro-
sumers (Mean = 2.56; MDN = 2; Mode = 1);

• Enterprises’ specialized applications are more likely expected to be used by Polish
prosumers (Mean = 3.43; MDN = 4; Mode = 4) than they are currently used by
Polish prosumers (Mean = 2.40; MDN = 2; Mode = 1); and

• Facebook fanpages are more likely expected to be used by Polish prosumers
(Mean = 3.38; MDN = 4; Mode = 4) than they are currently used by Polish pro-
sumers (Mean = 3.11; MDN = 4; Mode = 4).

4.3 ICTs Used and Expected to Be Used for Knowledge Sharing
by UK-Based Prosumers

The following research questions and hypothesis related to a comparison between ICTs
used and ICTs expected to be used to support knowledge sharing by prosumers in the
UK were posed:

Q9: What ICTs are used for knowledge sharing by UK-based prosumers?
Q10: What ICTs are expected to be used for knowledge sharing by UK-based
prosumers?

Table 8. The Mann-Whitney test results for ICTs used and expected to be used by Polish
prosumers for knowledge sharing

ICT E-ma InFo EnWe InWe InPo MoAp EnAp FaFa OnSu

Z −2.63 −0.91 −2.69 −7.01 −7.84 −8.35 −11.81 −2.78 1.02
p value 0.01 0.36 0.01 0.00 0.00 0.00 0.00 0.01 0.31

62 E. Ziemba et al.



Q11: Are there statistically significant differences between ICTs used and expected
to be used for knowledge sharing by UK-based prosumers?
H5: There are statistically significant differences between ICTs used and expected
to be used for knowledge sharing by UK-based prosumers.

In order to answer the research questions Q9 and Q10, detailed analysis concerning
ICTs used and expected to be used by UK-based prosumers to share their knowledge,
was made. The results are presented in Table 9 (ordered by mean values of ICTs
expected to be used). It is found that UK-based prosumers mainly used and also
expected to use seven kinds of ICTs, i.e. mobile applications, enterprises’ websites,
Facebook fanpages, e-mails, industry specialized portals, enterprises’ specialized
applications, Internet forums. The mean values for these ICTs are above 3.00, the
median values are 4.

In order to answer the research question Q11 about significant differences between
ICTs used and expected to be used by UK-based prosumers, the Mann-Whitney U test
was used. The test results presented in Table 10 did not show any significant differ-
ences between ICTs used and expected to be used by UK-based prosumers for
knowledge sharing.

Table 9. ICTs used and expected to be used by UK-based prosumers for knowledge sharing

Code ICTs used ICTs expected to be used
Mean Q25 MDN Q75 CV SK Mean Q25 MDN Q75 CV SK

MoAp 4.01 4 4 5 0.25 0.01 3.74 4 4 4 0.29 −0.24
EnWe 3.53 3 4 4 0.28 −0.48 3.53 2 4 4 0.29 −0.47
FaFa 3.78 3.75 4 5 0.30 −0.20 3.53 2 4 4 0.33 −0.41
E-ma 3.34 2 4 4 0.34 −0.58 3.29 2 4 4 0.34 −0.64
InPo 3.26 2 4 4 0.37 −0.61 3.25 2 4 4 0.35 −0.65
EnAp 3.59 2.75 4 4 0.32 −0.35 3.25 2 4 4 0.37 −0.62
InFo 3.33 2 4 4 0.33 −0.61 3.18 2 4 4 0.35 −0.73
OnSu 2.99 2 2.5 4 0.40 0.83 2.89 2 2 4 0.44 0.70
InWe 2.33 2 2 2 0.41 0.35 2.53 2 2 3 0.40 0.52

Table 10. The Mann-Whitney test results for ICTs used and expected to be used by UK-based
prosumers for knowledge sharing

ICT E-ma InFo EnWe InWe InPo MoAp EnAp FaFa OnSu

Z 0.35 0.89 −0.07 −1.21 0.14 1.89 1.90 1.61 0.70
p value 0.73 0.37 0.94 0.23 0.89 0.06 0.06 0.11 0.48
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5 Discussion of Research Findings

5.1 Respondents Characteristics

The findings indicate the different use and expected use of ICTs for knowledge sharing
with enterprises by Poland and UK respondents. The demographics for the Polish and
UK-based respondents are consistent with other studies [69] where females are more
inclined to respond to surveys. In categorizing the participants in the age categories, the
builders generation presented a low response from Poland and the UK, and would not
be unexpected given the training and technical competences of this generation and their
culture of communicating more face-to-face rather than through online questionnaires.
With generation Y the response rate from Poland and the UK were similarly high and
are consistent with research from authors [70, 71], as this age category expect to use
devices to communicate online and are comfortable with this mode of communication.

There were differences in the responses from Generation X and Z in Poland and the
UK. Responses from Poland was 13.8% while UK was 39.18% and this is a marked
difference in responses indicating a possible culture of more accepted online com-
munication in the UK for this age range. Finally generation Z responses in Poland was
32.8% whereas UK responses was only 1.75%, a marked difference in responses and
this needs further research to determine if the survey was more visible to this age range
in Poland where their use of technology is embedded in their everyday social inter-
actions particularly to enhance the opportunities of financial benefits or merits for the
household [70, 71].

There was few responses from both countries from those who are less educated,
showing educational attainment may be an indicator for participating in knowledge
sharing.

The respondent’s place of residence was equally captured for both countries with
half of the respondents from both countries living in a city with a population of more
than 100.000, and this is interesting as the greater the chances to communicate offline
in larger population centers the more likely the respondents are to use time for online
communication, and this is a cultural communication shift noted in other recent studies.

5.2 ICTs for Current and Future Prosumers Knowledge Sharing

The uncertain business environment places pressure on businesses to recognise
opportunities for change and implement ICTs as part of the business offer to engage
with consumers. The survey responses lead to five research hypotheses formulated and
statistically tested and the results summarised in Table 11. Using the data for
Mann-Whitney U test we were able to accept or reject the hypotheses.

The spread of web-based ICTs provides opportunities for business to improve
understanding of their customers [72]. This study supports the need for business to
recognize the ICTs in use and expected to be used by prosumers to ensure improved
knowledge sharing capabilities. In addition, we found that (Table 11):
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• The results for Q1 and Q2 indicated there were no significant differences between
Polish and UK-based prosumers in their use of standard ICTs, such as e-mails,
Internet forums, and websites of enterprises. However, Polish prosumers were more
likely to use enterprises’ websites and information websites, compared to UK
prosumers preference in their use of industry specialized portals, mobile applica-
tions, enterprises’ specialized applications and Facebook fanpages. This suggests
UK prosumers willingness to widely switch between the formal industry channels
to the less formal generic sharing channels such as Facebook. The hypothesis is
supported.

• Results for Q3 and Q4 did not show any significant differences between Polish and
UK-based prosumers in using enterprises’ specialized applications and Facebook
fanpages. Whereas, there were significant differences in ICTs expected to be used
by Polish prosumers including e-mails, Internet forums, enterprises’ websites,
information websites, industry specialized portals, and online surveys. Whereas UK
prosumers expect to use mobile applications, and this is consistent with research to
support the prolific use of responsive technologies such as mobile as an enabler of
knowledge sharing. The hypothesis is supported.

• The combined results for Q5 did not show any significant differences between
Polish and UK-based prosumers in using Internet forums and online surveys.
Whereas, there were significant differences in ICTs used and expected to be used
including: e-mails, enterprises’ websites, information websites, industry specialized
portals, mobile applications, enterprises’ specialized applications, and Facebook
fanpages. The combined results indicate the different choices made by the
respondents in the countries suggesting cultural and behavioral leanings being
followed. The hypothesis is supported.

• Interestingly, results from Q6, Q7 and Q8 indicated five ICTs expected to be used
by Polish prosumers for supporting knowledge sharing, i.e. enterprises’ websites, e-
mails, Internet forums, Facebook fanpages, and online surveys. However, there
were significant differences between ICTs used and expected to be used like:
e-mails, enterprises’ websites, information websites, industry specialized portals,
mobile applications, enterprises’ specialized applications, and Facebook fanpages.

Table 11. Summary of hypotheses testing

Hypothesis Results

H1: There are statistically significant differences between Polish and
UK-based prosumers in ICTs used for knowledge sharing

Supported

H2: There are statistically significant differences between Polish and
UK-based prosumers in ICTs expected to be used for knowledge sharing

Supported

H3: There are statistically significant differences between ICTs used and
expected to be used for knowledge sharing by Polish and UK-based prosumers
combined

Supported

H4: There are statistically significant differences between ICTs used and
expected to be used for knowledge sharing by Polish prosumers

Supported

H5: There are statistically significant differences between ICTs used and
expected to be used for knowledge sharing by UK-based prosumers

Not
supported
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This suggests a considered move by prosumers in Poland to mobile, e-mail and
Facebook and matches the current trends in the UK. The hypothesis is supported.

• It is found that UK-based prosumers mainly used and also expected to use seven
kinds of ICTs, but there was no significant difference between ICTs used and
expected to be used by UK-based prosumers for knowledge sharing. i.e. mobile
applications, enterprises’ websites, Facebook fanpages, e-mails, industry special-
ized portals, enterprises’ specialized applications, Internet forums. The hypothesis is
not supported. An existing study [73] suggests there are numerous barriers to
knowledge sharing which deny knowledge being ‘accessible and usable within or
between chosen organizations’ and in exploring the relationships between the
prosumers and business it is likely that the hypothesis is not supported may well be
due to the businesses not having adopted the required communication method for
interoperability and timely responsive engagement with the customer.

The most substantial difference in the ICTs used and expected by prosumers relates
to mobile applications – the mean value is 2.56 for Poland, whereas it is 4.01 for UK.

The overall analysis of ICTs used shows that UK-based prosumers use ICTs for
knowledge sharing more frequently than Polish respondents and this may be associated
with levels of education achieved as there was almost twice as many UK (52.05%)
responses than Polish respondents (27.7%) with higher education attainment.

The findings also show that mobile applications are the ‘expected ICTs’ needed by
UK-based prosumers to share knowledge, followed by the use of Facebook fanpages
and enterprises’ websites. Whereas, Polish prosumers mainly expect to engage in use of
enterprises’ websites, followed by e-mails and industry specialized portals.

The results outline the choice and variety of ICTs available for prosumers that may
be overlooked by enterprises. There is a paradox observed in that the ‘information
richness’ [74] is perceived to be low when the communication is impersonal and the
tasks become more routine when ICTs are used in a communication process yet the
channel of communication is rich because it encourages unpredicted dialog that may be
dispersed and disparate and determine the perceived value of the enterprise offer.
Further studies by Hermanrund, and Oddvar-Soernes [75] in investigating knowledge
sharing networks in distributed organizations clarify that ‘people sometimes like to be
asked a question via one channel and then answer it via another channel’. This suggests
that the choice of ICTs in use and expected to be used by prosumers to engage with
enterprises requires further investigation.

A recommendation is that the enterprises need to take consideration of the culture
of contemporary communication choices associated with the wide age ranges of pro-
sumers. Finally the enterprises need to embed a comprehensive choice of ICT’s par-
ticular to their prosumers needs to actively encourage knowledge sharing.

The survey results point to the recognition of the use and expected use of ICTs for
future business. In this case the role of these ICTs are viewed as complementary and
follow trends to shift to current ICTs for communications and knowledge sharing
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6 Conclusions

6.1 Research Contribution

This work contributes to existing research on prosumption, especially prosumers’
knowledge sharing with the use of ICTs by:

– indicating the ICTs currently used by prosumers to promote knowledge sharing
with enterprises; and

– indicating the ICTs expected to be used by prosumers to stimulate knowledge
sharing with enterprises.

Firstly, this study indicates that mobile application use is expected to a greater
degree by UK-based prosumers. However, it is clear that the prosumer chooses the
ICTs based on their own suitability as the results indicate they also expect to use the
enterprise websites and Facebook fanpages indicating the diverse expectations and
somewhat divergent needs of UK-based prosumers and the opportunities this presents
to enterprises.

Secondly, the outcomes show that ICTs which are currently offered to UK-based
prosumers by enterprises meet their current expectations but these may not necessarily
be expected to be used in future engagement. However, the prosumers usage and
expectations of ICTs for knowledge sharing are significantly different in Poland sug-
gesting that the enterprises do not meet their expectation, and this may result in less
engagement in knowledge sharing.

6.2 Implications for Research and Practice

This study is useful for researchers as it raises questions about ICTs implemented that
encourage prosumer knowledge sharing and engagement. Researchers may use this
methodology to undertake similar analyses with different sample groups in Poland,
United Kingdom, and other countries; additionally many comparisons between dif-
ferent groups and countries can be made. Moreover, the methodology constitutes a very
comprehensive basis for identifying ICTs to support knowledge sharing, both, about
prosumers, as well as for and from prosumers, but researchers may develop, verify and
improve this methodology and its implementation. In addition, researchers may use
these research findings and employ them in studies of enterprises. Their goal could be
the analysis of ICTs and the possibilities of adjusting them to the expectations of
prosumers.

Moreover, for practitioners, the results of this study can be used to improve
activities aimed at prosumption adoption, especially helping them understand which
ICTs should be used to support prosumers’ knowledge sharing.

6.3 Limitations and Future Works

As with many other studies, this study has its limitations. The first one was the
selection of the survey respondents in Poland. Most of the respondents were young
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people below 35 years old. It is advisable to extend future research to elderly persons,
inter alia prosumers 50+.

The second limitation was the relatively low number of respondents from the
United Kingdom in comparison with the number of respondents from Poland.
Resulting from the low UK responses and timing of the survey the research will
continue in the UK to ensure a higher response rate for deeper analysis and additional
statistical tests. Since the initial results reveal interesting findings the research will
continue so to generate a higher response rate, and for this reason this paper is rather
preliminary, and recognizes the analysis are not to be generalized. Therefore the
research will be extended with detailed analysis in further works.

A third limitation, it is possible to specify a methodological limitation. The research
sample embraced only prosumers, not enterprises. It is advisable to extend the research
to enterprises as interesting indications have emerged from ICT trends associated with
the Polish and UK respondents.

A fourth limitation is that the study did not explore use of ICTs in relation to the
frequency of interaction with the enterprise. Frequent sharing versus irregular or
one-off exchanges may determine a different complement of ICT choices and it would
be useful to categorize these in an ICT use perspective.

All these above issues should be carefully considered and assimilated in future
works.

Appendix 1: Descriptive Statistics

Code U/E Cou. Mean Q25 MDN Q75 VAR SD CV SK CK Mode

E-ma U UK 3.34 2 4 4 1.27 1.17 0.33 −0.58 −1.22 4
U PL 3.52 2 4 5 1.78 1.33 0.38 −0.36 −0.89 4
E UK 3.29 2 4 4 1.23 1.11 0.33 −0.64 −1.39 4
E PL 3.77 3 4 5 1.43 1.19 0.31 −0.19 −0.14 4

InFo U UK 3.33 2 4 4 1.21 1.10 0.33 −0.61 −0.92 4
U PL 3.40 2 4 4 1.89 1.37 0.40 −0.43 −1.06 4
E UK 3.18 2 4 4 1.26 1.12 0.35 −0.73 −1.41 4
E PL 3.54 3 4 4 1.46 1.21 0.34 −0.38 −0.68 4

EnWe U UK 3.53 3 4 4 0.97 0.97 0.28 −0.48 −0.15 4
U PL 3.72 3 4 5 1.56 1.25 0.33 −0.22 −0.26 4
E UK 3.53 2 4 4 1.03 1.01 0.28 −0.46 −0.74 4
E PL 4.00 4 4 5 0.96 0.98 0.24 −0.00 1.41 4

InWe U UK 2.33 2 2 2 0.89 0.94 0.40 0.34 0.78 2
U PL 2.82 2 3 4 1.87 1.37 0.48 −0.85 −1.33 4
E UK 2.53 2 2 3 1.05 1.02 0.40 0.51 −0.07 2
E PL 3.44 2 4 4 1.55 1.24 0.36 −0.45 −0.83 4

InPo U UK 3.26 2 4 4 1.47 1.21 0.37 −0.61 −0.90 4

(continued)
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(continued)

Code U/E Cou. Mean Q25 MDN Q75 VAR SD CV SK CK Mode

U PL 2.87 2 3 4 1.96 1.40 0.48 −0.80 −1.34 4

E UK 3.25 2 4 4 1.30 1.14 0.35 −0.65 −1.15 4
E PL 3.57 3 4 4 1.39 1.17 0.33 −0.36 −0.51 4

MoAp U UK 4.01 4 4 5 1.02 1.01 0.25 0.01 3.29 4
U PL 2.56 1 2 4 1.73 1.31 0.51 1.19 −1.32 1
E UK 3.74 4 4 4 1.16 1.08 0.28 −0.24 0.25 4
E PL 3.28 2 4 4 1.59 1.26 0.38 −0.57 −0.99 4

EnAp U UK 3.59 2.75 4 4 1.33 1.15 0.32 −0.35 −0.43 4
U PL 2.40 1 2 4 1.69 1.30 0.54 1.07 −1.02 1
E UK 3.25 2 4 4 1.48 1.21 0.37 −0.62 −1.39 4
E PL 3.43 3 4 4 1.50 1.22 0.35 −0.47 −0.68 4

FaFa U UK 3.78 3.75 4 5 1.29 1.13 0.30 −0.19 0.18 4
U PL 3.11 2 4 4 2.12 1.45 0.46 −0.61 −1.40 4
E UK 3.53 2 4 4 1.34 1.16 0.32 −0.41 −0.50 4
E PL 3.38 2 4 4 1.82 1.34 0.39 −0.46 −1.08 4

OnSu U UK 2.99 2 3 4 1.40 1.18 0.39 0.83 −1.46 2
U PL 3.16 2 4 4 1.89 1.37 0.43 −0.61 −1.17 4
E UK 2.89 2 2 4 1.63 1.27 0.44 0.70 1.43 2
E PL 3.10 2 3 4 1.59 1.26 0.40 −0.71 −1.08 4

Abbreviations: U – ICTs used by prosumers, E – ICTs expected to be used by prosumers, Cou. –
Country: PL – Poland, UK – United Kingdom.
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Abstract. The main aim of this article is to show the characteristics of indi-
viduals playing computer games (e-gamers), their styles and predispositions of
play and possibilities of their application in the plays for didactic process. In
order to present the relevant data, the authors limited the study sample to a
selected group of individual users. In this paper the authors presented the
commonalities of gamers, their approach towards participation in games, the
awareness of potential changes or improvements in the area, psychological
results of games and ability to use them in the games used in didactic process.
Authors also held discussions concerning the obtained solutions and drew
conclusions based on the present stage of research.

Keywords: E-gamers � Computer games � Didactic process

1 Introduction

The main aim of this work is to analyze the use of computer games as one of the
alternative forms of entertainment in the selected group of users under the circum-
stances of a dynamic development of devices and mobile applications running on them.
The aim of this article is to analyze the situation where computer games are used by
people who treat them not only as a form of entertainment but also as a kind of sport.
The popularity and specific universal nature of the access to computer games facilitates
a fast development of information technologies. A broadly defined concept of mobility
also impacts the use of computer games, moving the focus from using PCs to the use of
smartphones and tablets.

According to the statistics of Newzoo [1] service, in Poland in 2013 the number of
gamers amounted to 13.4 million, out of which 98% used their PCs to play computer
games (together with other platforms). We take the second position in Europe among
the examined countries. The market of computer games in Poland is growing every
year – in the end of 2014 it was worth about 280 million dollars and it will be growing
by 3.8% a year, thus increasing the value of the entire market to 437 million dollars at
the end of 2016 [2]. Hence, undoubtedly the subject matter is worthy of attention.

Unfortunately, the phenomenon itself is difficult to define and examine taking into
account the formalized scientific analyses. Firstly, there is no clear definition of
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computer games [3–9]. In its narrow sense, this concept is treated literally as games in
the form of software running only on traditional hardware such as (desktop, micro-
computers, laptops or palmtops). In its broad, historical approach, the group encom-
passes also games running on devices such as a console, TV, gaming machines,
smartphones and tablets (which are in fact communication and application computers).
As the games running on all kinds of devices were being developed in parallel, and, in
fact, there are PC equivalents of all kinds of games, we sometimes use this term in its
broad meaning. Thus, for the needs of this study, the authors assumed that computer
games are a generic term (hypernym) encapsulating the whole class of all kinds of
games presented as a homogenous phenomenon. Secondly, there is no one generally
accepted definition of a person playing computer games (e-gamer). Thus, in the narrow
sense of the word, an e-gamer is a person who plays computer games every day or a
few times a week, individually or taking part in a multi-player game. Sometimes, the
scope of this term is limited to include only those players who treat MMO (Massively
Multiplayer Online games) class games as a sport, and they try to play them profes-
sionally. However, we observe a more and more common tendency to expand the term
to include also any individuals who play any kind of game from time to time, per-
ceiving it as just one more alternative kind of entertainment. This article treats the
concept of e-gamers in such a way. Thirdly, there is no (specific or clear) classification
of computer games: there are a number of typologies based on various criteria, most
frequently taking into account the type of activity required from the e-gamer playing
games (e.g. logic, strategic, arcade, RPG (role-playing games), MMO (Massively
Multiplayer Online games) etc., with a number of varying kinds and versions.

The phenomenon of computer games has been examined in numerous studies, in
numerous countries and social groups [e.g. 10–14], including large-scale studies [e.g.
15–17]; nevertheless, they were carried out before the recent period of extreme popu-
larity and growth in the number of applications running on smartphones and tablets. And
the second point is – that they are concentrated on statistics of the players (with their
features) or social field of problem rather then on IT development. The authors hoped to
establish certain implications of the new phenomena with regard to the direction of
computer games development. Therefore, the authors have undertaken the studies
whose main aim is to analyze the use of such applications among users. The findings
presented in this article constitute a brief report on the first stage of the research con-
ducted among the gamers in Poland in 2015 and 2016.

The main target of this research is to identify a pattern of e-gaming related to a
particular group of people who play various kinds of games, using different kind of
hardware and software, with a varying level of skills and expectations concerning the
organizational and technical aspects of playing games from the perspective of fre-
quency and personal engagement in computer gaming.

The research analyses the frequency of playing of e-games to create the addiction to
games, to create different patterns of e-gamer behavior including gaming related
emotions. The result of a high engagement of respondents in computer gaming authors
decided to analyze the computer gaming to be the source of additional benefits for
universities, including tools and devices to develop and expand didactic process.
Research shows interesting implications for the development of mobile information
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technologies towards new development trends of the use of this kind of software as a
source of entertainment and learning.

2 The Assumptions of Research Methodology and Population
Sample

Due to limited and fragmentary research concerning the area of internet computer
games and e-gamers, both from the point of view of an individual client and a group of
customers, in Polish and foreign literature, the studies have been based on the authors’
own approach [18], quite different from surveys in Poland [14, 17] and some different
from research in the other countries [19, 20], consisting of the following steps:

• analysis of a selected group of players on the basis of a quantitative and qualitative
survey, divided into the following parts:
– characteristics of a computer player and identifying his or her preferences in

computer games,
– identification of potential effects and consequences of playing computer games

for e-gamers,
– specification of predispositions of e-gamers, and its relevance in the use of

computer games in didactic process,
• placing an internet version of a survey on the servers of the Faculty of Management

of the University of Warsaw, conducting functionality test and its verification,
• carrying out the survey among the users, analysis and discussion of the findings,
• drawing conclusions from the obtained results concerning the current situation and

possible directions of the future development of internet computer games on the
basis of the users’ opinions.

The article concentrates on the results of the analysis of the first and the third part of the
completed survey. It allowed for identifying a particular group of people who play
various kinds of games, using different kind of hardware and software, with a varying
level of skills and expectations concerning the organizational and technical aspects of
playing games. Only after the selecting the group of best, “professional” players, we
may proceed to specify the implications and psychophysical effects of their involve-
ment in individual and multi-player games. The latter aspect was examined in the
second, sequentially conducted, stage of the survey, whose results and conclusions will
be presented in subsequent publications [21]. In the third part we identify good and bad
features of e-gamers useful in didactic process and try to specify which kind of games
may be suitable for the most common course son university faculties of economics and
management.

The questionnaire surveys were conducted near the end of December 2015. The
selection of the study sample was not accidental: it belonged to the category of con-
venience sampling, the respondents were mainly students of selected universities in
Warsaw (University of Warsaw and Vistula University (Akademia Finansów i Biznesu
Vistula), of full-time and part-time BA, BSc and MA studies. The survey was also
completed by two members of university staff who declared playing computer games.
The surveys were circulated electronically, and the response rate did not exceed 70%.
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Students are particularly open to all kinds of innovation, especially if it concerns their
private life or entertainment [22].

A specific limitation concerning this particular sample was an anticipated high
percentage of smartphone, tablet, laptop and mobile phone users, devices of lower
quality but with a longer durability. An additional argument for conducting research in
this social group was the demand from company cooperating with us on the design and
construction of specific game platforms. The company depended on the wide market
recognition of students as the main customer of such a platform.

The survey was completed by 274 people, out of which 254 participants submitted
correctly completed questionnaires (which constitutes 92.70% of the sample). Among
the respondents there were 59.45% of women and 40.16% of men; 0.39% respondents
did not answer this question. An average age of the respondent was 20.62 years, and
the medium value was 19 years. The age is typical of students of the first years of BA
and BSc students and the first years of the studies of the second cycle – the group asked
to complete the questionnaires. The oldest person taking part in the survey (member of
the university staff) was 37. Among the survey participants there were 63.39% of
students, 35.83% working students and 0.79% employees. 70.87% indicated secondary
level education and 20.08% post-secondary education – the survey was primarily
conducted among the students of BA studies. 8.66% declared holding a BA degree or a
certificate of completion of studies, only one person indicated having a PhD degree.

Over 45% of survey participants indicated that they are inhabitants of cities with
over 500,000 residents, over 14% came from cities with 100,000–500,000 of inhabi-
tants, over 21% from towns with 10,000–100,000 residents, almost 5% from towns up
to 10,000 residents, and 12.6% declared that they come from rural areas. The simplicity
of the survey did not cause many distortions during its completion; few respondents
(17) completed also additional sections of the survey.

3 Analysis of the Findings and Discussion

Respondents provided answers to sixty-eight substantive questions, out of which
responses to first twenty-one questions and last twenty seven questions concerned the
issues which are the aim of this article. The first group of questions concerned the
characteristics of e-gamers and their use of computer games. The second one – pos-
sibility of using abilities of players and different types of games in teaching at the
university level.

Nearly 40% of respondents provided positive answers to the question concerning
frequent use of computer games, i.e. every day (20%) and a few times a week (over
19%). This is the score which is 10% points lower than rare use of e-games, which
amounts to more than 49%. After preliminary interviews with respondents it seemed
that the interest in computer games will be higher. The high score of a reasonable way
of playing computer games (a few times a month) – 22% showed that the games are
just one of many alternative kinds of entertainment available today. Figure 1 illustrates
the findings of the research.

Taking into account the technical aspects concerning platforms which e-gamers
use, in the last 12 months we observe a specific shift towards mobile devices,
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smartphones in particular. Thus, over 35% of e-gamers (80.75% including other
platforms) used mobile platforms (mainly Android) last year. The second place was
taken by PC platform – 28.31% (65.24% including other devices), and the third
position was occupied by the console (e.g. Xbox, PS) with the score of 27.38 (63.10%
– respectively). Smart TV platform received the lowest scores in this ranking – 2.09%
(4.81).

In the perception of particular platforms among the e-gamers, we notice consid-
erable discrepancies, amounting to 33% points. The greatest number of respondents
simultaneously use smartphones and PCs as platforms for games. Here, the dispersion
of the results reaches almost 76% points. The observed tendencies are presented in
Fig. 2.

On the other hand, it probably stems from the fact that the majority of e-gamers
59.87% (including other kinds of game access – 97.33%) use the games installed on a
device (a PC or a smartphone). The second position of Steam, Origin etc. platforms
amounting to 26.32% (respectively 42.78%) is a rather interesting phenomenon. The
two main sources of games together constitute over 86% of “places” where e-gamers
used the possibility of playing games in the last year. The remaining places where
games were downloaded e.g. Facebook (6.25%) and low score of browsers (e.g. Quake
Live) – 7.57% seem to be of marginal importance in this relation. The Fig. 3 illustrates
the scores.

The responses to the question concerning the age of e-gamers at the moment when
they started to play games brought about very interesting results. The age which was
most frequently indicated by respondents (almost 50% of responses) was within the

Fig. 1. The frequency of playing computer games
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Fig. 2. The platforms which were most frequently used as e-games platforms in the last year

Fig. 3. Places where e-gamers installed games
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range of 6–9 years (median of 6–7 years). If we add a group of people aged 10–11, we
have more than two thirds of all gamers! It is also significant that 17.11% of e-gamers
declare that they started being interested in games at the age of 5. A marginal number
(1.07%) admits starting playing games at the age of 20–25 (and the group that indicated
the age of 16–25 amounted to 2.76%). This indicates the very early age when people
become interested in computer games and treating the games as an alternative kind of
entertainment in relation to films, TV, games or outdoor activities. Unfortunately, the
limitation of the research was the fact that the authors did not examine children and
young people from this age group. Nevertheless, the obtained results explain where –

among others – the interest in computer games later in life comes from. The responses
of survey participants were presented in Fig. 4.

Subsequently, the authors examined also the amounts of money which e-gamers
spend monthly at playing computer games. The vast majority of them – 79.14% - use
free applications installed on smartphones or free (or, as some people claim, illegally
downloaded from the Internet) PC games. The remaining 18.18% of respondents are
willing to pay up to PLN 80 monthly, and only 2.67% from PLN 81–300. From the
commercial point of view, the last group (in particular 2.14% of survey participants
who are willing to pay between PLN 151–300) is most interesting to examine because
it includes mainly hobbyists, enthusiasts and fanatics – as it seems – professional
e-gamers. The representatives of this group are interested in sport, which in this case is
realized by means of various electronic tools (PC, smartphone or tablet, console, etc.).
The study results are presented in Fig. 5.

Fig. 4. The age when respondents started playing computer games
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The subsequent questions were used to evaluate the situation. Their goal was to
indicate what kind of games the e-gamers played most frequently in the last year. The
games were divided according to the typology indicated by the most frequent e-gamers:

• arcade games (shooting, fighting) (e.g. Counter Strike, Tom Clancy’s Rainbow Six,
Super Mario),

• action-adventure games (e.g. Assassin’s Creed, Half-Life),
• adventure games (e.g. The Walking Dead, Wallace & Gromit),
• RPG (role-playing games) games (e.g. Diablo, Fallout),
• simulation games (e.g. The Sims, FIFA 16, Need for Speed),
• strategic games (e.g. StarCraft II, Civilisation, Warhammer, Heroes of Might and

Magic),
• survival horror games – (e.g. Resident Evil),
• Massively Multiplayer Online games –MMO and their variants (e.g. World of

Warcraft, Lord of the Rings Online).

Subsequently, the respondents answered the questions related to whether they
played a particular kind of game in the period of last year. The questions formulated in
such a way seemed to allow for more accurate responses that the ones which referred to
the type of games they played most frequently. The authors worried that the responses
concerning the last few months would dominate in the survey. They did not examine
the recent trends in the market, the influence of newly published books and films
related to particular themes, etc. The greatest number of positive responses, 80.75%,
was indicated in the case of the simplest type of games – e.g. simulation games.

Fig. 5. Monthly payments for playing computer games
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The group of simple games also includes arcade games (57.75%) and action-adventure
games (50.27%), where the number of positive responses exceeded 50%. In general,
the greater complexity, the more complex relations, or the duration and additional
limitations, the smaller the percentage of e-gamers admitting that they play a particular
kind of game. The external factors, such as the history (the game was on the market
“since I remember”), the popularity of a hero or a heroine or a plot constructed and
popularized in films, books, board games, etc. contribute to the preeminence of the
game. The games where the gamer needs to be more involved and stay in one place are
less popular. The results of this part of the study are presented in Fig. 6.

A good indication of the level of the engagement of the player is his or her
willingness to choose to spend time in a game over other kinds of entertainment. The
respondents were asked two questions if they (1) ever or (2) within the period of last
year have chosen to spend time in a game over other, alternative forms of entertain-
ment, such as:

• going to the cinema,
• meeting friends,
• going on a date,
• going for a trip with friends,
• going to a party,
• no such case.

Fig. 6. The most popular and most frequently played kinds of games
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It turned out that computer games are not enjoyable enough for players to give up
anything in the past (61.78%) or in the last year (77.40%). If the respondents are
willing to resign from something, it is mainly a meeting with friends 15.11% and a
party 9.78%. In case of giving up anything in the last year in favor of a computer game,
the results were similar. The respondents indicated a social meeting – 8.17% and a
party – 6.73%. In reality, the difference indicated in the percentage of people who are
willing to give up other forms of entertainment amounts to 17.32% points, and
decreases the actual numbers of indications in particular categories – the greatest with
regard to social meetings – nearly 7% points and parties – over 3% points. The detailed
scores are illustrated in Fig. 7.

In the respondents’ views, the quality of computer games meets all or most
expectations of players in 70% (Fig. 8). The response that the game fulfills e-gamers’
expectations to a moderate and limited degree is indicated only by 28% of respondents.
A fraction of the sample evaluated the games as not enjoyable enough to consider
giving up other activities in favor of spending time in the game. Probably, it is one of
the reasons why games are still so popular.

The vast majority of interviewed e-gamers (64%) are not interested in being leaders
in games (provided that games offer such an opportunity). The remaining options are
rather evenly distributed: 11% – clan leader, 7% – officer, 6% – advisor, 4% –

higher-ranked officer and 8% – playing other roles (Fig. 9).
Most e-gamers (54%) complete one game, take a break and only later start to play

another computer game. Nearly 32% play a few games simultaneously. Only 14%

Fig. 7. The willingness to give up other forms of entertainment among e-gamers
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Fig. 8. The quality of computer games in e-gamers’ opinions

Fig. 9. The frequency of playing computer games
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finish playing one game and immediately start playing another. The frequency of
playing games among respondents is shown in Fig. 10.

E-gamers have a high opinion of their own skills as players (over 60%): they
describe their skills as master level (18.72%) or advanced (42.72%). The number of
gamers who see their skills as intermediate amounts to 33%, and less than 6% claim
that they possess gaming skills at beginner level. Of course, due to the fact that gamers
play games for a number of years, and general rules stay the same, e-gamers usually
perceive themselves as specialists at using such opportunities, even if, thanks to new
technologies these possibilities are constantly being developed. The structure of the
e-gamers’ skills is presented in Fig. 11.

The two remaining questions concerned the possible hardware conveniences and
software advantages. In the first case, the respondents were given the following options
to select from:

• obtaining mentor’s help,
• using video and text tutorials (from game publishers),
• using in-game help,
• getting help from other gamers (e.g. forum),
• getting virtual or real payment,
• other advantages,
• no other advantages.

Almost 30% of gamers do not expect any advantages in this regard. They focus on
the game they are currently playing, and they are satisfied with the game itself (passive

Fig. 10. The willingness to be a leader among e-gamers
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players). Undoubtedly, the other e-gamers would be more satisfied if they could get
help from other game users e.g. forum (22.14%), use text and video tutorials (12.55%)
or in-game help (12.18%). Their satisfaction (18.08% of respondents) would increase if
they received bonuses (additional options, game paths, etc.) or even actual reward
(payment); yet, they have unrealistic or vague expectations concerning the latter. They
do not pay attention to other conveniences or advantages of such kind. The results of
this query are presented in Fig. 12.

With regard to the technical conveniences, e-gamers were asked about the fol-
lowing, potential possibilities of changes concerning:

• computer hardware (e.g. graphic card) or a better tablet,
• armchair/seat,
• accessories (e.g. professional mouse, keyboard, earphones),
• better monitor/VR goggles,
• other,
• I don’t want to change anything.

In this case the responses were completely different than in the previous rankings.
First of all, the structure of their responses was not evenly distributed. Nevertheless,
almost one fourth (23.53%) of respondents are not satisfied with the hardware they own
that they use to play a game, and they would like to change it. The distribution of the
potential changes or lack thereof, was actually similar in relation to the remaining
elements: better monitor or goggles – 18.53%, better armchair/seat – 21.76%, better
accessories – 16.76% or no change at all – 16.47%.

Fig. 11. The structure of e-gamers’ skills
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Similarly to the previous case, basically e-gamers do not notice any potential for
changes – less than 3% provided positive responses to this question, and there were no
significant indications which we could relate to (e.g. additional lighting, additional
monitors, etc.). The results are presented in Fig. 13.

The next phase of the research was dedicated to psychological predispositions of
e-gamers and the usefulness of those abilities in the educational process supported by
computer games on the faculties of economy and/or management.

Influence of computer games is present in life of each e-gamer, whether they want
this or not. Despite, its optimistic to find that 81.5% of the respondents declare that they
prefer the real social life over the virtual reality. Only 2.5% respondents replayed that
they prefer the virtual life. 16% of respondents treats equally real and virtual life. All
the respondents are aware of the influence of games on their life. First of all its related
to different forms of addiction. According to 74% of all answers, addiction to games
states for the highest impact on person’s life, and considering also responses “rather
yes” – it makes all together 95% of all answers (Fig. 14).

The addiction to game is manifested mostly by continuous play in the game without
any breaks (22%), playing in every life situation (17%), and also selective deafness –
where player is not able to hear what others say to him (16%). Less important are such
factors as confusion between reality and virtual life (11%), continuous attempt to reach
higher levels (11%), lack of reaction on any stimuli (10%).

Even lesser are such factors as starting another game just after finishing one and
changing played game’s difficulty level to harder. Among other symptoms of addiction,
respondents list also forgetting about physiological needs, gambit nights, spending

Fig. 12. Non-technical conveniences for e-gamers
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Fig. 13. Technical conveniences for e-gamers

Fig. 14. Possibility of e-gamer’s addiction to a game
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money on extra movement in game, breaking up relationship with friends, projection of
ones ambitions to virtual life and continuous talking about games (Fig. 15).

In situation, when respondents try to break through the addiction of the e-gamers,
mostly they use gentle methods of impact: try to get someone’s attention (29%),
proposal of alternative forms of entertainment (24%), appeal to reason (17%). Less
popular are more brutal methods such as sound related (clapping hands, singing),
switching off computer, overturning a chair with a e-gamer. Other interruption methods
indicated by respondents there are very opposing – from one hand very aggressive,
forced methods (covering of monitor, hitting e-gamer), from the other very permissive
(why should I do that, I don’t like myself to be interrupted) (Fig. 16).

It’s not surprising to see the last response. Respondents asked about their reaction
to game interruption as the most common provide nervousness (37.5%), failure (16%),
and 10% indicates anger as a factor to the external interruption. At the same time 31%
respondents do feel any emotions to such interruptions (Fig. 17).

It is interesting that all the time while playing games e-gamers indicate different set
of emotions, lack of emotions is indicated by 3.37% of participants. The leading
emotions related to games are enthusiasm, exultation, satisfaction (nearly 75%).
opposite feelings – stress, anger, sadness state over 21% of responses (Fig. 18).

Another scope of reactions is related to the winning game. E-games shows fol-
lowing set of behaviors. Scream of joy (33%) Dance of victory (nearly 20%), and from
the other hand almost 30% argues that they do nothing. It proves the deepening
dichotomy between gamers playing computer games for pleasure and enthusiasts or
even professional gamers, sometimes – as statistics shows – addicted to games. Among

Fig. 15. Symptoms of computer game addition
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Fig. 16. Methods of breaking of a e-gamer’s addiction to games

Fig. 17. Emotions of a e-gamer after external interruptions

Analysis of Predispositions of E-gamers and Its Relevance 93



other behaviors related to winning games are mentioned: mistake/failure analysis, that
stopped a e-gamer from winning a game previously, personal bragging among friends
and colleagues, complaining about game producers and defects in game (Fig. 19).

Over 61% of respondents try not to shift emotions from a game to their social and
family life. Nearly 48% of respondents indicate that they don’t neglect their duties over
e-gaming, and answer of “rater not” was given by 38%. Only 4% confess to put games
over their real life duties.

Over 75% of participants indicated that games are used not only for entertainment,
but can be also used for other purposes, the authors decided to extend the questionnaire
with additional questions related to use of computer games for educational purposes.
This idea was a natural evolution of the questionnaire considering a profile of a
respondents. Positive response (yes and rather yes) to question “Can computer games
provide educational advantages?” was given by 94% of participants, while only 6% of
respondents provided negative answer. Comparing to question related to sport
advantages of computer games, only 59% of respondents provided positive answer.

To evaluate usefulness of computer games for educational purposes the authors
bring again into play previously used division into different groups of games: Mas-
sively Multiplayer Online, Adventure games, action-adventure games, RPG, strategic
games, survival horror, simulation games, and arcade games (shooting, fighting). From
the other hand – thanks to help of students - it was made standardized set of major
subjects provided to students on faculties of economy and/or management, where
games can be used for educational processes. Subjects that can benefit from computer
gaming as part of educational process are: economics, information technology, foreign

Fig. 18. Emotions related to a computer game
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languages, logistics, marketing, mathematics, negotiations, law, psychology, account-
ing, sociology, management.

According to provided answers, following results were gathered:

• the most frequent answer was indicating possibility to learn foreign languages via
gaming of following games: first rank – Massively Multiplayer Online (32% of all
responses), second rank – adventure games – 23%, third rank action-adventure
games – 19%, forth rank arcade games (shooting, fighting) – 18% and RPG – 16%,

• the most suitable for management teaching are strategy games (29%) and simulation
games (23%),

• the most suitable to support psychology are games type horror survival (39%),
• to support educational process of economics – similarly as for management

(although in smaller scope) are strategic games (13%) and simulation games (12%),
• as research shows also logistics can be supported by games, where the most suitable

are strategic (24%) and action adventure games (16%),
• sociology can benefit from simulation games (12%) and adventure games (10%),
• negotiations can be best supported by Massive Multiplayer Online (12%),
• according to the respondents, in a very low scope, mathematics, information

technology, accounting, law and marketing are not seem as a good target for game
support in the educational process (responses ranged between 0–7%),

• the whole research shown that according to participants of the research, the most
suitable to support didactic process are games of type Massively Multiplayer Online
(31%) and strategic games (23%) the less suitable are games of type RPG,

Fig. 19. Behaviors of e-gamers after a winning game
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• subjects that can benefit the most from use of computer games are foreign lan-
guages, psychology, logistics and management.

Another aspect related to gaming, mentioned in previous article was related to
devices used for gaming. The most frequent device indicated by participants is a
computer, and it leads to further investigations how devices used for gaming might
support didactic process.

Based on current research 96% (response “Yes” and “Rather Yes”) of students use
computer for learning purposes. Computer is used mainly for searching and collecting
information (19%), communication (17%), viewing of source materials and data (17%)
and to translate to and from foreign languages (16%). Computer is not treated by
participants as popular tool to solve math tasks and similar (7%) and to create bibli-
ography (9%) (Fig. 20).

At the same time students express their belief that computer games are not suitable
for collecting literature used for lectures, seminars and final papers. 63% respondents
answers are “Not suitable” or “Rather not suitable”. Participants represent similar
opinion in relation to influence of computer games to extend one’s interest in lectures at
the university. Over 70% respondents indicated that they don’t see such an influence,
although playing games has its effect in better memorizing of content of lectures (74%).
Also 94% of participants believes that computer gaming improves creative thinking
and also other positive features, mostly associated with logical thinking (19%), faster
reflex and better efficiency in foreign language (18%). The substantial part of these

Fig. 20. Scientific domains where computer can be used
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characteristics are ability to solve problems and issues (13%), better concentration
(13%). All together with better mood (15%) those characteristics might help didactic
process from the psychological side of learning. In particular as further research proves
in learning foreign languages (18%), management (15%), logistics (9%), and psy-
chology (8%). Over 71% students indicate that computer games can verify information
gathered during lectures (Fig. 21).

In respondents’ view (19%), lecturers should use computer games during their
lectures. Over 40% of respondents answered “Rather yes” to questions related to
possibility of use games during lectures. Only 8% of participants don’t see such a need
(Fig. 22).

At the end of the questionnaire participants had possibility to express own opinions
regarding suitability of computer games in educational process. Respondents provided
wide spectrum of statements, where majority of views had positive note pointing
general role of computer games in shaping personality and positive characterological
traits (… it develops personality at many layers… We can benefit from every type of
computer games…, it [game] can teach new skills and logical thinking…). Also
opinions reasonably positive were present highlighting the need for creation of dedi-
cated games used especially for didactic purposes, specified to support particular
subjects. (…properly defined games might positively influence educational process…,
… I am not aware of dedicated educational games, I believe those should be yet
created….) In opposition to those positive views many negative statements were raised
highlighting detrimental effect of computer games leading to addictions, and living

Fig. 21. Positive features extended by computer games
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virtual life rather than reality (…games might be dangerous media tool…, should not
be used at universities…). Furthermore that some people say, that there are much better
methods of teaching than computer games.

All above testifies, within the test group, to the absence of an explicit approach to
utilisation of computer games in didactic process at the university.

4 Conclusions

The research conducted and presented so far points to the following conclusions:

• almost all respondents (over 99% of the sample) in the current study were students,
which was reflected in the obtained scores. The older the students, the weaker
interest in completing the questionnaire or its findings. It is caused by the increasing
number of tasks connected with studies as well as the heavy workload connected
with regular or temporary work (nearly 36% of working students). The latter is
confirmed in the scores of other surveys [17, 23–25], despite the fact that, in total,
fewer than 25–16% students participated in the study (even though it was always
the largest group of players),

• among people who completed questionnaires there were markedly more women
(almost 60%) than in other survey studies (around 43–48%) [14], conducted two or
three years ago. Thus, we may conclude that there occurs a specific change with
regard to the number of women playing computer games. Naturally, we should also
be aware of the fact that the present study examined mainly the responses of

Fig. 22. Possibility of use computer games during lectures by lecturers

98 W. Chmielarz and O. Szumski



students of economic faculties, and in this case the general number of female
students in these faculties is greater than men. Still, the survey included also the
option I don’t play computer games, which the women could indicate,

• the frequency of playing the game (every day, up to a few times a week) in the
examined sample was 20% points smaller than in the case of other studies (39%, as
compared to 62–63%). It should also be considered that in the other studies authors
took into consideration also another, the second largest group of potential gamers –
pupils - who have more free time than students, especially senior students.

• All in all, majority of players – 54% of the interviewees, after completing one game,
take a break before they start playing another game, and only 14% immediately start
to play another game,

• the vast majority of players use their smartphone to play computer games (over
80%, mainly Android system – a large number of free games), which does not
exclude also simultaneous use of other devices, mainly PC (over 65%) and a
console, a regular (63%) or mobile one (11%). Smartphones and tablets started to
take a role of a PC. Two or three years ago the proportions were more or less
reversed; approximately 90% of respondents [2, 24, 25] used mainly personal
computer, and only half of them a smartphone or a tablet. The devices allow for
occasional use of many kinds of generally simple games at any place or time (not
just during a break at work using your PC), killing the time while waiting for
something else to take place,

• 97% of gamers use the games installed on a smartphone or a PC, with a surprisingly
low percentage (10%) of people using Facebook games,

• due to the dynamic development of the use of smartphones and tablets in the last
two years it occurred that the greatest number of people play simple simulation
games (over 80%) and arcade games (58%) and action-adventure games (50%)
which are becoming popular again. When we compare the present research with the
earlier studies related to this area [2, 24, 25], the RPG games lost its popularity due
to the increasing importance of mobile devices use (here: 44%, 65% – in other
studies),

• notably, however, the early age when children start playing computer games, a shift
towards younger and younger children (3–4 years younger since 2013) contributes
to further development of computer games. More and more frequently it is caused
by the fact that the first device with access to games is a smartphone, not a PC, and
the fact that smartphones offer a greater number of free game applications,

• in general, the respondents (almost 80%) are not willing to pay for this kind of
entertainment, and, as a vast majority, they use free smartphone applications and
computer games which they received for their PC free of charge. It is reflected in the
studies concerning the use of smartphones [18, 26] and a low tendency among
students to spend their earnings on this purpose,

• it also explains the unwillingness to give up other kinds of entertainment, social life
or rest to spend one’s time in a game: almost 62% are not interested in choosing a
game over any other kind of entertainment, and over 77% declared that they did not
give up any activity in favor of a game last year,
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• it appears that the fact that over 70% respondents claim that the level and quality of
computer games fulfill all or almost all their expectations does not impact the
situation,

• they have no expectations concerning taking leadership in a game (64%), they treat
the games as a simple, not overly complex, form of entertainment. In general, they
play games individually, and they are not interested – at least to a considerable
degree – in multiplayer games,

• e-gamers have high opinions about their gaming skills – over 60% of participants
claim that their skills are at least at an advanced level, and only 6% that they are
beginners. On the one hand, it may be caused by the length of time of playing
computer games (experience); on the other, it may result from the simplicity of most
games that they play,

• the above said phenomenon is the reason why they do not expect too many
advantages (none – 28%). If they were to choose, they would get help from other
users (22%) or they would try harder to succeed in the game (18%) if they had a
chance to obtain a reward or virtual bonus for winning the game,

• the case of technical conveniences is somewhat different. 23% would like to change
their hardware hoping that this way they would have better chances to participate in
the existing games and a greater possibility to participate in games of higher
technical requirements. They pay attention to better accessories. Less than 3%
would not improve anything as far as technical conditions of gaming are concerned,

• e-gamers and people from their surroundings notice problems related to potential
addiction to computer games and try to counteract, even though people that prefer
virtual reality state for only 2.5% of tested e-gamers,

• people that play computer games are divided into two groups. First group consist of
engaged players, that strongly feel emotions related to winning and losing of games,
second group – are represented by people who treat gaming as one form of
entertainment, and don’t show emotions that may accompany gaming,

• gamers are convinced, that computer games can support with success didactic
process, especially to support learning of foreign languages at faculties of eco-
nomics and/or management. Those faculties can also benefit from computer games
to support also psychology, logistics, management and economics,

• according to the research the most suitable to support didactic process are games
of type Massively Multiplayer Online and simulation games,

• students pointed out need for creation of dedicated games used to support didactic
process, also they highlighted the need for lecturers to lead the initiative to create
such games,

• student community represents high level of opinion differentiation related to games
and possibility to use computer games to support didactic process. There is
awareness of both advantages and disadvantages of positive characteristics influ-
enced by games in people life and in didactic process, as well as negative ones,
leading to addiction.

The conclusions from this stage of the research constitute good basis for further
studies and expanding their offer, their consequences and impact of using games from
the point of view of players. However, the present results already show interesting
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implications for the development of mobile information technologies towards new
development trends of the use of this kind of software as a source of entertainment.

The further research – after preparing discussion and conclusions about sociolog-
ical and psychological aspects of the gaming (include discussion of perceived positive
and negative aspects of being a gamer or attempt to identify of the subcultures of
players (the first attempt see [21]) – will focus on the market for suppliers of computer
games and video games, in particular delivered to for mobile devices.

Results of a survey may be used not only by researchers in the field of computer
games but by computer firms which want to make one step ahead in the development of
this phenomenon.
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Abstract. The increasing digitalization of business and society leads to drastic
changes within companies. Nearly all enterprises have to face enormous chal-
lenges when dealing with topics such as Industry 4.0/Industrial Internet. One of
these challenges represents the realistic classification of the company’s own IT
infrastructure. In this paper we present a maturity model (SIMMI 4.0 – System
Integration Maturity Model Industry 4.0) that enables a company to classify its
IT system landscape with focus on Industry 4.0 requirements. SIMMI 4.0
consists of 5 stages. Each describes several characteristics of digitization, which
allows a company to assess itself. Additionally, recommended activities are
presented for each stage of digitization, which can enable a company to reach
the next stage of maturity. Due to the large number of possible characteristics
concerning Industry 4.0 and digitization, we also present several possible topics
for future research to improve and refine the developed maturity model.

Keywords: Maturity model � Industry 4.0 � Industrial Internet � Digital
transformation � Digitization

1 Motivation

One of the most important challenges that companies currently face is the digitization
of business processes and of the enterprise itself. They have to join in global digital
networking, improve automation of individual or even all business processes, and
reengineer existing business models to gain momentum in digital innovation. Mean-
while, the progressive and steady digitization of society, with associated changes, has
also arrived in the everyday life of enterprises. It has never been more important for
enterprises to be able to rely on IT-enabled capabilities, as well as to count on a deep
understanding of information technology in general and in digital innovation in par-
ticular. These changes and challenges are enormous and are no longer restricted solely
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to industry sectors, which depend on or have to use innovative technologies for cre-
ating and selling their products or services. Without a doubt, nearly all enterprises have
to undergo an increasing digital transformation to remain competitive in global mar-
kets. The areas affected by these changes are diverse: e.g., the use of enterprise resource
planning (ERP) or similar company-wide enterprise systems to achieve holistic support
and planning of business activities throughout the company and across the company´s
borders [1–4], or the increasing interconnectedness of classical horizontal value chains
to a complex value network [1, 5]. Digitization offers many approaches for automating
workflows, reducing transaction costs, and increasing flexibility in dealing with cus-
tomers and business partners. In these efforts, the specific challenge for companies is to
realize the increasing integration of virtual, digital programs with real objects or
products in their everyday business in order to subsequently adapt, enhance, or opti-
mize the processes [6].

For a while, trends such as Industry 4.0/Industrial Internet, Big Data, and Cloud
Computing affected mainly large companies, especially since small- and medium-sized
enterprises (SMEs) often judged those topics as too complex and expensive and partially
classified them as not relevant. However, digitization is no longer limited to large
companies and does not only concern separate functional areas such as the IT depart-
ment. Rather, it takes place throughout the entire value chain of all companies [7]. The
advantages are also relevant for SMEs (e.g., a profitable growth through new products,
new services, and innovative business models). With digital technology, costs are
reduced and the company can be more efficient in its daily business activities [8].

Realizing these advantages, SMEs open themselves for the complex topic of
Industry 4.0 and try to reshape their business processes and business models in this
direction by an increased usage of Information and Communication Technology (ICT).
However, it is obvious that the increasing transformation of everyday business, in
addition to the opportunities, is not without risks for existing business models. Such
profound changes to the corporate structure require large investments and can lead to
temporary shortfalls of individual departments during the restructuring process.
However, this implementation seems inevitable regarding increasing national and
international competition. For example, currently SMEs mainly use advanced ICT for
handling production and business processes. E-mail and the internet as the main
communication mediums are constantly increasing in importance; computerized pro-
grams specify production and enterprise systems support all kinds of daily business
operations. Overall, together with this increasing digitalization of companies, the
definitions of value-adding and supportive processes become vague, whereby the tra-
ditional supply chain of a company with its downstream processes develops into a
holistic supply/value network.

To face up to this development the use of adequate ICT is essential. However, what
is missing at this point is the companies’ level of knowledge concerning their own
digitization. A number of studies already exist applying to this topic (e.g., [9–12]). By
using various interrogation techniques, the authors figure out which information and
enterprise systems are used in business (especially in SMEs) and in what shape the
IT-infrastructure of the company appears. There is, however, the question of how an IT
landscape must be designed so that a company can “move” in the field of Industry 4.0.
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Recognizing and evaluating what systems are needed, and in which way and for what
purpose, still embodies a challenge for companies.

This is where the present paper comes in. As extended paper of Leyh et al. [13] we
present a tool (a maturity model) that enables companies to classify their own provided
IT system landscape in the needs of an Industry 4.0 system landscape. This results in
the main research question for our research:

What should a maturity model look like to assess a company’s IT system landscape in the
context of Industry 4.0?

In order to answer this question the paper is composed of four sections. Following
this motivation, Sect. 2 gives brief insight into the field of Industry 4.0, as well as in the
field of existing maturity models, whereas Sect. 3 summarizes the development of our
maturity model “SIMMI 4.0” (System Integration Maturity Model Industry 4.0).
Sect. 4 represents the core of our paper. In this chapter, the components (dimensions
and stages) of SIMMI 4.0 necessary to fulfill the requirements of an Industry 4.0
environment are described. The paper finishes with a short summary and an outlook for
future research in this field.

2 Conceptual Background

As already mentioned in the motivation section, the topic “Industry 4.0” has gained
more and more importance and has spread with all its diversity in enterprises. Industry
4.0, as the fourth stage of the industrial revolution is entitled, consists of an increasing
digitization of products and systems, together with their interconnectedness. Thereby,
the physical world is connected to the virtual world. The focus lies on an enhancement
of the automation, flexibility, and individualization of the products, the production, and
the connected business processes [14, 15].

The characteristics of Industry 4.0 are: e.g., horizontal integration across whole
value networks, strong vertical integration within the company, and a digital trans-
parency of the engineering across the entire value chain [14]. However, a universal
definition for the term “Industry 4.0” does not exist. Despite this, from the afore-
mentioned descriptions and further characteristics of Industry 4.0 we deduce a working
definition as the foundation for our research:

Industry 4.0 describes the transition from centralized production towards one that
is very flexible and self-controlled. Within this production the products and all affected
systems, as well as all process steps of the engineering, are digitized and intercon-
nected to share and pass information and to distribute this along the vertical and the
horizontal value chains, and even beyond that in extensive value networks.

In addition to the organizational challenges, the question of the right business
model, and the adjustments of the existing business models faced by companies that
want to align themselves more towards Industry 4.0, the enterprise´s IT department is
also confronted with an integration challenge of further/additional IT systems. Through
the development of the last few years (especially in the field of digitization), the
homogeneous IT system landscape of the 1990s and 2000s is now divided into smaller
heterogeneous systems. This change results from the requirements used when
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companies want to foster activities in the field of Industry 4.0, since those requirements
often cannot be covered by one “large, all-encompassing” IT system. From this point of
view, the need arises that the companies must be able to classify their IT system
landscape regarding Industry 4.0 requirements. They have to be able to analyze their
landscapes to identify whether or not it is sufficient and provides a stable foundation for
Industry 4.0 activities. A tool is needed for this purpose (for example, a maturity
model) that enables the company to classify its IT system landscape and also the
landscapes of its business partners.

Therefore, to get an insight in the existing literature regarding maturity models,
here with a focus on Industry 4.0 and its requirements, we conducted a systematic
literature review. This analysis was done in three steps:

• Step 1: Development of a classification scheme for systematically assessing and
evaluating maturity models. Here, we oriented our scheme on the classification
scheme of Wendler [16] and enhanced this scheme with further criteria since
Wendler [16] evaluates the papers and not the maturity models described within
them. In the Appendix our classification and its assessment is provided by con-
ducting one example evaluation of the maturity model of Benguria and Santos [17].

• Step 2: Conducting the systematic literature review. We used the approach sug-
gested by vom Brocke et al. [18] to identify relevant articles. In addition, we used
the paper of Wendler [15], which provides a valuable overview of maturity model
papers.

• Step 3: Classification, assessment, and evaluation of the identified papers and
maturity models. The identified articles (53 papers focusing maturity models) were
analyzed and classified according to the scheme in the Appendix. The list and
classification of all analyzed papers, and therefore of the maturity models, will not
be part of this article, but will be provided by the authors upon request.

The analysis of the identified articles and maturity showed that the models have an
average of five stages and numerically very different dimension characteristics per
stage. Furthermore, not all maturity models follow a concrete process model in their
development, and most of them lack a thorough evaluation especially with regard to
their usage in practice. Mostly, the identified papers represent an initial proposal of a
model and somehow the development process is described more or less extensively.

Summing up the results of our literature review, it became evident that there are a
couple of maturity models for classifying the IT system or software landscape of
enterprises (e.g., LISI: [19]; OIMM: [17]; SIMM: [20]; SPICE: [21]). However, we
could not identify a maturity model that deals with or that has an explicit focus on the
requirements of Industry 4.0 in combination with the IT system landscape of an
enterprise and of its partners in the value chain. However, some of the analyzed
maturity models contain in part some related and relevant approaches, but these mostly
do not cover the required functionality and content of a highly integrative and
organization-wide digitization for the model-application in the field of Industry 4.0.
Hence, in combination with the statements from the motivation section, the need to
develop a more capable and matching maturity model for the context of Industry 4.0 is
given.
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3 Research Methodology – Development of SIMMI 4.0

Since Industry 4.0 is an enterprise-wide and even an inter-corporate topic, the IT
system landscape should also have an inter-corporate nature by using the potential of
current technologies and approaches. To take this into account, the development of
SIMMI 4.0 follows a detailed development strategy (described below) and is thus
based on the derivation or modification of existing maturity models. For this purpose
we especially used maturity models that are related to the topic of IT system landscape,
e.g., CMM(I) [22–24] and SOAMM [25]. Several components of those models were
combined and adjusted according to the requirements of Industry 4.0.

In general, maturity models can be regarded as artifacts, and, therefore, the prin-
ciples of design-oriented research are applicable. For example, the development of a
maturity model generally follows, according to those principles, three phases: problem
identification, designing the artifact, and evaluation of the artifact [26].

As a process model for developing maturity models, de Bruin et al. [27] developed
a generic phase model based on the findings of the analysis of the development process
of the Business Process Maturity Model (BPMM) and the Knowledge Management
Capability Assessment (KMCA). They suggest six steps for this process model: scope,
design, populate, test, deploy, and maintain.

Whereas, Becker et al. [26] apply the seven guidelines (1–Design as an Artifact;
2–Problem Relevance; 3–Design Evaluation; 4–Research Contributions; 5–Research
Rigor; 6–Design as a Search Process; 7–Communication of Research) of the Design
Science framework from Hevner et al. [28] for the development process of maturity
models. They suggest eight phases for the development process: (1) problem definition;
(2) comparison of existing maturity models; (3) defining the development strategy;
(4) iterative maturity model development; (5) conceptual design for the transfer and
evaluation of the maturity model; (6) implementation of transfer approaches; (7) con-
ducting the evaluation; and, if necessary, (8) discarding the maturity model [26].

Therefore, due to the iterative procedure, the full-scale documentation guide of the
development process also assesses the validity and reliability of the model for the
scientific discourse of the process model of Becker et al. [26]. In addition, due to the
already successfully developed maturity models following the process model (e.g. [29,
30]), we decided to follow this process model for the development of SIMMI 4.0
(System Integration Maturity Model Industry 4.0).

Following this process model, SIMMI 4.0 is currently in phase 4 (iterative maturity
model development). We identified an existing problem enterprises face within the field
of Industry 4.0 (phase 1), and we compared existing maturity models (phase 2) by
conducting a systematic literature review (see Sects. 1 and 2). However, we cannot
describe the development process of SIMMI 4.0 to a full extent within this paper.
Therefore, this process is described in Leyh et al. [31].

In phase 4, SIMMI 4.0 is in its first iteration. The findings from the analysis of the
literature about the general structure of maturity models were combined with the
requirements for an IT system landscape of a company that wants to operate entirely in
the context of Industry 4.0. Thus, in the following section we present SIMMI 4.0 in
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detail to provide an understanding of how a company could/should evaluate its IT
system landscape with focus on Industry 4.0.

4 SIMMI 4.0 – System Integration Maturity Model
Industry 4.0

As a starting point for model development, a further literature analysis was conducted.
Contrary to the literature analysis of Sect. 2, the aim of this analysis was to gain an
understanding about the existing level of knowledge about Industry 4.0, and, therefore,
to deduce the essential requirements for IT systems in the context of Industry 4.0.
Several databases (e.g., EBSCO, ScienceDirect, SpringerLink, and Google Scholar)
were searched using the following terms and combinations of these terms: Information
systems, Industry 4.0, Maturity models, Integration, Digitization, Internet of things and
services, Cyber-physical systems, Value networks, IT systems, Enterprise systems, and
Business information systems. Some of the resulting requirements from this literature
analysis are presented as follows.

4.1 Requirements for IT-Systems in the Context of Industry 4.0

In their final report about Industry 4.0, Kagermann et al. [14] highlighted three key
requirements fostered by Industry 4.0 and thus should be supported by the enterprise
application system landscape:

Vertical Integration along the hierarchical levels of a company: While the different
enterprise systems support their own tasks very well, the data of the respective systems,
such as Enterprise Resource Planning (ERP) systems, Supply Chain Management
(SCM) systems, Management Information Systems (MIS), Product Life cycle Manage-
ment (PLM) systems, etc., is often stored in separate databases (sometimes data interfaces
are provided) and partly stored in different formats. This sub-optimal level of integration
must be improved for implementing Industry 4.0 business processes and activities.

Horizontal Integration across value networks: For the implementation and use of
different enterprise systems, failures and leakages throughout the flow of information
must be avoided. In fact, the information must be accessible and useable at the right
time in the right “place” along the entire supply chain and therefore for all business
partners. Furthermore, the exchange of such information flows must be (completely)
automatized.

Digital Continuity of engineering: This means supporting a product’s engineering
consistently and continuously along the entire supply chain by using adequate and
appropriate enterprise systems and includes the production system development pro-
cess as well.

Also, stemming from the literature review (especially from analyzed study results),
cross-sectional technologies were identifiable as an important part of the enterprise
systems. These technologies are defined below and their relevance to Industry 4.0 will
be explained:
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Service-Oriented Architecture: For example, the project “Platform Industry 4.0” has
published a whitepaper that names the development of a reference architecture based
on a Service-oriented architecture (SOA) as an important prerequisite for the imple-
mentation of Industry 4.0 [32].

Cloud Computing: Industry 4.0 not only leads to a digitization of separate production
facilities, but also that of the enterprise’s information technology at the production
plant(s) as well as all companies digitally interconnected along the supply chain.
Considering cloud computing, these aspects are provided as different services; there-
fore, this could help enterprises operate in the field of Industry 4.0 effectively and
efficiently.

Information Aggregation and Processing: In this context, aggregation of informa-
tion implies that data can be easily identified from various integrated enterprise systems
through different ways of treatment, such as clustering, filtering, and correlation. In a
next step, this data is made available to every user or machine that needs it. This
illustrates not only that the data of the production floor/of the production systems (e.g.,
various interconnected machines, (semi-) products, sensors etc.) is aggregated and
transferred towards the company’s higher levels and enterprise systems (e.g., ERP
systems, SCM systems), but also that the data needs to be transferred in the opposite
direction to the production floor [33].

IT Security: In Industry 4.0, the company will be connected with/to the internet not
just at an operational or higher level. As part of the Internet of things and services, the
production level/production floor, maybe even the control level of several machines
themselves, as well as all levels up to the strategic level of companies will be connected
through a continuous link to the internet. For this reason, IT security will be a major
challenge for establishing different kinds of IT systems. Here, IT security is defined as
adequate protection of all information available in form of electronic data. In addition,
it must be ensured that the IT systems themselves and their services are available at all
times for the users and work properly [34, 35].

4.2 Components of SIMMI 4.0

Depending on its aims and strategic positions as well as on its arrangements in terms of
Industry 4.0, not every company needs to fully implement all the dimensions of SIMMI
4.0. There are several gradations per dimension, which in turn result in different stages
within the maturity model. These dimensions can have different characteristics in terms
of scope and intensity for each company. Therefore, Table 2 in the Appendix gives a
summary of our proposal for SIMMI 4.0. In the following chapters, the dimensions and
stages of SIMMI 4.0 are described in detail.

Dimensions of SIMMI 4.0

Several dimensions of the development of SIMMI 4.0 are deduced from the require-
ments from our literature analysis. With these dimensions, SIMMI 4.0 can enable a
company to assess its IT system landscape.
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Dimension – Vertical Integration: This dimension focuses on the components of the
lowest level of an enterprise, where different physical things ((semi-) products,
machines, etc.) need to exchange information throughout the level itself and with the
levels above. The most important criterion here is that this exchange is possible in both
directions.

Dimension – Horizontal Integration: Industry 4.0 requires horizontal integration
across the different value networks. Accordingly, an essential criterion has emerged
from the requirements above. An automated and integrated information flow is nec-
essary along the horizontal enterprise level as well as beyond the enterprise borders.
Without this information flow, a business-wide value network is not realizable,
meaning that the various enterprise systems of the different partners in the supply chain
and in the value networks require interoperability at the data level. Therefore, a con-
tinuous and consistent information flow is needed [36, 37].

Dimension – Digital Product Development: For the engineering’s digital continuity it
is especially important that each process step is represented digitally. For this purpose,
at least one enterprise system should be integrated into each respective process step. In
addition, the resulting data and information of each step must be forwarded to the next
and previous step/enterprise system.

Dimension – Cross-Sectional Technology Criteria: This dimension focuses on
assessing the extent to which technologies are used across all different fields of Industry
4.0. Based on the requirements, the respective fields are: Service-oriented architecture,
Cloud computing, Big Data, and IT Security. In addition, the level of support that
enterprise systems can provide for these fields should be evaluated in this dimension.

Stages of SIMMI 4.0

SIMMI 4.0 is divided into five stages. This five-stage division is justified by the fact
that in the middle of this stage-model, in the third stage, the implementation of an
intelligent factory (Smart factory) is completed. This foundation for Industry 4.0 should
be and must be implemented in each company before stable, robust, and versatile value
networks can be realized. By implementing an intelligent factory, a company can gain
operating experience and test technology before the company and its systems are
connected to other companies [36]. Key activities for each stage, which must be
conducted in order to be able to achieve a higher stage, are briefly specified.

Stage 1 – Basic Digitization Level: The company has not addressed Industry 4.0.
Requirements are not or only partially met.

The enterprise systems along the enterprise’s value chain support only their
respective fields of activity. When integration is achieved, it is with specially imple-
mented and complex interfaces. In addition, the processes are not or are only partially
digitized. Product prototypes are designed in a costly way because of product devel-
opment activities are not digitized. The company does not pursue service-oriented and
cloud-based approaches.

The data of the enterprise systems are aggregated only for strategic decisions. In
addition, the confidentiality of the data is not provided. The company’s data is not
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protected against industrial espionage for example, incurring enormous damage
annually. Anytime and continuous availability of data is not ensured. Sometimes, users
cannot receive the data when they request it or access is not provided.

Activities:

• Start of engagement with focus on Industry 4.0
• First explorations of service-oriented approaches

Stage 2 – Cross-Departmental Digitization: The company is actively engaged with
Industry 4.0 topics. Digitization has been implemented across departments, and the first
Industry 4.0 requirements have been implemented throughout the company.

Information can be (partially) exchanged automatically among different depart-
ments and business areas. This level of integration no longer contains data islands
within the company. In addition, several production plants are connected but instead
through cloud solutions they are connected through the exchange of information in
other ways (paper-based, email, FTP, etc.).

Production and product development is supported by several enterprise systems.
However, data and information exchange is not automatized. Therefore, the previous
and following steps are not optimized. The company starts to implement an SOA.
Legacy systems are broken down, and their functionalities are encapsulated into ser-
vices. New systems are implemented directly following the SOA principles. Thus,
initial processes can be built as services. In addition, an enterprise service bus (ESB) is
implemented to replace enterprise application integration principles and to enable direct
connection between new systems.

Activities:

• Implementing an SOA
• Achieving cross-departmental integration
• First approaches for an IT security model
• First developments of mobile applications

Stage 3 – Horizontal and Vertical Digitization: The company is horizontally and
vertically digitized. The requirements of Industry 4.0 have been implemented within
the company, and information flows have been automated. The product development is
consistently supported by enterprise systems. Information from the respective process
steps can be forwarded to the next or previous process step.

The company has established an SOA. All the functionalities of the integrated
systems are provided as services. The (semi-) products are part of this SOA and provide
services themselves.

To exchange information within the enterprise, cloud principles are applied. Ser-
vices are available company-wide and can be accessed anywhere. Employees are able
to retrieve information everywhere through mobile devices. In addition, machines and
(semi-) products are displayed on the mobile devices as soon as they come into the
device’s range. With this feature, the devices can display additional information about
the machines (e.g., current processing step, maintenance status, etc.).
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Various data from the production plants will be aggregated and processed together.
Using this data and information gained from production, production itself can be
optimized in real time and can be adapted to prevailing or changing conditions when
necessary.

IT security is increased through the use of an advanced security model. Access to
data is continuously protected, and data is transmitted in an encrypted state within the
enterprise. The data’s confidentiality, availability, and integrity are completely
guaranteed.

Activities:

• Connection with other companies to build value networks
• Development of a cloud-based platform to offer services across the company

borders

Stage 4 – Full Digitization: The company has been completely digitized, even beyond
corporate borders, and integrated into value networks. Industry 4.0 approaches are
actively followed and anchored within the corporate strategy.

Consequently, the level of integration can be described as enterprise-wide and
cross-corporate horizontal and vertical integration. In order to optimize processes, the
product development steps automatically pass information to previous and following
production steps.

The company has established a service-oriented and cloud-based platform that
offers services in the value network in order to exchange information along the supply
chain in real time. Machines can be maintained globally, regardless of their location (in
terms of their software). Data is aggregated and processed company-wide as well as
provided via entire value networks. The production floor in general is at a highly
optimized level.

In addition to enterprise-wide data encryption, encryption is also used within the
value networks. Users can access data anywhere by using established authentication
measures.

Activities:

• Beginning collaborations with companies within the value networks for end-to-end
solutions and the optimization of information flows

Stage 5 – Optimized Full Digitization: The company is a showcase for Industry 4.0
activities. It collaborates strongly with its business partners and therefore optimizes its
value networks. Through these collaborations, new business models and new
end-to-end solutions are developed and enabled. During this development process each
step inside and outside the company is digitized.

Within the value networks physical value and information flows can also be rep-
resented digitally, so the entire added value can be simulated in real time. Thus, it is
possible to automatically perform necessary adjustments for all companies of the value
network.
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Furthermore, the IT security adjusts promptly to new risks. Occurring security
problems are immediately solved. Encryption is optimized in cooperation with the
partners the along the value networks.

5 Summary and Future Aspects

The aim of this paper was to develop a maturity model for the classification of a
company’s IT system landscape in the context of the Industry 4.0 requirements.
Through a systematic literature review, we could demonstrate that no maturity model
currently exists that meets the needs of Industry 4.0 in terms of a company-wide and
even a cross-corporate IT system landscape. However, due to the drastic changes
produced by the digitalization of businesses and society itself, it becomes necessary for
enterprises to assess their IT system landscape in a realistic way. Therefore, an
easy-to-handle tool could provide adequate support for assessment.

With this in mind, we designed a new maturity model (SIMMI 4.0 – System
Integration Maturity Model Industry 4.0) for assessing the readiness of a company’s IT
system landscape in terms of Industry 4.0. Therefore, we derived several Industry 4.0
requirements based on a second literature review and combined them with the results of
our first literature review with a focus on existing maturity models. In general, our
design process was conducted with reference to suggested procedure model of Becker
et al. [26]. However, this design process is not described in detail in this paper but can
be found in Leyh et al. [31].

Therefore, this paper presents the first version of our maturity model SIMMI 4.0.
According to the procedure model of Becker et al. [26], the development of SIMMI 4.0
is currently in phase 4 (iterative model development). Thus, the model’s development
is not yet fully complete. The next iterations in phase 4 include:

• Conducting several expert interviews and model adjustments based on the inter-
views if necessary (2nd iteration);

• Group interviews with companies to test the model’s practicability (3rd iteration).

After phase 4 is completed, evaluation of the maturity model will follow. These
steps should be based on the concrete application of the model within several com-
panies. The resulting design decisions based on the iteration steps, the transfer and
evaluation in terms of the model’s dimensions and stages, more detailed evaluation
steps, and the model’s scientific as well as practical contributions will be addressed in
subsequent papers.

Beyond the development of SIMMI 4.0 (here primarily based on the literature
review in Sect. 2, the comparison of existing maturity models), we identified additional
links and needs for further research For example, some maturity models already exist
for the field of Industry 4.0 that deal with organizational aspects [38] or system-specific
aspects in detail [39]. A mapping of these maturity models would be necessary to
combine their different points of view. For example, different maturity level assign-
ments and dimensions between these models should be developed to enable companies
to fully classify themselves in terms of Industry 4.0 requirements in all levels of their
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enterprise. With this work, companies would be able to determine their overall maturity
in the field of Industry 4.0.

A further aspect to investigate in the future is the data quality within various
enterprise systems along the supply chain. Since companies in an Industry 4.0 envi-
ronment must exchange data in large amounts and on an automated basis, a certain data
quality is necessary to ensure efficient company-wide and cross-corporate business
processes. Therefore, those companies should implement adequate master data man-
agement and data quality management. On this topic, two questions arise: (1) What
design elements and components should be part of master data management and data
quality management in the context of Industry 4.0? (2) How can master data man-
agement be integrated in maturity models addressing the IT systems landscape of
Industry 4.0 companies? We will address those two questions in further research
projects.

To conclude this contribution, some limitations must be recognized. Currently,
SIMMI 4.0 has not been evaluated or tested. It is a maturity model that was derived
from the literature by combining aspects of IT-related maturity models with Industry
4.0 requirements. In this respect, the development process of SIMMI 4.0 must con-
tinue. In the next iteration steps, we will clarify and review the model’s components
based on expert and company assessment. Additionally, SIMMI 4.0 must prove its
practicability and usefulness in an enterprise environment. Therefore, we will address
both aspects of the model’s limitations in our research project’s future steps focusing
the field of Industry 4.0.

Appendix

Tables 1 and 2.

Table 1. Example of a categorized maturity model (see [17]) according to our classification
scheme

# Attribute Description

A1 Paper title SME Maturity, Requirement for Interoperability
A2 Year of publication 2008
A3 Country Spain
A4 Summary The paper presents an implementation strategy for

interoperability in the SME context (small and
medium-sized enterprises). The strategy consists of:
(a) an improvement cycle for establishing and for
ensuring an interoperable state; (b) a maturity model for
the classification of interoperability based on best
practices; (c) an evaluation method to measure
interoperability.

(continued)
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Table 1. (continued)

# Attribute Description

A5 Name of the maturity
model

No name specified

A6 Industry sector/Field of
application

Spanning various classes of business

A7 Company size Small and medium-sized enterprises (SMEs) ! up to
250 employees and up to 50 million Euro turnaround per
year

A8 Artifacts Improvement cycle, Interoperability maturity model,
Assessment method

A9 Stages of maturity 5 Stages: (1) Initial; (2) Performed; (3) Modeled;
(4) Integrated; (5) Interoperable

A10 Relevance and
definition of the
problem

Development of a practicable and useable maturity
model for SMEs

A11 Comparison of existing
maturity models

• Capability Maturity Model Integration (CMMI);
• Software Process Improvement and Capability
Determination (SPICE);

• Service-Oriented Architecture Maturity Model (SOA
MM); Extended Enterprise Architecture Maturity
Model;

• Organizational Interoperability Maturity Model;
• Levels of Information Systems Interoperability;
• European Interoperability Framework;
• Malcolm Baldridge National Quality Award
(MBNQA);

• European Foundation for Quality Management
(EFQM);

• ISO 9000;
• Six Sigma

A12 Defining the
development strategy

Combining multiple models to one maturity model

A13 Iterative maturity
model development

One improvement cycle was performed

A14 Evaluation An evaluation was conducted as case study within a
medium-sized door manufacturer.
Objectives of the case study:
Testing the maturity model, its application and its
classification approach, especially with an SME focus
Getting know to interoperability limits regarding IT
systems, technical aspects and organizational issues
between customers and suppliers

A15 Further research needs No information provided
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Table 2. Overview of SIMMI 4.0

Dimension vertical
integration

Dimension horizontal
integration

Dimension digital
product development

Dimension cross-sectional
technology criteria

Stage 5 – Optimized full digitization
The company is a showcase for Industry 4.0 activities. It collaborates strongly with its business partners and
therefore optimizes its value networks
Continuous
cross-corporate
integration that is
constantly optimized

Continuous
cross-corporate
integration and
collaboration in value
networks

Product development is
processed digitally
inside and outside the
company (digitized
end-to-end solution)

Simulation and
optimization of value and
information flows in
real-time within the value
network. IT security adjusts
promptly to new risks.
Occurring security
problems are immediately
solved. Encryption is
optimized along the value
networks

Stage 4 – Full digitization
The company is completely digitized even beyond corporate borders and integrated into value networks.
Industry 4.0 approaches are actively followed and anchored within the corporate strategy
Continuous
cross-corporate
integration

Continuous
cross-corporate
integration in value
networks

Product development
information are
digitally forwarded

Service-oriented
cloud-based platform.
Services are offered for the
partners in the value
networks. Information and
data are exchanged in
real-time along the supply
chain. Optimization of the
entire production through
Big Data solutions. Access
to data is protected.
Cross-corporate encryption
of data and authentication
for global access

Stage 3 – Horizontal and vertical digitization
The company is horizontally and vertically digitized. Requirements of Industry 4.0 have been implemented
within the company, and information flows have been automated

Complete
internal/enterprise-wide
integration of all
enterprise systems and
machines

Complete
internal/enterprise-wide
integration of all
enterprise systems and
machines

Product development is
continuously digitally
supported

SOA has been established.
All functions are provided
as services. (Semi-)
products and their
functionalities are available
as services. To exchange
information within the
enterprise, cloud principles
are applied. Production is
adjusted and optimized in
real-time. IT security is
increased through the use of
an advanced security
model. Access to data is
continuously protected, and
data is transmitted in an
encrypted state within the
enterprise

(continued)
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Abstract. During the last years the number of innovative ICT systems,
applications and tools has been growing still to support business performance.
However, advanced ICT solutions are only means to the end of better process
performance, not a substitute for it. Intelligent enterprises that are knowledge –
driven organizations running their activity in increasingly dynamic, complex
and uncertain environment. The aim of paper is the discussion about the wide
spectrum of ICT solutions used by the intelligent enterprise and their meaning in
the management of intelligent organization. The study results show that ICT
drivers empowering the intelligent enterprise are: mobile workforce integration
and management, smart virtual workplace, e- collaboration tools, business
flexibility and prediction, scalability and customization, learning machines and
systems, business continuity management, converting data into business intel-
ligence. This is one of the first approach in this case that the author is going to
continue in the advanced research.

Keywords: Intelligent enterprise � ICT � Enterprise management � Intelligent
enterprise business model

1 Introduction

Undoubtedly, an intelligent enterprise has a high abilities to learn from experience,
adapt to new situations, understand and handle abstract concepts, and use knowledge to
impact on the business environment. Problem solving, comprehending complex ideas,
learning quickly, and learning from experience are crucial for the intelligent enterprise.
Companies today are looking to boost operational productivity and performance while
addressing the full range of information requirements throughout the extended enter-
prise. In this case, the intelligence in the enterprise management is more than just
delivering reports only from a data warehouse. It’s about providing large numbers of
people – executives, analysts, customers, business partners, and everyone else – secure
and simple access to the right information, just in time so they can satisfy their
unique reporting or analysis requirements to create a high added value.

The intelligent enterprise provides information for service-oriented purposes and
for optimizing operational systems. It can be intelligent in two ways:

• it can behave intelligently or/and can “utilize” intelligence;
• it needs to maximize the extend and utility of its intellectual capital.

© Springer International Publishing AG 2017
E. Ziemba (Ed.): AITM 2016/ISM 2016, LNBIP 277, pp. 120–136, 2017.
DOI: 10.1007/978-3-319-53076-5_7



The intelligent enterprise is an organization which acts effectively in the present and
is capable of dealing effectively with the challenges of the future. It meets its objectives
both of the enterprise itself and those of its stakeholders and makes trade – offs between
them.

Because, today it is difficult to run the business performance without the use of
advanced IT systems, applications, tools – the question concerning the differences
between intelligent and traditional enterprise appears.

The aim of paper is the discussion about the wide spectrum of ICT solutions used in
the intelligent enterprise and their meaning in the management of intelligent organi-
zation. This is one of the first approach in this case that the author is going to continue
in the advanced research.

The paper is structured as follows. Section 1 is an introduction to the subject.
Section 2 explains a theoretical background of an intelligent enterprise. Section 3
presents a research review of the intelligent enterprise. Section 4 is a review of intel-
ligent enterprise business models and presents its results as the conception of an
intelligent enterprise integrated model. Section 5 presents a discussion of findings.

2 Intelligent Enterprise in the Literature Review

The concept of an intelligent enterprise has its source particularly in a few ideas: an
organisation based on knowledge and information management, a self - learning
organization, an organisation based on the intellectual capital.

The ideal intelligent enterprise is able to self-organizing, dynamically interacting
with a distributed network of stakeholders within and external to business partners. In
this organization, the intelligence is measured by the scale of innovation, knowledge
creation, and the ability to generate high flexible structures, learning from the collective
intelligence of the enterprise as network [1].

On the other hand, Haeckel and Nolan present the another approach defining an
intelligent enterprise as an organization based on the enterprise intelligence that means
“the ability to deal with complexity, that is, its ability to capture, share, and extract
meaning from marketplace signals” [2]. An organization’s complexity is in turn a
function of how many information sources it needs, how many business elements it
must coordinate, and the number and type of relationships binding these elements.
According to their analysis, the organization’s ‘intelligence quotient’ is determined by
three critical attributes: the ability to access knowledge and information (connecting);
the ability to integrate and share information (sharing); and the ability to extract
meaning from data (structuring). Connecting means that information sources and users
are linked in such a way that accurate information can be captured and made available
to the right users at the right time and place. Sharing means that people in the orga-
nization can share data, interpretations of the data, as well as their understanding of the
core processes of the organization. Structuring means that insight or meaning is
obtained by matching and relating information from multiple sources so that some form
of pattern or trend emerges. Structuring is achieved by creating information about
information, for instance, how data are organized, related and used.
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The results of a literature surveys conduct that from the ICT point of view, the
intelligent enterprise is correlated with following terms: business intelligence, artificial
intelligence, enterprise intelligence systems. The concept of the ‘intelligent enterprise’
was first presented by Quinn as the enterprise depending more on the development and
deployment of intellectual resources than on the management of physical and fiscal
assets. Its functions are disaggregated into manageable intellectual clusters that Quinn
calls ‘service activities’. Information technology has made it possible to delegate and
outsource many of these service activities to other organizations. Instead of focusing on
products, the intelligent enterprise excels in a few core knowledge-based service
activities critical to its customers and surrounds these with other activities necessary to
defend the core. Then it uses advanced information, management, and intelligent
systems to coordinate the many other diverse and often dispersed activity centers
needed to fulfill customer needs that now it has a special meaning because of the use of
advanced ICT solutions [3].

Ming and Feng [4], Hopkins, Lavalle, Balboni [5], Kruschwitz and Shockley [6],
Dayani [7], Quinn [8], Stubbs [9], Tan and Cao [10, 11] note that the knowledge
management, wireless networking technologies, mobile devices has prompted many
modern enterprises to look for management information systems to remotely monitor
and control of their company operations in order to increase their flexibility and
competitiveness in the market. In other words, the intelligent enterprise operates with
knowledge based technologies, especially on-line systems for remote work and
activities improving the effectiveness of business processes and has important role in
creating competitive advantage. Szczerbicki [12] notices that a modern intelligent
enterprise is able to convert intellectual resources using ICT solutions to the end
product with a high level of added value.

One should be pointed that now intelligent enterprises use in their business a hybrid
approach rather than using a single intelligent system or application to do activities and
to make decisions. Modern IT environment includes various interfaces and components
completely Web-based and uses XML extensively which can work like shared platform
to be accessed by multiple users and decision makers [13]. Enterprises operate on B2B
platforms with’in built’ EDI technologies that integrate ERP systems and special
applications of business partners, use the workflow, CRM. All of them provide a lot of
data and information in the integrated way. Thus, they act like knowledge management
systems [14, 15]. Nowadays the main problem for the intelligent enterprise is not be the
access to information but the ability to verify it and then to transform it into a useful
operational and strategic resource, necessary to create a unique added value.

Enterprise management in the uncertain ‘information-rich’ environment requires
great understanding of the role of information and human potential. To gain this
understanding, the knowledge is required [16]. In the intelligent enterprise, employees
know that ICT tools enable the knowledge sharing, not only fosters collaboration but
also facilitates experience and knowledge discovery. Thannhuber [17] emphasizes that
IT systems supported by knowledge and intelligence paired together allow to adapt
dynamically the enterprise to its environment, provide the framework for making
optimal decision. Moreover, the intelligent enterprise applies automated analytics on
data generated by systems and applications to better understand what resources are
being used, how well they should be used to support the business processes.
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The intelligent enterprises create the high ability to measure past performance for the
future purposes. ICT solutions deliver knowledge to the right people when and where it
is needed, and keep in mind that timeliness is an issue.

According to Dayal [18] the intelligent enterprise is characterized by being able to
adapt quickly to changes in its operating environment. It monitors not only its own
business processes but its interactions with customers, partners, suppliers and collab-
orators, as well. The intelligent enterprise understands how the exchange of informa-
tion among all business participants relates to its business objectives and it acts to
control and optimize its operations to meet its business objectives. In this enterprise
decisions are made quickly and accurately to modify business processes on the fly,
dynamically allocate resources, or change business partners (e.g., suppliers, service
providers) and partnerships (e.g., establish new service level agreements).

March and Olsen [19] believes that the intelligent enterprise is built on two fun-
damental processes: ‘rational calculation,’ and ‘learning from experience’. Rational
calculation is the choice of alternatives based on an evaluation of their expected
consequences according to preferences. It looks ahead into the future to anticipate
outcomes. Learning from experience is the choice of alternatives based on rules
developed from an accumulation of past experience. It looks backwards at history to
find guidance for future action.

To sum up, an intelligent company integrates “what’s going on out there” with
“how we do things around here”, “present time” with “future time” using a power of
knowledge and the intellectual capital supported by integrated tools based on ICT.

3 Research Review of the Intelligent Enterprise

The study show that there is a lack of advanced surveys devoted to the intelligent
enterprises. Up to date, in Poland the only research concerning intelligent enterprises
was carried out by Polish Agency for Enterprise Development (PARP) in 2010 on a
group of 300 small and medium-sized enterprises [23]. One of the purpose of the
research was finding an answer to a question what are the characteristics of the
intelligent enterprise in Poland and whether they use ICT solutions more effectively
than other organisations.

In the research carried out by PARP it was assumed that an intelligent organisation
has following features:

• it has a long term strategy of development to achieve goals;
• it has an advanced human resources management (HRM) policy;
• it has a company website and intra network as well as it uses specialised ICT

business management tools;
• it uses the knowledge management.

Surveys have shown that 26.5% of SMEs had a long term strategy, 31.6% had the
HRM policy, 47% used developed ICT tools and 38% used the knowledge manage-
ment. In contrast, 63% of big companies had both the strategy and the personnel
management policy well developed. Therefore, the bigger organizations meet the
criteria of intelligent organization to a larger extent than SMEs.
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In Poland, intelligent organizations do not have a clear innovative profile yet
established. Now, when the Operational Programme Intelligent Development 2014–
2020 started, it is known that a type of innovation is not a factor differentiating com-
panies in terms of their willingness to implement solutions typical for intelligent orga-
nizations. More often are process innovations (28%), organizational innovations (24%)
and product innovations (21%). The tendency to introduce the solutions adequate for
intelligent organizations to the business practice increases with the size of company
turnover. From the business sector point of view, intelligent organisations have the
biggest share among industrial companies (14%), as well as trade and service companies.

The research indicate then a stronger focus on technological development among
intelligent organizations, their better adaptation to the challenges of the knowledge
based economy, the speed of access to knowledge and the possibility of its use are key
competitive factors.

Intelligent organizations in Poland more often use ICT solutions to support man-
agement processes in comparison with other organizations. The most popular are
e-workflow, databases and data warehouses management (83%), as well as Intranet
(76%). The further are Customer Relationship Management (twice more often than
organizations that do not meet criteria for intelligent organizations) and solutions
supporting a team working, every fifth - HRM and every sixth - Business Intelligence
(three times more often than other organizations).

The last problem concerning ICT solutions that support the management of intel-
ligent organizations is their effectiveness assessment. The few critical comments were
focused on low efficiency of databases and data warehouses. Very positively were
evaluated Supply Chain Management (78%) and Customer Relationship Management
(70%). As far as the effectiveness of various ICT tools by intelligent organizations is
concerned, it is worth to emphasize that generally ICT tools are assessed as less effective
by small businesses than by middle sized and large. This is due to the specific nature of
these tools, which do not necessarily have to be effective in organizations with a low
developed organizational structure and not very complicated business processes.

In 2010 MIT Sloan Management Review and the IBM Institute for Business Value
conducted a research among nearly 3,000 executives, managers and analysts working
across more than 30 industries and involved intelligent organizations of various sizes in
more than 100 countries. There were also interviewed academic experts and subject
matter experts from a number of industries and disciplines to understand the practical
issues facing intelligent organizations [24]. As a result, there are following results:

• Intelligent enterprise is focused on the highest value using each business oppor-
tunity, starting with questions, not data opposite to ‘traditional’ organizations. It
should first define the insights and questions needed to meet the big business
objective and then identify data needed for targets. They can target specific subject
areas, and use readily available data in the initial analytic models;

• Intelligent enterprise drives actions and delivers value. This means that new
methods and tools to embed information into business processes, ICT analytics
solutions, optimization, workflows and simulations are making insights more
understandable and actionable;
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• Intelligent enterprise develops existing capabilities adding new ones. To do this,
they use sophisticated modelling and visualization tools based on ICT, but that does
not mean that spreadsheets and charts should go away. On the contrary, new tools
should supplement earlier ones, or continue to be used side by side, as needed;

• Intelligent enterprise uses an information agenda to do plan for the future. Big data
is getting bigger. Information is coming from interconnected supply chains today;

• In the intelligent enterprise strategic information arrives through unstructured digital
channels: social media, smart phone applications and an ever-increasing stream of
emerging Internet-based gadgets. The information agenda identifies foundational
information practices and tools while aligning IT and business goals through
enterprise information plans and financially justified deployment road maps. This
agenda helps establish necessary links between those who drive the priorities of the
organization by line of business and set the strategy, and those who manage data
and information. A comprehensive agenda also enables managers to keep pace with
changing business goals. It provides a vision and high-level road map for infor-
mation that aligns business needs to growth.

In 2011 MIT Sloan Management Review and the IBM Institute for Business Value
conducted the next edition of the research among nearly 4,000 executives [6]. The aim
of the research was the inquiry how intelligent organizations turning data and analytics
into competitive advantage. As a result, there are following conclusions:

• Access to data requires improvement. Only 10% of managers have access to a good
quality of data and information. The majority are not satisfied with their information
access or they have limited or no access to the data they need to do good their work;

• Intelligent enterprises are looking at the analytics as a tool of strategic decision
making, not as the tactical activity. Employees are starting understand the value of
using analytics for strategic decision making;

• Data consistency is a key in decision making. It is more important for managers to
have uniformly consistent data quality across the organization, rather than perfect
data from one business unit and poor quality from another;

• Leaders behaviours should be trustworthy. They should make fact-based decisions
compatible with long-term strategy, share data across ‘silos’;

• Enterprises are still struggling to understand how to use analytics to improve
business and processes. The problem is who owns the data and who has access to it;

• There are two challenges in using analytics effectively in the enterprise: integrating
data across ‘silos’ and their right interpretation;

• Not only the innovation is important for intelligent enterprises but the growing
revenue, penetrating new markets, acquiring new customers, as well. Therefore,
primary business objectives have not changed despite of macro and microeconomic
changes;

• Organizational and cultural challenges are twice more difficult as technological
items. In a result, leaders have their work cut out of them and underscores the need
to practice what they promise before the organization is able to use analytics most
effectively.
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Summing up, intelligent enterprises are combining the new systems and tools based
on ICT with expertise in business process management. They are still learning how to
extract the precise information they need – highly relevant and contextualized – and
predict the most likely outcomes of key decisions and events. They are learning to
shape their own futures.

4 Business Models Conceptions of the Intelligent Enterprise

4.1 A Review of Intelligent Enterprise Business Models

An enterprise model is a high-level map of a business that guides the conception of its
activities. It is clear that managers should design a business which extends beyond
procedural design. It includes making strategic decisions about what market signals
should be sensed, what data should be used to interpret those signals, and how an
appropriate response should be executed. As Haeckel and Nolan [2] emphasize, the
enterprise model should be expressed in business language, not IT terminology that can
be used a support tool. Management should select and use one business design lan-
guage and insist on its use throughout the organization. In order to create a unified
understanding of how we do things around here, and, if it makes strategic sense, to
facilitate future integration of presently autonomous organizational units, a common
business language is required.

The results of literature surveys conduct that there are very little discussion about
business models of the intelligent enterprise. Most of the conceptions are related to
business intelligence or knowledge management models. There are a few concepts
presented as white papers or presentations exposed at IT conferences.

Fig. 1. Intelligent enterprise optimizing the knowledge driven organisation (Source: http://
knowledge-values.com/learning/#knowledge-academy/)
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Professor Larry Lucardie [20] from Knowledge Value Institute defines the intelli-
gent enterprise as lean, agile and learning, which a business model is based on the
knowledge value (Fig. 1).

Andrew Coleman from IBM [21] notices that the business model of intelligent
enterprise is based on prediction. The intelligent organisation is able to compare what is
happening right now with past experience to predict the future so that it can anticipate
the changes needed to proactively optimize the business. Therefore, the intelligent
enterprise is a market game changer (Fig. 2).

The research conducted by IBM in a group of 225 business leaders worldwide, show
that enterprises are operating with bigger blind spots and that they are making important
decisions without access to the right information. They recognize that new analytics,
coupled with advanced business process management capabilities, signal a major
opportunity to close gaps and create new business advantage. Those who have the vision
to apply new approaches are building intelligent enterprises and will be ready to out-
perform their peers [21]. IBM have pointed the essential characteristics that describe an
enterprise ready to exploit advanced analytics and optimized performance (Fig. 3).

In the digital world, success comes from speed, agility and integration. As the
different sources present, the intelligent enterprise is digital- based oriented that finding
entirely new ways to increase the value of every customer experience and business
interaction (Fig. 4).

As Accenture Consulting research show for most companies in most industries,
despite the level of their intelligence, cloud has created nearly as many complications as

Fig. 2. Predictive intelligent enterprise model (Source: IBM Global Business Services, p. 2)
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it has provided solutions. Many companies, including intelligent enterprises, are afraid
of their data security. There are no automated processes to move application workloads
easily among those instances of cloud. Moreover, the enterprises struggle to cope with
the myriad security and privacy issues that continue to complicate cloud [22].

4.2 Conception of Integrated Intelligent Enterprise Model

As a result of the business models of intelligent enterprise analysis, one should be
noticed that intelligent enterprises opposite to traditional organizations are able to

Fig. 3. Characteristics of the intelligent enterprise in IBM conception (Source: IBM Global
Business Services, p. 7)
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integrate their strategy and the knowledge management with IT systems, applications
and tools (Fig. 5).

Intelligent enterprises operate in increasingly complex IT systems what is the result
of business processes complexity. Autonomous subsystems are still be interrelated and
embedded in larger systems.

Building the business model of the intelligent enterprise provides for a strategy and
technology infrastructure that ensures that accurate and timely information is effec-
tively incorporated into the decision making process so that the organizations can
exploit this information through process, knowledge and visualization based tech-
nologies to manage their business effectively. Intelligent enterprises require an intel-
ligent workforce and intelligent ICT tools and vice versa. The challenge is the ability to
integrate them to achieve the strategic market position and to create the high added
value for all groups of interests.

Fig. 4. Intelligent digital business (Source: Accenture Realizing the potential of the intelligent
business cloud, 2015. https://www.accenture.com/us-en/insight-intelligent-business-cloud)
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5 ICT Drivers Empowering the Intelligent Enterprise
Performance

The results of theoretical study and the research conducted by PARP, MIT Sloan
Management Review, IBM Institute for Business Value and Accenture Corporate
became the background to develop a scientific discussion about the intelligent
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enterprise and the role of ICT in this organization. Taking into account the wide
spectrum of ICT solutions used in the intelligent enterprise management, there are
some ICT drivers.

Mobile Workforce Integration and Management The access to professional knowledge
is critical in the intelligent enterprises and mobile connections to operating systems,
applications, platforms are important, especially in the fast – paced business environ-
ment. Mobile technologies drive technical innovation to improve networks, ensure
employees remain fully integrated with their company and clients wherever they are.
Thus, in the intelligent organization its coherency is determined by the intelligence of
its network that becomes the organization with wireless tentacles spreading from it to
embrace location-aware services.

The next aspect is mobile workforce management software that helps standardize
tasks, it guides employees through each step in business processes, it supports a remote
supervision. Decreasing the time it takes employees to become more productive. It is
also an opportunity to implement new technologies that capture the best of the past
while building value for the future. When different work groups have different mobile
workforce management solutions, it is virtually impossible to optimize resources and
processes across the enterprise.

Smart Virtual Workplace Gartner [25] notes the top 12 emerging digital workplace
technologies:

• Ambient knowledge: natural language processing and machine learning will help
organizations extract information from a wide array of employee sources to gather
valuable knowledge;

• Read analytics: the democratization of big data analytics where dashboards and
analytics functions are pushed down into the employee community to drive better,
data-driven decisions;

• Production studio: organizations can seize the opportunity to create multimedia
tools and production hubs for employees to bring these rich media types to their
work environments;

• Immersive technology: enterprises can use technology that blurs the line between
the physical world and digital world to create a sense of immersion such as video
conferencing with gesture control or use of augmented reality or virtual reality
technologies for simulated training situations;

• Office landscape: as more employees work remotely, enterprises can develop
complex scheduling software to manage office hoteling and develop a physical
environment that is optimized for employee engagement, such as advantageous
collaboration spaces;

• Personal IoT: workplaces can take advantage of their employees’ personal networks
of beacons and sensors for scenarios such as smart badges, that show contextual
digital signs; or the ability to identify people when they approach a building to
schedule meeting rooms, assign desks, and order meals;

• ‘Silo buster’: organizations should take advantage of collaborative tools to drive
ideation, crowdsourcing, etc. beyond traditional teams and organizations structures;
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• Virtual personal assistants (VPA): it will perform a variety of personal tasks,
eventually learning from individuals to act on their behalf;

• Personal cloud: employees in the future may bring their own personal collections of
internet apps and services to use for both personal and professional purposes;

• Hackers bench: with new codeless programming tools, employees can develop and
integrate their own applications. IT can lead this effort by creating a sandbox, base
guidelines and communities, and provide lightweight support;

• Omni-Comms: employees will benefit from a fully mobile suite of communication
and collaboration services that will be embedded in business processes;

• Organization digital university: this type of educational program will help
employees acquire a wide variety of digital literacies with alternative learning
methods.

As the approaches to virtualization of IT infrastructure, networks and storage
devices continue to mature, infrastructures become software-driven. Smart virtual
workplace provides end to end desktop virtualization allowing employees to access
applications, data safely over any network from the device of any choice. New trends
show that business will increasingly turn to hybrid cloud solutions to enable scalable
business processes. Hybrid clouds can quickly scale to a company’s needs and services
can be paid for as needed. They combine the best of two worlds, offering true benefits
to intelligent enterprises aiming to stay ahead in their markets.

E- Collaboration Tools E-collaboration is the standard for business communication
today, nearly eliminating the need to meet face to face. While knowledge sharing
increases, formal and informal groups become e- collaborative communities to reach
organizational goals. Intelligent enterprises continue to integrate these into their busi-
ness processes and reinvent their customer engagement models.

In the intelligent enterprise ICT tools as B2B, B2C platforms, virtual clouds allow
disparate teams to work together in real-time, enabling multiple individuals to interact
as efficiently and effectively with co-workers, clients, and suppliers.

Business Flexibility and Prediction The intelligent enterprise can be called as the
visionary, the designer of changes where the business flexibility and prediction are
crucial. They must now be highly flexible and resilient in order to seamlessly com-
municate and interoperate with disparate technologies and systems. ICT solutions are
very helpful in this case. Now, software is becoming increasingly predictive and
cognitive. It can apply learnings from data to future situations. In essence, it is capable
of experience. To capture the power and potential of software intelligence, intelligent
companies will find new ways to get smart software out of the lab and into as many
practical scenarios as possible. Only then will their software be able to spur innovation
and raise the operating-performance bar across the organization.

Scalability and Customization Intelligent enterprises align their IT infrastructure
capabilities with business requirements. Modularity of systems, applications allow
companies to have only what is needed at present, trimming up-front costs and leaving
open the possibility of expanding or incorporating new technologies in the future. With
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the increase of consolidation, intensive virtualization, the traditional data center will
transform to the ‘hyperscale’ data center. It requires a fundamentally different approach
than that taken with typical enterprise IT systems. Rather than building ‘monolithic’
platforms, distributed architecture design is implemented around distributed processing
frameworks. That requires software and ICT tools that automate node deployment,
recover from failure (rerouting of workloads), and other management and monitoring
tools.

Learning Machines and Systems The intelligent enterprise is making its machines
smarter, embedding software intelligence into every aspect of its business to drive new
levels of operational efficiency, evolution, and innovation. For the intelligent enterprise
a software intelligence is not a one-off project, but as an across-the-board functionality.
One that will drive new levels of evolution and discovery, propelling innovation
throughout the enterprise. Apttus’ Louis Columbus from Microsoft [26] notes that one
of the best ways to do that is through ‘app-driven’ intelligence and cognitive, predictive
analytics. For example, Microsoft is going to bridge these divides by blending its
Cognitive Services platform with the Cortana Intelligence Suite that combines infor-
mation management and scale-out storage with machine-learning analytics and dash-
board visualization to turn raw data into actionable intelligence. Columbus points on
applying intelligent cloud techniques to automated Quote-to-Price service to provide
more proactive support to contract lifecycle management.

Business Continuity Management It is obvious that intelligent companies need to have
24 h a day access to their data. Data digitalization and rapidity of their processing
require more accurate, reliable and sophisticated ICT tools converting all data into
intelligence for better business outcomes. On the other hand, managers need them to be
not complicated in their use. Moreover, for a high level of operational uptime,
infrastructure components must be fault tolerant with the ability to recover from
complex failures and data storage must be secure. To ensure the effective business
continuity management ISO 22301 standard can be very useful for the intelligent
enterprise because it requires to:

• Identify and manage current and future threats to business;
• Take a proactive approach to minimizing the impact of incidents;
• Keep critical functions up and running during times of crises;
• Minimize downtime during incidents and improve recovery time;
• Demonstrate resilience to customers, suppliers and for tender requests.

Converting Data into Business Intelligence Advanced ICT solutions enable extracting
from huge amounts of data collected from the real cyberspace. Intelligent enterprises
are able to manage Big Data to drive better business processes, product development,
and customer service. The important is the fact that they enable to use effectively
unstructured data captured from different systems, mobile devices, social media, log
files, emails to perform real-time context analytics to understand received information,
its content to make right decisions in the right time.
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Business intelligence helps enterprises to answer critical questions that drive per-
formance. In an increasingly competitive market it is vital to have intelligent infor-
mation, immediately available such as financial results, market analysis, and human
resource costs and to also be able to identify obstructions in productivity and to
pin-point opportunities. However, as businesses grow, this information becomes
increasingly difficult to extract and the processes become more complex. Enterprises
generate and store more data and there is a greater need for more specialized infras-
tructures using a variety of technology platforms.

Therefore, intelligent enterprises are not only the users of advanced tools based on
ICT technologies to optimize business practices, drive workforce engagement and
create a competitive edge, but they are also able to leverage and to create value from
the date and information generating by ICT solutions.

6 Conclusions

Undoubtedly, the future ready business must develop the capacity to anticipate and
address emergent employee, vendor, and customer needs proactively, and eliminate
problems. Thus, the discussion about intelligent enterprise is at up to date in the digital
world. There are more theoretical disputes then extended and deepened surveys in this
case. There are no in depth research devoted business models of these organizations or
effectiveness, strategy or management in this organizations, especially with use of ICT
solutions.

In the paper, there were presented a few business models and surveys that can be
the good start for the future research about intelligent enterprises. Poland is at the stage
of an intensive investing in the research and development, therefore Polish companies
are still learning how to create the intelligence and how to be intelligent organizations.
This is especially a challenge for companies from the SMEs sector. The research
conducted by MIT Sloan Management Review and the IBM Institute for Business
Value show that for the intelligent enterprise, the new reality is this: personal experi-
ence and insight are no longer sufficient. New analytics capabilities are needed to make
better decisions. Then, Accenture Consulting research present that the intelligent
enterprise is digitally–based oriented.

On the base of the literature review and surveys conducted by global IT companies
there were the conception of integrated intelligent enterprise model and ICT drivers
empowering the intelligent enterprise presented. These are: mobile workforce inte-
gration and management, smart virtual workplace, e- collaboration tools, business
flexibility and prediction, scalability and customization, learning machines and sys-
tems, business continuity management, converting data into business intelligence.

The above premises encourage the author to continue the scientific discussion about
intelligent enterprise with a special attention to ICT solutions. The advanced research
will be continued that the aim will be the creation of an intelligent enterprise model
operating in the intelligent development based economy.
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Abstract. Nowadays, collaboration between multiple companies along the
supply chain is one of the key factors for ensuring sustainable success. Although
this fact is known by almost all companies the actual collaboration is quite low
because of the fear of losing sensitive and critical data to competitors. To solve
this problem an architecture for modeling and execution of privacy preserved
business processes and a privacy modeling approach have been developed. This
paper evaluates both artifacts. The used method is framework for evaluation in
design science (FEDS).
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1 Introduction

For many years, cloud computing has been very successful since it is being applied to
an increasing number of use cases [1]. The most important key factors for this success
are its dynamics, its decentralized nature, and the abstraction and outsourcing of
physical IT systems. These factors make cloud computing indispensable for the
logistics sector with its complex supply chains and collaborative processes. In the year
2008 Thomas J. Bittman, vice president of Gartner Research, published his thoughts on
the future of Cloud Computing. He stated that there are three phases of Cloud Com-
puting. While the first phase was focused on providing mostly infrastructure services
with proprietary interfaces, the second phase introduced an ecosystem of smaller cloud
providers offering services for the vertical supply chain based on the dominant pro-
viders of the first phase. During the third phase, these smaller providers form horizontal
federations that lead to new interoperability standards of service communication.

The next logical phase is moving the management of collaborations into the Cloud.
The stakeholders of the collaboration can not only access the information needed to
operate their tasks but the services provided by the stakeholders can also be easily
connected and combined with each other to form complex processes. Such a process
consists of several IT services of different partners which interact with each other and

© Springer International Publishing AG 2017
E. Ziemba (Ed.): AITM 2016/ISM 2016, LNBIP 277, pp. 137–154, 2017.
DOI: 10.1007/978-3-319-53076-5_8



exchange data. While the process has a global scope, the individual services are exe-
cuted by the partners’ local control, namely the service providers. This is called col-
laborative Business Process as a Service. Due to the collaborative nature with multiple
involved partners, privacy, security, and confidentiality related requirements gain more
and more importance [2]. Cloud service providers have to ensure that data, which is
generated by a cloud service, is treated confidentially and is only stored or transmitted
to other services or providers accordingly to the service providers privacy policies [3].
Therefore, a centralized trusted platform is needed that copes with these tasks. Further,
it has to provide interfaces that are able to regulate and control the data flow. In
addition, this platform must provide the functionality to model and execute use-case
and user-specific privacy policies.

The chaining of services in a collaborative business process and the therewith
resulting data exchange have to be defined in detail and have to be monitored at any
time. Only that way, a high level of privacy, security, and confidentiality can be
ensured [4]. Not only does confidentiality of the data have to be ensured but also the
access of each process partner to the appropriate data has to comply with a specific
time- and role-dependent set of policies. In [5] an architecture of a platform that enables
companies to consume cloud services of providers has been introduced. The platform
offers features of a business process management system in terms of orchestrating
individual cloud services in business processes that have been modeled by consumers,
i.e. the companies. Hence, the term for this approach and the service provided by the
platform is Business Process as a Service (BPaaS).

Especially for companies participating in collaborative business processes, privacy
is a very important topic in terms of risk and compliance [6]. In an interview, we
discovered that most of the companies that do not consume cloud services are reluctant
because they are afraid of losing control of their data. This is becoming even more
important because of recent hack attacks on global players. Also, companies that
consume at least one cloud service are concerned because of privacy issues [7].

In order to encourage companies to participate in collaborative processes, one of
the main challenges is the preservation of data privacy and the compliance with privacy
laws during business process execution. This is getting even more important when
multiple competitors are collaborating in one business process. These competitors need
to share data that is usually kept secret with each other. In [2], we have proposed an
approach for secure service interaction, which has shown its feasibility in multiple tests.
The architecture proposed in [5] also provides a component to annotate business
processes and individual activities with privacy policies. These are evaluated and
enforced by the platform during business processes execution. This paper focuses on
the evaluation of these two artifacts.

The paper is structured as follows: After this introduction, the architecture of the
platform for privacy preserving collaborative BPaaS and the modeling approach for
privacy policies in collaborative business processes are presented. The third section
outlines the applied evaluation framework, while section four discusses the artifacts’
evaluation and the resulting findings. The paper closes with a conclusion featuring
limitations, implications, and an outlook on future research.
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2 Theoretical Background

2.1 Architecture for Privacy Preserved Business Processes

In this section we propose an architecture consisting of a central platform, third party
services, and gateways to enable secure communication between these components.
This architecture is depicted in Fig. 1.

The platform comprises a user interface for the design of collaborative business
processes. These collaborative business processes are composed of third party services.
The third party service descriptions are stored in and managed by the service reposi-
tory. The business process management system (BPMS) stores the business processes
and provides features to instantiate and execute the processes. The user defines his
privacy requirements in form of privacy rules with a set of privacy management tools.
These privacy rules are used by the identity and access management system (IAMS) to
determine whether an entity (e.g. user) is allowed to access an asset or not.

While executing a business process the BPMS has to invoke third party services.
To ensure privacy during the service invocation and the whole business process we
propose the use of gateways, which are similar to the proxies proposed by [8]. The core
architecture of these gateways will be described in the following.

Fig. 1. Architecture of the platform and the gateways for privacy-preserving collaborative
business processes
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A gateway consists of four components that are organized as a stack. At the lower
end of the stack the service adapter handles the current third party service consumption.
To consume a third party service, the service adapter first requests authentication and
authorization on behalf of the user of the platform by the service provider’s identity and
access management (IAM). The second step is to call the current service by using the
interfaces provided by the service provider. To enable the gateway to handle multiple
service providers there are multiple implementations of the service adapter, one for
each IAM and service.

The platform uses a domain specific data scheme, which is not compatible with the
third party service’s input and output schemes. This domain specific data scheme helps
to provide a common basis for communication. The domain specific data scheme is
implemented as an ontology. Hence, the data need to be transformed between the
global domain specific and the service specific schemes. This task is carried out
through the data adapter by transforming the data from domain specific to service
specific scheme and forwarding the result to the service adapter. After the service
adapter finished the service call the result is forwarded to the data adapter. The data
adapter transforms the result from service specific scheme to domain specific scheme.
Since there are multiple service specific schemes multiple data adapters are imple-
mented. The actual transformation done by the data adapter is configuration based.
Hence, one data adapter can be used for multiple transformations, given that input and
output schemes are the same.

Prior to transforming the data between the schemas the data need to be checked for
potential privacy issues. This task is realized by the privacy guard. The privacy guard
retrieves corresponding privacy rules for the service that need to be invoked and the
data that need to be transferred. In addition, the privacy guard loads service meta data,
e.g. number of service calls, and privacy data, e.g. number of hits on the data by the
current user, that resulted from previous service invocations. After retrieving all
required information on the privacy situation the privacy gateway processes the pay-
load that need to be sent to the third party service according to the rules and meta data.
This procession may include pseudonymization and anonymization, but also projec-
tions, e.g. scale conversion, may be applied. The privacy guard ensures that only data is
transferred to the third party services that need to be transferred in order to fulfil the
purpose of the current action of the business process. If the privacy guard is not able to
apply all privacy rules an alert is raised in the cockpit and the business process is
paused. This ensures that privacy is not violated at any time.

The communicator ensures that all payloads that need to be transferred between the
actions of the business process, i.e. from one gateway to another, are encrypted with
unique asymmetric keys. It also ensures that the payload of the services, both input and
output data, is never loaded into the platform itself, neither encrypted nor unencrypted.
The communicator’s third task is to load privacy data and service meta data of the
current service invocation into the platform to provide feedback for the next actions.
This data is encrypted, too. To ensure that no data is kept in memory between two
service invocations, gateways are for one time use only. Due to the gateway’s modular
structure it can be composed for different third party services and privacy rules. This
ensures the maximal flexibility. Hence, the reusability, flexibility, easy adaptation and
implementation are the key advantages of the gateways.
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All the gateway components communicate with the neighbor units via encrypted
web services. The encryption is based on a public key infrastructure (PKI) that is part
of the platform. When the BPMS creates a gateway the PKI issues public and private
keys to all four components. When a message reaches a component, the component
checks the authenticity of the message and whether the sender is allowed to send this
type of message, i.e. the sender is part of the same gateway and the component is the
successor of the sender according. To enable the check of the gateway the issues keys
will contain the ID of the gateway in their data. Since all components use a unique set
of keys all information flows inside of the gateways are secured as long as the PKI is
not compromised.

2.2 Privacy Policies for Collaborative Business Processes

This section describes in detail our approach for defining privacy policies in the context
of collaborative business processes. One of our main requirements for the approach
was to provide the companies with a tool that they could understand.

To define privacy policies that can be evaluated automatically and be used to decide
whether a service is allowed to access some data or not we rely on use access control
approaches. Basically there are four different types of access control. The mandatory
access control and discretionary access control where applied in computer systems in
the 70 s of the last century. While mandatory access control describes security from the
system itself by policies like “access is only granted from localhost”, discretionary
access control assigns each identity the appropriate access rights [9]. Mandatory access
control is still used nowadays, e.g. SElinux is applying this approach [10].

In the late 80 s and early 90 s more and more users where using computer systems,
hence assigning each individual user, i.e. identity, the correct access rights was not
feasible any more. So in the beginning of the 90 s role based access control emerged
[11]. Role based access control assigns roles to identities and access rights are assigned
to roles. This approach is used in Linux and Windows file systems and almost every
modern software. Roles can be organized hierarchically as shown in Fig. 2 [12–14].
Because of the well established application of role based access control our first
approach for defining privacy policies was to apply role based access control.

During multiple workshops with local companies we discovered that the companies
do not think about privacy identically. One common thing is that all companies sep-
arated the actors who want to access data into groups. But while some companies have
had a very easy and strict approach for group setup, others could not clearly tell us
which companies are member of which group. Instead they used phrases like “The
driver of the truck while he is in the destination city is allowed to get the recipient’s
phone number to call the recipient to tell him his arrival time”. This simple phrase
contains the following information:

• ‘Driver’ has to be the role of the person requesting access to the recipient’s number.
• The requesting person has to be located in the area (city) of destiny.
• In addition, the driver is only permitted access to the number to announce the

arrival.
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This simple policy cannot be represented easily with roles because the location of
the driver is changing over time. To tackle such requirements, the research community
followed two core approaches: extend role based access control with additional fea-
tures, e.g. context or attributes, and creating a new access control model. [13].

Following the role based access control [15] has developed an access control
model, which extends role based access control for virtual organizations. Unfortu-
nately, this model does not cover business processes, workflows, and cloud computing.
Other approaches in this direction do cover business processes but leave out the
cooperation aspect. References [16–18] proposed and evaluated an extended role based
access control model for team collaboration and workflows in the health sector.

All of the proposed models do not provide the flexibility in policy definition
language that was needed by the participants of our workshops. To achieve a maximum
flexibility, the research community developed a novel approach, the attribute based

Fig. 2. Role based access control [14]
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access control. In attribute access control, policies are based on attributes of subjects
and objects. According to [19] attribute based access control is:

“An access control method where subject requests to perform operations on objects
are granted or denied based on assigned attributes of the subject, assigned attributes of
the object, environment conditions, and a set of policies that are specified in terms of
those attributes and conditions.” [19].

The entity requesting access is called a subject. Typical attributes of subjects are
their id, e.g. username, company name, and name of the department. The data that
subjects want to access is called object or resources. A policy in attribute based access
control is a triple of a subject, a resource, an operation, where the operation describes
what access type the subject wants to have, and a result, e.g. grant or deny access.
A policy can also comprise one or more conditions. The policy “The driver of the truck
while he is in the destination city is allowed to get the recipient’s phone number to call
the recipient to tell him his arrival time” consists of:

• Subject: The driver of the truck who is located in the destination city;
• Resource: Recipient’s phone number;
• Operation: Read;
• Condition: Current workflow activity is “call recipient for dispatch notification”;
• Result: Permit.

The remainder of this section presents our approach on applying attribute based
access control for privacy preservation to collaborative business process as a service.
Privacy of data is always specified to the owner of the data, i.e. the creating entity.

First of all, in our platform business processes consist of activities that call external
cloud based web services. Hence, there are two very basic roles in our platform.
A process designer is an entity that models the business process, that is responsible for
the correctness of the process itself, and that offers the resulting business process as a
service to its customers. The second role is the service provider. A service provider is
an entity that provides the external services that are being orchestrated in the business
process by the process designer.

Our approach enables both roles to define their privacy policies independently from
each other. It also includes privacy policies defined by law. Hence, the combined
privacy policy consists of three columns as shown in Fig. 3 that can be evaluated
independently. The combined privacy policy results in permit if all three columns result
in permit, else it results in deny.

Fig. 3. Three columns of privacy policy process designer, service provider, and law

Evaluation of User Specific Privacy Policy Architecture 143



To simplify the process of policy definition and to reduce redundancy in policies
we provide each role with two levels of policies. First a process designer can specify
general privacy policies that are valid for the whole business process. E.g. a process
designer may restrict access to all data to companies that are located in the Europe
Union to ensure no data is transferred to other countries. Such privacy policies are
visualized as tables where the objects are in the rows while the subjects are located in
the columns. The cells contain either permit or deny depending on whether or not the
subject is allowed to access the object. The subjects are defined by filters using attri-
butes. So in this example the subject filter would be:

Companies meeting the condition: all locations have an attribute country with a
value that is in a list of the countries of the European Union.

The relevant section of the table for the privacy policy “Data can only be accessed
by European companies.” is shown in Fig. 4. Apart from the groups created by the
process designer, every table does have an additional column Default. The algorithm to
select the correct column when the evaluation of a policy, i.e. table, takes place is select
the rightmost column whose filter does accept the subject, where Default accepts every
subject.

The rows of the table represent the objects, i.e. the data the policy is about. The data
is organized in an object hierarchy. Objects can be expanded to define policies for child
elements as shown in Fig. 5. This table also states that EU Companies have unspecified
access to the object Child. The evaluation algorithm handles t/s as if this column does
not exist. The only column that is not allowed to have t/s is the Default column since
else there would be no result for the evaluation of the policy.

The process level privacy policy applies to all data created by activities of the
business process, i.e. it is assigned to all activities. If the process designer wants to
define a different policy for a specific activity, he defines a privacy policy on activity

Fig. 4. Privacy policy “Data can only be accessed by European companies” in table form

Fig. 5. Expandable objects in table to define a privacy policy for a child element different from
the privacy policy for the parent element
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level. Privacy policies on activity level are evaluated before the process level privacy
policies, i.e. activity level overrides process level. On activity level even the Default
column can be set to n/s. If the evaluation of activity level policy results in n/s the
policy on process level is evaluated.

The groups of subjects of a process designer’s privacy policies can use both,
companies and roles of the business process, as target. In case the process designer
wants to use a business process role as the subject’s filter, the systems show up a list of
the names of all swim lanes of the process. The process designer selects the appropriate
entries and specifies the access rights as he does for company based filters.

The second role, i.e. the service providers, can define privacy roles that are applied
to all data generated by their services in any business process. This is done on the level
General. The definition of the policies follows the same concepts as for the process
designer’s policies. A service provider can override his general privacy policies by
setting up a service specific privacy policy.

The third type of privacy policies are laws. Laws are provided by the platform
provider as is and are not represented in an easy to read form as the process designer’s
and service provider’s policy are.

3 Research Methodology

The evaluation of the presented artifacts is based on the Framework for Evaluation in
Design Science Research (FEDS), developed by Venable [20]. Artifacts that have been
created by a methodology based on Design Science in Information Systems Research
[21] can be evaluated by this framework in order to ensure rigor. The framework offers
several strategies the could be pursued depending on the characteristics of the designed
artifacts. Generally, the FEDS regards evaluation as an ongoing process during design
science research in order to improve the artifacts iteratively. Several characteristics
influence the evaluation’s purpose (why?), point of progress of the design process
(when?), strategy (how?) and the artifact itself (what?). The characteristics and
resulting strategies are briefly introduced. By outlining the characteristics of the current
research, a strategy is chosen and the resulting methodological steps are described.

The framework distinguishes between formative and summative evaluation [22].
Formative evaluation has the main purpose to improve the results of an artifact in the
ongoing research process. On the contrary, summative evaluations have the purpose to
create a shared meaning of the artifact concerning distinct contexts of application. The
question about the point of progress of design evaluation can be chosen ex-ante or
ex-post [22] during the continuous design process. While ex-ante evaluations are more
predictive in order to e.g. select a certain technology alternative, ex-post approaches are
used to assess developed artifacts in terms of applicability or degree of achievements of
objectives. With this, a greater likelihood of ex-post evaluation can be expected for
summative evaluations but is not obligatory [20]. Goals of evaluations can be for
different purpose: either achievement of environmental utility, or usefulness of solving
a specific problem, or comparative advantage over existing solutions, or a complex
composite of criteria (e.g. functionality, completeness, consistency), or other impacts
(side effects), or reason artifact’s functioning.
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The framework is displayed in Fig. 6, it comprises two dimensions. On the x-axis
the distinction between already described formative and summative evaluation purpose
is located. The y-axis contains a distinction on how to evaluate with either artificial or
naturalistic setup. While artificial setup is used to prove general functionality of a
concept, naturalistic evaluations prove an artifacts functionality in real environments,
i.e. real people, real systems, and real settings [23]. Different strategies can be pursued
that are displayed in Fig. 6 as well. Depending on the needs, available resources and
circumstances, a strategy is chosen for and possibly changed during evaluation. The
fastest strategy with the lowest costs is found in the ‘quick\&simple’ approach with a
very limited number of iterations bears the risk of being not reasonable. A ‘Purely
Technical’ approach is suitable if naturalistic data and behavior is irrelevant and human
users are not focus of the artifact. The other two strategies are used for either facing
‘Human Risk & Effectiveness’ or ‘Technical Risk & Efficacy’. A more detailed
description of selecting a suitable strategy depending on specific circumstances can be
found in Table 1.

The FEDS proposes 4 particular steps during the evaluation process [20]:

1. explicate the goals: 4 goals of the evaluation could be distinguished:
(a) rigor focuses on confirming that the artifact directly produced a certain effect

(more likely to be shown with artificial evaluation) or that an instantiation of the
artifact works thoroughly in a real situation (more likely to be shown with
naturalistic evaluation). A summative evaluation provides the greatest rigor and
reliability of the produced knowledge [20].

(b) uncertainty and risk reduction focuses on reducing either human and social
risks or on reducing technical risks, which influences the choice of strategy (see
Table 1).

Fig. 6. Framework for Evaluation in Design Science (FEDS) with evaluation strategies [20]
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(c) ethics focuses on reduction of potential risks to animals, people, or the public
society. With this especially potential stakeholders should not be put into risk.

(d) efficiency focuses on balancing the aforementioned goals in case of resource
shortage Hence, a more formative evaluation is proposed.

2. choose a strategy or strategies for the evaluation: Depending on the aforemen-
tioned goals and the described circumstances of Table 1 one or more strategies have
to be chosen. This can be done with a 4-step heuristic: (1) evaluate and prioritize
design risks (either social/user oriented or technical or both). (2) Estimation of costs
for real users, real systems and real settings. If human feedback is available for a
reasonable price the ‘Human Risk & Effectiveness’ strategy is suitable. If the price is
to high or serious health concerns exist for users, the ‘Technical Risk & Efficacy’
strategy is favorable. (3) If the artifact is purely technical and potential usage lies in
remote future, the ‘Purely Technical’ strategy appears to be suitable or a naturalistic
evaluation is just impossible. (4) If the construction that is to be evaluated is of
rather small and simple extent, and none of the above mentioned risks apply, the
‘Quick & Simple’ strategy is the best choice.

3. determine the properties to evaluate: the general set of features, goals and
requirements of the artifacts that are to be evaluated are chosen. Again, a heuristic
with 4 steps is proposed: (1) determine a list of potential evaluands (examples are
given in [23–26]), (2) evaluands are to be aligned with the chosen goals, (3) de-
pending on the chosen strategy of step 2, the evaluands should be of rather natu-
ralistic or technical character and (4) determine the final list of evaluands.

4. design the individual evaluation episode: the 3 heuristic sub-steps comprise:
(1) derived from the environmental constraints, availability of resources determines
their usage. (2) Priority shall be given to essential and more important aspects and

Table 1. Circumstances for selecting a relevant DSR evaluation strategy [20]

DSR evaluation
strategy

Circumstances selection criteria

Quick & Simple If small and simple construction of design, with low social and
technical risk and uncertainty

Human Risk &
Effectiveness

If the major design risk is social or user oriented
and/or
If it is relatively cheap to evaluate with real users in their real context
and/or
If a critical goal of the evaluation is to rigorously establish that the
utility/benet will continue in real situations and over the long run

Technical Risk &
Efficacy

If the major design risk is technically oriented
and/or
If it is prohibitively expensive to evaluate with real users and real
systems in the real setting
and/or
If a critical goal of the evaluation is to rigorously establish that the
utility/benet is due to the artifact, not something else

Purely Technical
Artefact

If artifact is purely technical (no social aspects) or artifact use
will be well in future and not today
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resource are to be (re-)allocated. (3) Determination of number and structure of
evaluation episodes and the according responsibility.

4 Research Findings and Discussion

This section presents the evaluation of the research artifacts. As shown in the previous
section, the preparative work for the applied Framework for Evaluation in Design
Science (FEDS) is structured in four steps: explicate the goals, choose a strategy or
strategies for the evaluation, determine the properties to evaluate, and design the
individual evaluation episodes. The evaluands are (1) the architecture and (2) the
modeling approach for privacy policies. Since both artifacts can be evaluated separately
the remainder of this section is split into two parts, one for each artifact.

4.1 Evaluation of the Architecture

Preparation. The first step of the evaluation is to explicate the core goals. The first
goal of the architecture’s evaluation is to show the architecture’s ability to model and
execute the collaborative business processes with privacy preservation. The second
goal of the evaluation is efficiency.

The second step focuses on the selection of strategies for the architecture’s evalu-
ation. Since naturalistic evaluation involves real data from real businesses and the
architectures purpose is to transfer these data between multiple partners of a business
process, there is the risk of exposing data illegally. In order to avoid the exposition of
real sensitive data in case of non-successful evaluation, only artificial data is used. To
reduce uncertainty and risks, a formative evaluation needs to be applied first, especially
to ensure that the technology is able to fulfill privacy preservation and that technical
risks are reduced during design time. The architecture consists of several components
which are connected with each other, as shown in Fig. 1. This leads to a high com-
plexity. Further, the major risks are technology-driven as no manual input is necessary
for the interpretation of the privacy rules. Additionally, the evaluation with real com-
panies and real data does not provide further or deeper insight. According to Table 1, in
case of absence of naturalistic evaluation, a Purely Technical strategy is selected to
evaluate the architecture’s ability to model and execute privacy preservation.

In the third step the architecture’s properties that are to be evaluated, are deter-
mined. Those are partly inspired by the properties proposed by [25]. First, essential
properties of the architecture are the existence of corresponding components that enable
a user to individually model privacy rules and also components that enable the auto-
matic execution and interpretation of privacy rules. The platform’s main purpose is to
ensure privacy, hence security and reliability are further crucial properties. Interoper-
ability is crucial but also given due to the cloud computing nature of the architecture.

The last step is the design of the individual evaluation episode. The evaluation of
the architecture was done after substantial changes of the components and their links.
For this purpose, the architecture was discussed with teams of expert to ensure the
appropriate definition, composition, and implementation of each component. The
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experts were selected from different research groups. Further, attendants of conferences
were contributing to the architecture by discussions after the presentations of the actual
status. Additionally, system tests were applied to evaluate the architecture.

Evaluation Episodes. The first part of the evaluation was done on a regular basis
throughout the first iterations of the architecture’s design by expert discussion with
experts from the fields cloud computing, service orientation, logistics, and privacy. The
discussions were initialized by brainstorming. The main ideas of the participants have
been summarized and were used to improve the architecture. Examples are given in the
following. In an earlier version of the architecture the same gateways were reused for
the next service interactions and business data was stored in the business process
management system. The experts raised some concerns that both could lead to a
potential security risk in terms of data leakage or data remaining in cache. Hence, these
issues were addressed in later iterations of the platform’s design process. After the
architecture reached a first stable state with only minor changes it was presented at two
scientific conferences where additional feedback was collected during the discussion
with the conferences’ attendants.

After the completion of the implementation of the architecture’s prototype, the
technical evaluation was done mostly based on automated and semi-automated tests
with artificial test cases. First, the evaluation of the components focused on the privacy
related ones, which are privacy management system, identity management system,
business process management system, service repository, certificate authority, and
gateways. A test suite has been implemented, which executes specific test cases
towards these components. The test cases comprise the execution of a task of a sim-
ulated or emulated, respectively, business process. This included the instantiation of a
gateway and the third party service invocation as well as all the interpretation and
testing of all related privacy policies. The tests have been executed on demand. The
configurator was able to model all possible aspects according to the modeling approach
for both, business processes and services. Hence, the configurator is able to model
privacy policies for collaborative business processes (The evaluation of modeling
approach itself by researchers and practitioners is described in the next subsection). The
results confirmed the prevention of privacy violations, timing information, input
messages, and output messages of the components. This way the ability of those
components of the architecture to model and execute privacy rules could be positively
evaluated. Further, important timing information could be collected in order to prove
the efficiency of the architecture’s service invocation process. Due to the certificates’
characteristic of only one-time use, the time needed to create certificates is a significant
portion of the tests’ total time. In average the tests took 22 s each, which was evaluated
as a reasonable time by the experts. Due to the use of one-time-use certificates the
architecture executes the business processes slower than a normal work flow engine.
The additional time needed for privacy checking is irrelevantly lower compared to the
time needed for creating those certificates. On the other hand, the use of such one-time
certificates results in a substantial increase of security. So efficiency of the architecture
could be improved by using long-term-certificates, but this has to be paid by the price
of a significantly lower level of security. The evaluation has shown that the developed
architecture enables the modeling and execution of collaborative business processes
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with privacy preservation. It has also proven that the components of the architecture are
well selected and modeled. The continually performed automated and semi-automated
system tests have shown that the architecture is able to handle service calls during the
business process execution with acceptable additional resource consumption under the
strict condition of privacy preservation. In summary, the evaluation confirmed that the
architecture fulfills the requirements and goals that were imposed. This way it was
proven that the architecture possesses the ability to model and execute privacy policies
of the stakeholders of the collaborative business processes (Goal 1). Further, the
experts evaluated the efficiency as reasonable (Goal 2).

4.2 Evaluation of the Modeling Approach for Privacy Policies

Preparation. The overarching goal comprises the user acceptance as the sum of two
sub goals. The first sub goal for the evaluation of the modeling approach is to prove
that ability of modeling individual privacy policies of companies. The second sub goal
is to prove that the architecture’s components can understand and execute the privacy
policies as intended by the user throughout the execution of the collaborative business
processes.

The evaluation strategy implemented considers the aspect of user interaction.
Again, naturalistic evaluation data appears to be not appropriate for evaluation in order
not to expose sensible and confidential data. User acceptance requires to present not
only incremental progress but of course the final result in order to confirm user
acceptance of the final version. Hence, formative as well as subsequent summative
evaluation is conducted. In order to fully analyze user acceptance, near-naturalistic data
and cases are used. The modeling approach requires human interaction, hence the
‘Purely Technical’ strategy is not appropriate. Because of the importance of the privacy
policies the ‘Quick & Simple’ evaluation strategy is rejected. So the ‘Human Risk &
Effectiveness’ strategy was selected. The modification of using only a near-naturalistic
setup, as real confidential data would be too sensible to be exposed in case of
non-positive evaluation.

The evaluated properties comprise the privacy and not-exposition of modeled
policies of companies. If the policies itself would be visible to other companies,
competitors could extract confidential data. For instance, if company A would be aware
of the companies that are allowed to view certain data or if the geographical zone of
certain business partners would be exposed, then competitors could identify or under
certain circumstances estimate a list of critical business partners of their competitors.
Further, the users’ satisfaction with the modeling tool is a crucial property of this
evaluation. The most important properties of the modeling approach are usability,
maintainability, flexibility, and comprehensibility to ensure that the modeling approach
is easy to use and understandable to the companies.

The evaluation episodes again comprise tests with users after significant changes of
the user interface and/or the ‘look & feel’ of the prototype. For this purpose, the
concept was presented to and discussed with teams of experts from different fields of
research and from different companies in order to ensure the appropriate usability.
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Evaluation Episodes. The first iterations of the modeling approach were evaluated by
researchers and practitioners in workshops. During those workshops the participants
had the task to model some artificial privacy policies. After the results became satis-
fying and a common understanding of the principles of the modeling approach was
established, the participants were asked to model some near-naturalistic cases that are
close to real privacy policies from their daily business. The modeling approach was
also evaluated in the course of one research project. Privacy policies were modeled
according to a realistic collaborative business process. These privacy policies were
interpreted successfully by the prototype of the architecture. The first workshops have
shown that there is no common understanding about what exactly the concept of
privacy is and although a definition was given to the participants, they had difficulties
in expressing their ideas. This got even more important as the first iterations of the
modeling approach offered a maximum of flexibility at the expense of big complexity.
It turned out that a reduction of complexity increased the comprehensibility of the
resulting modeled privacy policies but reduced the possible flexibility. As an example,
the first version of the approach comprised the modeling objects of ‘Subjects’,
‘Resources’, ‘Actions’, ‘Environment’, and ‘Information’. The participants could not
understand these terms and their accurate meaning easily. Hence, the terms were
renamed to more common ones of the logistics sector. After renaming subjects to
companies or group of companies, resources to attributes (data), actions to access
granted, and skipping environment and information the participants could create the
privacy policies more easily. This renaming has to be applied accordingly to the
specific domain where the modeling approach will be applied to.

Of course this reduction in complexity and flexibility lead to some privacy policies
that could not be modeled anymore, because the environmental and object based
information were not available any more. This can be addressed by adding new
sub-services to the platform which contain that information so the information can be
used by other tasks of the process. After this modification the participants were able to
model their privacy policies easily for their business processes and their services
offered to their partners with near-naturalistic data.

It turned out that the participants’ privacy understanding of business processes was
different to their privacy understanding of services. While the privacy policies for
business process were modeled in a way that the data flow along the intended flow of
goods and information was always possible, the privacy policies for services were
modeled much more restrictive. This lead to tasks of business processes that could not
be aligned to appropriate services. This problem was addressed by a change of the
architecture. The configurator was changed to check if there is at least one possible
service for every task so that the process as a whole can be executed successfully under
the consideration of all privacy policies modeled. The configurator presents an alert if
this condition is broken and a continuous alignment is not achievable.

Although there is a big gap between the understanding of privacy policies of
researchers and practitioners, all participants were able to model their policies indi-
vidually. Hence, the modeling approach is able to individually model privacy policies
of different companies. Those modeled policies can be interpreted and executed by the
architecture’s components successfully to ensure a privacy aware collaborative busi-
ness process. Users were able to conduct those steps on their own, hence, the usability
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was confirmed (Goal 1). General feedback of the participants was the request for a
more graphical user-friendly interface.

5 Conclusion

5.1 Summary

In this paper, an architecture for modeling and execution of privacy preserving col-
laborative business processes and a modeling approach for privacy policies for such
business processes have been introduced briefly. Both artifacts have been evaluated
successfully by applying the framework for evaluation in design science (FEDS). The
feasibility of the architecture has been evaluated positively by expert discussions as well
as automated and semi-automated tests. Multiple workshops during the design process
of the modeling approach have shown the architecture’s suitability and usability.

5.2 Limitations

A high number of the practitioners that took part in the evaluation process came from
the logistics sector. Also, some of the participating researchers came from the fields of
cloud and logistics. Hence, the evaluation’s findings are valid for logistics use cases.
However, it can be assumed that the developed artifacts can be applied to other fields as
well. Yet, this is still an open task for future research. During our workshops, we did
not only involve experts of cloud computing and privacy but also practitioners from the
logistics sector. Another limitation is the rather small number of 25 companies that
participated in the interviews and the evaluation workshops. However, it is assumed
that the evaluation results are valid because of their homogenous nature.

5.3 Managerial and Scientific Implications

The evaluation has proven that the modeling of privacy policies for collaborative
business processes by users is reasonably practicable. Hence, there are no major
obstacles for the application of the modeling approach in real use cases. Also, the
architecture for modeling and execution of privacy preserved collaborative business
processes was evaluated positively. Hence, the architecture is suitable for application
by cloud service providers. Both artifacts are important steps towards privacy pre-
serving collaborative business process modeling and execution in cloud environments.
This will enable small companies to take part in complex supply chains.

5.4 Outlook and Further Research Steps

As the users requested in their feedback during the evaluation of the modeling
approach, a graphical interface with a higher user friendliness and usability appears to
be a meaningful further research step. First steps in this direction looked promising, e.g.
a graphical editor for XACML was found in [27]. Additionally, further large scale
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experiments with real use cases and real data will be helpful to identify potential
shortcomings of the artefacts’ design. Finally, application to other domains than
logistics is a promising aspect.
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Abstract. Enterprise Resource Planning (ERP) systems have transformed the
way of doing business in the modern environment. More specifically, they
integrate all functions of an enterprise, allowing seamless information dissem-
ination and facilitating the decision-making process. However, the implemen-
tation of ERP systems is not always a prerequisite of operational and business
success. On the contrary, companies should thoroughly investigate the critical
factors that have an impact on the implementation process. Under this context,
the present study aims at developing and testing a three-dimensional conceptual
framework, that investigates the antecedents of “ERP implementation success”,
as well as the impact of the implementation itself on “organizational perfor-
mance”. The proposed conceptual framework was tested, using a
newly-developed structured questionnaire, in a sample of 204 Greek companies
that have already implemented an ERP system. Results indicate that “end-users”
constitute the most significant actor for ensuring ERP implementation success.
Another important empirical finding is that, among the three dimensions used to
measure “ERP implementation success” (information quality, system quality,
service quality), “information quality” has the strongest impact on all the
dimensions of “organizational performance” (internal efficiency, competitive-
ness, profitability).

Keywords: Enterprise Resource Planning (ERP) � ERP implementation �
Critical Success Factors (CSFs) � Structural Equation Modeling (SEM) � Greece

1 Introduction

According to Nandi and Kumar [1], during the last few decades, Enterprise Resource
Planning (ERP) systems have become a global trend and organizations are investing
significant resources on their implementation. ERP systems have derived from the
Management Information Systems (MIS) of the 1990s, aiming to gather information
from all organizational functions and assist in the decision-making process [2, 3].
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ERP systems are, actually, customized Information Systems (IS) that integrate the
business processes of a company via a common database. When using an ERP, all
processes become visible and easily accessible by the management, in real-time [4, 5].
Nowadays, ERP systems are the backbone of most organizations, no matter the sector
of the economy [1, 3]. According to Umble, Haft, and Umble [6], ERP systems provide
an enterprise database, in which all business transactions are entered, recorded, pro-
cessed, monitored and reported, in order to achieve a better cooperation and coordi-
nation among various departments.

The literature has highlighted several benefits of ERP adoption. For example,
Al-Mashari, Al-Mudimigh, and Zairi [4] argued that successful ERP implementation
can enhance operational efficiency and create competitive advantages. Moreover,
Yang, and Su [7] found that the benefits of ERP adoption include improvements in
customer service, efficient cost management and enhanced relationships between
supply chain partners. Finally, Madapusi, and D’Souza [8] concluded that ERP systems
have a positive influence on various measures of operational performance.

Despite the increasing popularity and the various benefits of ERP systems, the
failure rates of ERP implementation are high. After all, the implementation of ERP
systems requires considerable financial resources and organizational capabilities, while
the whole project is considered to be complex, lengthy and challenging [4]. According
to Panorama Consulting Solutions [9], 66% of the companies that have implemented an
ERP system receive half the expected benefits, while the whole project tends to get out
of time (in 72% of the cases) and out of budget (in 54% of the cases).

In order to facilitate the implementation of ERP projects, the empirical literature has
investigated the factors increasing their success. The understanding of these factors,
best known as Critical Success Factors (CSFs), can help companies sense the possible
risks of ERP adoption and take the necessary actions in order to avoid them [3, 6, 10].

The present study conducted an analytical review of the ERP literature. It was
concluded that the literature includes various studies investigating the factors having an
impact on the effective implementation of ERP systems (CSFs or antecedents) (e.g. [3,
11, 12]). On the other hand, there are fewer studies examining the impact of ERP
implementation on various measures of business success (e.g. [2, 7, 8]). Despite that,
the literature review analysis failed to identify any empirical studies adopting a mul-
tidimensional approach, incorporating both antecedents and outcomes in their analysis.

The present study aspires to bridge that gap in the relevant literature, developing
and testing a three-dimensional conceptual framework (research model). More
specifically, the first dimension includes the antecedents of ERP successful imple-
mentation (internal environment, technology-related issues, implementation team,
end-users), the second dimension the implementation itself (information quality, sys-
tem quality, service quality), while the third dimension includes three measures of
organizational performance (internal efficiency, competitiveness, profitability).

The examination of the proposed conceptual framework (research model) was
made with the use of a newly-developed structured questionnaire that was distributed to
a group of Greek companies. The Structural Equation Modelling (SEM) technique was
used in order to test the research hypotheses. The present study is empirical (it is based
on primary data), explanatory (examines cause-and-effect relationships), deductive
(tests research hypotheses) and quantitative (analyses quantitative data collected with
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the use of a structured questionnaire). Its results may be useful for managers, business
analysts and IT analysts in dealing with the implementation of ERP systems.

2 Literature Review

The present study conducted an analytical review of the ERP literature in an effort to
better define its scope. The literature review analysis revealed that there is a lack of
empirical studies investigating both the antecedents and the outcomes of ERP imple-
mentation. More specifically, a sufficient number of studies focus on the Critical
Success Factors of ERP implementation (antecedents), while numerous other studies
examine the impact of ERP implementation on indicators of organizational perfor-
mance (outcomes). The literature review analysis will follow this dichotomous
approach, examining separately the antecedents and the outcomes of ERP
implementation.

2.1 Antecedents of ERP Implementation

Table 1 summarizes some of the studies that have examined the antecedents of ERP
implementation. Many of these studies investigate the Critical Success Factors and the
Critical Failure Factors (CFFs) of ERP implementation, and assist practitioners towards
selecting the most suitable ERP software. The studies of Umble, Haft, and Umble [6],
Holland and Light [13], and Al-Mashari, Al-Mudimigh, and Zairi [4] appear to be
among the most cited papers in the ERP literature (734, 557, and 483 citations
respectively: data acquired from the ‘Scopus’ database, November 2016).

In general, the relevant literature includes many studies that draw their conclusions
based on a literature review analysis (e.g. [4, 6, 14, 16, 23, 25]). For example,
Al-Mashari, Al-Mudimigh, and Zairi [4] developed a theoretically grounded taxonomy
of ERP critical success factors, combining research studies and organizational expe-
riences. Umble, Haft, and Umble [6], discussed their proposed CSFs in the light of a
case study. These approaches, no matter how brilliant, lack coherent empirical support.

Moreover, researchers have conducted numerous case studies (e.g. [13, 17, 20]).
On the other hand, empirical surveys are also frequent, but many of them follow an
exploratory or qualitative approach, failing to establish cause-and-effect relationships
[18, 19, 24]. Therefore, it seems that explanatory studies investigating the antecedents
of ERP implementation are quite rare. The present study aspires to bridge that literature
gap.

2.2 Outcomes of ERP Implementation

Table 2 provides a summary of some of the studies that have examined the outcomes of
ERP implementation. In general, these studies can be grouped in two categories:
(a) studies that argue that there is a direct link between ERP systems and business
success, (b) studies that argue that the effect of ERP systems on business success is
indirect, mediated through other factors. Moreover, the measures of business success
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Table 1. Synopsis of previous studies: antecedents of ERP implementation

Study Approach/Field Method Main findings

[13]: Holland
and Light, 1999

Eight
companies

Case study The authors developed an CSF
framework that categorized CSFs in
two categories: strategic and tactical

[14]: Nah et al.,
2001

Literature
review analysis

Process
theory
approach

Eleven (11) factors were found to be
critical for ERP implementation
success

[15]: Hong and
Kim, 2002

South Korea Survey ERP implementation success
depends on the organizational fit of
the ERP system

[4]: Al-Mashari
et al., 2003

Literature
review analysis

Synthesis of
previous
studies

The study identified twelve factors
for successful ERP implementation

[6]: Umble
et al., 2003

Literature
review analysis

Synthesis of
previous
studies

The study highlighted nine factors
affecting ERP implementation

[16]: Loh and
Koh, 2004

Literature
review analysis

Process
theory
approach

Three critical elements (CSFs,
critical people, critical uncertainties)
have an effect on successful ERP
implementation

[17]: Motwani
et al., 2005

Four
multinational
companies

Comparative
case study

Change management, network
relationships, and cultural readiness
have a positive effect on ERP
implementation success

[18]: Ehie and
Madsen, 2005

Midwestern
region of the
USA

Survey CSFs: Project management, ERP
feasibility, Top management
support, Business process
reengineering, Consulting, Cost
issues

[19]: Ifinedo
and Nahar, 2006

Companies in
Estonia and
Finland

Survey Informational quality is the most
significant factor for ERP
implementation success

[20]: Chien and
Tsaur, 2007

Three
Taiwanese
companies

Case study System quality, service quality and
information quality are the most
important factors when
implementing an ERP system

[21]:
Garcia-Sanchez
et al., 2007

Mexican
enterprises

Survey Fourteen (14) CSFs were found to
have an impact on ERP system
success

[22]: Françoise
et al., 2009

Panel of ERP
experts

Delphi
method

The study proposed a new approach
for the examination of CSFs. Its
results are very analytical, but quite
vague

(continued)
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used by previous studies are different in every case. More specifically, the literature
investigated the impact of ERP implementation on supply chain performance [7],
operational performance [8], Tobin’s Q [29], organizational capabilities [2], firm per-
formance [30], competitive advantage [33], sales performance [34], etc. The present
study adopts a holistic approach, examining three of these measures, namely internal
efficiency (operational performance), competitiveness and profitability.

3 Conceptual Framework

Based on the literature review analysis that was conducted prior to the development of
the proposed conceptual framework, the present study classified the antecedents of
ERP implementation into four distinct categories (dimensions): (1) internal environ-
ment, (2) technology-related issues, (3) implementation team, (4) end-users. Addi-
tionally, each category (dimension) was determined with the use of several factors.

The selection of all research factors was a result of a specific procedure: (1) the
Scopus database was used in order to identify previous studies concerning the ante-
cedents of ERP implementation success (65 relevant studies were identified), (2) an
extensive list, including the factors used in these studies, was constructed, (c) factors
were given a significance index, based on the findings of each study, (d) each factor
was categorized into one of the four pre-determined categories (dimensions), (e) the
factors with the highest significance index in each category were, finally, selected.

The present study adopts a unique approach on the ERP literature. Instead of, only,
examining the antecedents of ERP implementation success, the outcomes of the

Table 1. (continued)

Study Approach/Field Method Main findings

[5]: Amid et al.,
2012

Iranian
industries

Survey Thirty five (35) CFFs are
categorized into seven factors
(vendor and consultant, human
resources, managerial, project
management, processes,
organizational, technical)

[23]: Ram and
Corkindale,
2014

Literature
review analysis

Five-step
process

The authors question the validity of
many of the CSFs that have been
identified in
the relevant literature

[24]: Leh, 2014 German SMEs Qualitative
research

Technological factors are more
important for implementation of big
ERP projects

[25]: Ravasan
and Mansouri,
2016

Literature
review analysis

Fuzzy
cognitive
map

CFFs: Heavy customization, Poor
business process reengineering,
Poor consultant support, Poor top
management support
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Table 2. Synopsis of previous studies: outcomes of ERP implementation

Study Approach/Field Method Main findings

[7]: Yang and Su,
2009

Taiwanese
companies

Survey ERP benefits have a significant
impact on supply chain
management performance

[26]: Kale et al.,
2010

130 Indian
SMEs

Survey ERP implementation has a
positive effect on inventory
management, customer service
and communication

[27]: Nicolaou and
Bajor, 2011

Financial data
from 87 firms

Analysis of
secondary
data

Firms adopting ERP systems
have higher performance
during the two years following
the implementation of the
system

[28]: Tsai et al., 2011 110 large firms
in Taiwan

Survey The post-implementation
maintenance of an ERP system
has a significant influence on
business performance

[8]: Madapusi and
D’Souza, 2012

Indian
companies

Survey The implementation of each
ERP system module has an
impact on different measures of
operational performance (e.g.
inventory management,
information quality, etc.)

[29]: Zhang et al.,
2012

Financial data
from 126 firms

Analysis of
secondary
data

Tobin’s Q increases
significantly in the fourth year
after ERP implementation

[2]: Hassab- Elnaby
et al., 2012

Financial data
from 548 firms

Analysis of
secondary
data

ERP implementation has a
positive effect on
organizational capabilities,
when a firm employs a
prospector business strategy

[30]: Ince et al., 2013 138 Turkish
companies

Survey ERP systems have a positive
impact on firm performance

[31]: Dumitru et al.,
2013

One Romanian
company

Longitudinal
case study

The study reports a link
between ERP implementation
and organizational
performance (the claim is
insufficiently supported)

[32]: Voulgaris et al.,
2014

Financial data
from 88 firms

Analysis of
secondary
data

Firm performance of
companies that have adopted
ERP systems is better than the
performance of companies that
have not

(continued)

162 P. Chatzoglou et al.



implementation procedure were, also, taken into consideration. Thus, an original
three-dimensional conceptual framework (research model) was developed (see Fig. 1).

3.1 Internal Environment

In the present study, the dimension of “internal environment” includes four factors:
(a) top management support, (b) business process reengineering, (c) organizational
culture, (d) change management.

(a) Top management support has been emphasized as a crucial factor in successful
ERP implementation by previous studies [4, 6]. Al-Mashari, Al-Mudimigh, and
Zairi [4] suggested that top management support should not only be offered during
the initiation and facilitation stage, but throughout the entire ERP implementation
process. Umble, Haft, and Umble [6] claimed that successful ERP implementation
requires the commitment and constant participation of top management. In a

Table 2. (continued)

Study Approach/Field Method Main findings

[33]: Ram et al.,
2014

Australian
companies

Survey Two CSFs (training and
education and system
integration) have a direct
positive effect on competitive
advantage

[34]:
Patalas-Maliszewska
and Krebs, 2014

Knowledge
workers in
SMEs

Survey ERP systems enhance sales
performance
(ROS) (employees using ERP
systems can create added value
for their companies)

[35]: Roh and Hong,
2015

641 global
manufacturing
firms

Survey ERP integration has a positive
impact on performance
improvement

[36]: Kharuddin
et al., 2015

Malaysian
listed
companies

Survey The extensiveness of ERP
adoption enhances
organizational performance.
System usage is a mediating
factor in that relationship

[37]: Le and Han,
2016

402
Vietnamese
SMEs

Survey ERP implementation has an
indirect effect (through
organizational capability and
competitive advantage) on firm
performance

[38]: Al-Dhaafri
et al., 2016

Dubai Police
Departments

Survey TQM and organizational
excellence mediate the
relationship between ERP and
organizational performance
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different case, the project is most likely to fail, or fail to deliver the full range of
forecasted benefits [5, 39].

(b) Business process reengineering (BPR) has been, often, proposed as a critical
success factor for ERP implementation [33]. Reengineering aims at making the
necessary adjustments in order to take full advantage of the new processes offered
by the ERP system [40]. Therefore, organizations should be willing to adjust their
processes, so as to fit with the new software and minimize the degree of cus-
tomization needed [13]. After all, most experts agree that software customization
results in higher implementation costs and longer implementation period [40, 41].

(c) An organizational culture of shared values and common objectives is crucial for
business success [42]. Organizations should build a culture that is open to change,
since openness to change plays a pivotal role in today’s business environment.
When organizational members have different cultures, beliefs and values, they,
also, have different perceptions on various organizational changes [43]. In other
words, organizational culture is a critical success factor for a project that requires
significant changes.

(d) ERP projects that are supported by top management, but are not accompanied by
adequate change management strategies are likely to fail [17]. An implementation
process, backed with careful change management strategies and network rela-
tionships, has been found to have a positive effect on ERP implementation success

Internal Environment 
Top Management Support 
Business Process Reengineering 
Organizational Culture
Change Management

Antecedents Outcomes Effects 

Organizational 

performance

Internal efficiency

Competitiveness

Profitability

ERP 
implementation 

success 

Information quality 

System quality 

Service quality 

Technology-related issues
Package Selection 
Consultant (vendor) support 
IT Infrastructure 

Implementation Team
Project Team 
Project Management 
Implementation Strategy 

End-users
User Involvement 
Training and Education 
Employee skills 

H1

H2

H3

H4

H5a 

H5b 

H5c 

Fig. 1. The proposed conceptual framework of the study
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[44]. Research has shown that change management is critical to successful
implementation [45].

H1: Internal environment has a positive impact on ERP implementation success.

3.2 Technology-Related Issues

During all stages of ERP implementation, various technological-related issues need to
be addressed. More specifically, (a) the appropriate ERP package should be carefully
selected [45]; (b) the overall support provided by the vendor should be taken under
serious consideration [3, 11]; and (c) the fit between the implemented system and the
technological infrastructure of the organization should be examined [46].

(a) The selection of an ERP system, being among the first steps of implementation,
appears as a critical factor [47]. After all, the package that will be selected will
determine, to a great extent, the success of the project [4, 6]. Choosing the ERP
package that best suits organizational needs and processes is critical to ensure
minimum modification and successful implementation [45, 47].

(b) Organizations should, also, select the appropriate vendor that will be able to offer
full support. Troubleshooting is necessary for ERP implementation, so as to
prepare for unexpected circumstances or, even, crises. This is an ongoing process,
since the vendor (consultant) is obligated to assist in all stages on the imple-
mentation process [4, 14]. ERP adopting companies have to work closely with
ERP vendors in order to determine possible software problems. Quick response,
endurance and problem solving capabilities are essential to handle any ERP
implementation [14].

(c) The appropriate IT infrastructure is necessary for the implementation of an ERP
system [5, 19, 20]. Since most of ERP transactions are conducted in real-time, a
reliable intranet needs to be in place [14]. A company with a satisfactory level of
IT infrastructure can be expected to implement new technologies, like ERP sys-
tems, more successfully than other companies, with low degree of IT readiness
[45].

H2: Technology has a positive impact on ERP implementation success.

3.3 Implementation Team

An effective ERP implementation team is a key factor for every successful imple-
mentation project [39]. The third antecedent of ERP implementation success (imple-
mentation team) includes these three sub-factors: (a) project team, (b) project
management, (c) implementation strategy.

(a) ERP implementation projects involve all the departments of an organization [48].
According to Bhatti [49], the ERP project team includes: employees, managers, IT
personnel, top management, the ERP vendor, and management consultants.

Examining the Antecedents and Outcomes of ERP 165



Selecting the right employees to take part in the implementation process is critical
for its success. The success of ERP projects is related to the skills, knowledge,
abilities and experiences of project team members [9, 11, 48].

(b) ERP implementation is a multi-level task, involving all business activities, and,
often, requiring years of continuous effort [8, 27]. Therefore, an effective project
management strategy should control the whole implementation process. ERP
project management includes a clear definition of implementation objectives, the
development of both work and resource plans, and a detailed tracking of project
progress [13, 28].

(c) An ERP strategy determines how the transfer from the legacy system to the new
ERP system will be organized. Adopting an efficient strategy is of vital impor-
tance, since strategy sets the whole framework of implementation [50]. According
to Holland and Light [13], a clear vision is required in order to provide the project
with the accurate direction and scope. Without proper strategy, implementation is
likely to fail [4, 50].

H3: Implementation team has a positive impact on ERP implementation success.

3.4 End-Users

Previous research has shown that no IT system can be successfully implemented
without its users [51]. The attitude of end-users toward the ERP system has an impact
on implementation success [6]. In this study, the dimension of “end-users” includes
three sub-factors: (a) user involvement, (b) training and education, (c) employee skills.

(a) User involvement is one of the most cited critical success factors in ERP
implementation projects [4, 52]. According to Dezdar and Ainin [39], participa-
tion in the ERP implementation process raises the understanding of the new
system and helps achieving better use. Despite the level of training employees get
during the implementation process, their involvement during the whole process is
a very critical factor [6].

(b) ERP requires a critical mass of employee knowledge in order to solve real
problems within the company [53]. Everyone who uses the ERP system should be
trained and educated on how the system works and how it can be used in everyday
operations [45]. Organizations should provide training opportunities, on a regular
basis, in order to improve the skills and knowledge of their employees. Sufficient
training and education can increase the probability of ERP implementation suc-
cess [14, 41].

(c) Successful ERP implementation demands the cooperation of business experts,
internal staff and external consultants, as well as the involvement of end-users [14,
49]. Employee skills are very important, since they ensure that the technical and
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organizational aspects of the project run efficiently [13]. Without the appropriate
skills of real system users, the ERP implementation is difficult to be successful.

H4: End-users have a positive impact on ERP implementation success.

3.5 ERP Implementation Success and Organizational Performance

Ifinedo and Nahar [19] argued that ERP implementation has a positive impact on
organizational performance. Moreover, they supported that the IS success model of
Delone and McLean [54] leads to improvement in organizational performance, through
three key antecedents: (a) information quality, (b) system quality, and (c) service
quality. The present study examined whether these three dimensions of ERP imple-
mentation have an impact on organizational performance.

(a) Information quality refers to the accuracy, timeliness, completeness and consis-
tency of the information provided by the ERP system [20]. If the product (in-
formation provided by the ERP) is not delivered on time (timeliness) and does not
conform to the needs of its customers (ERP users), then the latter will be dis-
satisfied and the company will lose business. On the other hand, increased
information quality will have a positive organizational impact, in terms of cus-
tomer satisfaction and, thus, overall organizational performance will increase.

H5a: Information quality has a positive impact on organizational performance.

(b) A well-designed ERP system is necessary for gaining organizational benefits.
According to Chien and Tsaur [20], system quality is measured in terms of
ease-of-use, functionality, reliability, flexibility and data quality. The expected
benefits of system quality include cost reduction, enhanced performance and
improved efficiency [55]. On the other hand, a system that is neither well designed
nor user-friendly will, probably, create the risk of system failure [54].

H5b: System quality has a positive impact on organizational performance.

(c) Service quality is measured via the reliability, assurance and responsiveness of
ERP service providers [20]. This dimension includes the overall quality of ser-
vices that a particular IS provides to an organization [53, 54]. According to Roh
and Hong [35], service quality is positively associated with organizational impact.

H5c: Service quality has a positive impact on organizational performance.

Figure 1 summarizes all the above hypotheses, thus, presenting the proposed
conceptual framework of the present study.
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4 Research Methodology

4.1 Population of the Study

The proposed conceptual framework of the present study was tested on a sample of
Greek companies that have implemented an ERP system. Data concerning the target
population were obtained via the web sites of various ERP system providers operating
in Greece. Data concerning companies that could possibly be included in the sample
were obtained via the web sites of the leading ERP system providers operating in
Greece. Since no other database including companies using ERP systems exist, the use
of the certain method was the only one able to provide usable information. Totally, 617
Greek companies that have implemented an ERP system were identified.

4.2 Measurement

A structured questionnaire, designed specifically for this empirical study, was used in
order to collect the appropriate empirical data. All items that were used in order to
measure the various research factors have been adopted exclusively by previous studies
(e.g. [12, 14, 15, 17–20, 41, 45, 47, 49]). The five-point Likert scale was used for the
measurement of all research factors (1 = totally disagree, 5 = totally agree). In total,
ninety (90) items were used for the measurement of all research factors.

4.3 Data Collection

The questionnaire was sent to the Information Technology (IT) managers of the
companies of the target population. IT managers were selected as key respondents, due
to their experience and expertise. Questionnaires were sent after telephonic contact with
the IT manager in each company. After making all necessary arrangements, 467
questionnaires were distributed to 467 companies that agreed to participate in the study.
The research period lasted three months (October to December 2015). Initially, 213
questionnaires were returned, but after conducting all necessary controls only 204 were
used for data analysis. The 204 returned questionnaires represent a very satisfactory
response rate of 43.6%. This high rate is attributed to the personal contacts that were
attempted.

The majority of the companies of the sample are medium-sized (51–250 employ-
ees) (42.1%), 36.5% are small (less than 50 employees), while 21.4% are large (more
than 250 employees). Taking under consideration that small companies do not usually
adopt ERP systems (hence, they were excluded from the sample), these results are in
line with the average firm size of Greece. Moreover, most of the companies of the
sample belong to three sectors: ‘Food’ (22.1%), ‘Informatics’ (19.4%), and ‘Elec-
tronics’ (15.4%). Finally, the majority of the companies (52.7%) have been using an
ERP system for more than three years, 27.9% less than three years, and 19.4% less than
one year.
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4.4 Validity and Reliability

The test for the content validity of the questionnaire was conducted via a pilot study.
More specifically, discussions were conducted with three practitioners and three aca-
demics, in order to test whether all questions are clear and understandable.

To test the construct validity, each research factor was evaluated: (a) for its uni-
dimensionality and reliability, (b) for its goodness of fit to the proposed research model.

(a) The examination of the unidimensionality was conducted using Explanatory
Factor Analysis (EFA), and the examination of the reliability was conducted with
the use of the statistical measure ‘Cronbach Alpha’. All tests concluded that the
scales used, after the extraction of relatively few items, are valid and reliable (see
Table 3 for the main results). More specifically, the following measures were
examined [56]: (a1) Bartlett’s test of Sphericity and Kaiser-Mayer-Olkin (KMO),
(a2) Eigenvalue, (a3) Factor loadings, (a4) Total Variance Explained (TVE), (a5)
Cronbach Alpha.

(b) The evaluation of the goodness of fit of each research factor to the proposed model
was conducted using Confirmatory Factor Analysis (CFA). All tests produced
satisfactory results (see Table 3 for the main results). The following measures
were examined [57]: (b1) Normed X2 (X2/df), (b2) Construct Reliability (C.R.),
(b3) Variance Extracted (V.E.), (b4) RMSEA, (b5) CFI/GFI.

5 Empirical Results

5.1 Model Valuation

The conceptual framework was tested using the “Structural Equation Modeling”
(SEM) technique. The SEM approach was used because of its ability to examine a
number of linear causal relationships, where one or more factors are both dependent
and independent. The estimation of the structural model was conducted with the
Maximum Likelihood Estimation method [57]. IBM AMOS 20.0 was used for the
appropriate analysis.

After experimenting with various different models, it was decided that “ERP
implementation success” and “organizational performance” will not be measured as
coherent factors (structures), since the use of their various dimensions offers more
in-depth information about the investigated phenomenon. More specifically, as it can
be seen in Fig. 2, the model that was finally examined includes three dimensions, with
a total of ten research factors.

In order to evaluate the fit of the overall model the chi-square value (X2 = 194.61
with 73 degrees of freedom) and the p-value (p = 0.0647) were estimated. These values
indicate a good fit of the data to the overall model. However, the sensitivity of the X2

statistic to the sample size forces towards the adoption of other supplementary mea-
sures for evaluating the overall model, such as the “Normed-X2” index (2.95), the
RSMEA index (0.057) the CFI (0.973) and the GFI (0.967), that all indicate a very
good fit. Moreover, for the control of the measurement model the significance of the
factor loadings, the Construct Reliability (C.R.) and the Variance Extracted (V.E.) were
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estimated. Results indicated that all loadings are significant at the p < 0.05 level, while
C.R. and V.E. for all factors (constructs) were satisfactory.

Table 3. Validity and reliability

Factors KMO TVE Cronbach
Alpha

Normed
X2

C.R. V.E. CFI

Top Management
Support

0.834 61.77 0.88 2.24 0.69 57.7% 0.97

Business
Reengineering

0.850 61.34 0.83 2.69 0.71 73.6% 0.93

Organizational
Culture

0.741 56.45 0.74 3.29 0.86 78.2% 0.89

Change
Management

0.818 75.91 0.89 3.45 0.87 71.6% 0.91

Internal
Environmenta

0.692 55.67 0.73 2.78 0.76 58.6% 0.94

Package Selection 0.658 76.24 0.69 2.11 0.77 66.8% 0.97
Consultant
support

0.764 60.09 0.82 3.53 0.81 59.4% 0.95

IT Infrastructure 0.758 68.85 0.76 3.47 0.76 74.3% 0.97
Technology-
related issuesa

0.702 73.11 0.84 2.26 0.74 76.8% 0.91

Project Team 0.724 54.85 0.78 2.71 0.81 76.9% 0.91
Project
Management

0.775 62.50 0.85 2.33 0.76 66.3% 0.97

Implementation
Strategy

0.620 60.62 0.77 3.29 0.74 74.3% 0.97

Implementation
Teama

0.707 71.54 0.80 3.22 0.81 83.7% 0.97

User Involvement 0.773 67.89 0.84 2.55 0.82 81.8% 0.99
Training and
Education

0.705 60.65 0.78 3.55 0.84 67.3% 0.91

Employee skills 0.711 73.11 0.73 2.36 0.76 78.4% 0.95
End-usersa 0.637 60.78 0.69 3.45 0.71 69.8% 0.94
Information
Quality

0.762 62.18 0.80 2.14 0.83 79.3% 0.97

System Quality 0.643 67.68 0.76 2.93 0.89 78.3% 0.91
Service Quality 0.547 73.00 0.79 3.09 0.82 78.6% 0.93
Internal efficiency 0.773 79.22 0.87 2.53 0.73 79.1% 0.97
Competitiveness 0.694 59.73 0.77 2.83 0.71 66.6% 0.97
Profitability 0.732 66.16 0.74 3.66 0.84 78.3% 0.99
aSecond-Order EFA-CFA.
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5.2 Hypothesis Testing

All research hypotheses were supported by the empirical data. As it can be seen on
Table 4, two hypotheses were fully supported (H4, H5a), while all the other hypotheses
were partially supported (H1, H2, H3, H5b, H5c).

Figure 2 demonstrates the overall (modified) structural model, along with the
extracted path coefficients. In general, the empirical results reveal the mechanism
through which the antecedents of ERP implementation are affecting the various
dimensions of organizational performance. Both direct and indirect effects are being
examined, thus, enhancing the understanding of the investigated phenomenon. After
reviewing the empirical results (Fig. 2), various observations can be made:
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Competitiveness 

Profitability 
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Fig. 2. Empirical results (all paths are statistically significant)

Table 4. Synopsis of the empirical results

Hypotheses Result

H1 Internal environment ! ERP implementation success Partially supported
H2 Technology-related issues ! ERP implementation success Partially supported
H3 Implementation team ! ERP implementation success Partially supported
H4 End-users ! ERP implementation success Fully supported
H5a Information quality ! Organizational performance Fully supported
H5b System quality ! Organizational performance Partially supported
H5c Service quality ! Organizational performance Partially supported
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• Overall, the empirical results confirmed that the research model has satisfactory
predictive power, since it can significantly explain the variance of the main
dependent factors of the present study (“internal efficiency” by 31%, “internal
competitiveness” by 51% and “profitability” by 35%). Moreover, the variance of
“system quality” is explained by 78%, “service quality” is being explained by 32%,
and “information quality” by 21%.

• While the relationship between several factors was not supported by the empirical
data, partial support has been found for most of the hypotheses of the proposed
model. More specifically, only one of the four antecedents included in the proposed
conceptual framework (namely, “end-users”) has an impact on all three dimensions
capturing ERP implementation success (full support for Hypothesis 4). On the
contrary, all other three antecedents (“internal environment”, “technology-related
issues” and “implementation team”) have a direct impact on one dimension of ERP
implementation success (partial support of Hypotheses 1, 2 and 3). More specifi-
cally, “internal environment” and “technology-related issues” have an impact on
“system quality”, while “implementation team” has an impact on “information
quality”.

• These findings underline the significance of the human factor in ERP implemen-
tation success. It seems that the end-users of the ERP system are the cornerstones
for successful implementation. Therefore, implementing organizations need to take
under serious consideration the involvement of end-user in the whole implemen-
tation process, provide training and education, while focusing on increasing their
overall IT skills. Bradford and Florin [41], and Dezdar and Ainin [39] found almost
similar results and draw the same conclusions.

• Moreover, according to the empirical results, the antecedents of ERP implemen-
tation success should be considered as a coherent bundle of activities. Implementing
companies should focus on all of these dimensions, since their simultaneous
enhancement has a commutative impact on the effectiveness of the implementation
process. Nevertheless, focusing on end-users should become the first priority.

• Additionally, the empirical results offer full support for hypothesis 5a, arguing that
“information quality” has an impact on all dimensions measuring “organizational
performance”. Partial support is being offered for hypotheses 5b and 5c, since
“system quality” and “service quality” have an impact on “profitability”. Despite
the little empirical research that has been conducted on the relationship between
ERP and organizational performance, the few existing studies support these results
[27, 30, 31].

• The significance of the three-dimensional approach (antecedents, effects and out-
comes) introduced in the present study lies in the interrelationships between various
research factors. For example, the proposed model explains 51% of the variance in
“competitiveness” (outcome). As it can be seen on Fig. 2, there is only one factor
having a direct positive effect on “competitiveness” (“information quality”,
r = 0.19). Despite that, two of the antecedents included in the model (“imple-
mentation team”, and “end users”) have an indirect effect on “competitiveness”,
through “information quality”. Only through that mechanism, the 51% of explained
variance can be justified.

172 P. Chatzoglou et al.



• Therefore, based on the above, it can be concluded that enhanced competitiveness is
a direct result of information quality, but, despite that, end-users of the ERP system
and the team which is responsible for the implementation both have a significant
strengthening effect on that relationship. Mapping down these complex relation-
ships has been one of the most important contributions of the present study.
Managers are urged to bear in mind the existence of these causal effects, since their
main objective should be the enhancement of organizational performance.

5.3 Comparison with Previous Similar Studies

As mentioned earlier, the relevant literature has very rarely adopted a three-dimensional
approach, simultaneously examining the antecedents and the outcomes of ERP
implementation success. In that respect, the present study is unique.

The only close comparison can bemadewith the empirical study of Ram, Corkindale,
and Wu [12], who conducted an explanatory research examining: (a) the impact of
“project management”, training and education”, “business process reengineering”,
“system integration” on “ERP implementation” and “organizational performance”,
(b) the impact of “ERP implementation” on “organizational performance”. They con-
cluded that only two factors (“project management”, training and education”), have an
effect on “ERP implementation”. Moreover, they validated the relationship between
“ERP implementation” and “organizational performance”. According to their findings,
successful ERP implementation mediates the degree to which a critical success factor
affects the performance of the organization [12]. The present study validates these results
and offers the ground for future similar studies.

6 Conclusions

The present empirical study developed an original conceptual framework that has never
been used in the international ERP literature. Future studies can adopt the same holistic,
three-dimensional approach, further highlighting the relationship between critical fac-
tors for ERP implementation success (antecedents), ERP implementation itself (effect),
and organizational performance (outcome). Its main contribution lies on its imple-
mented methodology (synthesis of previous studies) and conceptualization (proposal of
a novel, multi-dimensional research model).

The empirical results of the present study enhance the understanding of the DeLone
and McLean Information System (IS) success model [54]. More specifically, a direct
effect between “information quality”, “system quality” and “service quality” and var-
ious measures of organization performance has been established. On the contrary, the
DeLone and McLean model [54] argues that the three dimensions measuring IS quality
have an indirect effect on organizational performance (through “user satisfaction” and
“intention to use”). The support of a direct relationship, found in the present study, can
be attributed to its conceptualization. It seems that the simultaneous examination of
antecedents, effects and outcomes increases the explanatory power of the proposed
model, offering a more complete picture of the ERP implementation phenomenon.
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First and foremost, the empirical results highlight the significance of “end-users” in
implementation effectiveness. Among all the antecedents of ERP implementation
success, the dimension capturing the contribution of “end-users” on the whole process
has the most significant effect. Previous studies (e.g. [58, 59]) have provided similar
results, but very few have adopted such a methodological approach, using multiple
factors for the measurement of each antecedent of ERP implementation success. For
example, Zhang, Lee, Huang, Zhang, and Huang [59] have, also, developed an ERP
implementation success framework, but their empirical analysis was qualitative (case
study research).

Secondly, since all four antecedents influence, each in a different degree, the three
dimensions of implementation success, it is concluded that companies should focus on
their collective enhancement. After all, all of these four factors (antecedents) have an
indirect effect on organizational performance. For instance, the factor measuring the
characteristics of the “implementation team” has an indirect impact on “internal effi-
ciency”, “competitiveness” and “profitability”, through “information quality”. Such a
conceptual framework, taking under consideration both direct and indirect effects
between antecedents and final outcomes, has very seldom been introduced in the ERP
literature.

Thirdly, “information quality” appears as the most significant aspect of the
implementation process, since it has a direct effect on all measures of organizational
performance. According to previous studies [4, 60, 61], enhanced information quality
in the ERP implementation process leads to increased organizational performance.
Information quality can help organizations choose different supply resources, hence,
produce with lower costs and, therefore, develop competitive advantages, while
increasing their competitiveness and internal efficiency [62, 63].

The proposed model has adequate explanatory power, since it explains a significant
percentage of the variance of all three main dependent factors. More specifically, it can
predict 51% of the variance in business competitiveness, underlining the effect of ERP
implementation on measures that previous studies have neglected (e.g. [58, 61]). The
enhanced predictive power of the model lies in its three-dimensional approach,
investigating both direct and indirect effects.

6.1 Managerial Implications

On a practical level, the present study offers a comprehensive list of factors having an
impact on the successful implementation of an ERP system. Managers should focus on
the enhancement of the most significant of these factors, identifying specific objectives
for achieving successful implementation and increased performance. Moreover, the
present study underlines the mediating role of ERP implementation success in the
relationship between various antecedents (critical success factors) and final outcomes
(organizational performance). It seems that such an approach can better describe the
hypothesized relationships, since the effects of the four antecedents need to be trans-
lated into tangible benefits (information quality, system quality, and service quality) in
order to have a positive impact on organizational performance.
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6.2 Limitations and Future Research

The study is somehow limited by the poor definition of its population. This limitation is
inherent to all studies of the field, since a complete list of ERP implementing com-
panies is not easy to acquire. Further research is suggested with larger samples that
would, probably, offer more information and strengthen the results of the present study.
Moreover, it would be interesting to examine more factors and gather primary data
from all company personnel, so as to achieve a more complete view of the subject
under investigation.
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Abstract. The contemporary business environment is characterized by intense
global competition, emphasis on the use of technology and need for integrating
business processes. In that context, organizations are urged to reduce their costs,
increase their productivity and improve customer satisfaction. Enterprise
Resource Planning (ERP) systems represent state-of-the-art information tech-
nologies that are able to integrate business processes within and beyond orga-
nizational boundaries and facilitate the flow of information across all functions.
Despite that, ERP implementation projects are complicated, costly and include
high failure risks. Moreover, Small and Medium Enterprises (SMEs) rarely
possess the appropriate resources and expertise in order to successfully imple-
ment ERP systems. The present study aims (a) to develop and (b) empirically
test a conceptual framework that investigates the factors affecting ERP system
effective implementation in SMEs. The examination of the conceptual frame-
work was made with the use of a newly-developed structured questionnaire that
was distributed to a group of Greek SMEs. The reliability and the validity of the
questionnaires were thoroughly examined, while research hypotheses were
tested using the “Structural Equation Modeling” (SEM) technique. Results offer
interesting empirical observations and managerial implications.

Keywords: Enterprise Resource Planning (ERP) � Critical Success Factors
(CSFs) � SMEs � Structural Equation Modeling (SEM) � Greece

1 Introduction

Enterprise Resource Planning (ERP) systems are complex Information Systems
(IS) that enable the integration of business processes and the seamless flow of infor-
mation [1]. In other words, they support business operations by providing real time
data [2]. An ERP system has organization-wide effects, since it integrates all necessary
business functions (e.g. manufacturing, accounting, procurement, sales, human
resources, etc.) into a single system with a shared database [1–3].

According to Al-Mashari, Al-Mudimigh, and Zairi [4], a successful ERP system
can enhance operational efficiency and create significant competitive advantages. Tsai,
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Li, Lee and Tung [5] argue that, since their introduction in the early 1990s, ERP
systems have become the center of modern business.

The various benefits of ERP systems include: elimination of redundant information,
reduction of cycle time, drastic declines in inventory, reduction of production cost,
efficient management of the network of suppliers and customers, increased produc-
tivity, improved response time, enhanced relationship management (CRM) and supply
chain management (SCM) [2–8]. Considering these benefits, it is not surprising that
ERP systems are being treated as a major development in the world of business, and
have been accepted as a standard business software over the last fifteen years [7, 9].

However, ERP implementation requires considerable financial resources, while the
whole implementation project is considered complex, lengthy, and quite challenging
[3, 4]. As a result, the success rate of such projects is considered to be quite disap-
pointing [10, 11]. Moreover, Small and Medium Enterprises (SMEs) rarely have the
experience and resources to effectively implement ERP systems [12]. Therefore,
additional empirical studies are necessary in order to assist SMEs in increasing the
success rates of ERP implementation projects.

Under that context, the aim of the present study is twofold: (a) develop an original
conceptual framework (research model) examining the impact of various research
factors on ERP implementation success, (b) empirically test that framework, using data
from Small and Medium Enterprises (SMEs) located in Greece (empirical research).

The development of the conceptual framework was based on two methodological
steps: firstly, a review of the literature identified the factors that were used by previous
studies as antecedents of ERP implementation success; secondly, a panel of experts was
used in order to discuss these factors and provide a list of the most significant ones. That
approach was selected due to the significant number of factors that have been proposed in
the relevant literature. More specifically, the members of the research team used the
opinions of experienced practitioners as a criterion for selecting a specific set of factors
from the extensive list that was provided from the literature review analysis. It is strongly
argued that randomly selecting the research factors of the proposed conceptual frame-
work would have resulted in the limited reliability of the present research.

The empirical examination of the conceptual framework (that was crystallized after
the literature review analysis and the completion of the qualitative research) was
conducted on a sample of Greek SMEs. More specifically, a newly-developed struc-
tured questionnaire was used in order to collect the appropriate primary data. The
questionnaire was distributed to 421 companies, while 159 usable questionnaires were,
finally, returned. Advanced statistical techniques (EFA, CFA) were used in order to
enhance the validity and reliability of the results, while research hypotheses were tested
using the “Structural Equation Modeling” (SEM) technique.

The present study makes an effort to point out areas that companies should
emphasize in order to successfully adopt ERP systems and, therefore, harvest their
potential benefits. Its contribution lies in this enhanced approach. In synopsis, the study
contributes in the following areas:
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• It focuses on Small and Medium enterprises (SMEs), an approach that has found
limited empirical investigation in the international literature. The literature review
analysis underlined that the contemporary research mostly examines the imple-
mentation of ERP systems in large organizations.

• It examines the antecedents of ERP implementation success in SMEs of a European
country. The literature review analysis that was conducted failed to recognize
enough similar studies.

• It uses a qualitative research in order to recognize the most important antecedents of
ERP implementation success and, then, develops a conceptual framework based on
these factors. According to the best of the researchers’ knowledge, such an
approach is unique in the relevant literature. Moreover, it is significant, since pre-
vious studies used factors that were randomly selected from the literature, without a
solid empirical basis [e.g. 7, 13–15].

• It can be perceived as a reference point for future studies, since it offers a critique
concerning the multitude of ERP implementation antecedents that have been
examined in the international literature.

• Its results may be generalized in other developed countries with similar charac-
teristics, and produce valuable managerial lessons for practitioners in these
countries.

2 Literature Review

2.1 Critical Success Factors

Critical Success Factors (CSFs) identify key business areas that require constant
management attention [16]. In plain words, CSFs assist managers to directly affect a
specific outcome, by proactively taking necessary actions in certain areas [13, 16].

According to Ram, Corkindale, and Wu [13], numerous CSFs of ERP implemen-
tation have been introduced in the relevant literature. For example, Shaul and Tauber
[17] conducted a literature review and identified 94 CSFs. Nevertheless, a general
consensus on the CSFs of ERP implementation does not yet exist [18]. Moreover, it
seems that most empirical studies focus exclusively on large organizations [18].

According to Saade and Nijher [19], despite the growth in the investigation of CSFs
regarding ERP implementation, there is a long way before the empirical contribution
can be considered to be substantial. Additionally, despite the wide range of CSFs
proposed in the literature, many organizations continue to experience failures and
difficulties in implementing ERP systems [19], thus, calling for additional research.

More significantly, according to Ram and Corkindale [16], there is a lack of an
established process for the identification of CSFs. Various authors use subjective cri-
teria in order to select the critical factors utilized in their studies, something that results
in a lack of objective approaches. The present study heals that gap in the relevant
literature, by developing a conceptual framework that was crystallized after a coherent
two-step approach (literature review analysis and consultation with experienced
practitioners/focus-group methodology).
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2.2 Previous Studies

Numerous studies have investigated the critical success factors for ERP system
implementation. However, most of these studies are focused on larger organizations
[11, 12, 20]. ERP adoption by Small and Medium Enterprises SMEs has traditionally
received less attention from the international literature. According to Poba-Nzaou,
Raymond and Fabi [20], this represents an area for additional research, especially since
SMEs face greater difficulties in adopting ERP systems.

The present study conducted an extensive review of the relevant literature, in an
effort to grasp a spherical view of the subject and, therefore, better define its research
scope. The following paragraphs present a brief analysis of a representative sample of
previous empirical studies that are mostly concerned with CSFs on SMEs.

Poba-Nzaou, Raymond, and Fabi [20] adopted a single-case methodology in order
to examine the factors that minimize the risk of ERP system implementation. More
specifically, they tested a process model that focuses on risk minimization in all stages
of ERP implementation [20]. Their approach was purely qualitative and the general-
izability of their results very limited. In the same vein, Lee, Lee, and Kang [21]
conducted a case study on a Korean SME. They found that ERP implementation
provided numerous advantages to that specific company (e.g. reduction of material
loss, improvement of corporate image, etc.) and highlighted the critical points of its
implementation. Nevertheless, their study was also very hard to be generalized to other
SMEs.

Sumner and Bradley [22] and Doom, Milis, Poelmans, and Bloemen [18] con-
ducted multiple case studies in SMEs. Sumner and Bradley [22] examined eight SMEs
located in the USA and concluded that most of the CSFs identified in the literature for
larger organizations also apply to these companies. Doom, Milis, Poelmans, and
Bloemen [18] examined four Belgian SMEs and draw the same conclusion. Never-
theless, they also identified distinct differences in the critical factors that are significant
for smaller organizations [22]. Either way, both of these studies suffer from limited
generalizability, according to their authors [18, 22]. The same also applies for the case
studies conducted by Grandhi and Chugh [25] and Christofi, Nunes, Chao Peng, and
Lin [29].

The empirical study of Shaul and Tauber [27] attempted to propose an analytical
success model for ERP implementation in SMEs. More specifically, the study clustered
94 CSFs, already identified in the relevant literature, into 15 categories (factors).
Moreover, the success factors were grouped across the six phases of the ERP life cycle.
The results provided by Shaul and Tauber [27] were quite analytical, but relatively
vague and out of focus. The same limitation applies for the findings of Ahmad and
Cuenca [28], who conducted a qualitative study and identified 33 CSFs of ERP
implementation.

Saini, Nigam, and Misra [11] examined the success factors for implementing ERP
systems at Indian SMEs. Their argued that technological factors (e.g. IT infrastructure),
people factors (e.g. cross-functional team), and organizational factors (e.g. adaptability
to changes) have a direct impact on the success of ERP implementation [11]. As it can
be seen on Table 1, few other empirical studies have also examined the CSFs of ERP
implementation [8, 12, 24, 26, 30, 32]. For example, Awa and Ojiabo [12] utilized the
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Table 1. Synopsis of previous studies concerning SMEs

Study Field Method Main findings

[20]:
Poba-Nzaou
et al., 2008

One Canadian
SME

Case study The SME applied ten specific practices
in adopting ERP

[21]: Lee
et al., 2008

One Korean
SME

Case study The study provided qualitative
information

[22]: Sumner
and Bradley,
2009

Eight SMEs
for the USA

Multiple
case study

CSFs: Top management support,
End-user involvement, Vanilla
implementation of key business
processes, Team-building

[23]: Xia
et al., 2009

Chinese
SMEs

Literature
review
analysis

CSFs: Top management support,
Project team competence, Scope,
Change management, Data accuracy,
Education & training

[18]: Doom
et al., 2010

Four Belgian
SMEs

Multiple
case study

Thirteen (13) CSFs were identified

[24]: Basu
et al., 2012

Indian SMEs TOPSIS
method

CSFs: Top management support,
Project management, Project team
competence, Education and training,
Change management, Package
selection, Communication

[25]: Grandhi
and Chugh,
2012

Two SMEs
(Italy,
Australia)

Case study The study revealed three strategies
that ERP vendors use in order to
encourage ERP adoption from SMEs

[26]:
Nikitovic and
Strahonja,
2012

Croatian
SMEs

Survey The tree most significant CSFs are: Top
management support, User
involvement, Clear goals

[27]: Shaul
and Tauber,
2012

SMEs in the
Mediterranean

Survey The study clustered 94 CSFs, already
identified, into 15 categories

[28]: Ahmad
and Cuenca,
2013

SMEs in
North-East
UK

Interviews Thirty three (33) CSFs were identified

[11]: Saini
et al., 2013

Indian SMEs Statistical
z-test

Five technological factors, four people
factors and ten organizational factors
have an impact on ERP implementation

[29]: Christofi
et al., 2013

One Cypriot
SME

Case study ERP implementation may require
changes in work practices,
understanding of technology,
ownership and control of business
processes, organizational wide policies

[30]: Xie
et al., 2014

SMEs in the
UK and N.
America

Simulation
model

CSFs: Project management, Top
management, Information technology,
User and vendor support

(continued)
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TOE (Technology-Organization-Environment) framework in order to investigate how
twelve factors explain the adoption of ERP systems. Empirical results provided support
for most of the hypotheses of the study. The most significant conclusion of Awa and
Ojiabo [12] was that ERP adoption by SMEs is more driven by technological factors,
than by organizational and environmental factors.

In summary, the literature includes the following gaps: (a) There is a multitude of
CSFs that have been used in order to predict ERP implementation success. Therefore,
one is unable to determine which are actually the most important. The need for
additional research is imperative; (b) The focus on SMEs has been limited; (c) Very
few studies have utilized specific criteria for selecting certain factors, and excluding
others, from their analysis. Selecting factors without justification is considered as a
significant limitation; (d) Few of the published empirical studies were carried out in
European countries; (e) Very few studies built on previous research. The present study
was designed so as to cover these limitations (research gaps) found in the relevant
literature.

3 Conceptual Framework

The literature review analysis that was conducted prior to the development of the
conceptual framework of the present study revealed that numerous factors have been
used in order to predict ERP implementation success. Therefore, an important chal-
lenge was to decide upon the factors that were going to be incorporated into the
proposed conceptual framework. The main objective was to construct a conceptual
framework that incorporates the most significant factors used in the literature. More-
over, the incorporated factors were expected to have a high degree of relevance with
the overall context of the study (Greek SMEs).

In order to address that critical issue, a qualitative research was conducted prior to
the quantitative research. More analytically, a ‘panel of experts’ was formed in order to
evaluate the factors that have been used in the relevant literature and assist in selecting
the most appropriate ones for the proposed conceptual framework of the present study.
More specifically, the focus group methodology was used.

Table 1. (continued)

Study Field Method Main findings

[8]: Chien
et al., 2014

Taiwanese
SMEs

Explanatory
approach

CSFs: Centripetal forces,
Cohesion

[31]: Bansal
and Agarwal,
2015

Indian SMEs Regression
and path
analysis

The study examined the causal
relationships among various CSFs

[32]: Almajali
et al., 2016

Jordanian
SMEs

Explanatory
approach

CSFs: Training, Supportive leadership,
Ease of use, User satisfaction

[12]: Awa and
Ojiabo, 2016

Nigerian
SMEs

Explanatory
approach

Twelve (12) CSFs were identified (six
with positive and six with negative
impact on ERP implementation)
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This approach offers certain benefits: (a) the selection of the factors that were,
finally, incorporated in the proposed conceptual framework was not conducted
according to the subjective judgment of the researchers, but was a result of a more
coherent and objective procedure, (b) the proposed conceptual framework has a strong
basis on the opinions of experienced practitioners (managers of SMEs), (c) the
selection of factors with low significance was avoided. It is believed that the random
selection of the research factors, without any theoretical or empirical justification,
would have resulted in the limited reliability of the present study.

In order to enhance the validity of the qualitative research, two sessions held in
different geographical areas were conducted. All companies were selected in random,
using data from the Chamber of Commerce. Each focus group included five managers
of SMEs. This approach is in line with the main principles of the focus group
methodology [33], since there was an appropriate number of participants for each
session, two different sessions with different participants were conducted, while the
represented companies were randomly selected.

The participants of each group were given (in paper) an extensive list of factors that
have been used in the literature in order to predict ERP successful implementation.
Then, a detailed conversation was conducted, with two members of the research team
acting as moderators [33]. Each focus group took approximately two hours. Notes were
taken during each session by a second moderator, while additional notes were added
after reviewing the recorded sessions. After long discussions and deliberations, each
focus group unanimously chose the nine most important factors of the provided list.
The two focus groups agreed, with minor exceptions, in the same factors.

The conceptual framework of the present study incorporates these nine (indepen-
dent) factors, resulting from the qualitative research, and one dependent factor, namely
ERP implementation success. Additionally, ‘organizational impact’ was added in the
proposed conceptual framework, in order to investigate the effect of ERP implemen-
tation on various measures of organizational performance.

3.1 Top Management Support

Top management support could be easily defined as the involvement of business
executives in the areas related with ERP implementation [34]. It has been highlighted,
by several authors, as a critical factor for the successful implementation of ERP sys-
tems [10, 35 36]. Senior management has two roles during implementation: supplying
funds and offering leadership [10]. Al-Mashari, Al-Mudimigh, and Zairi [4] insisted
that senior management support should be offered, without disruption, during the
whole implementation period. Participation, support, and senior-level sponsorship are
dimensions that have been found to significantly affect ERP implementation [37].

ERP implementation does not, exclusively, evolve around software reengineering.
On the contrary, it includes the extensive restructuring of business processes. Conse-
quently, senior executives must clearly and publicly indicate their support (economic or
not), in order to highlight the priority given to implementation [10, 35, 37].
H1: Top management support has a positive effect on ERP implementation success.
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3.2 Organizational Culture

Organizational culture represents the shared ideologies and convictions that have an
impact on organizational attitudes and activities [38]. A common culture, shared
between various organizational members, has an impact on the willingness to change,
e.g. to adopt a new Information System. Research has shown that organizational culture
is quite significant for the success of most organizational changes [39, 40]. Jarvenpaa
and Staples [40] argue that there should be a fit between the culture of the organization
and the nature of the changes that may occur from implementing an ERP system.

Additionally, according to Jones, Cline, and Ryan [39], organizational culture has
an effect on employee behavior towards knowledge sharing, while knowledge sharing
is crucial for the successful implementation of ERP systems. Ruppel and Harrington
[41] argue that organizational culture has an effect on the implementation of intranet
and other information systems used inside the organization.
H2: Organizational culture has a positive effect on ERP implementation success.

3.3 External Pressure

Sometimes, the implementation of an ERP system does not have intrinsic motives. On
the contrary, companies are being forced to implement an IS, either by their supply chain
partners or by their competitors [42, 43]. In the first case, implementation becomes a
prerequisite for the continuous cooperation with a partner (supplier and/or customer),
while in the second case, the adoption decision is based on the need to follow the
competitors, and, hence, avoid any possible downturn from not doing so [43].

In the present study, it is hypothesized that when companies find themselves under
pressure from the external environment, they tend to try harder to achieve their desired
goals. Therefore, the higher the external pressure, the more successful the implemen-
tation of the ERP system.
H3: External pressure has a positive effect on ERP implementation success.

3.4 Vendor Support

Vendor support is offered from software retailers and/or consulting companies [5]. In
most of the cases, the retailer is, also, the consultant during, or after, the implemen-
tation. Vendor support includes user training, extended technical assistance during and
after the implementation, maintenance, updates, etc. Additionally, vendors offer ana-
lytical advice concerning the selection of the appropriate ERP software [44]. According
to Wang, Lin, Jiang, and Klein [4], vendors significantly enhance the effectiveness of
the implemented system, via experience sharing and knowledge transfer.

Through continuous collaboration, formal training and knowledge dissemination,
consultants assist their customers in receiving the full benefits of the implemented
system [45]. The trustworthiness of the vendor is extremely important in determining
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the success, or the failure of the whole effort [46]. Koh, Simpson, Padmore, Dimitri-
adis, and Misopoulos [46] found out that the close relationship with the vendor is a
critical success factor for the implementation of an ERP system.
H4: Vendor support has a positive effect on ERP implementation success.

3.5 Project Management

The implementation of an ERP system is a risky and complex project [15]. As it is
evident, such projects acquire excellent management, since numerous stakeholders
(different business units, suppliers, customers, vendors/consultants) are deeply
involved [14, 15]. The manager of an ERP project should bear in mind different
timetables, various milestones, equipment requirements, workforce availability, and
budget needs [37]. Hence, successful implementation is synonymous with the man-
agement of a plethora of tasks. All these tasks should be carefully monitored and
managed.

More specifically, standard meetings and reports should be provided for all project
collaborators. Effective project management is very crucial, since implementation
success is, usually, assessed on the basis of budget and time compliance [15]. Exec-
utives expect the implementation period to be completed on time, and on budget.
H5: Project management has a positive effect on ERP implementation success.

3.6 Training

Training is considered to be a basic parameter in every ERP implementation project
[35]. Hong and Kim [47] argue that training should be provided before, during and after
implementation, while both technical and procedural issues should be carefully
addressed. Finally, on-the-job training appears to be the most efficient choice, between
all available methods [10]. Nah, Zuckweiler, and Lau [48] found out that adequate
training enhances implementation success, while lack of training undermines the whole
process. Additionally, sufficient training builds a positive climate towards the imple-
mented system, thus, increasing its use and overall acceptance. Moreover, training
enhances the ease of use, which in turn increases the probability for system success [49].
H6: Training has a positive effect on ERP implementation success.

3.7 User Involvement

User involvement is one of the most influential factors in ERP projects [4, 10, 47].
Numerous studies argue that users should be actively involved before and during the
entire ERP implementation process [7]. This will ensure that the system has a better fit
with business processes, since its development will be based on real needs [4, 7].
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According to various authors [14], user involvement increases user satisfaction and
user acceptance, by developing realistic expectations about the capabilities of the
system. Additionally, user involvement increases the perceived level of control,
through user participation in the entire project [14]. When all the above conditions are
being successfully met, the implementation of the ERP system will be much more
efficient.
H7: User involvement has a positive effect on ERP implementation success.

3.8 Business Process Reengineering

Business Process Reengineering (BPR) is the radical rethinking and redesign of
business processes, in order to achieve improvements in critical measures, such as cost,
quality, delivery, and speed [37]. ERP implementation requires such a radical redesign
of business processes, since the new ERP system is expected to drastically change
several aspects of doing business [50]. Reengineering business processes in a way that
makes them compatible with the implemented system appears as an important ante-
cedent of ERP implementation success [37].
H8: Business Process Reengineering (BPR) has a positive effect on ERP

implementation success.

3.9 Implemented Modules

ERP systems may be implemented in modules. A company does not have to conduct a
full scale implementation; on the contrary, certain modules could be implemented on
the basis of its special needs and requirements [51]. According to Yeh, Yang, and Lin
[52], it would be unwise to avoid implementing most of the available modules, since
only full implementation really ensures the expected benefits. Some empirical studies
have argued that there is a relationship between the number of implemented modules
and the functional effectiveness of the ERP system [51]. After all, the more modules a
company implements, the higher its benefits from cross-operational cooperation [52].
H9: The number of implemented modules has a positive effect on ERP implemen-

tation success.

3.10 ERP Implementation Success and Organizational Performance

The construct of “organizational performance”, as it has been captured in the present
study, includes measures of multiple dimensions, such as productivity, cycle time, cost
reduction, information flow, and customer satisfaction. Its main goal is to include both
qualitative and quantitative measures of organizational performance. Law and Ngai
[53] followed a similar approach. Many previous studies investigated the impact of

188 P. Chatzoglou et al.



ERP implementation on firm performance [54], while its impact on organizational
performance has received less empirical examination. Therefore, it is hypothesized:
H10: ERP implementation success has a positive effect on organizational

performance.

The synthesis of the hypotheses presented above formulates the proposed con-
ceptual framework of the present study (Fig. 1). It should be underlined that, according
to the best of the researcher’s knowledge, such a conceptual framework (combination
of factors) has never been examined before in the literature.

4 Research Methodology

4.1 Population of the Study

The population of the present study includes Greek SMEs that have implemented an
ERP system. Data concerning companies that could possibly be included in the sample
were obtained via the web sites of the leading ERP system providers operating in
Greece. Since no other database including companies using ERP systems exist, the use
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Fig. 1. The proposed conceptual framework

Examining the Critical Success Factors for ERP Implementation 189



of the certain method was the only one able to provide usable information. Totally, 678
Greek SMEs that have implemented an ERP system were identified.

SMEs are defined according to the number of their employees and their turnover.
More specifically, “medium-sized enterprises are those with fewer than 250 employees
and a turnover of less than or equal to €50 million, or a balance sheet of less than or
equal to €43 million” [55].

SMEs are considered to be the cornerstone of the Greek economy, since they
represent 99,9% of the total number of companies. In 2010, there were 742.000 SMEs,
with 2.512.493 employees, which represent more than 80% of the total employment,
well above the EU average. Greece has a very high share of SMEs, particularly micro
enterprises, compared to the EU average [56].

4.2 Measurement

The proposed conceptual framework was tested with the use of a newly-developed
structured questionnaire. The measurement of the eleven research factors was con-
ducted with the use of multiple questions (items) that were adopted from the interna-
tional literature [10, 11, 14, 39, 40, 42, 43, 45, 47, 51–53]. All questions were
translated to Greek and then back to English by another person, in order to detect any
discrepancies. The five-point Likert scale was used for the measurement of all factors
(1 = ‘strongly disagree’ to 5 = ‘strongly agree’).

4.3 Data Collection

The questionnaire and a cover letter including clarifications, was sent to the IT man-
agers of the companies that were identified (see Sect. 4.1). Questionnaires were sent
only after a telephonic contact with the IT manager in each company has been
established. After making all necessary telephone calls, 421 questionnaires were dis-
tributed to 421 companies that agreed to participate in the survey. The research period
lasted three months (March to May 2015).

Totally, 165 questionnaires were returned, and after conducting all necessary
controls 159 were used for data analysis. The 159 questionnaires represent a very
satisfactory response rate (38%). The majority of the participating companies are small
sized (less than 100 employees), something that is in line with the average firm size of
the country.

The majority (21.7%) of the companies of the sample belong to the ‘Informatics’
industry, while 17.3% belong to the ‘Food’ and 14.6% to the ‘Electronic’ industry
(sector). Moreover, the 65.4% of the companies of the sample employ 51 to 250
employees (medium-sized), 28.9% employ 11 to 50 employees (small), while only
5.7% employ less than 10 employees (micro). The majority of the companies (47.5%)
have been using an ERP system for more than three years, 31.8% less than three years
and 20.7% less than one year. Finally, about half of the Greek companies of the sample
(51.6%) have chosen ‘SAP Ltd’ as their ERP system provider, 25.6% ‘Oracle Ltd’ and
22.8% have chosen another supplier.
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4.4 Reliability and Validity

The questionnaire that was used in the present study was rigorously tested for its
content and construct validity.

The test for the content validity was conducted via a pilot study. More specifically,
a draft of the final questionnaire was sent to four practitioners and two academics, in
order to test whether it met all theoretical and practical requirements. Specialists’
comments enhanced certain aspects of the questionnaire.

To test the construct validity, each research factor was evaluated: (a) for its uni-
dimensionality and reliability (Table 2), (b) for its goodness of fit to the proposed
research model (Table 3). The examination of the unidimensionality of each research
factor was conducted using Explanatory Factor Analysis (EFA). Moreover, the sta-
tistical measure ‘Cronbach Alpha’ was used for estimating each factor’s reliability. All
tests concluded that the scales used are valid and reliable (see Table 2 for the main
results). More specifically, the following measures have been examined [57]:

• Appropriateness of the factor analysis: (a) ‘Bartlett’s test of Sphericity’ (it should be
statistically significant at the 0.05 level), (b) ‘Kaiser-Mayer-Olkin’ (KMO) (values
over 0,8 are satisfactory, while values over 0.6 are acceptable).

• Number of extracted factors: ‘Eigenvalue’ (factors whose ‘eigenvalue’ is over 1 are
selected).

• Item significance: Factor loadings (for a sample size of more than 150 observations,
a loading over 0.45 is considered significant).

Table 2. Estimation of unidimensionality and reliability

Factors KMO Bartlett’s
test

Eigen-value TVE Cronbach
alpha

Top management support 0.736 139.2a 2.546 67.3% 0.789
Organizational culture 0.894 214.9a 2.871 71.5% 0.823
External pressure 0.779 77.5a 1.371 68.4% 0.801
Vendor support 0.831 145.6a 2.874 81.7% 0.745
Project management 0.799 154.2a 1.741 84.7% 0.771
Training 0.854 95.5a 2.713 71.9% 0.723
User involvement 0.736 214.3a 2.124 76.2% 0.755
Business Process
Reengineering

0.711 325.3a 2.587 74.1% 0.737

Implemented modules 0.857 217.6a 1.342 83.4% 0.741
ERP implementation
success

0.839 169.7a 1.619 84.5% 0.901

Organizational
performance

0.759 171.3a 2.391 88.6% 0.733

ap < 0.01
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• Variance explained by each factor: Total Variance Explained (TVE) (it should be
higher than 50%).

• Reliability: ‘Cronbach Alpha’ (values greater than 0.7 are considered to be valid).

The evaluation of the goodness of fit of each research factor to the proposed model
was conducted using Confirmatory Factor Analysis (CFA). All tests produced satis-
factory results (see Table 3 for the main results). More specifically, the following
measures have been examined [58]:

• X2: It should be statistically insignificant (p > 0.05). Since it is quite sensitive to
sample size, usually the ‘normed X2’ is being examined.

• Normed X2 (X2/df): Values between 1 and 3 are desirable, while values between 1
and 5 are acceptable.

• Construct Reliability (C.R.): It should higher than 0.7.
• Variance Extracted (V.E.): It should higher than 50%.
• RMSEA: It should be less than 0.08.
• CFI /GFI: They both should be higher than 0.9.

5 Empirical Results

5.1 Model Valuation

The examination of the proposed conceptual framework was conducted using the
“Structural Equation Modeling” technique. The SEM approach was used because of its
ability to examine a number of linear causal relationships, where one or more factors
are both dependent and independent. The estimation of the structural model was
conducted with the Maximum Likelihood Estimation method, which is the most
widespread method of estimation [58]. The Covariance Matrix was used as the table of
entry. The statistical package AMOS 20.0 was used for the appropriate analysis.

Table 3. Estimation of the goodness of fit

Factors Normed X2 C.R. V.E. RMSEA CFI/GFI

Top management support 1.57 0.78 65.6% 0.077 0.94/0.96
Organizational culture 2.67 0.74 69.4% 0.053 0.97/0.97
External pressure 3.15 0.86 0.81% 0.067 0.99/0.97
Vendor support 3.52 0.82 0.76% 0.084 0.91/0.93
Project management 2.19 0.76 0.67% 0.075 0.99/0.98
Training 1.97 0.77 0.63% 0.063 0.90/0.93
User involvement 2.37 0.69 0.57% 0.086 0.95/0.99
Business Process Reengineering 2.45 0.73 0.81% 0.059 0.90/0.90
Implemented modules 2.65 0.83 0.74% 0.061 0.91/0.96
ERP implementation success 2.77 0.77 0.64% 0.074 0.93/0.91
Organizational performance 1.61 0.74 0.61% 0.081 0.93/0.95
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To evaluate the fit of the overall model the chi-square value (X2 = 49.7) and the
p-value (p = 0.000) were estimated. These values indicate a satisfactory fit of the data
to the overall model. However, the sensitivity of the X2 statistic to the sample size
enforces to control other supplementary measures of evaluating the overall model, such
as the “Normed-X2” index (3.1), the RSMEA index (0.077) the CFI (0.99) and the GFI
(0.97), that all indicate a very good fit. Moreover, for the control of the measurement
model the significance of the factor loadings, the Construct Reliability (C.R.) and the
Variance Extracted (V.E.) were estimated. Results indicated that all loadings are sig-
nificant at the p < 0.05 level, while C.R. and V.E. for all factors (constructs) were
satisfactory.

5.2 Hypothesis Testing

Seven hypotheses were found significant (H1, H2, H4, H6, H7, H8, H10), while three
hypotheses were rejected by the empirical data (H3, H5, H9).

In more detail, the structural model fitted the data well, while the factors that were
included can explain 72% of the variance of the dependent factor “ERP implementation
success” and 26% of the dependent factor “organizational performance”.

After reviewing the empirical results (and more specifically Table 4, as well as
Fig. 2), the following observations can be made:

• The successful implementation of an ERP system has its roots on vendor support
(r = 0.36), training (r = 0.29), and user involvement (r = 0.26). These three factors
were found to have the strongest impact on the main dependent factor of the present
study (ERP implementation success).

• No matter how important the role of vendor support, training, and user involvement,
the support of top management has, also, been underlined as a significant antecedent
of ERP implementation success (r = 0.26). Without any doubt, executives should
demonstrate their belief on the implemented system, mostly by ensuring its funding
and setting the example for its use.

• Moreover, the empirical data revealed that Business Process Reengineering
(BPR) is a quite significant factor (r = 0.35). This finding adds further support to the
previous observations, arguing that BPR should be a priority for vendors,
employees and executives.

• Additionally, organizational culture (with emphasis on knowledge-sharing) affects
implementation (r = 0.23). This factor cannot be easily enhanced prior or during the
implementation period, since its development is, usually, a result of the unique
history of the organization.

• Finally, the relationship between ERP implementation success and organizational
performance has been verified by the empirical data (r = 0.34). Concerning the
strength of that relationship (R2 = 26%, including direct and indirect effects), it
should be noted that when examining complex phenomena, like organizational
performance, even a relatively small predictive power seems to be satisfactory.
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Table 4. Results of the structural model

Causal paths (hypotheses) Estimate p Result

H1 Top management support ! ERP
implementation success

0.26 0.000 Accepted

H2 Organizational culture ! ERP implementation
success

0.23 0.000 Accepted

H3 External pressure ! ERP implementation
success

– 0.098 Rejected

H4 Vendor support ! ERP implementation success 0.36 0.011 Accepted
H5 Project management ! ERP implementation

success
– 0.267 Rejected

H6 Training ! ERP implementation success 0.29 0.000 Accepted
H7 User involvement ! ERP implementation

success
0.26 0.000 Accepted

H8 Business Process Reengineering ! ERP
implementation success

0.35 0.000 Accepted

H9 Implemented modules ! ERP implementation
success

– 0.164 Rejected

H10 ERP implementation success ! Organizational
performance

0.34 0.003 Accepted
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Fig. 2. Empirical results (all paths are statistically significant)
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5.3 Comparison with Previous Similar Studies

As mentioned earlier, the literature of the field has failed to thoroughly examine the
CSFs for ERP implementation in SMEs. Nevertheless, a comparison among the
available studies should be attempted.

Saini, Nigam, and Misra [11] proposed an extensive list of factors that are cate-
gorized in three dimensions: (a) technological factors, (b) people factors and (c) orga-
nizational factors. The present study concluded that CSFs are categorized into three
dimensions: (a) organizational factors (top management support, business process
reengineering), (b) people factors (vendor support, training, user involvement), (c) in-
tangible factors (organizational culture). It is argued that the technological dimension,
proposed by Saini, Nigam, and Misra [11], is embedded in two of the dimensions
proposed in the present study (organizational and people). For instance, vendors pro-
vide support concerning the technological issues of the implementation, while
employee training is also focused on technological expertise. Moreover, organizational
culture, an intangible factor (dimension), is extremely important, since it seems to
enhance the other dimensions of the ERP implementation process. According to Jones,
Cline, and Ryan [39], organizational culture enables the sharing of knowledge across
diverse functions and perspectives during ERP implementation. Therefore, the present
study argues that CSFs of ERP implementation are better categorized in the three
dimensions proposed above: (a) organizational factors, (b) people factors, (c) intangible
factors. Future studies are welcome to further support or criticize this approach.

In a very recent study, Nikitovic and Strahonja [26] examined the CSFs according
to the phases of ERP implementation and concluded that the two most important
factors are (a) top management support and (b) user involvement. Moreover, they
verified the significance of most of the factors that were also highlighted in the present
study. Nevertheless, the empirical study of Nikitovic and Strahonja [26] provided an
extensive list of CSFs, namely thirty-two, making comparisons between studies quite
impossible. Additionally, the managerial implications of such an approach are rather
vague. Regretfully, the same approach has been adopted by other studies of the field.
More specifically, Ahmad and Cuenca [28] identified thirty-three CSFs, Doom, Milis,
Poelmans, and Bloemen [18] identified thirteen CSFs, while Shaul and Taube [17]
clustered 94 CSFs, already identified in the literature, into 15 distinct categories. The
present study argues that similar conclusions are of limited value for SMEs. According
to their nature, SMEs lack the appropriate resources in order to take under consider-
ation complex solutions, no matter how brilliant. Therefore, it is argued that future
studies should try to limit the number of proposed CSFs. In that direction, the present
study concluded that SMEs should focus on the enhancement of only six factors. The
managerial implications of this approach are considered to be more useful for SMEs.

Previous studies conducted in other geographical regions of the European continent
(e.g. Eastern and Central Europe) have found similar results. For example, Ziemba and
Kolasa [59, 60] found that top management support, user involvement and process
management have an impact on information systems projects, while Bradley [49]
concluded that the determinants of ERP success are user involvement, user empow-
erment, system reliability and cooperation with the system supplier (vendor).
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6 Conclusions

The present study was motivated by specific gaps that were recognized in the relevant
literature of the specific field: (a) development of conceptual frameworks without the
use of appropriate practical background, (b) lack of focus on SMEs, especially on those
operating in Europe, (c) use of many different research factors predicting ERP
implementation. In order to bridge these gaps, the present study used an extensive
literature review and qualitative data (focus group sessions with managers of SMEs) in
order to develop a conceptual framework that investigated the antecedents of ERP
implementation success. Moreover, this framework was tested with the use of a
newly-developed structured questionnaire (quantitative data) on a sample of Greek
SMEs that have implemented and ERP system.

That specific approach offered certain advantages: focus groups offered practical
knowledge concerning the factors with the most significant impact on ERP imple-
mentation, while the quantitative research revealed which of these factors are actually
significant. The contribution of the study lies on this enhanced approach. More
specifically, it offers the necessary ground for comparison and replication. Its con-
ceptual framework may be replicated from future studies, while other scientists may
employ its twofold approach as a basis for their future empirical investigation.

The proposed conceptual framework of the study included nine antecedents of ERP
implementation success. These factors are perceived as Critical Success Factors for
successful ERP implementation. Empirical data were analyzed using the “Structural
Equation Modeling” technique, while the validity and the reliability of all research
factors were evaluated with the use of enhanced statistical methods (EFA, CFA).

According to the results of the statistical analysis, six of the antecedents included in
the research model of the present study were found to have a direct (positive) effect on
successful ERP implementation. Additionally, the predictive power of the proposed
model was found to be very satisfactory. More specifically, the six antecedents can
explain the variance of ERP successful implementation by 72% (R2 = 0.72). On the
other hand, three research factors (external pressure, project management, implemented
modules) were not found to have an effect on the successful implementation of an ERP
system.

Therefore, it is concluded that when implementing an ERP system, organizations
should focus on the following six factors: Top management support, Organizational
culture, Vendor support, Training, User involvement, Business Process Reengineering.
The present study argues that the enhancement of these Critical Success Factors should
be conducted before, during and after ERP implementation. Partial focus will only limit
their positive effect.

In general, it is concluded that ERP implementation success is a result of intangible
factors (organizational culture), people-related factors (vendor support, training, user
involvement), and proper leadership (organizational factors) (top management support,
business process reengineering).
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6.1 Managerial Implications

According to the empirical results, the present study proposes a mechanism that will
drive implementation success. Various organizations may utilize this mechanism in
order to experience a seamless implementation process. It includes three steps, each
describing tasks that should be performed before, during and after the implementation
of an ERP system.

Firstly, before the implementation, companies should spend their limited time and
resources in selecting the appropriate software retailer. A good fit between the two
seems to be very crucial for implementation success. Moreover, employees should be
involved in the decision to adopt an ERP system. Executives should take employee
attitudes and beliefs under serious consideration. In general, employees should feel like
an integrated part of the whole process, while the adoption of the new system should
not be understood as a decision that has been forced upon them. Only when employees
feel like they have contributed to the implementation initiative, will they accept the
changes that may occur. On a more practical level, the contribution of employees
before the implementation is crucial for ensuring that the system will be designed in
order to have a better fit with existing business practices.

Secondly, during the implementation period (that may be quite short, especially in
micro-enterprises), vendors should adopt an analytical (linear) approach. Initially, the
most technological-ready employees should be selected in order to test the imple-
mented system. Then, its advantages should be underlined and communicated amongst
all personnel. After that, initial training should take place. The main goal is to initiate
the system after all employees have been fully involved in the whole process.

Thirdly, after the implementation period, continuous training should be offered by
the vendor (or another consultant). After all, the first month following the imple-
mentation of the new ERP system is extremely crucial. Employees should feel that the
new system enhances their job, while resulting in many other organizational benefits.

6.2 Limitations and Future Research

The present study is somehow limited by the poor definition of its population. This
limitation is inherent to all studies of the field, since a complete list of companies that
have implemented an ERP system cannot be found in most databases.

Further research is suggested with larger samples that would, probably, offer more
information and strengthen the results of the present study. Moreover, it would be
interesting to examine more factors and gather primary data from all company per-
sonnel, so as to achieve a more complete view of the subject under investigation.
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Abstract. In present, dynamically developing organizations, that often realize
business tasks using project-based approach, effective project management is of
paramount importance. Numerous reports and scientific papers present lists of
critical success factors in project management, and communication management
is usually at the very top of the list. But even though the communication
practices are found to be associated with most of the success dimensions, they
are not given enough attention and the communication processes and practices
formalized in the company’s project management methodology are neither
followed nor prioritized by project managers. This paper aims at supporting
project managers and teams in effective managing communication and docu-
mentation processes. Its main contribution is the definition of eleven commu-
nication management patterns, which promote a context-problem-solution
approach to communication management in projects, in the four complementary
categories regarding project communication management practices – informa-
tional, strategical, emotional and practical, and as such can be used to deal with
different types of project communication management problems.

Keywords: Project communication management � Patterns � Project success

1 Introduction

Communication influences most project activities and areas because managing any
aspect of the project involves communicating within the project team or with external
stakeholders. That is why communication management is considered as one of the most
important knowledge areas in project management and a very complex one at the same
time. It is affected by many factors, like characteristics of project stakeholders, project
environment, project communication structure, communication properties, physical and
psychological barriers [1]. Research has shown that there is a direct connection
between communication and a project’s outcome, which is determined by the design of
the communication environment of the project [2]. Project communication and net-
working skills are considered to be the life blood of project management leadership [3]
and awareness of the potential offered by efficient communication is an essential
prerequisite for success in the business world [4].

Project management methodologies, frameworks and sets of principles like Project
Management Body of Knowledge, Prince 2, Adaptive Project Framework, Agile
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Software Development, Scrum, and others, include rules, hints and procedures
regarding various communication management aspects, which in most cases should be
sufficient to properly manage communication in a project team. The reason why this is
not always the case is that, many IT companies do not actually follow any of these
methodologies when realizing projects (for example, 30% of the companies surveyed
in [5]) and those that do, tend to concentrate on other project management knowledge
areas, which seem more important, such as scheduling, cost management, etc. There
are also numerous cases of project failures [6], that could be linked to poor commu-
nication management (among others [7, 8]).

Thus it seems important to constantly promote good communication management
practices and look for new ways to support project managers and team members in
better realization of communication and documentation processes in their projects. That
is the main goal behind the communication management patterns proposed in this
paper – to give project teams an additional tool in a form of a list of patterns for
controlling, managing and effective realization of communication and documentation
processes. The idea behind patterns is that they provide general, reusable solutions to
common problems. Communication management patterns in project teams described in
this paper are based on two main sources of information - communication management
best practices identified in the subject literature and results of a survey conducted
among IT project managers.

The theoretical background, described in the following section of the paper, pro-
vides evidence on the significance of project communication management knowledge
area based on existing literature and presents the definition of patterns and their use in
other disciplines. Next, the research methodology and research findings, including
eleven communication management patterns, are described. The discussion of findings
highlights the most important and interesting research result, and a summary with
future research directions concludes the paper.

2 Theoretical Background

2.1 The Importance of Project Communication Management

The successful implementation of a project depends on its appropriate management in a
number of areas, as described in detail by e.g. Kerzner [9], Schwalbe [10], and
Meredith and Mantel [11]. One of the areas of project management identified within
numerous methodologies and frameworks is communication management, which is
considered to be of crucial importance to the success of a project (among others [12,
13]), in particular IT projects [14] especially those carried out by dispersed teams [15–
19]. It is however worth noticing that communication influences also other project
management areas like managing project scope, risk, or procurement. Scope man-
agement involves one of the most difficult tasks in projects, which concerns collecting
and analyzing requirements, and without effective communication proper realization of
this task is impossible. Additionally, at further stages of project implementation, proper
communication management is essential for managing scope changes. Managing
project risk concerns identifying, analyzing, responding to and monitoring project
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risks. Intensive and well-planned communication is needed to timely recognize risks
and respond to them appropriately. Also procurement management, involving
arrangements and negotiations with external contractors, calls for applying adequate
communication methods and tools.

On the one hand, importance of this knowledge area is emphasized by most
stakeholders, but on the other hand, the communication processes and practices for-
malized in the company’s project management methodology are not followed by
project managers. Many project managers place communication on the bottom of their
priority list [20]. For instance, recent research on utilization of project communication
management methodologies in industrial enterprises in Slovak Republic revealed that
66% of the surveyed enterprises had not prepared any written document (methodology,
process steps, etc.) to manage project communication [21].

Also Papke-Shields and co-authors, in their research on the use of project man-
agement practices and the link thereof to project success, discover that practices related
to communication are not given enough attention, while at the same time communi-
cation practices are found to be associated with most of the success dimensions [22].
Most of the communication process in a project is usually done without proper plan-
ning, driven mostly by personalities and preferences rather than by needs, protocols
and procedures [23].

Effective communication techniques and appropriate leadership styles are emphasized
by Nguyen as the success factors for building and managing high performance global
virtual teams [24]. Communication management is highly influenced in intercultural
project teams by such factors as language, race, age, gender, religion, beliefs, habits, etc.,
whose analysis is essential if the project is to be accomplished with success [25].

According to PMI’s Pulse research, 55% of project managers agree that effective
communication with all stakeholders is the most critical success factor in project
management [26]. Effective project communications ensure that the right information
reaches the right person at the right time and in a cost-effective manner and it is a
critical element of team effectiveness, both in traditional and virtual teams [27]. The
effectiveness of project communication often determines the quality of decisions and
their implementation. Without a solid communication plan, strategy and tools, it is
impossible to keep everyone up-to-date and informed. More than 50% of management
problems are caused by poor communication [28], which can lead to differences in
expectations, people not knowing the status of the project and what is expected from
them. Therefore, communication is a key element, which has to be applied effectively
throughout a project’s life cycle and it cannot be taken for granted, as it requires
preparation and persistence.

2.2 Definition and the Use of Patterns

One of general definitions of a pattern states that it is “a regular and intelligible form or
sequence discernible in the way in which something happens or is done” or “an
excellent example for others to follow” [29]. Design patterns are used to represent
knowledge that is based on experiences captured in several real world projects and is
widely accepted. This representation is often used for describing and presenting the
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gained knowledge. There are similar concepts to the concept of a pattern – success
factor, success models, success measures, reference architectures, best practices, worst
practices, barriers, facilitators or incentives [30].

Different definitions for a pattern exist, but they all include a common ground – the
patterns are general, reusable solutions to common problems and are dependent on their
context [31]. They are based on the philosophy of pattern languages, first proposed by
an architect Christopher Alexander, which is now widely applied in many other pro-
fessional areas to encompass creative human actions ([32] and works cited therein).

Patterns have been successfully used in different disciplines, like software engi-
neering, knowledge management, enterprise integration, enterprise architecture man-
agement, project management, etc. Below two of them are described in order to present
their aim, structure and format.

Design Patterns in Software Engineering. In the software discipline a design pattern
is a general reusable solution to a commonly occurring problem within a given context
in software design. The pattern has four essential elements: the pattern name, the
problem, which describes when to apply the pattern (it explains the actual problem and
its context), the solution, which describes the elements that make up the design, their
relationships, responsibilities and collaborations (this is an abstract description, a
template of a solution), and the consequences – the results and trade-offs of applying
the pattern.

To describe each design pattern, a consistent format has been used, including
specific sections like: pattern name, intent (explains what the design pattern does, what
particular issue/problem it addresses), motivation (a scenario illustrating a design
problem and how the pattern solves it), applicability (situations when the design pattern
can be applied, examples of poor designs where the pattern could be applied), structure
(a graphical representation of classes in the pattern, accompanied with interaction
diagrams), participants (classes participating in the design pattern and their responsi-
bilities), collaborations (how the participants collaborate to carry out the responsibili-
ties), consequences (the trade-offs and results of using the pattern), implementation
(pitfalls, hints, techniques useful in pattern implementation), sample code, known uses
(examples of the pattern found in real systems), related patterns (which patterns are
closely related to each other). Each defined design pattern is described according to the
above mentioned sections, which makes them easier to use, learn and compare [33].

Knowledge Management Patterns. Knowledge management patterns state lessons
learned and best practices for the structuring of knowledge, the design of knowledge
management systems, and the development of underlying ontologies. Patterns in
knowledge management represent also a form of language that helps knowledge
engineers to communicate about knowledge and knowledge management systems.

A knowledge pattern is defined as a general, proven, and beneficial solution to a
common, reoccurring problem in knowledge design, i.e., the structuring and compo-
sition of the knowledge or the ontology defining metadata and potential relationships
between knowledge components. Knowledge management patterns are described in
seven groups regarding different aspects of knowledge: content, usage, ontology,
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presentation, transfer, knowledge management systems organization and social
knowledge management. Each pattern is described according to a template including
the following sections: name, issue (problem addressed by the pattern), q-effect (what
knowledge quality aspects are affected by the pattern and if it is a positive, negative or
neutral effect), solution (principal solutions underlining the pattern), causes (basic
causes of the pattern) [30].

3 Research Methodology

The project communication management patterns described in the subsequent sections
are based on two main sources of knowledge. The first source are communication
management best practices described in literature [16, 34–39], and thoroughly dis-
cussed in [40], and the second source are the opinions gained from practitioners
(mostly project managers of IT projects) from 10 national and international IT com-
panies operating in Poland, chosen for the interviews because of their many-year-long
diverse experience from multiple projects. A structured interview with both closed and
open-ended questions was used to obtain their opinions.

The structured interviews with project managers involved presenting them the 11
project communication management patterns in their initial form, including only the
first four sections (name, context, problem, solution), and asking them to answer a set
of both closed- and open-ended questions concerning the respective patterns. The
following four closed-ended questions were asked: “Have you experienced the pre-
sented communication management patterns?”, “Has any of the presented patterns been
used in your project teams?”, “How would you assess the difficulty of implementation
of the presented patterns?”, “How would you assess the usefulness of the presented
patterns?”. For the last two questions an assessment scale (1–5) was used, where 1
stood for easy and very useful, while 5 – the opposite. The open-ended questions
regarded the following topics: “Name possible difficulties in using the described pat-
terns”, “What facilitates the use of described patterns (tools, procedures, etc.)?”, “In
what contexts do you find the described patterns most adequate and why?”, “In what
contexts do you find the described patterns least adequate and why?”. Answers pro-
vided by the respondents were used to improve and enrich the initial version of
communication management patterns and the resulting enhanced patterns, arranged
into categories, are presented in the research findings section.

The characteristics of patterns used in different knowledge areas, described in the
theoretical background section, served as a reference for defining the structure and
format of the project communication management patterns.

4 Research Findings

4.1 The Definition of a Project Communication Management Pattern

The definition of the project communication management pattern proposed in this
subsection is a result of the analysis of patterns and their frameworks developed in
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different disciplines, and combining selected aspects of these patterns with project
communication management characteristics and practices.

Project communication patterns have been grouped into four categories according
to the communication management practice categories described in [37] – informa-
tional (regarding generation, collection, dissemination, storage, and disposition of
project information), strategical (connected with communication planning and project
environment), emotional (concerning the building of trust and relationships) and
practical (connected with clear and positive communication and behavior rules). Within
each category, several communication management patterns were defined. Each pattern
comprises the following sections: pattern name, context, problem, solution, q-effect
(what communication quality aspects are affected by the pattern and if it is a positive or
a negative influence), applicability (situations, teams and projects where the commu-
nication management pattern should be applied and participants and their responsi-
bilities), consequences (the trade-offs and results of using the pattern), implementation
(pitfalls, hints, techniques useful in the pattern implementation), and related patterns.

For specifying q-effect the following communication quality aspects were con-
sidered: clearness and cohesion, adequate level of detail, timeliness, meeting needs of
communicating participants, engaging the right people, guarantee of uniform under-
standing of the content, communication workflow supporting openness, redundancy
and feedback.

Solution within a pattern describes what actions should be undertaken to realize the
pattern and the communication management goal that it supports.

4.2 Communication Management Patterns in the Informational Category

Within the informational category, three communication management patterns have
been specified: Communication schedule, Project knowledge center and Diversity of
communication means. According to the survey carried out among practitioners, all the
following patterns are recognized by almost all of them and used in their companies. In
one case it was stated that the Communication schedule pattern is an intrinsic element
of the communication plan, which is prepared at the start of the project realization.

Table 1 provides characteristics of the three project communication management
patterns from the informational category, developed according to the defined template.
For the sake of brevity the pattern section names were abbreviated as follows: Cx
(context), Pr (problem), S (solution), Q (q-effect), A (applicability), Cq (consequences),
I (implementation) and RP (related patterns).

4.3 Communication Management Patterns in the Strategical Category

Another three communication management patterns have been defined within the
strategical category: Clear rules at the start, Cultural and language competencies and
Client’s power scope. These patterns were also acknowledged and used by most of the
surveyed practitioners, although Cultural and language competencies pattern was not
used by more than one third of them because their project teams were not culturally or
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Table 1. Communication management patterns within the informational category

Communication schedule

Cx The project team is dispersed, some team members are in different time zones;
according to the project communication plan project partners should inform each other
of the project status to get feedback and encourage involvement

Pr Communication between team members is too scarce, team members limit
communication to sending reports, while direct communication takes place only in
emergency situations. In consequence, issues are not resolved in due time, mutual
understanding among team members is hindered due to scarce feedback, dynamics of
task realization is low

S Prepare a communication time schedule, including bilateral communication between
particular team members, as well as multilateral audio/video conferences among wider
forum of team members according to the anticipated communication needs;
communication participants possibilities and preferences concerning communication
medium and time zone shifts should be taken into account

Q Positive on the following communication quality aspects: timeliness of information on
the project tasks status; redundancy and feedback. Possibly negative on the following
communication quality aspects: in case of multilateral audio/video conferences, too
many participants taking part may cause the communication to be ineffective and
irritating (technical problems are more likely to appear) and not engaging the right
people

A The pattern can be used for any kind of project and team, although it is especially useful
for dispersed teams and bigger projects longer than three months. The pattern should
regard all team members and they should be responsible for adhering to the time
schedule or timely informing about any derogations

Cq Ensures regular communication among team members, adjusted to their working day
schedules and communication preferences, and keeps everybody informed about the
status of project tasks and encourages instant feedback

I Setting up a communication time schedule requires time, effort, cooperation and
goodwill of team members, so that it is adhered to and beneficial; the more parties and
locations the more difficult it becomes; it should be agreed upon during the project
kick-off meeting, accompanied by a clear message of its goal and instructions of
realization; using such tools as shared calendars and communication matrix can be
useful. A very important issue in realizing this pattern is engaging only the concerned
team members in multilateral conferences (thematic groups)

RP Clear rules at the start, Fostering direct communication, Appreciating the team

Project knowledge center

Cx Communication in the project team is performed in different ways; many people use
e-mail as the primary communication medium, and send various elements of the project
documentation this way. Others prefer communication via Instant Messaging (IM) and
attaching files to conversations. Still others would rather talk on the phone and deliver
files on a pen drive

Pr Many elements of the project documentation remain only in mailboxes, computers or
pen-drives of individual team members and the project knowledge in their heads;
different versions of the same documents are created and their subsequent
synchronization is very cumbersome; some information is lost or finding it is
time-consuming; certain project knowledge is lost when a team member leaves the team

(continued)
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Table 1. (continued)

Project knowledge center

S Ensuring a project repository – a project knowledge center, where all project
information is placed, stored and shared

Q Positive on the following communication quality aspects: clearness and cohesion,
timeliness of project documentation, adequate level of detail and communication
workflow supporting openness. Possibly negative on the following communication
quality aspects: in case the repository is unordered and unclear the adequate level of
detail, clearness and cohesion are no longer attained

A The pattern should be used for any kind of project and team, because even small
projects and small teams produce project documentation which should be made
available to the team and the cumulated knowledge may prove useful in future projects.
All team members are responsible for uploading any project-related documentation in
an orderly manner, established upfront or developed in the initial phase of the project
realization

Cq Ensures a common project information reference center available to all team members,
taking into account given user access rights, with up-to-date project documentation and
orderly history. Project documentation is not hidden in the mail boxes of individual
team members and a project knowledge base is being built. Team members do not send
specific information separately to all interested parties but just provide references to the
appropriate place in the project repository

I Setting up a project knowledge center requires using appropriate tools and setting
certain procedures, so that the repository is easy to use and effective in storing and
sharing information; it is usually a software application chosen and used by the project
team for many projects, like a web portal with a wiki feature, group-work tool or project
management software with the file versioning and change tracking functionalities.
Problems which may arise concern effective organization of the repository and a need
for training team members on how to use versioning tools. The chosen tool usually
requires configuration effort and expertise and some systems are expensive. Sometimes
documents sharing between the customer and the developer is not at all possible due to
security issues. There may be also a problem of changing people’s habits concerning
sharing project documentation. To wean team members from sending project
documents as attachments to e-mails, a special function could be embedded in the
e-mail program, which would display a message asking the user if the attached file
should not rather be placed in the repository, instead of being sent

RP Diversity of communication means

Diversity of communication means

Cx It happens that tools used in the project team impose the way of communication among
team members, limiting it mainly to written communication (mainly in order to have a
permanent evidence of discussions and arrangements). Team members hardly talk to
each other personally; this is particularly common in the case of international and
distributed teams

Pr Focusing mainly on one way of communication, whether oral or written, hampers the
realization of the project, in the first case because of the transience of oral arrangements,
in the second case, because of possible problems with understanding the intentions or
the lack of instant response and feedback. In the case of written real time
communication (using IM) the typing speed can be a problem, while for oral
communication a poor knowledge of a foreign language can be a barrier

(continued)
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linguistically diverse. Others argued that both Clear rules at the start pattern, as well as
Client’s power scope pattern, are part of the communication plan and need not to be
separately described. They were however left on the list because the role of patterns is
to highlight specific problematic areas to which solutions are proposed. In the case of
Clear rules at the start pattern, preparing a high-quality communication plan is actually
the suggested solution. Table 2 provides an overview of the three project communi-
cation management patterns from the strategical communication management practice
category.

Table 1. (continued)

Diversity of communication means

S Promoting diversity in the ways of communication, and while preserving the principles
of the Project knowledge center pattern, emphasizing the importance of oral
communication, which should support mutual understanding between team members
and unite the project team

Q Positive on the following communication quality aspects: meeting needs of
communicating participants (as some team members are comfortable with written
communication, while others need to communicate also orally), guarantee of uniform
understanding of the content, redundancy and instant feedback (in case of oral
communication). Possibly negative on the following communication quality aspects: in
case of excessive diversity, project documentation consistency and cohesion is hard to
maintain

A The pattern should be used carefully, taking into account the communication culture of
the project team, level of project language knowledge of team members and security
issues (some communication tools may be considered as not secure). All team members
should apply the pattern, and the project manager should take into account personal
predispositions of each member

Cq Diversity of communication, on the one hand enriches and facilitates communication
among team members, but on the other hand, if not appropriately managed, may cause
communication chaos, with some information being lost in oral conversations or time
wasted during too frequent and ineffective meetings

I The written form of communication, especially the part concerning communicating
project results and producing project documentation, should be arranged at the
beginning and organized into effective and easy to understand and follow procedures,
which should be realized by all team members (see Clear rules at the start pattern). One
of the most effective oral communication means are stand-up meetings, known from the
agile project management approach, which are a quick and effective way to assess the
status of project tasks, find out who needs help, or who is not working properly. It is
also a perfect way for team members to get to know each other. It is however important
that the project manager, or leader does not dominate these meetings. In case of
dispersed teams video-conference stand-up meetings can be organized. In case of
traditional meetings their costs (time, travel) must be taken into account and planned in
advance

RP Clear rules at the start, Project knowledge center, Fostering direct communication
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Table 2. Communication management patterns within the strategical category

Clear rules at the start

Cx It sometimes happens that while planning various aspects of the project (project tasks,
responsible team members, schedule and budget), the area of communication and
documentation management is neglected. There is no regular contact with the client to
inform them about the progress of the project and for keeping in touch for quick
reaction to possible changes and new requirements

Pr There are no designated persons and tasks related to planning and managing
communication and documentation processes. Team members feel no need to
communicate the status of their tasks, nor do they feel responsible for informing the
client about the status of the project

S Development of a clear, practical and high-quality communication plan with assigned
persons responsible for communication management, description of communication
and documentation tasks – the ones to be carried out by specific individuals and those
which are the responsibility of all members of the project team. In the case of
distributed teams, it is particularly important to include the Communication schedule
pattern. In the case of different language teams, a common project communication
language should be established

Q Positive on the following communication quality aspects: meeting needs of
communicating participants. Possibly negative on the following communication quality
aspects: in case of excessive formalism and bureaucracy participants may be
discouraged to communicate effectively and all communication quality aspects can be
threatened

A The pattern should be used for any kind of project and team, although it is especially
useful for teams with different working cultures and fixed price projects. The pattern
applies to all stakeholders. All persons assigned to any communication and
documentation tasks should be clearly informed of their responsibilities at the
beginning of the project realization

Cq Ensures that all team members and project stakeholders know their communication and
documentation responsibilities. Client is instantly informed about the status of the
project tasks. It is, however, important to let the communication plan evolve and alter
throughout the project, to make it better tailored to the given project and team

I Preparing a high-quality communication plan requires time and effort, so that it is then
easy to realize and not burdensome for the project team; too much formalism may
discourage the team; the communication plan should be communicated already during
the project kick-off meeting, or at least during the initiation phase of the project

RP Communication schedule, Client’s power scope, Appreciating the team, Diversity of
communication means, Cultural and language competencies, Basic communication
principles

Cultural and language competencies

Cx Team members within one project team or members of two collaborating teams (the
client’s side team and the developer’s side team) come from different cultural and
language areas

Pr Problem with the lack of cultural and/or language competence of team members, which
hinders communication and mutual understanding, and thereby successful realization of
the project

(continued)
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Table 2. (continued)

Cultural and language competencies

S Team members should be prepared for the environment in which they are going to work
and familiarized with the rules and customs prevailing in the country of other team
members. Necessary language skills should also be checked to ensure comfortable
communication

Q Positive on the following communication quality aspects: clearness and cohesion,
meeting needs of communicating participants, guarantee of uniform understanding of
the content

A The pattern is suitable for teams working in multicultural and international projects. It
applies to all team members who are responsible for communication and documentation
tasks

Cq Culturally and linguistically competent team members facilitate communication and
make the cooperation easier and more efficient

I Having culturally and linguistically competent team members is not always possible or
easy to achieve. Learning a foreign language is a long process and getting to know
different cultures is difficult. If there is at least one competent person in the project
team, they can train other team members. It is also a good idea to promote and use
“project culture”, which is above local cultures of particular team members. It should be
agreed upon at the beginning of the project realization. In case of language problems in
written communication, such tools as online translators or spell-checkers can be used.
For oral communication a linking-person, who can freely communicate with both
parties, is a solution

RP Clear rules at the start

Client’s power scope

Cx Changes to project requirements or other project related issues are communicated by
different representatives of the client. After implementation of changes it turns out that
the author of the communicated change was not entitled to decide about it

Pr The project team does not know who, on the client’s side, is responsible for making and
communicating decisions concerning the project, as well as who to contact in
problematic issues

S Project manager must ensure that the client has appointed a person or persons who will
be responsible on the client’s side for making and communicating decisions throughout
the project, and who should be contacted in problematic issues

Q Positive on the following communication quality aspects: clearness and cohesion,
engaging the right people, meeting needs of communicating participants,
communication workflow supporting openness

A The pattern is applicable to any team and project, because clear definition of
responsibility for making decisions is always desirable

Cq Clearly defined responsibility for certain competence areas. Clear decision-making
procedure. Clearly defined deadlines for document verification and approval. Effective
problem reporting

(continued)
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4.4 Communication Management Patterns in the Emotional Category

The emotional category of the communication management practices comprises
another three patterns: Fostering direct communication, Visits and team rotations and
Appreciating the team. Most of the practitioners, who were surveyed, knew all three
patterns and used them in their project teams. One of them was however very sceptic
towards the Fostering direct communication pattern, claiming that the pattern should
actually be quite the contrary, because people tend to waste a lot of time on unpro-
ductive and ineffective talks and meetings. This opinion was included in the conse-
quence section of the pattern.

The above mentioned patterns from the emotional communication management
category are described in Table 3.

Table 2. (continued)

Client’s power scope

I Client’s power scope should be defined at the very beginning of the project realization
(communication aspects should be included in the communication plan – Clear rules at
the start pattern). It is however important to be flexible and ready for negotiations of
responsibilities and authorities. It is a good practice to assign representatives on both
sides – mutual counterparts. Using the same standards for communication or process
templates can also be helpful. Problems in implementing the pattern may arise in the
case of dominant position of the client and reluctance to compromise, fear of making
decisions, not properly chosen/prepared team on the client’s side, conflicts within the
client’s team

RP Clear rules at the start, Synchronous working environments

Table 3. Communication management patterns within the emotional category

Fostering direct communication

Cx Absorbed in work and rushed by deadlines, project team members often do not have
time for direct talks with each other or with team members on the client’s side.
Additionally the management restricts such direct contacts (chats in the hallway or
through IM), treating it as a waste of time and delaying tasks

Pr Team members are alienated and feel discomfort associated with the inability to satisfy
human needs, these associated with direct contact with another person. Such reduction
of direct communication restrains the team from uniting, understanding each other’s
needs and hinders comprehension

S Project manager should promote direct communication between team members, as well
as with members of the team on the client’s side

Q Positive on the following communication quality aspects: meeting needs of
communicating participants, guarantee of uniform understanding of the content,
communication workflow supporting openness, redundancy and feedback

A The pattern should be used for any kind of project and team, although in the case of
distributed teams “direct” usually means audio or videoconferences, as face-to-face
meetings are costly and time-consuming

(continued)
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Table 3. (continued)

Fostering direct communication

Cq May prove very beneficial to the project and the team if properly used; both formal and
informal direct communication fosters better mutual understanding, team uniting, issues
resolving. It must be however properly managed and monitored to prevent team
members from wasting too much time and delaying realization of tasks – this mainly
concerns poorly prepared meetings

I As far as formal communication is concerned, stand-up meetings and reviews can bring
much profit, because they convey both information and emotions and let the team
members get to know each other better. Informal communication can be supported by
social networking tools, informal chat-rooms (“virtual water cooler”) or a common
meeting room (in case of local teams). The use of Communication schedule pattern, that
takes into account the direct methods of communication, or the Visits and team
rotations pattern also foster direct communication. Access to direct communication
should be made easy by supporting a list of team members’ phone numbers, instant
messenger contact details, etc. Project manager should track the impact of direct
communication on project performance

RP Communication schedule, Visits and team rotations, Diversity of communication means

Visits and team rotations

Cx Project is characterized by having a distributed team and a long realization time. The
direct contact of the contractor’s team with the client’s team is limited to the kick-off
meeting and a few other project meetings

Pr Lack of trust and willingness to communicate within the project team, because of the
lack of direct contact and familiarity of team members

S Regular visits of individual team members at the client’s/contractor’s site, as well as
delegating team members to the client’s/contractor’s site for a longer period of time. In
the latter solution, rotation can also be used, so that different team members can get to
know each other and break the communication barrier

Q Positive on the following communication quality aspects: meeting needs of
communicating participants, communication workflow supporting openness, feedback

A The pattern is designed for big projects with distributed teams. Only willing team
members should be chosen for delegation to other locations, to avoid discontent and
frustration experienced by people forced to leave their home city and family for a
longer period of time. Shorter visits should be realized by all key team members

Cq Building non-professional relations among team members fosters effective and direct
communication (relation with Fostering direct communication pattern). Delegated team
members facilitate communication between the client’s team and the contractor’s team

I Realization of the pattern should be preceded by an analysis of predispositions and
willingness of individual team members to delegations, so that appropriate plan of visits
and team rotation can be developed and included in the budget. In reasonable
circumstances bonuses or family delegations can be offered

RP Fostering direct communication

Appreciating the team

Cx In the course of project realization team members notice errors or possibilities for
solutions to various problems. However they do not have the opportunity to express
their views, to give advice or share opinions, or they do not know how and where it can
be done

(continued)
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4.5 Communication Management Patterns in the Practical Category

Within the last, practical category, two more communication management patterns
have been identified: Basic communication principles and Synchronous working
environments. Only one of the surveyed practitioners has not heard about or used the
first pattern, while the second one was recognized by all, but not used by more than one
third, as it was deemed suitable mainly for big projects.

In Table 4 the two remaining patterns from the practical communication man-
agement practice category have been depicted.

Table 3. (continued)

Appreciating the team

Pr The project management does not enable team members to share opinions, to formulate
proposals or comments related to the implementation of the project. They cannot
express their feelings, thoughts and remarks, and feel unappreciated and their
motivation to work decreases

S Project management should encourage team members to share their thoughts, remarks
and opinions by formulating requests for support and advice, which give the team a
sense of appreciation of their value and trust

Q Positive on the following communication quality aspects: meeting needs of
communicating participants, communication workflow supporting openness, feedback

A The pattern is applicable to any team and project, because every team member should
have an opportunity to share their thoughts and opinions and all team members need to
feel appreciated. It is especially beneficial in long-term projects where constant
improvement of work quality should take place

Cq Appreciated project team is motivated to work towards successful realization of the
project; useful remarks and suggestions are collected and may be applied to promote
better project development; alarming situations are exposed and appropriate actions can
be undertaken

I The pattern may be realized in many different ways – devoting time during project
meetings for team opinions, remarks, suggestions; reserving a project portal section for
this purpose or a thematic mailbox; organizing surveys, retrospection sessions. Project
manager should be open to remarks from the team. This pattern is connected with Clear
rules at the start, Communication schedule and Fostering direct communication
patterns, because all of them strive for letting team members communicate what they
want, need or should communicate in a way which is the most suitable for them. The
effort of organizing and analyzing surveys, mailboxes, retrospection sessions or portal
sections should be included in the budget and schedule plan, to avoid situation that all
information is collected in vain

RP Clear rules at the start, Communication schedule, Fostering direct communication
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Table 4. Communication management patterns within the practical category

Basic communication principles

Cx The team consists of inexperienced members. Basic principles of communication are
not respected

Pr Misunderstandings, hostility or animosity among team members
S Reminding team members about the basic principles of transparent, effective and

positive communication, and desired behavior, that is, among others: justifying
requests, asking rather than telling, keeping promises and showing up for appointments
(also virtual ones), writing positive e-mails (even criticisms and dissatisfaction can be
expressed in a positive way)

Q Positive on the following communication quality aspects: clearness and cohesion,
meeting needs of communicating participants

A The pattern can be used for any kind of project and team, although it is especially useful
for immature and inexperienced teams, or where there are many introverts, team
members are age or culture diversified

Cq Good atmosphere in the team, clear and positive relations among team members and
their responsible behavior – all promoting successful project completion

I Usually the basic principles of transparent, effective and positive communication is
something that every person knows and feels, and it should not be required to state it
explicitly, but in the cases mentioned above it may be desired to bring them to the
attention of some team members. It is also a good practice to set the maximum time for
response to an email, to ensure the dynamics of asynchronous communication. If
possible communication rules should be agreed upon together by the whole team,
preferably during the kick-off meeting

RP Clear rules at the start

Synchronous working environments

Cx Long-term, big project, realized by two teams - the client’s and the contractor’s team,
operating in different locations

Pr Cooperating teams in different locations greatly differ from each other both in terms of
composition and way of working, making it difficult for communication and
cooperation between them

S Providing a similar composition of the teams and work procedures in both locations in
order to facilitate cooperation and communication

Q Positive on the following communication quality aspects: engaging the right people
A This pattern applies to big and long-term projects carried out by teams whose working

environments are significantly different. To be used by team members playing similar
roles in both teams

Cq Synchronized working environments on the client’s and contractor’s side, with defined
roles and responsibilities; easier direct communication due to existence of counterparts

I Specifying a process with definition of roles, responsibilities, authorities and templates
could be used to set up the synchronous working environments of the cooperating
teams. Defining the counterparts in the cooperating teams relates this pattern with the
Client’s power scope pattern

RP Client’s power scope
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5 Discussion of Findings

Project communication management patterns within the informational category con-
centrate on assuring the most effective way of communicating, storing and sharing
project information. They positively influence almost all of the communication quality
aspects but caution must be taken to properly implement them to avoid possible
negative effects. Implementation of the patterns requires using appropriate tools as well
as establishing special procedures, both of which should be agreed upon at the very
beginning of the project realization. In case of tools which are new to the team
members, relevant trainings should be conducted.

Communication management patterns included in the strategical category focus on
the aspects of planning and establishing communication rules and providing a con-
ducive project realization environment. Different communication quality aspects are
affected by these patterns but one is common for all them: meeting needs of com-
municating participants. Implementation of the strategical communication management
patterns involves mainly setting clear procedures and responsibilities, or as in the case
of the Cultural and language competencies pattern, also selection of necessary com-
munication facilitators.

Project communication management patterns grouped into the emotional category
strive to meet the building of trust and relationships needs of the project teams. They
also concern the appreciation and direct contacts among team members, which are very
important factors in human relations. Three communication quality aspects are posi-
tively influenced by all three patterns: meeting needs of communicating participants,
communication workflow supporting openness and feedback. Implementation of the
emotional patterns includes utilization of certain software tools and setting appropriate
procedures and planning.

The two practical project communication management patterns are aimed at sup-
porting clear and positive communication and behavior rules and simplifying coop-
eration of distant teams in big projects. The first one has a positive influence on two
communication quality aspects – the clearness and cohesion and meeting needs of
communicating participants, while the second one favors engaging the right people.
Implementation of these patterns concentrates on establishing certain rules and orga-
nizational solutions.

The interrelationship among the described communication management patterns
shown on Fig. 1 reveals that one of them – Clear rules at the start is involved in
relations with six other patterns, which indicates that solutions proposed in all these
related patterns, to some extent, overlap with the solution proposed in the Clear rules at
the start pattern. Other multi-related patterns are: Fostering direct communication with
four related patterns and Communication schedule, Diversity of communication means
and Appreciating the team with three related patterns.

Patterns of Communication Management in Project Teams 217



6 Conclusion

The paper discussed applying the pattern-based approach to the project communication
management discipline. Its main contribution is the definition of the eleven project
communication management patterns (based on both prior research and opinions of
practitioners in that field) that aim at supporting project managers and teams in the
effective management of project communication and documentation processes. They
are arranged into four groups which address various aspects of project management and
types of encountered problems.

The application of the proposed patterns may bring significant advantages to the
project management practice, as they can help both to solve encountered problems with
communication and documentation processes as well as to avoid them.

There are at least two main future research directions that can enrich the body of
knowledge on project communication patterns. The first is to assess implementation
conditions, dependencies and effectiveness of the patterns specified in this paper. The
second is to look for and identify additional project communication patterns. Both
require conducting a more extensive survey among project-based companies and also
observing implementation of respective patterns in real-life projects.

Acknowledgements. Special thanks to all the surveyed professionals from the project man-
agement field who devoted their precious time to share their experiences, knowledge and
opinions on the topic of communication management patterns in project teams in their
companies.
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Abstract. Together with the growth of e-commerce sector, companies are
focusing more and more attention on website quality evaluations. Evolution
along with an ever-growing set of available methods are being observed for
online shopping platforms, as well as auctions, and it is creating better repre-
sentations of various characteristics and parameters. The following article pre-
sents a usability study of auction websites based on the PEQUAL methodology.
The used method is based on the extended version of classical EQUAL method
with taken into account different aspects of preference modelling and aggre-
gation derived from Multi-Criteria Decision Analysis (MCDA). Presented
empirical verification has been conducted out for top auction websites and
results show significant practical possibilities of analysis of obtained results.

Keywords: Website usability � Website evaluation � Promethee II method

1 Introduction

The growing number of online stores have brought tension among many stores on the
web as competition grows. More options for the consumer means that businesses are
more prone to less traffic and a lower sale rate. Apart from typical electronic shops an
important area of e-commerce is the sector of online auctions with several research
fields. These include the analysis of behavior of users, the optimal design, the use of
data and integration auctions with business models [1]. Other research topics are related
to psychological aspects such as fear and distrust [2]. Online auctions are analyzed
from the perspective of learning processed and acquiring knowledge about relations
between bids [3]. Quantitative methods, like structural econometric, are used for price
prediction [4] and identification of determinants of prices [5]. Analysis of decisions
taken by online auction users takes place [6] as well as searching for factors affecting
repurchase intensions [7]. Other than process and algorithmic characteristic the
usability of online auction platforms is subject to the research and results that
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navigation and interactions have highest importance priority [8]. Other research
emphasizes the role of auction websites quality in trust and continuous usage [9].
Dedicated approaches are used for assessment of auction website quality [10] and
analysis of influence of quality of auction platforms on customer loyalty [11]. To
receive better results business owners use analytic software [12], web mining tech-
niques [13] or conversion maximization systems [14]. What is even more serious is
realizing what single factors are affecting the performance of online platforms and
customer loyalty [15]. Some major things to establish is the building of trust [16, 17],
making sure the systems are top quality [18, 19], making sure there are levels of
security and privacy [20], how accessible it is [21], development or international
versions [22], fixing any critical problems [23] and pushing forward new features that
help consumer satisfaction and the usability of the website [24]. To help observing the
website quality, different types of methods based on key factors affecting websites
assessment are used [25–27]. Because the evaluation of websites is a multi-criteria
issue, attempts of using Multi-Criteria Decision Analysis (MCDA) methods for eval-
uating the websites are observed.

Presented research is an extended version of earlier work [28]. However, the goal of
this article is to make an assessment model of the most popular auction websites while
implementing the PEQUAL methodology. PEQUAL methodology is based on
extension of classical EQUAL method with the use MCDA methodology. It has its
justification as application of the MCDA method makes it possible to carry out a broad
analysis and correction of, obtained in research, website rankings, and of user’s
preferences. This problem has importance for various sectors and website quality
evaluation methods used today will allow doing this kind of side by side analyses only
to a limited extent. The article is broken down as follows: Sect. 2 includes literature
review, Sect. 3 shows the methodological framework of a proposed approach, Sect. 4
presents the findings from the study with conclusions in Sect. 5.

2 Literature Review

2.1 Websites Usability and Quality

Quality and usability are concepts related to each other and they comprise a similar
semantic range [29]. There are many definitions of usability. According to ISO 9241,
usability “extent to which a product can be used by specified users to achieve specified
goals with effectiveness, efficiency and satisfaction in a specified context of use” [30].
Next, in the norm ISO 25010:2011 concerning the software programs, usability is
defined as “the ability of software to be in intelligible, easy to learn and use as well as
attractive to the user in specified circumstances” [31]. According to Nielsen, on the
other hand, “usability is a complex concept consisting of many factors such as:
learnability, efficiency, memorability, errors and satisfaction [29]. Nielsen specifies that
usability is a quality attribute describing how a user interface is easy to use [32]. One
can list many papers dealing with the research into website usability. Fernandez, among
other things, divides usability research methods into five groups: user testing,
inspection methods, inquiry methods, analytical modelling and simulation methods
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[33]. Usability testing methods can also be divided in a different way, for example, into
expert methods and user inquiry methods [34].

Expert methods are obtaining research results from a group of experts or a single
expert examining a website [35]. One can indicate such methods as heuristic evalua-
tion, guideline review, Cognitive Walkthrough, Action Analysis, Analytical Modeling
or Inspections [36, 37]. The methods are a collection of instructions, good practices or
general rules on the basis of which experts and users evaluate a website and find out
potential problems [33]. Often, the methods are based on heuristics (e.g. Nielsen’s
heuristics [29]). In the case of Inspections, experts carry out inspections of features and
functions offered by a website as well as conformity to standards (for example reaction
time) [35].

The second group dealing with user inquiry methods is characterized by the fact
that research results are obtained on the basis of activity of users in a website [33].
Here, one can list the following methods: Interviews, Focus group, Surveys, Ques-
tionnaires. In the Interviews method, the expert asks the user questions concerning the
website [29]. The interview may be based on questions prepared in advance. However,
the expert is also able to ask additional questions. In the Focus group method, a group
consisting of several people, supervised by the expert, holds a discussion [35]. The
expert moderates the discussion in order to obtain essential information on the users’
needs with regard to the website [36]. Thanks to Surveys one can collect users’
opinions about elements of a website, acceptability of solutions adopted in the website
or possible errors [34]. In a questionnaire method, users answer prepared open-ended or
closed-ended questions and respondents express their opinions about the website in a
verbal form or by means of a questionnaire [29].

The last group of methods is based on tests involving users. One can distinguish
here methods such as Thinking Aloud, Thinking-Aloud Protocol [33], Question-
Asking Protocol, Performance Measurement, Log Analysis, Web traffic analysis, [34]
or Field Observation) [35]. In the Thinking Aloud method [37], by means of testing
scenarios, a user shows experts his or her way of perceiving a website. It leads to the
identification of key interactions and problematic elements of the website. There are
different variants of this method, for example, Constructive Interaction, Codiscovery
Learning, Retrospective Testing, Coaching Method, Question-Asking Protocol [33,
35]. Another method, Performance Measurement, consists in collecting numerical data
while a user is using a website [35]. Next, the data is processed and performance
measurements of a solution are obtained. The measurements can be, for instance, a
number of tasks or time necessary for a user to do a task [33]. In the Log Analysis
method, an expert or software analyses data related to a user’s navigation on a website.
Clicktracking or Eye Tracking can also be counted as the Log Analysis method [38,
39]. In the Field Observation method, an expert monitors a user’s interaction with a
website in their natural working environment [29].

2.2 Website Evaluation Methods

Website evaluation methods use different models that look at quality and because of this
they are different in what they use and in their structure [40]. To obtain users thoughts on

224 J. Wątróbski et al.



websites, most of the time the sites use surveys and then grades are put on an n-degree
Likert scale [41]. In Table 1 one can see described individual quality assessment
methods for websites evaluation. For techniques utilizing surveys it is expected that the
quantity of clients assessing a site ought to in any event add up to 30 [37].

The EQUAL method uses Quality Function Deployment which is a method that
had the job of ensuring the means of identification and providing users’ thoughts on the
quality of a material on different stages of it being made [42]. This method was able to
look at e-commerce and government [43], websites successfully. Web Portal Site
Quality appeared on the premise of a Technology Acceptance Model. The TAM is to
clarify the impact of seeing, by the client, data framework qualities on his or her
acknowledgment of the given framework. It depends on two quality measurements, that
is, saw handiness and saw convenience [51]. The Model of Information Systems
Success by DeLone and McLean incorporates data quality and framework quality [52].
The WPSQ strategy is utilized as a part of assessing entries conveying comprehen-
sively characterized data and administrations [47].

The Ahn technique, comparatively to Web Portal Site Quality, was formulated with
the utilization of Technology Acceptance Model (TAM) [53]. The primary adaptation
of the Ahn method was to consider the impact of trust to bank sites on the acknowl-
edgment by clients [54]. At the point when taking a shot at the strategy, the first TAM
model was stretched out with ensuing components which were imperative from the

Table 1. Characteristics of selected methods of website quality assessment
Method Application No of

criteria
Method
determining
weights of
criteria

Assessment
scale

Method of
examining
websites

No of
evaluators

Theoretical
basis of
method

Verification of
solution

Reference

eQual e-commerce,
e-government,
university
websites,
WAP websites

22 Questionnaires 1–7 Questionnaires min. 30 Quality
Function
Deployment

Consistency
reliability of
questionnaires
(Cronbach’s
Alpha)

[28, 44,
45]

Ahn e-banking,
e-commerce

54 – 1–7 Questionnaires min. 30 Technology
Acceptance
Model, Model
of Information
Systems
Success

Consistency
reliability of
questionnaires
(Cronbach’s
Alpha)

[28, 44]

SiteQual e-commerce 28 – 1–9 Questionnaires min. 30 SERVQUAL,
Data Quality

Consistency
reliability of
questionnaires
(Cronbach’s
Alpha)

[28, 45]

WEQ e-government 18 + 8
(negative)

– 1–5 Questionnaires min. 30 Website User
Satisfaction

Negative criteria [28, 46]

WPSQ information
services

19 – 1–5 Questionnaires min. 30 Technology
Acceptance
Model,
Model of
Information
Systems Success

Complex
reliability tests
(i.a.
convergence
evaluation,
discriminant
analysis)

[28, 47]

WQM information
services

32 Questionnaires 1–3 – – Kano quality
model (levels
of customers’
expectations)

– [28, 48]

E-S-QUAL/RecS-Qual e-banking,
e-commerce

22 + 11 – 1–5 Questionnaires min. 30 SERVQUAL – [28, 49]

WAES e-government 40 – 0–1 Expert
evaluation

min. 1 – – [28, 50]
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viewpoint of the Internet: data quality, framework quality and administration quality.
These components were acquired from a broadened Model of Information Systems
Success of DeLone and McLean [55]. Likewise, quality attributes with respect to
exchange: the nature of an item and its conveyance were included [44].

The SiteQual technique [45] appeared as a blend of the SERVQUAL and Data
Quality [56] models. This model was developed on the premise of surveys concerning
music online business sites [45]. While setting up the Website Evaluation Question-
naire technique, criteria utilized as a part of the Website User Satisfaction
(WUS) model were utilized [57]. As in WUS, in each trademark there is one negative
paradigm, which is utilized to check dependability assessment [46]. This technique
appeared keeping in mind the end goal to analyse e-government sites, yet it can
likewise be utilized to evaluate different sorts of websites [46]. The E-S-QUAL and
E-RecS-Qual methods originate from the SERVQUAL technique utilized for con-
templating and assessing administration quality [58]. They are a consequence of
modifying the SERVQUAL scale to the requirements of administration quality eval-
uation on the Internet. Here, some assessment criteria in the SERVQUAL model were
kept and new criteria basic for deciding e-benefit quality were presented. These
techniques were utilized to assess quality on bank websites and also online business
[49] websites. While setting up the Website Quality Model technique, Kano’s quality
model was utilized, in which there are characterized three levels of clients’ desires with
respect to the nature of an item or an administration: essential, execution, and ener-
gizing [48]. The WAES (Website Attribute Evaluation System) strategy is intended for
surveying office and organization sites. It comprises of two gatherings of qualities
portraying straightforwardness and intuitiveness of a site. A specialist’s assessment on
a parallel scale is utilized in the technique [50].

The most appropriate technique, out of every single examined one, is by all
accounts eQual, which is described by the most elevated formalization level. The eQual
technique uses list of criteria (Table 2) as survey inquiries. While assessing, a Likert
scale, which ranges from 1 to 7, is utilized. Weights of individual criteria are resolved
similarly. Aside from criterial assessment, respondents likewise give general assess-
ment of a website. On the premise of this appraisal, the unwavering quality of
incomplete conclusions of each client is checked [43]. At the point when an accu-
mulation of poll results has been assembled, an examination of the surveys is led
concerning unwavering quality and inner attachment. To decide the dependability of
aftereffects of a poll in the eQual technique, Cronbach’s alpha is utilized. It is accepted
that the unwavering quality of results is fitting, if the estimation of coefficient alpha
adds up to no less than 0.6 [43].

The issue identified with a pragmatic utilization of the strategy is to pick up weights
of criteria by method for surveys, in light of the fact that unequivocal revelation of
clients’ inclination may produce mistakes in the exploration [59]. This is additionally
affirmed by the creators’ examination, in which it was shown that weights of criteria
got by method for surveys prompt to inaccurate choice arrangements [60].
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2.3 Evaluation of Websites with the Use of MCDA Methods

Aside from talked about above, in the writing there are likewise endeavours at utilizing
MCDA techniques for assessment of websites. It is justified since evaluation of web-
sites is a multi-criteria issue, in which one needs to think about many dimensions and
its measurements [61]. For example, Lee and Kozar [62] utilized the AHP method to
assess business and travel websites. Chmielarz broadly utilizes scoring method to asses
an extensive variety of business and e-managing oriented websites [63, 64]. Sun and
Lin [65] assessed online business websites with use of TOPSIS technique. Del
Vasto-Terrientes et al. [66] assessed traveller websites using ELECTRE-III-H method.
Besides, in progress of Lin [67] and additionally Kong and Liu [68] AHP technique
was utilized. Additionally a hybrids of different MCDA techniques are additionally
utilized. In the paper by Bilsel et al. [69] determining the weights of criteria was
directed by AHP method, while a positioning of healing facility websites was built with
the utilization of the Promethee technique. Thus, Kaya [70] utilized the AHP technique
to characterize weights of criteria, and used the TOPSIS method to build an internet
business websites positioning. A mix of MCDA techniques: Simple Additive
Weighting, Multiplicative Exponent Weighting, TOPSIS, concordance and conflict
investigation techniques was utilized by Huang et al. [71].

Table 2. Survey inquiries in eQual method

No Main criteria Subcriteria

1 Usability/Usability I find the site easy to learn to operate
2 My interaction with the site is clear and understandable
3 I find the site easy to navigate
4 I find the site easy to use
5 Usability/Design The site has an attractive appearance
6 The design is appropriate to the type of site
7 The site conveys a sense of competency
8 The site creates a positive experience for me
9 Information quality Provides accurate information
10 Provides believable information
11 Provides timely information
12 Provides relevant information
13 Provides easy to understand information
14 Provides information at the right level of detail
15 Presents the information in an appropriate format
16 Service interaction/Trust Has a good reputation
17 It feels safe to complete transactions
18 My personal information feels secure
19 Service interaction/Empathy Creates a sense of personalization
20 Conveys a sense of community
21 Makes it easy to communicate with the organization
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The examination of use of MCDA methods in website assessment demonstrates
that the vast majority of them utilized surveys to gather evaluations of websites.
Concerning weights of criteria, pairwise comparison and the AHP technique are fre-
quently utilized for this reason. Most of methods use a predetermined number of
criteria. Just a couple papers utilized hypothetical bases recognizing the requirement for
displaying both particular quality measures and criteria [66, 70]. Additionally, just in a
few papers the robustness analysis was completed [69, 71]. Even though their usage is
in early stage applying MCDA methods to assess websites has a more prominent
potential than simply less formalized approaches.

3 Research Methodology

3.1 PEQUAL Methodological Framework

The authors’ methodology of website quality assessment named PEQUAL (Promethee
– eQual) depends on the eQual method, which has its establishments in Quality
Function Deployment. PEQUAL methodology is presented in details in [28]. To do
observational research at initially, surveys were gathered from 32 clients. In the
examination test, there were PC proficient clients who are knowledgeable about doing
the shopping on the auction websites. Every one of them assessed 6 online auction
websites: Allegro, Aukro, Ebay.com, Ebay.pl, Swistak and Trademe. The explanation
behind selecting the above mentioned set of auction websites was the consequence of
examination of legitimate rankings of top web based auction sites introduced, in
addition to other things, in [72, 73]. Along these lines, 320 polls were gathered which
then were checked as far as consistency unwavering quality and Cronbach’s alfa was
resolved. Surveys evaluation was conducted with the use of the eQual method and the
results of the questionnaires were also evaluated using the Promethee II method. Using
Promethee II method and GAIA plane the broad analysis of the final websites ranking
was carried out. Different research scenarios were taken into consideration in the
process of aggregation of partial evaluations in a final ranking. In the first scenario,
using Promethee II method, the aggregation of mean criterial evaluations into a overall
evaluation with the use of pseudo criteria was conducted. In the next step the analysis
of the obtained ranking was carried out with the use of the GAIA method, and two
dimensions of analysis were taken into account: criteria and groups of criteria. In third
step, apart from GAIA analysis, a sensitivity analysis of final ranking was also con-
ducted. In real decision situations, expert evaluations obtained in the questionnaires can
be characterized by some degree of uncertainty [25]. Therefore, in fourth step new, true
criteria based model was constructed. Obtained results were compared with final
ranking form first scenario (Step I). In the last step, obtained rankings were compared
with the group ranking. Using PROMETHEE GDSS method GAIA analysis for par-
ticular decision – makers was performed. The presented practical approach is depicted
in Fig. 1.
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3.2 MCDA Foundations of PEQUAL Framework

Apart from eQual technique PEQUAL framework is methodologically based on
Promethee II method. The method Promethee II is very popular MCDA method and it
employs pairwise comparison and a outranking relation in order to select the best
decision alternative. Also, the method uses positive and negative preference flows
determining to what extent a given variant outranks other ones and to what extent it is
outranked by other variants [74]. In the PROMETHEE II method, the decision-maker
may choose from six preference functions: a usual criterion, a quasi-criterion with an
indifference threshold, a criterion with linear preference and a preference threshold, a
level-criterion with indifference and preference thresholds, a criterion with linear
preference and an indifference area, or, finally, a Gaussian criterion [75, 76]. Main steps
of PROMETHEE II procedure are: pairwise comparison of decision alternatives with
regard to criteria, applying a preference function for each criterion; determining an
alternative preference index, determining positive and negative preference flows for
alternatives, and determining net preference flow [77]. A preference index of alterna-
tives calculated according formula (1):

pðai; bjÞ ¼
Pn

k¼1
w�
kukðai; bjÞ
Pn

k¼1
wk

ð1Þ

where uk means a concordance factor for a pair of alternatives compared with regard to
a criterion k. Positive and negative preference flows are calculated according formulas
(2) and (3).

/þ ðaiÞ ¼
Xn

j¼1

pðai; bjÞ ð2Þ

Fig. 1. Website evaluation process using PEQUAL methodology
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/�ðaiÞ ¼
Xn

j¼1

pðbj; aiÞ ð3Þ

Finally, a total order of decision variants (represented by a net preference flow) should
be calculated (4):

/ðaiÞ ¼ /þ ðaiÞ � /�ðaiÞ ð4Þ

The Promethee GDSS method stems from and directly uses the Promethee II
procedure. The Promethee GDSS procedure extends the Promethee II functionality
with the concept of group decision making. The final aggregation of individual
decision-makers’ evaluations takes place by means of the Promethee II method [74].

Apart from calculating a group ranking of Promethee II, in the Promethee GDSS
method, the GAIA (ang. Geometrical Analysis for Interactive Assistance) analysis is
also carried out. In the methodology of GAIA, information concerning a k-criterion
decision problem presented in a k-dimensional space is projected on a plane, therefore,
part of the information is lost. On the plane, among other things, a vector Л showing a
compromise direction resulting from weights attributed to individual decision-makers
(in a general case – to criteria) is presented [78]. Alternatives are represented by points
and decision-makers’ preferences are symbolized by vectors. If decision-makers have
similar preferences, the vectors are turned in the same direction, whereas contradictory
preferences result in opposite senses of the vectors. If there is no connection between
experts’ preferences, their vectors are turned perpendicularly to each other. The length
of a vector denotes force of preferences represented by the vector. The closer the end of
the vector to a given decision alternative, the more the vector supports the alternative in
the ranking of results. When the analysis of GAIA points out that decision-makers’
preferences are in conflict with each other, the following is recommended: a change of
weights attributed to decision-makers, a change of individual evaluations, a change of
criteria, a change of alternatives or adding another decision-maker [77, 78].

4 Research Findings and Discussion

4.1 EQual Based Analysis

In the first step of research, reliability analysis of obtained surveys was performed
based on Cronbach’s Alpha. Table 3 presents the results of these analysis. The mini-
mum value of Cronbach’s alpha, which confirms the reliability of the survey is equal to
0.6. Therefore, it can be stated that the results of the survey are reliable.

Next, a overall value of eQual Index was determined. The scores of the total value
for groups of criteria are presented in Table 4.

The most preferred online auction websites, by the opinion of users, are the most
popular in Poland are Allegro and Ebay.pl. This is probably since the respondents have
the greatest experience in the use from these sites, and their habits related to the use of
the auction platforms have their origin in these sites.
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4.2 Promethee II Based Analysis of Solution

In the next step, Promethee II method was applied. The averaged data from survey
results are the source for calculations of Promethee II. Table 5 presents performance
table of considered alternatives.

Table 3. The results of reliability analysis

Cluster of
criteria

Group of
criteria

Criterion Alpha
if item
deleted

Alpha for
group of
criteria

Alpha for
cluster of
criteria

Global
alpha

Usability Usability C1 0.9786 0.979 0.958 0.979
C2 0.9787
C3 0.9784
C4 0.9784

Site design C5 0.9800 0.894
C6 0.9791
C7 0.9787
C8 0.9786

Information
quality

Information
quality

C9 0.9775 0.982 0.982
C10 0.9776
C11 0.9778
C12 0.9778
C13 0.9776
C14 0.9778
C15 0.9774

Service
interaction

Trust C16 0.9776 0.948 0.96
C17 0.9778
C18 0.9785
C22 0.9786

Empathy C19 0.9796 0.904
C20 0.9783
C21 0.9782

Table 4. Assessment results (eQual index) of auction websites according to eQual method

Website Evaluation quality index
Allegro Aukro Ebay.com Ebay.pl Swistak Trademe

Usability 92.50% 59.29% 80.00% 86.79% 82.50% 78.93%
Site design 86.79% 61.43% 74.64% 79.29% 66.79% 76.07%
Information quality 84.69% 57.14% 74.08% 80.41% 51.84% 76.73%
Trust 85.36% 61.79% 73.57% 79.64% 48.93% 73.93%
Empathy 73.81% 54.76% 72.38% 71.90% 40.00% 66.19%
Global 85.13% 58.83% 74.94% 80.06% 57.99% 75.06%
Rank 1 5 4 2 6 3
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In the Promethee II method for each criterion a preference model with a linear
preference function, with an indifference threshold q = 1 and a preference threshold
p = 5 was used. A preference direction was maximized. The selected preference model
was assumed in order to reflect, as accurately as possible, the model used in the eQual
method. The final ranking of the decision varies, the preference values of input and
output and net flows are presented in Table 6.

Table 5. Performance table for Promethee II

Group of criteria Criterion Website
Allegro Aukro Ebay.com Ebay.pl Swistak Trademe

Usability C1 6.5 4.4 5.7 6.1 5.8 5.7
C2 6.5 3.7 5.5 6.1 5.8 5.5
C3 6.4 4.1 5.5 6.1 5.8 5.4
C4 6.5 4.4 5.7 6.0 5.7 5.5

Site design C5 5.9 4.4 5.4 5.5 5.2 5.1
C6 6.4 4.6 5.4 5.7 4.7 5.6
C7 6.2 4.2 5.2 5.8 5.2 5.2
C8 5.8 4.0 4.9 5.2 3.6 5.4

Information quality C9 6.0 4.0 4.9 5.8 3.6 5.2
C10 6.0 4.0 5.4 5.5 3.6 5.4
C11 5.9 4.2 5.2 5.7 3.7 5.4
C12 5.9 4.2 5.2 5.7 3.7 5.6
C13 6.1 3.7 5.2 5.8 3.7 5.3
C14 5.9 3.8 5.0 5.4 3.7 5.3
C15 5.7 4.1 5.4 5.5 3.4 5.4

Trust C16 6.1 4.1 5.2 5.8 3.5 5.1
C17 6.1 4.2 5.2 5.7 3.2 5.1
C18 6.2 4.7 5.4 5.4 3.6 5.5
C22 5.5 4.3 4.8 5.4 3.4 5.0

Empathy C19 5.4 3.8 4.9 4.8 2.5 4.4
C20 4.8 3.4 4.7 4.6 2.5 4.2
C21 5.3 4.3 5.6 5.7 3.4 5.3

Table 6. The final ranking and performance of decision variants (linear preference function with
thresholds)

Website Allegro Aukro Ebay.com Ebay.pl Swistak Trademe

/+ 0.0907 0.0009 0.0339 0.0611 0.0057 0.0364
/− 0.0000 0.0920 0.0002 0.0000 0.1364 0.0000
/net 0.0907 −0.0911 0.0336 0.0611 −0.1307 0.0364
Rank 1 5 4 2 6 3
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On the basis of comparison, Tables 4 and 6, we can note that the ranking of variants
obtained using the Promethee II is identical with the ranking eQual. This indicates the
correctness of the usage MCDA method in the website evaluation field. This also
confirms correctness of usage with the Promethee II method as the alternative to eQual.

4.3 Graphical Analysis of Promethee II Solution

Additionally, the results obtained by the Promethee II were analysed using the GAIA
methodology. Figure 2 shows the results of the individual criteria analysis carried out
by GAIA plane.

The analysis of Fig. 2 demonstrates that all criteria support the four leading variants
in varying degrees. The nearest alternatives to compromise the solution are Allegro,
Ebay.pl, Trademe and Ebay.com. This sequence is in accordance with the ranking
obtained using EQUAL method. The biggest impact on the final ranking have the
criteria, where vectors in the plane GAIA are the longest, i.e., C2, C3, C19, C1, C13
and C17. In addition, a small conflict is observed between two sets of criteria, the first
set is in the beginning of the first and the second in the second quarters of the system of
coordinates. The first group include the criteria belonging to the group Empathy (C19–
C21) and partially group Trust (C18, C22). The second set of criteria are assigned to
the group Usability (C1–C4) and partly to the criteria Site Design (C5, C7). This
observation was confirmed by the GAIA analysis carried out for groups of criteria,
shown in Fig. 3, which is represented by a conflict between groups Usability and
Empathy. This means that high ratings of an auction platform in terms of the criteria

Fig. 2. GAIA analysis for criteria
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belonging to the group Usability are associated with low assessment of the same
platform in terms of criteria from Empathy group. Since the criteria of the groups
Usability and Site design conflict with the criteria of belonging to groups Empathy and
Trust, a compromise is supported by the criteria belonging to the group Information
quality. In addition, Fig. 3 expresses the similarity of evaluations about the Trust and
Empathy criteria groups, because their vectors are located quite close to each other. In
other words, if the auction website receives high ratings in terms of the criteria of
Empathy group, it is usually also highly rated in terms of the criteria of a group Trust.

4.4 Sensitivity Analysis of Solution

Apart from GAIA analysis, a sensitivity analysis was also conducted. The analysis
results indicate that the obtained rankings are very stable, because only changes for
weights criterion C21 can cause shift in the first position in the ranking. However, the
change to the second position can occur only in the case of changing the weights of
criteria: C8, C18–C20. The ranges of stability for the weights of individual criteria are
included in Table 7.

4.5 Reliability Analysis of Solution

To verify the assurance of the resulting solution, the new ranking was determined, New
model was based on true criterion preference model (without thresholds). As a result, it
was observed that even a small advantage of one variant over another in terms of a
specific criterion C1–C22 causes that variant is considered as globally preferred. The

Fig. 3. GAIA analysis for the group of criteria
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obtained ranking using the true criterion is presented in Table 8. This ranking coincide
with rankings presented in Tables 4 and 6 for the first two positions. There was a shift
of variants in positions 3–4 and 5–6. The result from Table 8 is not also the same as
ranking obtained by eQual method. It should be assumed that the application of the true
criterion causes that the resulting ranking, GAIA analysis and sensitivity analysis for
such rankings do not reflect exactly the preferences of the users. This is important,
because many MCDA methods use only true criterion function, e.g., Melchior,
Regime, Qualiflex Electre I, Electre II. It’s worth to notice that the application of these
methods should be done very carefully with focus on proper preference modelling and
avoiding its oversimplifying.

4.6 Comparison of Averaged Rankings with Group Ranking

In the last step of research the group ranking using PROMETHEE GDSS method was
determined. Based on individual rankings for each user and with the use linear pref-
erence function and thresholds q = 1 and p = 5, the individual rankings were aggre-
gated in the group ranking. The result of using the PROMETHEE GDSS method is
shown in Table 9.

Table 7. Sensitivity analysis - the ranges of stability for the weights of criteria

Group of criteria Criterion Weight [%] Min weight [%] Max weight [%]

Usability C1 4.55 0 23.46
C2 4.55 0 14.24
C3 4.55 0 19.09
C4 4.55 0 25.00

Site design C5 4.55 0 58.82
C6 4.55 0 80.73
C7 4.55 0 36.12
C8 4.55 0 57.36

Information quality C9 4.55 0 100
C10 4.55 0 100
C11 4.55 0 100
C12 4.55 0 100
C13 4.55 0 100
C14 4.55 0 100
C15 4.55 0 100

Trust C16 4.55 0 25.00
C17 4.55 0 38.24
C18 4.55 0 83.97
C22 4.55 0 100

Empathy C19 4.55 0 12.50
C20 4.55 0 10.64
C21 4.55 0 12.50
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Analysis of the final ranking from PROMETHEE GDSS indicates that results are
similar to the rankings contained in Table 6 and ranking of eQual method (Table 4).
Positions of Ebay.com and Trademe are reversed, and it is associated with a change in
the value /net Trademe site. Values of /net other sites are close to the values shown in
Table 6. However, the difference in the rankings indicates that the ranking GDSS does
not reflect the exact preferences of users. Therefore, on the basis of analysis may lead to
erroneous conclusions regarding the ranking embodiment, however, the results
PROMETHEE GDSS are sufficient for the analysis of conflict between users in car-
rying out embodiments using Gaia plane. This plane is shown in Fig. 4. It indicates the
existence of small conflicts of opinion, i.e., decision makers DM1, DM3, DM5, DM7,

Table 8. The final ranking and performance of decision variants (true criterion function)

Website Allegro Aukro Ebay.com Ebay.pl Swistak Trademe

/+ 0.9727 0.1273 0.4545 0.7636 0.1364 0.4455
/− 0.0182 0.8636 0.4727 0.2273 0.8273 0.4909
/net 0.9545 −0.7364 −0.0182 0.5364 −0.6909 −0.0455
Rank 1 6 3 2 5 4

Table 9. PROMETHEE GDSS based ranking

Website Allegro Aukro Ebay.com Ebay.pl Swistak Trademe

/+ 0.1253 0.0462 0.0733 0.1055 0.0397 0.0554
/− 0.0086 0.1473 0.0455 0.0230 0.1477 0.0733
/net 0.1167 −0.1012 0.0278 0.0825 −0.1080 −0.0179
Rank 1 5 3 2 6 4

Fig. 4. GAIA analysis for the group ranking
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DM9, and DM10, whose vectors have been placed in the fourth quarter of the system
of coordinates, with the opinion of DM4, whose vector is located in quarter II. In
addition, it must be noted that the most consistent with the final ranking of GDSS is
assessment of user DM6.

5 Conclusions

Online auctions are one of the most explored e-commerce sector. Growing competition
requires improvements in terms of pricing models, purchasing processes and overall
website quality and usability. Dedicated methods are required to include various
preferences and often conflicting interests. While several methods were used earlier
they lack of multi-criteria approach and preferences aggregation.

In the proposed approach the multi-stage development of the model was
acknowledged as to the criteria taken from the eQual technique with the utilization of
the Promethee method (PEQUAL). It broadens prior methodologies by presenting
MCDA based multi organize assessment and investigations. In the article, 6 well
known auction sites were assessed. On the basis of the presented research, one can state
that e-commerce websites most highly valued by users are: Allegro, Ebay and Trademe
The conclusions were affirmed by stability study of obtained ranking, especially in the
terms of its sensitivity and robustness analysis.

Besides, the utilization of the Promethee GDSS technique and the GAIA investi-
gation, which is an essential part of the Promethee strategy, made it conceivable to
show clients’ individual inclinations. Likewise, the GAIA examination permitted
inspecting shared conditions between individual gatherings and bunches of criteria on
the premise of realistic information. The understanding of the GAIA plane is less
tedious and simpler than the investigation of number estimations of assessments, and
the conclusions drawn on its premise are similarly basic.

The examination structure of websites exhibited in the article can be the reason for
their assessment alongside the rightness check of acquired assessments and inclinations
of the respondents. As it has been exhibited in the introduced inquire about, this
arrangement is practically wealthier than established MCDA-based techniques for site
assessment strategies which have been utilized as a part of the writing to date.
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