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Abstract. A probabilistic topic model is a modern statistical tool for
document collection analysis that allows extracting a number of topics
in the collection and describes each document as a discrete probability
distribution over topics. Classical approaches to statistical topic model-
ing can be quite effective in various tasks, but the generated topics may
be too similar to each other or poorly interpretable. We supposed that
it is possible to improve the interpretability and differentiation of topics
by using linguistic information such as collocations while building the
topic model. In this paper we offer an approach to accounting bigrams
(two-word phrases) for the construction of Anchor Words Topic Model.
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1 Introduction

A probabilistic topic model is a modern statistical tool for document collection
analysis that allows identifying a set of topics in the collection and describes each
document as a discrete probability distribution over topics. The topic is meant a
discrete probability distribution over words, considered as a thematically related
set of words. Topic models are actively used for various applications such as text
analysis [4,6,12], user analysis [8], information retrieval [10,14].

To recognize hidden topics, standard algorithms of topic modeling such as
PLSA or LDA [3,7], take into account only the frequencies of words and do not
consider the syntactic structure of sentences, the word order, or grammatical
characteristics of words. Neglect of the linguistic information causes the low
interpretability and the low degree of topic differentiation [14], which may hinder
the use of topic models. If a topic has low interpretability then it may seem as a
set of unrelated words or a mixture of several topics. It is difficult to differentiate
topics when they are very similar to each other.

One of the approaches that improves the interpretability of the topics is
proposed in [1,2] and is called Anchor Words. This approach is based on the
assumption that in each topic there exists a unique word that describes the
topic, but this approach is also built on word frequencies.
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In this paper we put forward a modification of the Anchor algorithm, which
allows us to take into account collocations when building a topic model. The
experiments were conducted on various text collections (Banks Articles, 20 News-
groups, NIPS) and confirmed that the proposed method improved the inter-
pretability and the uniqueness of topics without downgrading other quality mea-
sures.

The paper is organized as follows. Section 2 reviews similar work. Section 3
describes the metrics used for evaluating the quality of topic models. In Sect. 4,
we propose a method that allows us to take into account collocations in the
Anchor Words topic model.

2 Related Work

2.1 Notation and Basic Assumptions

Many variants of topic modeling algorithms have been proposed so far.
Researchers usually suppose that a topic is a set of words that describe a subject
or an event; a document is a set of topics that have generated it. A Topic is a
discrete probability distribution over words: topic t = {P(w|t) : w ∈ W} [3,7].
In this notation, each word in each topic has a certain probability, which may
be equal to zero. Probabilities of words in topics are usually stored in the
matrix ΦW×T. A Document is a discrete probability distribution over topics
P(t|d) [3,7]. These probabilities are represented as a matrix ΘT×D.

In topic modeling, the following hypotheses are usually presupposed: a Bag
of words hypothesis is the assumption that it is possible to determine which
topics have generated the document without taking into account the order of
words in the document; Hypothesis of conditional independence is the
assumption that the topic does not depend on the document, the topic is rep-
resented by the same discrete distribution in each document that contains this
topic. Formally, the probability of a word in the topic is not dependent on the
document – P(w|d, t) = P(w|t) [3,7,14]; Hypothesis about the thematic
structure of the document usually assumes that the probability of a word
in a document depends on the hidden topics that have generated the document,
as, for example, in the simplest topic model:

p(w|d) =
∑

t∈T

P(w|d, t)P(t|d) =
∑

t∈T

P(w|t)P(t|d) (1)

2.2 Specific Topic Models

In this section we consider several well-known approaches to topic modeling.

Probabilistic Latent Semantic Analysis, PLSA was proposed by Thomas
Hoffman in [7]. To build the model, he proposed to optimize the log-likelihood
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with the restrictions of normalization and non-negativeness:

log L(D,Φ,Θ) = log
∏

d∈D

∏

w∈d

p(w| d) → max
Φ,Θ

(2)

φwt ≥ 0;
∑

w∈W

φwt = 1; θtd ≥ 0;
∑

t∈T

φtd = 1 (3)

To solve the optimization problem, the EM-algorithm was proposed, which
is usually used to find the maximum likelihood estimate of probability model
parameters when the model depends on hidden variables.

Latent Dirichlet Allocation, LDA was proposed by David Blei in [3]. This
paper introduces the generative model that assumes that the vectors of topics
and the vectors of documents are generated from the Dirichlet distribution. For
training the model, it was proposed to optimize the following function:

log

[
L(D,Φ,Θ)

∏

d

Dir(θd|β)
∏

t

Dir(φt|α)

]
→ max

Φ,Θ
(4)

φwt ≥ 0;
∑

w∈W

φwt = 1; θtd ≥ 0;
∑

t∈T

φtd = 1 (5)

To solve the optimization problem, the authors use the Bayesian infer-
ence, which leads to EM-algorithm similar to PLSA. Because of the factored-
conditional conjugate prior distribution and the likelihood, the formula for the
parameters update can be written explicitly.

Additive Regularization Topic Model was proposed by Konstantin
Vorontsov in [14]. The “Additive Regularization Topic Model” generalizes LDA
(the LDA approach can be expressed in terms of an additive regularization) and
allows applying a combination of regularizers to topic modeling by optimizing
the following functional:

log L(D,Φ,Θ) +
n∑

i=1

τiRi(Φ,Θ) → max
Φ,Θ

(6)

φwt ≥ 0;
∑

w∈W

φwt = 1; θtd ≥ 0;
∑

t∈T

φtd = 1 (7)

where, τi – weight of regularizer, Ri – regularizer.
To introduce regularizers, the Bayesian inference is not used. On the one

hand, it simplifies the process of entering regularizers because it does not require
the technique of Bayesian reasoning. On the other hand, the introduction of a
new regularizer is an art, which is hard to formalize.

The paper [14] shows that the use of the additive regularization allows sim-
ulating reasonable assumptions about the structure of topics, which helps to
improve some properties of a topic model such as interpretability and sparse-
ness.



124 A. Ashuha and N. Loukachevitch

Anchor Words Topic Model was proposed by Sanjeev Arora in [1,2]. The
basic idea of this method is the assumption that for each topic ti there is an
anchor word that has a nonzero probability only in the topic ti. If one has the
anchor words one can recover a topic model without EM algorithm.

The Algorithm 1 consists of two steps: the search of anchor words and
recovery of a topic model with anchor words. Both procedures use the matrix
QW×W that contains joint probabilities of co-occurrence of word pairs p(wi, wj),∑

Qij = 1. Let us denote row-normalized matrix Q as Q̂, the matrix Q̂ can be
interpreted as Q̂i,j = p(wj |wi). It should be note that Algorithm 1 does not need
to keep Q matrix in memory, it can be possessed by blocks.

Algorithm 1. High Level Anchor Words
Input: collection D, number of topics |T|
Output: matrix Φ;

1: Q = Rows normalized Word Co-occurences(D)
2: Q̂ = Random projection(Q̂)
3: S = FindAnchorWords(Q̂, |T|)
4: Φ = RecoverWordTopic(Q̂, S)
5: return Φ

Let us denote indexes of anchor words S = {s1, . . . , sT }. The rows indexed by
elements of S are special in that every other row of Q̂ lies in the convex hull of the
rows indexed by the anchor words [1]. At the next step optimization problems
are solved. It’s done to recover the expansion coefficients of Cit = p(t|wi), and
then using the Bayes rule we restore matrix (p(w|t))W×T . The search of anchor
words is equal to the search for almost convex hull in the vectors of the matrix
Q̂ [1]. The combinatorial algorithm that solves the problem of finding the anchor
words is given in Algorithm 2.

Algorithm 2. The combinatorial algorithm FastAnchorWords
Input: dots V = v1, . . . , vn, dim of convex hull K, parameter of error ε;
Output: {v′

1, . . . , v
′
k} – set of points which constitute the convex hull;

1: put vi into random subspace V , dimV = 4logV/ε2

2: S = {s0}, s0 – point that has the largest distance to origin.
3: for all i do=1 to K-1:
4: denote point ∈ V that has the largest distance to span(S) as si
5: S = S ∪ {si}
6: for all i do=1 to K-1:
7: denote point ∈ V that has the largest distance to span(S \ {si}) as s′

i

8: update si on s′
i

return S
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2.3 Integration of N-Grams into Topic Models

The above-discussed topic models are based on single words (unigrams). Some-
times collocations can more exactly define a topic than individual words, there-
fore various approaches have been proposed to take into account word combina-
tions while building topic models.

Bigram Topic Model proposed by Hanna Wallach in [15]. This model involves
the introduction of the concept a hierarchical language model Dirichlet [9]. It is
assumed that the appearance of a word depends on the topic and the previous
word, all word pairs are collocations.

LDA Collocation Model proposed by M. Steyvers in [13]. The model intro-
duces a new type of hidden variables x (x = 1, if wi−1wi is collocation 0 else).
This model can take into account the bigrams and unigrams, unlike the bigram
topic model, where each pair of words are collocations.

N-Gram Topic Model proposed by Xuerui Wang in [16]. This model adds the
relation between topics and indicators of bigrams that allows us to understand
the context depending on the value of the indicator [16].

PLSA-SIM proposed by Michail Nokel in [12]. The algorithm takes into
account the relation between single words and bigrams (PLSA-SIM). Words
and bigrams are considered as similar if they have the same component word.
Before the start of the algorithm, sets of similar words and collocations are pre-
calculated. The original algorithm PLSA is modified to increase the weight of
similar words and phrases in case of their co-occurrence in the documents of the
collection.

3 Methods to Estimate the Quality of Topic Models

To estimate the quality of topic models, several metrics were proposed.

Perplexity is a measure of inconsistency of a model towards the collection of
documents. The perplexity is defined as:

P (D,Φ,Θ) = exp

(
− 1

len(D)
log L(D,Φ,Θ)

)
(8)

Low perplexity means that the model correctly predicts the appearance of
terms in the collection. The perplexity depends on the size of a vocabulary:
usually perplexity grows with increase of the vocabulary.
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Coherence is an automatic metric of interpretability proposed by David New-
man in [11]. It was showed that the coherence measure has the high correlation
with the expert estimates of topics interpretability.

PMI(wi, wj) = log
p(w1, w2)

p(w1)p(w2)
(9)

The coherence of a topic is the median PMI of word pairs representing the
topic, usually it is calculated for n most probable elements in the topic. The
coherence of the model is the median of the topics coherence.

A Measure of the Kernels Uniqueness. Human-constructed topics usually
have unique kernels, that is words having high probabilities in the topic. The
measure of kernel uniqueness shows to what extent topics are different to each
other.

U(Φ) =
| ∪t kernel(Φt)|∑
t∈T |kernal(Φt)| (10)

If the uniqueness of the topic kernels is closer to one then we can easily
distinguish topics from each other. If it is closer to zero then many topics are
similar to each other, contain the same words in their kernels. In this paper the
kernel of a topic means the ten most probable words in the topic.

4 Bigram Anchor Words Topic Modeling

The bag of words text representation does not take into account the order of
words in documents, but, in fact, many words are used in phrases, which can
form completely different topics.

Usually adding collocations as unique elements of the vocabulary signifi-
cantly impairs the perplexity by increasing the size of the vocabulary, but the
topic model interpretability is increased. The question arises: if it is possible to
consider collocations in the Anchor Words algorithm without adding them to
the vocabulary.

4.1 Extracting Collocations (Bigrams)

To extract collocations, we used the method proposed in [5]. The authors propose
the following algorithm. If several words in a text mean the same entity then in
this text these words should appear beside each other more often than separately.
It was assumed that if a pair of words co-occurs as immediate neighbors more
than half of their appearances in the same text box, it indicates that this pair
of words is a collocation. For further use in topic models, we will use 1000 most
frequent bigrams extracted from the source text collection.



Bigram Anchor Words Topic Model 127

4.2 Representation of Collocations in Anchor Words Model

One of the known problems in statistical topic modeling is the high fraction of
repeated words in different topics. If one wants to describe topics in a collection
only with unigrams there are many degrees of freedom to determine the topics.
Multiword expressions such as bigrams can facilitate more diverse description
of extracted topics. Typically, the addition of bigrams as unique elements of a
vocabulary increases the number of model parameters and degrades the per-
plexity. Further in the article, we put forward the modification of Anchor Words
algorithm that can use the unigrams and bigrams as anchor words and improve
the perplexity of the source Anchor topic model.

In the step 3 of the Algorithm 1, each word wi is mapped to vector Q̂i. The
problem of finding the anchor words is the allocation of the “almost convex hull”
[1] in the vectors Q̂i. Each topic has a single anchor word with corresponding
vector from the set of Q̂i.

The space, which contains the vector Q̂i, has a thematic semantics, therefore
each word may become an anchor, and thus may correspond to a some topic.
To search anchor words means to find vectors corresponding to the basic hidden
topics, so that the remaining topics are linear combination of basic topics.

Our main assumption is that in the space of word candidates onto anchor
words positions (Q̂), bigrams wiwj , are presented as a sum of vectors wi +
wj . We prepare a set of bigrams and add vectors according to this bigrams in a
set of anchor word candidates. It should be noted that, after that modification,
bigrams can be anchors words but are not introduced as elements of topics.

The search of the anchor words happens directly using the distance of each
word on the current convex hull (Algorithm 2). Bigrams that have on their
composition two vectors close to the borders of current convex hull are given the
priority in the process of selection of anchor words. It is caused by the increase of
the norm of the resultant vector in the direction of convex hull expansion. There-
fore, while searching anchor words, we take into account bigrams and increase
the probability of choosing a bigram as an anchor word that can be interpreted
as a regularization.

The expansion of the convex hull helps to describe more words through the
fixed basis. It is important to note that unreasonable extension of the convex hull
can break the good properties of the model, such as interpretability. An algorithm
for constructing the bigram anchor words model is shown at Algorithm 3. It
differs from the original algorithm only in lines 4 and 5.

4.3 Experiments

The experiments were carried out on three collections:

1. Banks Articles – a collection of Russian banking articles, 2500 documents
(2000 for the train, 500 for the control), 18378 words.

2. 20 Newsgroups – a collection of short news stories, 18846 documents (11314
for the train, 7532 for the control), 19570 words http://goo.gl/6js4G5.

http://goo.gl/6js4G5
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Algorithm 3. High Level Bigram Anchor Words
Input: collection D, number of topics |T|, set of bigrams C
Output: matrix Φ;

1: Q = Word Co-occurences(D)
2: Q̂ = Rows normalized(Q)
3: Q̂ = Random projection(Q̂)
4: B̂ = Q̂1, . . . , Q̂n, Q̂C11 + Q̂C12 , . . . , Q̂Cn1 + Q̂Cn2

5: S = FindAnchorWords(B̂, |T|)
6: Φ = RecoverWordTopic(Q̂, S)
7: return Φ

3. NIPS – a collection of abstracts from the Conference on Neural Information
Processing Systems (NIPS), 1738 documents (1242 for the train, 496 for the
control), 21358 words https://goo.gl/EaGmT0.

All collections have been preprocessed. The characters were brought to lowercase,
characters which do not belong to Cyrillic and Latin alphabet were removed,
words have been normalized (or stemmed for English collections), stop words
and words with the length less than four letters were removed. Also words occur-
ring less than 5 times were rejected. Collocations have been extracted with the
algorithm described in Sect. 4.1. The preprocessed collections are available on
the page, github.com/ars-ashuha/tmtk. In all experiments, the number of topics
was fixed |T | = 100.

The metrics were calculated as follows:

– To calculate perplexity, the collection was divided into train and control parts.
When calculating perplexity on test samples, each document was subdivided
into two parts. In the first part, the vector of topics for the document was
estimated, on the second part, perplexity was calculated.

– When calculating the coherence, the conditional probabilities are calculated
with a window of 10 words.

– When calculating the unique kernel, ten most probable words in a topic were
considered as its kernel.

The experiments were performed on the following models: PLSA (PL), Anchor
Words (AW), Bigram Anchor Words (BiAW), Anchor Words and PLSA combi-
nation (AW + PL), Bigram Anchor Words and PLSA combination (BiAW + PL).
The combination was constructed as follows: the topics obtained by the Anchor
Word or Bigram Anchor Word algorithm, were used as an initial approximation
for PLSA algorithm. In experiments, perplexity was measured on the control
sample (Ptest), coherence is denoted as (PMI), the uniqueness of the kernel is
denoted as (U). The results are shown in Table 1.

As in the experiments of the authors of the Anchor Words model, the per-
plexity grows (in two collections out of three), which is a negative phenomenon,
but the uniqueness and interpretability of the topics also grows. The combina-
tion of Anchor Words and PLSA models shows the results better than Anchor
Words or PLSA separately.

https://goo.gl/EaGmT0
https://github.com/ars-ashuha/tmtk
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Table 1. Results of Numerical experiments

Collection Banks articles 20 Newsgroups NIPS

Metric Ptest PMI U Ptest PMI U Ptest PMI U

PL 2116 0.60 0.40 2155 0.31 0.40 1635 0.21 0.32

AW 2330 0.63 0.53 2268 0.38 0.41 1505 0.41 0.38

BiAW 2248 0.79 0.60 2183 0.68 0.54 1500 0.50 0.41

AW+PL 2052 0.78 0.58 2053 0.54 0.55 1434 0.52 0.46

BiAW+PL 1848 0.87 0.63 2027 0.78 0.64 1413 0.58 0.49

The Bigram Anchor Words model shows the results better than the original
Anchor Words: has lower perplexity, greater interpretability and uniqueness of
kernels, but is still inferior to the PLSA model in perplexity. The combination of
Bigram Anchor Words and PLSA models shows better results than other models;
this combination has higher interpretability and uniqueness of the kernels.

It can be concluded that the initial approximation, given by the Bigram
Anchor Words model, is more optimal in terms of achieving final perplexity and
other metrics of quality. This approximation improves the sensitivity of PLSA
to the initial approximation, which, in turn, can be formed taking into account
the linguistic knowledge. Tables 2 and 3 contain examples of topics for Bank and
NIPS collections. Note that main achievement is that our approach allows us to
use bigrams as anchors. Also we present the tables with topic examples to show
that our model is not similar to others.

Table 2. Examples of topics for the Russian Bank collection

Anchor words for unigram anchor model: (moscow),
(tax), (history), (share), (power), (payment)

Anchor words for bigram anchor models: (company),
(million rubles), (eu country), (con-

trol), (company), (russian fed-
eration)
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Table 3. Examples of topics for the NIPS collection

PLSA ANW ANW+ PLSA + BI

Topic 1 Topic 2 Topic 1 Topic 2 Topic 1 Topic 2

Neuron Tree Neuron Tree Synaps Tree

Spike Featur Synaps Decis Synapt Decis

Fire Branch Synapt Branch Neuron Branch

Time Thi Input Structur Hebbian Set

Synapt Class Pattern Leaf Postsynapt Probabl

Synaps Imag Neural Prune Pattern Prune

Rate Object Activ Set Function Algorithm

Input Decis Connect Probabl Activ Leaf

Anchor words for unigram anchor model: face, charact, fire, loss, motion,
cluster, tree, circuit, trajectori, word, extra, action, mixtur

Anchor words for bigram anchor model: likelihood, network, loss, face,
ocular domain , reinforc learn , optic flow , boltzmann machin , markov

5 Conclusion

We propose a modification of the Anchor Words topic modeling algorithm that
takes into account collocations. The experiments have confirmed that this app-
roach leads to the increase of the interpretability without deteriorating perplexity.

Accounting of collocations is only the first step to add linguistic information
into a topic model. Further work will focus on the study of the possibilities of
using the sentence structure of a text, as well as the morphological structure of
words in the construction of topic models.

Acknowledgments. This work was supported by grant RFFI 14-07-00383A
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