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Preface

Differential equations play a substantial role in various research fields in mathe-
matics and its applications, and as such they play a substantial role in a variety of
aspects. Experience shows that finding and understanding the relationships between
these aspects lead to new developments to the theory of differential equations
and also to other research fields. With this in mind, we organized the school and
conference Analytic, Algebraic and Geometric Aspects of Differential Equations.
The overall goal of the school and the conference was to bring together leading
experts in the theory of differential and difference equations in the complex domain
from different countries, to tackle and find approaches to various open problems,
present recent research results, learn new methods in the related areas (which is
invaluable especially for younger researchers), and identify new topics for future
research.

During the school and the conference the participants discussed various aspects
of analysis of differential equations concerning irregular singular points, and
summability of formal solutions, and topics from representation theory, mathemat-
ical physics, theory of singularities, differential Galois theory, difference algebra,
theory of integrable systems, theory of hypergeometric functions and Painlevé
transcendental functions, theory of orthogonal polynomials, and so on.

In this volume we collected all lecture notes from the school, where five
lectures on exact WKB analysis, sub-Riemannian geometry, summability, holo-
nomic systems and Dunkl theory were delivered, and also several research papers
corresponding to the talks at the conference. We hope that this volume will be
useful for studying the particular topics as well for understanding the variety of
relationships among diverse research fields in mathematics.

The school and conference Analytic, Algebraic and Geometric Aspects of Differ-
ential Equations (bcc.impan.pl/15AAGA) was held from September 6 to September
19, 2015, at the Mathematical Research and Conference Center in Bȩdlewo,
Poland. The conference was co-financed by the Institute of Mathematics of the
Polish Academy of Sciences (IMPAN) and the Warsaw Center of Mathematics
and Computer Science. The Organizing Committee consisted of Galina Filipuk,
Yoshishige Haraoka, Grzegorz Łysik, and Sławomir Michalik. The Scientific
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vi Preface

Committee included Werner Balser, Moulay Barkatou, Stefan Hilger, Masatake
Miyake, Hidetoshi Tahara, Masafumi Yoshino, and Henryk Żoła̧dek.

The editors would like to express their deep gratitude to Alexander Vasiliev for
his invaluable help with publishing this volume, and to Grzegorz Łysik, who was
the head of the Organizing Committee of the school and the conference.

Warsaw, Poland Galina Filipuk
Kumamoto, Japan Yoshishige Haraoka
Warsaw, Poland Sławomir Michalik
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Part I
Lecture Notes



An Introduction to Dunkl Theory
and Its Analytic Aspects

Jean-Philippe Anker

Abstract The aims of these lecture notes are twofold. On the one hand, they are
meant as an introduction to rational and trigonometric Dunkl theory, starting with
the historical examples of special functions associated with radial Fourier analysis
on rank one symmetric spaces. On the other hand, we have tried to give an up-to-date
account of the main results and problems, with an emphasis on analytic aspects.

Keywords Dunkl theory • Special functions associated with root systems •
Spherical Fourier analysis

Mathematics Subject Classification (2000). Primary 33C67; Secondary 05E05,
20F55, 22E30, 33C80, 33D67, 39A70, 42B10, 43A32, 43A90

1 Introduction

Dunkl theory is a far reaching generalization of Fourier analysis and special
function theory related to root systems. During the sixties and seventies, it became
gradually clear that radial Fourier analysis on rank one symmetric spaces was
closely connected with certain classes of special functions in one variable:

• Bessel functions in connection with radial Fourier analysis on Euclidean spaces,
• Jacobi polynomials in connection with radial Fourier analysis on spheres,
• Jacobi functions (i.e. the Gauss hypergeometric function 2F1) in connection with

radial Fourier analysis on hyperbolic spaces.

See [51] for a survey. During the eighties, several attempts were made, mainly by
the Dutch school (Koornwinder, Heckman, Opdam), to extend these results in higher
rank (i.e. in several variables), until the discovery of Dunkl operators in the rational

J.-P. Anker (�)
Fédération Denis Poisson (FR 2964), Laboratoire MAPMO (UMR 7349), Université d’Orléans &
CNRS, Bâtiment de Mathématiques, B.P. 6759, 45067 Orléans Cedex 2, France
e-mail: anker@univ-orleans.fr
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4 J.-P. Anker

case and Cherednik operators in the trigonometric case. Together with q-special
functions introduced by Macdonald, this has led to a beautiful theory, developed
by several authors which encompasses in a unified way harmonic analysis on all
Riemannian symmetric spaces and spherical functions thereon:

• generalized Bessel functions on flat symmetric spaces, and their asymmetric
version, known as the Dunkl kernel,

• Heckman–Opdam hypergeometric functions on Riemannian symmetric spaces
of compact or noncompact type, and their asymmetric version, due to Opdam,

• Macdonald polynomials on affine buildings.

Beside Fourier analysis and special functions, this theory has also deep and fruitful
interactions with

• algebra (double affine Hecke algebras),
• mathematical physics (Calogero-Moser-Sutherland models, quantum many body

problems),
• probability theory (Feller processes with jumps).

There are already several surveys about Dunkl theory available in the literature:

• [67] (see also [29]) about rational Dunkl theory (state of the art in 2002),
• [64] about trigonometric Dunkl theory (state of the art in 1998),
• [31] about integrable systems related to Dunkl theory,
• [54] and [17] about q-Dunkl theory and affine Hecke algebras,
• [42] about probabilistic aspects of Dunkl theory (state of the art in 2006).

These lectures are intended to give an overview of some analytic aspects of Dunkl
theory. The topics are indicated in italic in Fig. 1, where we have tried to summarize
relations between several theories of special functions, which were alluded to above,

homogeneous trees
spherical functions

spheres
Jacobi polynomials

hyperbolic spaces
Jacobi functionsBessel functions

rational
Dunkl theory

hyperbolic

trigonometric
Dunkl theory

Fig. 1 Relation between various special function theories
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and where arrows mean limits. Let us describe the content of our notes. In Sect. 2, we
consider several geometric settings (Euclidean spaces, spheres, hyperbolic spaces,
homogeneous trees, . . . ) where radial Fourier analysis is available and can be
applied successfully, for instance to study evolutions equations (heat equation, wave
equation, Schrödinger equation, . . . ). Section 3 is devoted to the rational Dunkl
theory and Sect. 4 to the trigonometric Dunkl theory. In both cases, we first review
the basics and next address some important analytic issues. We conclude with an
appendix about root systems and with a comprehensive bibliography. For lack of
time and competence, we haven’t touched upon other aforementioned aspects of
Dunkl theory, for which we refer to the bibliography.

2 Spherical Fourier Analysis in Rank 1

Cosine Transform

Let us start with an elementary example. Within the framework of even functions
on the real line R, the Fourier transform is given by

Of .�/ D
Z
R

dx f .x/ cos�x

and the inverse Fourier transform by

f .x/ D 1
2�

Z
R

d� Of .�/ cos�x :

The cosine functions '�.x/ D cos�x (�2C) occurring in these expressions can be
characterized in various ways. Let us mention

• Power series expansion:

'�.x/ D
XC1

`D0
.�1/`
.2`/ Š

.�x/2` 8 �; x2C :

• Differential equation: the functions ' D '� are the smooth eigenfunctions of
. @
@x /

2, which are even and normalized by '.0/D1.
• Functional equation: the functions ' D '� are the nonzero continuous functions

on R which satisfy

'.xCy/C'.x�y/
2

D '.x/ '.y/ 8 x; y2R:
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Hankel Transform on Euclidean Spaces

The Fourier transform on R
n and its inverse are given by

Of .�/ D
Z
Rn
dx f .x/ e� ih�;xi (1)

and

f .x/ D .2�/�n
Z
Rn
d� Of .�/ e ih�;xi (2)

Notice that the Fourier transform of a radial function f D f .r/ on R
n is again a radial

function Of DOf .�/. In this case, (1) and (2) become

Of .�/ D 2 �
n
2

�. n2 /

Z C1
0

dr rn�1 f .r/ j n�2
2
.i�r/ (3)

and

f .r/ D 1

2
n�1

�
n
2 �. n2 /

Z C1
0

d� �n�1 Of .�/ j n�2
2
.i�r/ : (4)

Instead of the exponential function or the cosine function, (3) and (4) involve now
the modified Bessel function j n�2

2
, which can be characterized again in various

ways:

• Relation with classical special functions and power series expansion.

j n�2
2
.z/ D �. n

2
/
�
i z
2

�2�n
2 J n�2

2
.iz/

D
XC1

`D0
�. n2 /

` Š �. n2C`/
�
z
2

�2`

D 0F1. n2 I z
2

4
/ D e�z 1F1. n�12 In�1I2z/ 8 z2C;

where J� denotes the classical Bessel function of the first kind and

pFq.a1; : : : ;ap Ib1; : : : ;bq Iz/ D
XC1

`D0
.a1/` :::.ap/`
.b1/` :::.bq/`

z`

` Š

the generalized hypergeometric function.
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• Differential equations. The function '�.r/ D j n�2
2
.i�r/ is the unique smooth

solution to the differential equation

�
@
@r

�2
'� C n�1

r

�
@
@r

�
'� C �2 '� D 0 ;

which is normalized by '�.0/D1. Equivalently, the function

x 7�! '�.jxj/ D j n�2
2
.i�jxj/ (5)

is the unique smooth radial normalized eigenfunction of the Euclidean Laplacian

�Rn D
X n

jD1
�
@
@xj

�2 D �
@
@r

�2C n�1
r

�
@
@r

�C 1
r2
�Sn�1

corresponding to the eigenvalue ��2.
Remark 2.1 The function (5) is a matrix coefficient of a continuous unitary
representation of the Euclidean motion group R

nÌO.n/.

The function (5) is a spherical average of plane waves. Specifically,

'�.jxj/ D
Z

O.n/
dk e i�hu;k:xi D �. n2 /

2 �
n
2

Z
Sn�1

dv e i�hv;xi ;

where u is any unit vector in R
n. Hence the integral representation

'�.r/ D �. n2 /p
� �. n�1

2 /

Z �

0

d� .sin � /n�2 e i� r cos �

D 2 �. n2 /p
� �. n�1

2 /
r2�n

Z r

0

ds .r2� s2 /n�3
2 cos�s :

(6)

Spherical Fourier Analysis on Real Spheres

Real spheres

S
n D f xD .x0; x1; : : : ; xn/ 2R1Cn j jxj2 D x20C : : : C x2n D 1 g

of dimension n � 2 are the simplest examples of Riemannian symmetric spaces
of compact type. They are simply connected Riemannian manifolds, with constant
positive sectional curvature. The Riemannian structure on S

n is induced by the
Euclidean metric in R

1Cn, restricted to the tangent bundle of Sn, and the Laplacian

on S
n is given by � f D Q� Qf ˇ̌

Sn , where Q� D
X n

jD0
�
@
@xj

�2
denotes the Euclidean
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Laplacian in R
1Cn and Qf .x/D f

�
x
jxj
�

the homogeneous extension of f to R
1CnXf0g.

In spherical coordinates

8̂
ˆ̂̂̂
ˆ̂<
ˆ̂̂̂
ˆ̂̂:

x0 D cos �1;

x1 D sin �1 cos �2;
:::

xn�1D sin �1 sin �2 : : : sin �n�1 cos �n;

xn D sin �1 sin �2 : : : sin �n�1 sin �n;

the Riemannian metric, the Riemannian volume and the Laplacian read respectively

ds2 D
X n

jD1.sin �1/2 : : : .sin �j�1/2 .d�j/2;

dvolD .sin �1/n�1 : : : .sin �n�1/d�1 : : : d�n

and

� D
X n

jD1
1

.sin �1/2 ::: .sin �j�1/2

˚�
@
@�j

�2C .n� j/.cot �j/ @
@�j

�
:

Let G D O.nC1/ be the isometry group of Sn and let K � O.n/ be the stabilizer
of e0 D .1; 0; : : : ; 0/. Then S

n can be realized as the homogeneous space G=K (see
Fig. 2). As usual, we identify right-K-invariant functions on G with functions on S

n,
and bi-K-invariant functions on G with radial functions on S

n i.e. functions on S
n

which depend only on x0 D cos �1. For such functions,

Z
Sn
d vol f D 2

�
n
2

�. n2 /

Z �

0

d�1 .sin �1/n�1 f .cos �1/

and

�f D @2f
@� 21
C .n�1/.cot�1/

@ f
@�1
:

The spherical functions on S
n are the smooth normalized radial eigenfunctions of

the Laplacian on S
n. Specifically,

(
�'` D �` .`Cn�1/ '` ;
'` .e0/ D 1 ;

where `2N. They can be expressed in terms of classical special functions, namely

'`.x0/ D ` Š .n�2/Š
.`Cn�2/Š C

. n�1
2 /

` .x0/ D ` Š
. n2 /`

P
. n2�1; n2�1/
` .x0/
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K-orbit

0

e0

x0

Fig. 2 Real sphere S
n

or

'`.cos �1/ D 2F1
� � `; `Cn�1I n

2
I sin2 �1

�
;

where C .�/

` are the Gegenbauer or ultraspherical polynomials, P.˛;ˇ/` the Jacobi
polynomials and 2F1 the Gauss hypergeometric function.

Remark 2.2 We have emphasized the characterization of spherical functions on S
n

by a differential equation. Here are other characterizationsW
• The spherical functions are the continuous bi-K-invariant functions ' on G which

satisfy the functional equation

Z
K
dk '.xky/ D '.x/ '.y/ 8 x; y2G: (7)

• The spherical functions are the continuous bi-K-invariant functions ' on G such
that

f 7�!
Z
G
dx f .x/ '.x/ (8)

defines a character of the (commutative) convolution algebra Cc.KnG=K/.
• The spherical functions are the matrix coefficients

'.x/ D h�.x/v; vi ;
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where � is a continuous unitary representation of G, which has nonzero K-fixed
vectors and which is irreducible, and v is a K-fixed vector, which is normalized
by jvjD1 .

• Integral representation:

'`.cos �1/

D �. n2 /p
� �. n�1

2 /

Z �

0

d�2 .sin �2/n�2
�

cos �1C i .sin �1/.cos �2/
�`

D �. n2 /p
� �. n�1

2 /
.sin �1/

2�n
Z sin �1

� sin �1

ds .sin2 �1� s2 /n�3
2 .cos �1C i s/` :

(9)

The spherical Fourier expansion of radial functions on S
n reads

f .x/ D
X

`2N d` h f ; '` i '`.x/ ;

where

d` D n .nC2`�1/ .nC`�2/Š
n Š ` Š

and

h f ; '` i D �. nC1
2 /

2 �
nC1
2

Z
Sn
dx f .x/ '` .x/

D �. nC1
2 /

p
� �. n2 /

Z �

0

d�1 .sin �1/n�1 f .cos �1/ '`.cos �1/ :

Spherical Fourier Analysis on Real Hyperbolic Spaces

Real hyperbolic spaces H
n are the simplest examples of Riemannian symmetric

spaces of noncompact type. They are simply connected Riemannian manifolds, with
constant negative sectional curvature. Let us recall the following three models of
H

n.

• Model 1: Hyperboloid (Fig. 3)

In this model, Hn consists of the hyperboloid sheed

f xD .x0; x1; : : : ; xn/ 2R1CnDR�Rn j L.x; x/D� 1; x0 � 1 g

defined by the Lorentz quadratic form L.x; x/D� x20Cx21C : : :Cx2n. The Riemannian
structure is given by the metric ds2D L.dx; dx/, restricted to the tangent bundle of
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H
n, and the Laplacian by

� f D L
�
@
@x ;

@
@x

� Qf ˇ̌
Hn ;

where Qf .x/D f
�

xp�L.x;x/
�

denotes the homogeneous extension of f to the light cone

f x2R1Cn j L.x; x/< 0; x0 > 0 g.
• Model 2: Upper half-space (Fig. 4)

In this model, Hn consists of the upper half-space R
nC D f y 2 R

n j yn > 0g
equipped with the Riemannian metric ds2 D y�2n jdyj2. The volume is given by
dvolD y�nn dy1 : : : dyn and the Laplacian by

� D y2n
X n

jD1
@2

@y2j
� .n�2/ yn @

@yn
:

• Model 3: Ball (Fig. 5)

In this model, Hn consists of the unit ball BnD f z2Rn j jzj<1g. The Riemannian

metric is given by ds2 D �
1�jzj2
2

��2 jdzj2, the volume by dvol D �
1�jzj2
2

��n

Fig. 3 Hyperboloid model of
H

n

K–orbit

N–orbit A–orbit

e0

ej

e
0

Fig. 4 Upper half-space
model of Hn

K–orbit

−1

N–orbit

A–orbit

e
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0

K–orbit

A–orbit
N–orbit

en

Fig. 5 Ball model of Hn

dz1 : : : dzn , the distance to the origin by r D 2 artanh jzj D log 1Cjzj
1�jzj , and the

Laplacian by

� D � 1�jzj2
2

�2 X n

jD1
@2

@z2j
C .n�2/ 1�jzj2

2

X n

jD1 zj
@
@zj
:

Remark 2.3 Model 1 and Model 3 are mapped onto each other by the stereographic
projection with respect to �e0, while Model 2 and Model 3 are mapped onto each
other by the inversion with respect to the sphere S.�en;

p
2/. This leads to the

following formulae

8̂
<̂
ˆ̂:

x0 D 1Cjyj2
2yn
D 1Cjzj2

1� jzj2
xj D yj

yn
D 2zj

1� jzj2 . jD1; : : : ;n�1/
xn D 1� jyj2

2yn
D 2zn

1� jzj2(
yj D xj

x0C xn
D 2zj

1Cjzj2C 2zn . jD1; : : : ;n�1/
yn D 1

x0C xn
D 1� jzj2

1Cjzj2C 2zn(
zj D xj

1C x0
D 2yj

1Cjyj2C 2yn . jD1; : : : ;n�1/
zn D xn

1C x0
D 1� jyj2

1Cjyj2C 2yn :
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Let G be the isometry group of Hn and let K be the stabilizer of a base point in H
n.

Then H
n can be realized as the homogeneous space G=K. In Model 1, G is made up

of two among the four connected components of the Lorentz group O.1; n/, and the
stabilizer of e0 is KDO.n/. Consider the subgroup A�R in G consisting of

• the matrices

ar D
0
@ cosh r 0 sinh r

0 I 0

sinh r 0 cosh r

1
A .r2R/

in Model 1,
• the dilations ar W y 7�! e�ry in Model 2,

and the subgroup N � R
n�1 consisting of horizontal translations n	 W y 7�! yC	

.	 2Rn�1) in Model 2. Then we have

• the Cartan decomposition G D K ACK, which corresponds to polar coordinates
in Model 3,

• the Iwasawa decomposition G D N AK, which corresponds to Cartesian
coordinates in Model 2.

We shall denote by ar.g/ and ah.g/ the AC and A components of g2G in the Cartan
and Iwasawa decompositions.

Remark 2.4 In small dimensions, H2 � SL.2;R/=SO.2/ and H
3 � SL.2;C/=

SU.2/.

As usual, we identify right-K-invariant functions on G with functions on H
n, and bi-

K-invariant functions on G with radial functions on H
n i.e. functions on H

n which
depend only on the distance r to the origin. For radial functions f D f .r/,

Z
Hn
d vol f D 2

�
n
2

�. n2 /

Z C1
0

dr .sinh r/n�1 f .r/

and

�f D @2f
@r 2
C .n�1/.coth r/ @ f

@r :

The spherical functions '� are the smooth normalized radial eigenfunctions of the
Laplacian on H

n. Specifically,

(
�'� D �

˚
�2C
2�'� ;

'�.0/ D 1 ;

where 
D n�1
2

.

Remark 2.5 The spherical functions on H
n can be characterized again in several

other ways. Notably,
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• Differential equation: the function '�.r/ is the unique smooth solution to the
differential equation

�
@
@r

�2
'�C .n�1/.coth r/

�
@
@r

�
'�C .�2C
2 / '�D 0 ;

which is normalized by '�.0/D1.
• Relation with classical special functions:

'�.r/ D '
n�2
2 ;� 1

2

� .r/ D 2F1
�

C i�
2
;

� i�
2
I n
2
I � sinh2 r

�
;

where '
˛;ˇ

� are the Jacobi functions and 2F1 is the Gauss hypergeometric
function.

• Same functional equations as (7) and (8).
• The spherical functions are the matrix coefficients

'�.x/ D �. n2 /

2 �
n
2

h��.x/1; 1i ;

of the spherical principal series representations of G on L2.Sn�1/.
• According to the Harish–Chandra formula

'�.x/ D
Z
K
dk e .
� i�/ h.kx/ ;

the function '� is a spherical average of horocyclic waves. Let us make this
integral representation more explicit:

'�.r/ D �. n2 /

2 �
n
2

Z
Sn�1

dv h cosh r� .sinh r/ v; en i i��


D �. n2 /p
� �. n�1

2 /

Z �

0

d� .sin �/n�2
�

cosh r� .sinh r/.cos �/
� i��


D 2
n�1
2 �. n2 /p
� �. n�1

2 /
.sinh r/2�n

Z r

0

ds .cosh r� cosh s/
n�3
2 cos�s :

(10)

Remark 2.6 The asymptotic behavior of the spherical functions is given by the
Harish–Chandra expansion

'�.r/ D c.�/ˆ�.r/C c.��/ˆ��.r/ ;

where

c.�/ D �.2
/

�.
/

�.i�/
�.i�C
/
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and

ˆ�.r/ D .2 cosh r/i��
 2F1
�

� i�
2
;

C1� i�

2
I1� i� I cosh�2 r

�

D e .i��
/r
XC1

`D0 �`.�/ e
�2`r ;

with �0 �1.

The spherical Fourier transform (or Harish–Chandra transform) of radial functions
on H

n is defined by

Hf .�/ D
Z
Hn
dx f .x/ '�.x/ D �. n2 /

2 �
n
2

Z C1
0

dr .sinh r/n�1 f .r/ '�.r/ (11)

and the inversion formula reads

f .x/ D 2n�3 ��
n
2�1 �. n

2
/

Z C1
0

d� jc.�/j�2 Hf .�/ '�.x/ : (12)

Remark 2.7

• The Plancherel density reads

jc.�/j�2 D �

22n�4 �. n2 /
2

Y n�3
2

jD0 .�
2C j2 /

in odd dimension, and

jc.�/j�2 D �

22n�4 �. n2 /
2
� tanh��

Y n
2�1
jD0

�
�2C. jC 1

2
/2
�

in even dimension. Notice the different behaviors

jc.�/j�2 � �

22n�4 �. n2 /
2
j�jn�1

at infinity, and

jc.�/j�2 � � �. n�1
2 /2

22n�4 �. n2 /
2
�2

at the origin.
• Observe that (11) and (12) are not symmetric, unlike (1) and (2), or (3) and (4).
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The spherical Fourier transform (11), which is somewhat abstract, can be bypassed
by considering the Abel transform, which is essentially the horocyclic Radon
transform restricted to radial functions. Specifically,

A f .r/ D e�
r
Z
N
dn f .nar/

D .2�/
n�1
2

�. n�1
2 /

Z C1
jrj

ds sinhs .cosh s� cosh r/
n�3
2 f .s/ :

Then the following commutative diagram holds, let say in the Schwartz space
setting:

Seven.R/

H% - F

Srad.H
n/ �!

A
Seven.R/

Here Srad.H
n/ denotes the L2 radial Schwartz space on H

n, which can be identified
with .cosh r/�
 Seven.R/, F the Euclidean Fourier transform on R and each arrow
is an isomorphism. Thus the inversion of the spherical Fourier transform H boils
down to the inversion of the Abel transform A. In odd dimension,

A�1g.r/ D .2�/� n�1
2
� � 1

sinh r
@
@r

�n�1
2 g.r/

while, in even dimension,

A�1g.r/ D 1

2
n�1
2 �

n
2

Z C1
jrj

dsp
cosh s� cosh r

� � @
@s

�� � 1
sinh s

@
@s

�n
2�1g.s/ :

Consider finally the transform

A�g.x/ D
Z
K
dk e 
 h.kx/ g.h.kx// ;

which is dual to the Abel transform, i.e.,

Z
Hn
dx f .x/A�g.x/ D

Z C1
�1

dr A f .r/ g.r/ ;

and which is an isomorphism between C1even.R/ and C1rad.H
n/. It is given explicitly

by

A�g.r/ D 2
n�1
2 �. n2 /p
� �. n�1

2 /
.sinh r/2�n

Z r

0

ds .cosh r� cosh s/
n�3
2 g.s/
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and its inverse by

.A�/�1f .r/ D
p
�

2
n�1
2 �. n2 /

@
@r

�
1

sinh r
@

sinh r

�n�3
2
˚
.sinh r/n�2 f .r/

�

in odd dimension and by

.A�/�1f .r/ D 1

2
n�1
2 . n2�1/Š

@
@r

�
1

sinh r
@
@r

�n
2�1
Z r

0

dsp
cosh r� cosh s

.sinh s/n�1 f .s/

in even dimension.

Remark 2.8 Notice that the spherical function '�.r/ is the dual Abel transform of
the cosine function cos�s.

Applications Spherical Fourier analysis is an efficient tool for solving invariant
PDEs on H

n. Here are some examples of evolution equations.

• The heat equation

(
@ t u.x; t/ D �x u.x; t/

u.x; 0/ D f .x/

can be solved explicitly by means of the inverse Abel transform. Specifically,

u.x; t/ D f � ht .x/ ;

where the heat kernel is given by

ht .r/ D 1

2
nC1
2 �

n
2

t�
1
2 e�
2 t

� � 1
sinh r

@
@r

�n�1
2 e�

r2
4 t

in odd dimension and by

ht .r/ D .2�/� nC1
2 t�

1
2 e�
2 t

Z C1
jrj

dsp
cosh s� cosh r

� � @
@s

�� � 1
sinh s

@
@s

�n
2�1e�

s2
4 t

in even dimension. Moreover, the following global estimate holds:

ht .r/ 	 e�
2 t e�
 r e�
r2
4 t �

(
t� 3

2 .1C r/ if t �1C r;

t� n
2 .1C r/

n�1
2 if 0< t 
1C r:

(13)

• Similarly for the Schrödinger equation

(
i @ t u.x; t/ D �x u.x; t/;

u.x; 0/ D f .x/:



18 J.-P. Anker

In this case u.x; t/D f � h�i t .x/, where

h�i t .r/ D 1

2
nC1
2 �

n
2

e i �4 sign.t/ jtj� 1
2 e� i
2 t

� � 1
sinh r

@
@r

�n�1
2 e� i r

2

4 t

in odd dimension,

h�i t .r/ D .2�/�
nC1
2 e i �4 sign.t/ jtj� 1

2 e� i 
2 t

�
Z C1
jrj

dsp
cosh s� cosh r

� � @
@s

��� 1
sinh s

@
@s

�n
2�1e� i

s2
4 t

in even dimension, and

jh�i t .r/j . e�
 r �
(
jtj� 32 .1C r/ if jtj�1C r

jtj� n
2 .1C r/

n�1
2 if 0< jtj
1C r

in all dimensions.
• The shifted wave equation

(
@2t u.x; t/ D

�
�xC
2

�
u.x; t/

u.x; 0/ D f .x/; @ tj tD0 u.x; t/ D g.x/

can be solved explicitly by means of the inverse dual Abel transform. Specifi-
cally,

u.t; x/ D 1

2
nC1
2 �

n�1
2

@
@ t

�
1

sinh t
@
@ t

�n�3
2

n
1

sinh t

Z
S.x; jtj/

dy f .y/
o

C 1

2
nC1
2 �

n�1
2

�
1

sinh t
@
@ t

�n�3
2

n
1

sinh t

Z
S.x; jtj/

dy g.y/
o

in odd dimension and

u.t; x/ D 1

2
nC1
2 �

n
2

@
@jtj
�

@
@.cosh t/

�n
2�1

Z
B.x; jtj/

dy f .y/p
cosh t� cosh d .y;x/

C 1

2
nC1
2 �

n
2

sign.t/
�

@
@.cosh t/

�n
2�1
Z
B.x; jtj/

dy g.y/p
cosh t� cosh d .y;x/

in even dimension.
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Fig. 6 Ball picture of T3

0

sphere

Spherical Fourier Analysis on Homogeneous Trees

A homogeneous tree is a connected graph, with no loop and with the same number
of edges at each vertex. Let us denote by Tq the set of vertices of the homogeneous
tree with qC1 > 2 edges (Fig. 6). It is equipped with the counting measure and
with the geodesic distance, given by the number of edges between two points. The
volume of any sphere S.x; r/ of radius r2N is given by

ı.r/ D
(
1 if rD 0;
.qC1/ q r�1 if r2N�:

Once we have chosen an origin 02Tq and an oriented geodesic ! W Z!Tq through
0, let us denote by jxj2N the distance of a vertex x2Tq to the origin and by h.x/2Z
its horocyclic height (see Fig. 7). Let G be the isometry group of Tq and let K be the
stabilizer of 0. Then G is a locally compact group, K is a compact open subgroup,
and Tq � G=K.

Remark 2.9 If q is a prime number, then Tq � PGL.2;Qq/= PGL.2;Zq/.

The combinatorial Laplacian� on Tq is defined by � f D A f � f , where A denotes
the average operator

Af .x/ D 1
qC1

X
y2S.x;1/ f .y/ :
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horocycle

00

1

2

h

−1

ω

geodesic

Fig. 7 Upper half-space picture of T3

Remark 2.10 Notice that f is harmonic, i.e., � f D 0 if and only if f has the mean
value property, i.e., f DA f .

The spherical functions '� on Tq are the normalized radial eigenfunctions of �, or
equivalently A . Specifically,

(
A '� D �.�/ '� ;
'�.0/ D 1 ;

where �.�/D qi�C q�i�

q1=2C q�1=2 .

Remark 2.11 The spherical functions on Tq can be characterized again in several
other ways. Notably,

• Explicit expression:

'�.r/ D
(
c.�/ q .�1=2C i�/rC c.��/ q .�1=2� i�/r if �2CX �

2
Z;

.�1/ j r �1C q1=2� q�1=2

q1=2C q�1=2 r
�
q�r=2 if �D �

2
j;

(14)

where c.�/D 1

q1=2C q�1=2

q1=2C i�� q�1=2� i�

q i�� q�i� and � D 2�
log q . Notice that (14) is even

and �-periodic in �.
• Same functional equations as (7) and (8).
• The spherical functions are the bi-K-invariant matrix coefficients of the spherical

principal series representations of G on L2.@Tq/.
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The spherical Fourier transform of radial functions on Tq is defined by

Hf .�/ D
X

x2Tq
f .x/ '�.x/ D f .0/C q1=2C q�1=2

q1=2

XC1
rD1 q

r f .r/ '�.r/ (15)

and the inversion formula reads

f .r/ D q1=2

q1=2C q�1=2
1
�

Z �=2

0

d� jc.�/j�2 Hf .�/ '�.r/ : (16)

Consider the Abel transform

A f .h/ D q
h
2

X
x2Tq
h.x/Dh

f .jxj/

D q
jhj

2 f .jhj/C q�1
q

XC1
jD1 q

jhj

2 C j f .jhjC 2j/ ;

which is essentially the horocyclic Radon transform restricted to radial functions.
Then the following commutative diagram holds, let say in the Schwartz space
setting:

C1even.R=�Z/

H% - F

Srad.Tq/ �!
A

Seven.Z/

Here Seven.Z/ denotes the space of even functions on Z such that

supr2N�

rm j f .r/j < C1 8 m2N;

Srad.Tq/ the space of radial functions on Tq, whose radial part coincides with
q� r

2 S.N/,

Ff .�/ D
X

h2Z q
i�h f .h/

is a variant of the Fourier transform on Z, and each arrow is an isomorphism. The
inverse Abel transform is given by

A�1f .r/ D
XC1

jD0 q� r
2� j˚ f .rC 2j/� f .rC 2jC 2/� :

Consider finally the transform

A�g.r/ D 1
ı.r/

X
x2Tq
jxjDr

q
h.x/
2 g
�
h.x/

�
;
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which is dual to the Abel transform, i.e.,

X
x2Tq

f .x/A�g.jxj/ D
X

h2Z A f .h/ g.h/ ;

and which is an isomorphism between the space of all even functions on Z and the
space of all radial functions on Tq. It is given explicitly by A�g.0/D 0, and

A�g.r/ D 2 q
qC1 q

� r
2 f .r/C q�1

qC1 q
� r
2

X
�r< h< r

h has same parity as r

f .h/

if r2N�. Its inverse is given by .A�/�1f .0/ D f .0/,

.A�/�1f .h/ D q1=2C q�1=2

2
q

h�1
2 f .h/

� q� q�1

2
q�

h
2

X
0< r odd< h

q r f .r/

if h2N is odd, and

.A�/�1f .h/ D q1=2C q�1=2

2
q

h�1
2 f .h/� q1=2� q�1=2

2
q� h�1

2 f .0/

� q� q�1

2
q�

h
2

X
0< r even< h

q r f .r/

if h2N� is even.

Applications Let us use spherical Fourier analysis to study discrete evolution
equations on Tq, as we did in the differential setting on H

n.

• Consider the heat equation with discrete time t2N
(
u.x; tC1/ � u.x; t/ D �x u.x; t/

u.x; 0/ D f .x/

or, equivalently, the simple random walk

u.x; t/ D Atf .x/ D f � ht .x/ :

Its density ht.x/ vanishes unless jxj
 t have the same parity. In this case,

ht .x/ 	 1Cjxj
.1C t/

p
1C t�jxj �

t
0 q
� jxj

2 e� t 
�
1Cjxj
1C t

�
; (17)

where  .z/D 1Cz
2

log.1Cz/� 1�z
2

log.1� z/ and �0 D �.0/D 2

q1=2C q�1=2 < 1 is
the spectral radius of A.
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• The shifted wave equation with discrete time t2Z
(
�0 �

Z

t u.x; t/ D
�
�

Tq
x C1� �0

�
u.x; t/

u.x; 0/D f .x/; fu.x; 1/� u.x;�1/g=2D g.x/

can be solved explicitly by using the inverse dual Abel transform. Specifically,

u.x; t/ D Ct f .x/C St g.x/ ;

where

(
Ct D M

jtj�M
jtj�2

2

St D sign.t/M jtj�1

and

Mt f .x/ D q�
t
2

X
d .y;x/� t

t�d .y;x/ even

f .y/

if t�0, while MtD 0 if t<0.

Comments, References and Further Results

• Our main reference for classical special functions is [25].
• The spherical Fourier analysis presented in this section takes place on homoge-

neous spaces G=K associated with Gelfand pairs .G;K/.
• The sphere Sn and the hyperbolic space Hn are dual symmetric spaces. By letting

their curvature tend to 0, the Euclidean space Rn is obtained as a limit. At the level
of spherical functions, the duality is reflected by the relation

' S
n

` .cos �1/ D 'H
n

� .r/

between (9) and (10), when we specialize � D ˙ i .
C ` / (` 2 N) and take
rD˙ i �1. And (6) is a limit of (10) and (9):

'R
n

� .r/ D lim "!0 'H
n

�
"

."r/ D lim `!C1 ' S
n

` .cos �r
`
/ :

Homogeneous trees may be considered as discrete analogs of hyperbolic
spaces. This may be justified by the structural similarity between H

2 �
PSL.2;R/= PSO.2/ and Tq � PGL.2;Qq/= PGL.2;Zq/ when q is a prime
number. At the analytic level, an actual relation is provided by the meta-theory
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developed by Cherednik [17], which includes as limit cases spherical Fourier
analysis on Tq and on H

n, as well as on R
n or on S

n.
• The material in subsection “Spherical Fourier Analysis on Real Hyperbolic

Spaces” generalizes to the class of Riemannian symmetric spaces of noncompact
type and of rank 1, which consist of all hyperbolic spaces

H
nDHn.R/; Hn.C/; Hn.H/; H2.O/;

and further to the class of Damek–Ricci spaces. One obtains this way a group
theoretical interpretation of Jacobi functions '˛;ˇ� for infinitely many discrete
parameters

˛ D m1Cm2�1
2

; ˇ D m2�1
2
:

Our main references are [9, 33, 51, 75] and [12].
• Our main references for subsection “Spherical Fourier Analysis on Homoge-

neous Trees” are [19, 34], and [12]. Evolution equations (heat, Schrödinger,
wave) with continuous time were also considered on homogeneous trees (see
[20, 57, 82] and [49]).

• Spherical Fourier analysis generalizes to higher rank (see [41, 47] for Riemannian
symmetric spaces and [53, 55, 65] for affine buildings).

Classification

Type Constant curvature Rank 1 General case

Euclidean R
n pÌK=K

Compact S
nD S.RnC1/ S.Fn/ U=K

Non compact H
nD Hn.R/ Hn.F/ G=K

p-adic Homogeneous trees Affine buildings

Notation

ı gC is a complex semisimple Lie algebra,
ı g is a noncompact real form of gC and gD k˚ p a Cartan decomposition of g,
ı uD k˚ ip is the compact dual form of g,
ı a is a Cartan subspace of p,
ı gD a˚m˚ �˚˛2R g˛

�
is the root space decomposition of .g;a/,

ı RC is a positive root subsystem and aC the corresponding positive Weyl chamber
in a,

ı nD˚˛2RC
g˛ is the corresponding nilpotent Lie subalgebra,

ı m˛D dim g˛ is the multiplicity of the root ˛,
ı 
D 1

2

X
˛2RC

m˛ ,
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ı GC is a complex Lie group with finite center and Lie algebra gC,
ı G, U, K and N are the Lie subgroups of GC corresponding to the Lie subalgebras

g, u, k and n.

Special Functions

ı Bessel functions on p:

'
p
� .x/ D

Z
K
dk e i h�;.Ad k/xi 8 �2pC; 8 x2pC: (18)

ı Spherical functions on G=K:

'G
� .x/ D

Z
K
dk e h i�C
;a.kx/ i 8 �2aC; 8 x2G; (19)

where a.y/ denotes the a-component of y 2 G in the Iwasawa decomposition
GD N.exp a/K.

ı Spherical functions on affine buildings are classical Macdonald polynomials (i.e.
Hall–Littlewood polynomials for the type QA ).

• The global heat kernel estimate (13) generalizes as follows to G=K:

ht .x/ 	 t�
n
2

n Y
˛2RC

�
1Ch˛;xCi��1C tCh˛;xCi�m˛Cm2˛

2

o

� e�j
j2 t�h
;xCi� jxCj

2

4 t ;

(20)

where RC is the set of positive indivisible roots in R and xC denotes the aC-
component of x2G in the Cartan decomposition GD K.exp aC/K (see [8] and
the references therein).

• Random walks are harder to analyze on affine buildings. A global estimate
similar to (17) and (20) was established in [10] for the simple random walk on
affine buildings of type QA2. In general, the main asymptotics of random walks
were obtained in [91].

Epilogue

This section outlines spherical Fourier analysis around 1980 (except for the later
applications to evolution equations). In the 1980s, Heckman and Opdam addressed
the following problem (which goes back to Koornwinder for the root system BC2):
for any root system R, construct a continuous family of special functions on a
generalizing spherical functions on the corresponding symmetric spaces G=K, as
Jacobi functions (or equivalently the Gauss hypergeometric function) generalize
spherical functions on hyperbolic spaces. This problem was solved during the 1990s,
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mainly by Cherednik, Dunkl, Heckman, Macdonald, and Opdam, and has actually
given rise to a large theory of special functions associated to root system, which is
nowadays often referred to as Dunkl theory.

Remark 2.12 A different generalization of hypergeometric functions to Grassman-
nians was developed by Aomoto and Gelfand at the end of the twentieth century.

3 Rational Dunkl Theory

Rational Dunkl theory originates from the seminal paper [26]. This theory of special
functions in several variables encompasses

• Euclidean Fourier analysis (which corresponds to the multiplicity kD 0),
• classical Bessel functions in dimension 1,
• generalized Bessel functions associated with Riemannian symmetric spaces of

Euclidean type (which correspond to a discrete set of multiplicities k).

In this subsection, we use [67] (or alternately [42, pp. 1–69]) as our primary
reference and quote only later works. Our notation goes as follows (see the
Appendix for more details):

• a is a Euclidean vector space of dimension n, which we identify with its dual
space,

• R is a root system, which is reduced but not necessarily crystallographic,
• W is the associated reflection group,
• aC is a positive Weyl chamber in a, aC its closure, RC the corresponding positive

root subsystem, and S the subset of simple roots,
• aC denotes the closed cone generated by RC, which is the dual cone of aC,
• for every x2a, xC denotes the element of the orbit Wx which lies in aC,
• w0 denotes the longest element in W, which interchanges aC and �aC, respec-

tively RC and R�D�RC,
• k is a multiplicity, which will remain implicit in most formulae and which will

be assumed to be nonnegative after a while,
• � D

X
˛2RC

k˛,

• ı.x/D
Y

˛2RC

jh˛; xij2k˛ is the reference density in the case k� 0.
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Dunkl Operators

Definition 3.1 The rational Dunkl operators, which are often simply called Dunkl
operators, are the differential-difference operators defined by

D� f .x/ D @� f .x/C
X

˛2RC

k˛
h˛; � i
h˛; xi

˚
f .x/� f .r̨ x/

�
(21)

for every �2a.

Remark 3.2

• Notice that Dunkl operators D� reduce to partial derivatives @� when kD 0 .
• The choice of RC plays no role in Definition 3.1, as

X
˛2RC

k˛
h˛; � i
h˛; xi

˚
f .x/� f .r̨ x/

� DX
˛2R

k˛
2

h˛; � i
h˛; xi

˚
f .x/� f .r̨ x/

�
:

• Dividing by h˛; xi produces no actual singularity in (21), as

f .x/� f .r˛ x/
h˛; xi D � 1

h˛; xi
Z 1

0

dt @
@ t f .x� t h˛_; xi ˛/

D 2
j˛j2

Z 1

0

dt @˛ f .x� t h˛_; xi ˛/ :

Commutativity is a remarkable property of Dunkl operators.

Theorem 3.3 Fix a multiplicity k. Then

D� ı D
 D D
 ı D� 8 �; 
 2 a:

This result leads to the notion of Dunkl operatorsDp, for every polynomial p2P.a/,
and of their symmetric part QDp on symmetric ( i.e. W-invariant) functions.

Examples

• The Dunkl Laplacian is given by

� f .x/ D
X n

jD1D
2
j f .x/ D

differential part Q�f .x/‚ …„ ƒX n

jD1@
2
j f .x/C

X
˛2RC

2k˛h˛;xi @˛ f .x/

�
X

˛2RC

k˛ j˛j2
h˛; xi2

˚
f .x/� f .r̨ x/

�
„ ƒ‚ …

difference part

;
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where Dj, respectively @j denote the Dunkl operators, respectively the partial
derivatives with respect to an orthonormal basis of a.

• In dimension 1, the Dunkl operator is given by

D f .x/ D � @
@x

�
f .x/C k

x

˚
f .x/�f .�x/�

and the Dunkl Laplacian by

L f .x/ D � @
@x

�2
f .x/C 2k

x

�
@
@x

�
f .x/� k

x2

˚
f .x/�f .�x/� :

Here are some other properties of Dunkl operators.

Proposition 3.4

• The Dunkl operators map the following function spaces into themselves:

P.a/; C1.a/; C1c .a/; S.a/; : : :

More precisely, the Dunkl operators D� , with � 2 a, are homogeneous operators
of degree �1 on polynomials.

• W-equivariance: For every w2W and p2P.a/, we have

w ı Dp ı w�1 D Dwp :

Hence QDpq D QDp ı QDq, for all symmetric .i.e. W-invariant / polynomials p;q 2
P.a/W.

• Skew-adjointness: Assume that k � 0. Then, for every �2a,
Z
a

dx ı.x/D� f .x/ g.x/ D �
Z
a

dx ı.x/ f .x/D�g.x/ :

Dunkl Kernel

Theorem 3.5 For generic multiplicities k and for every �2aC, the system

(
D�E� D h�; � iE� 8 �2a;
E�.0/D 1;

has a unique smooth solution on a, which is called the Dunkl kernel.

Remark 3.6 In this statement, generic means that k belongs to a dense open subset
Kreg of K, whose complement is a countable union of algebraic sets. The set Kreg is
known explicitly and it contains in particular f k2K j Re k� 0 g.
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Definition 3.7 The generalized Bessel function is the average

J�.x/ D 1

jWj
X

w2W E�.wx/ D 1

jWj
X

w2W Ew�.x/ : (22)

Remark 3.8

• Mind the possible formal confusion between (22) and the classical Bessel
function of the first kind J� .

• Conversely, the Dunkl kernel E�.x/ can be recovered by applying to the gener-
alized Bessel function J�.x/ a linear differential operator in x whose coefficients
are rational functions of � .see [62, proposition 6.8.(4)]/.

• In dimension 1, Kreg is the complement of �N � 1
2

in C. The generalized
Bessel function (22) reduces to the modified Bessel function encountered in
section “Hankel Transform on Euclidean Spaces”W

J�.x/ D jk� 12 .�x/ :

The Dunkl kernel is a combination of two such functionsW

E�.x/ D jk� 12 .�x/„ ƒ‚ …
even

C �x
2kC1 jkC 1

2
.�x/„ ƒ‚ …

odd

It can be also expressed in terms of the confluent hypergeometric functionW

E�.x/ D �.kC 1
2 /p

� �.k/

Z C1
�1

du .1� u/k�1.1C u/k e�xu

D e�x �.2kC1/
�.k/ �.kC1/

Z 1

0

dv v k�1 .1� v/k e�2�xv
„ ƒ‚ …

1F1.k I2kC1I�2�x/

:

• When k D 0, the Dunkl kernel E�.x/ reduces to the exponential e h�; xi and the
generalized Bessel function J�.x/ to

Cosh�.y/ D 1

jWj
X

w2W e hw�; yi : (23)

• As far as we know, the non-symmetric Dunkl kernel had not occurred previously
in special functions, group theory or geometric analysis.

• Bessel functions (18) on Riemannian symmetric spaces of Euclidean type p Ì
K=K are special cases of (22), corresponding to crystallographic root systems
and to certain discrete sets of multiplicities. More precisely, if

ı gD p˚ k is the associated semisimple Lie algebra,
ı a is a Cartan subspace of p,
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ı R is the root system of .g; a/,
ı m˛ is the multiplicity of ˛2R,

and

ı R is the subsystem of indivisible roots in R,
ı k˛D m˛Cm2˛

2
8˛2R,

then

'
p
� .x/ D Ji�.x/ 8 �2aC; 8 x2a:

In next proposition, we collect some properties of the Dunkl kernel.

Proposition 3.9

• Regularity:E�.x/ extends to a holomorphic function in �2aC, x2aC and k2Kreg.
• Symmetries:

8̂
ˆ̂̂<
ˆ̂̂̂
:

E�.x/D Ex.�/;

Ew�.wx/D E�.x/ 8 w2W;
E�.tx/D Et�.x/ 8 t 2C;
E�.x/D E�.x/ when k� 0:

• Positivity: Assume that k� 0. Then,

0 < E�.x/ 
 e h�C; xCi 8 �2a; 8 x2a:

• Global estimate: Assume that k� 0. Then, for every �1; : : : ; �N 2a,
ˇ̌
@�1 : : : @�N E�.x/

ˇ̌ 
 j�1j : : : j�N j j�jN e h.Re�/C; .Re x/C i 8 �2aC; 8 x2aC:

Dunkl Transform

From now on, we assume that k� 0.

Definition 3.10 The Dunkl transform is defined by

Hf .�/ D
Z
a

dx ı.x/ f .x/E�i�.x/ : (24)

In next theorem, we collect the main properties of the Dunkl transform.
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Theorem 3.11

• The Dunkl transform is an automorphism of the Schwartz space S.a/.
• We have

8̂
ˆ̂̂<
ˆ̂̂̂
:

H.D� f /.�/D i h�; �iHf .�/ 8 �2a;
H.h�; : i f /D i D�Hf 8 �2a;
H.wf /.�/D Hf .w�/ 8 w2W;
H
�
f .t : /

�
.�/ D jtj�n�2� .Hf /.t�1�/ 8 t2R�:

• Inversion formula:

f .x/ D c�2
Z
a

d� ı.�/Hf .�/E i�.x/ ; (25)

where

c D
Z
a

dx ı.x/ e�
jxj2

2 (26)

is the so-called Mehta–Macdonald integral.
• Plancherel identity: The Dunkl transform extends to an isometric automorphism

of L2.a;ı.x/dx/, up to a positive constant. Specifically,

Z
a

d� ı.�/ jHf .�/j2 D c2
Z
a

dx ı.x/ j f .x/j2:

• Riemann–Lebesgue Lemma: The Dunkl transformmaps L1.a;ı.x/dx/ into C0.a/.
• Paley–Wiener Theorem: The Dunkl transform is an isomorphism between C1c .a/

and the Paley–Wiener space PW.aC/, which consists of all holomorphic func-
tions h W aC �!C such that

9 R> 0; 8N2N; sup�2aC
.1Cj�j/Ne�R jIm � j jh.�/j < C1 : (27)

More precisely, the support of f 2 C1c .a/ is contained in the closed ball B.0;R/
if and only if hDHf satisfies (27).

Remark 3.12

• Notice that (24) and (25) are symmetric, as the Euclidean Fourier transform (1)
and its inverse (2), or the Hankel transform (3) and its inverse (4).

• In the W-invariant case, E˙ i�.x/ is replaced by J˙ i�.x/ in (24) and (25).
• The Dunkl transform of a radial function is again a radial function.
• The following sharper version of the Paley–Wiener Theorem was proved in [6],

as a consequence of the corresponding result in the trigonometric setting . see
Theorem 4.9 / and thus under the assumption that R is crystallographic. Given



32 J.-P. Anker

a W-invariant convex compact neighborhood C of the origin in a, consider the
gauge �.�/Dmaxx2C h�; xi. Then the support of f 2 C1c .a/ is contained in C if
and only if its Dunkl transform hDHf satisfies the condition

8N2N; sup�2aC
.1Cj�j/N e��.Im�/ jh.�/j < C1 : (28)

Problem Extend the latter result to the non-crystallographic case.

Heat Kernel

The heat equation

(
@ t u.x; t/ D �x u.x; t/

u.x; 0/ D f .x/

can be solved via the Dunkl transform (under suitable assumptions). This way, one
obtains

u.x; t/ D
Z
a

dy ı.y/ f .y/ ht .x; y/ ;

where the heat kernel is given by

ht .x; y/ D c�2
Z
a

d� ı.�/ e� t j�j2Ei�.x/E�i�.y/ 8 t> 0 ; 8 x; y 2 a :

In next proposition, we collect some properties of the heat kernel established by
Rösler.

Proposition 3.13

• ht .x; y/ is an smooth symmetric probability density. More precisely,

ı ht .x; y/ is an analytic function in .t; x; y/2.0;C1/�a�a,
ı ht .x; y/D ht .y; x/,
ı ht .x; y/ > 0 and

R
ady ı.y/ ht.x; y/D 1.

• Semigroup property:

hsCt .x; y/ D
Z
a

dz ı.z/ hs .x; z/ ht .z; y/ :
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• Expression by means of the Dunkl kernel:

ht .x; y/ D c�1 .2t/�
n
2�� e�

jxj2

4 t � jyj2

4 t E x
p

2 t

� yp
2 t

� 8 t > 0; 8 x; y 2 a : (29)

• Upper estimate:

ht .x; y/ 
 c�1 .2t/� n
2�� maxw2W e�

jwx�y j

2

4 t :

Remark 3.14

• In [13], the following sharp heat kernel estimates were obtained in dimension 1
(and also in the product case):

ht.x; y/ 	

8̂
<̂
ˆ̂:

t�k� 1
2 e�

x2Cy2

4 t if jxyj
 t;

t� 1
2 .xy/�k e�

.x�y/2

4 t if xy� t;

t
1
2 .�xy/�k�1 e� .xCy/2

4 t if � xy� t:

(30)

Notice the lack of Gaussian behavior when � xy � t, in particular when y D �x
tends to infinity faster then

p
t .

• The Dunkl Laplacian is the infinitesimal generator of a Feller–Markov process on
a , which has remarkable features .Brownian motion with jumps/ and which has
drawn a lot of attention in the 2000s. We refer to [42] and [24] for probabilistic
aspects of Dunkl theory.

Problem Prove in general heat kernel estimates similar to (30).

Intertwining Operator and (Dual) Abel Transform

Consider the Abel transform

A D F�1 ıH ;

which is obtained by composing the Dunkl transform H with the inverse Euclidean
Fourier transform F�1 on a, and the dual Abel transform A�, which satisfies

Z
a

dx ı.x/ f .x/A�g.x/ D
Z
a

dy A f .y/ g.y/ :

Theorem 3.15

• The dual Abel transform A� coincides with the intertwining operator V defined
on polynomials by Dunkl and extended to smooth functions by Trimèche.
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• Intertwining property: for every � 2 a,

A ı D� D @� ıA and V ı @� D D� ı V : (31)

• Symmetries:

A.wf / D w.A f / and V .wg/ D w.Vg/ 8 w2W;
A
�
f .t : /

�
.y/ D jtj�2� .A f /.ty/ and V

�
g.t : /

�
.x/ D .Vg/.tx/ 8 t2R�:

• For every x 2 a, there is a unique Borel probability measure �x on a such that

Vg.x/ D
Z
a

d�x.y/ g.y/ : (32)

The support of �x is contained in the convex hull of Wx. Moreover, if k>0 , the
support of �x is W-invariant and contains Wx.

• A is an automorphism of the spaces C1c .a/ and S.a/, while V is an automor-
phism of C1.a/, with

jVg.x/j 
 maxy2co.Wx/ jg.y/j 8 x2a:

The following integral representations, which follow from (22), (31) and (32),
generalize (6) and (18) in the present setting.

Corollary 3.16 For every � 2 aC, we have

E�.x/ D
Z
a

d�x.y/ e
h�; yi

and

J�.x/ D
Z
a

d�W
x.y/ Cosh�.y/ ;

where Cosh� is defined in (23) and

�W
x D 1

jWj
X

w2W �wx :

Remark 3.17

• The first three items in Theorem 3.15 hold for all multiplicities k2Kreg.
• The following symmetries hold W

(
d�wx.wy/ D d�x.y/ 8 w2W;
d� tx.ty/ D d�x.y/ 8 t2R�:
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• In [22], it is conjectured that the measure�x is absolutely continuous with respect
to the Lebesgue measure under the following two assumptionsW
ı x is regular .which means that h˛; xi ¤ 0, for every ˛2R/,
ı a is spanned by the roots ˛ with multiplicity k˛ >0.

• These conjectures hold in dimension 1 (hence in the product case), where

d�x.y/ D �.kC 1
2 /p

� �.k/
.jxjC sign.x/ y/ .x2� y2 /k�1 1I.�jxj;Cjxj/.y/ dy

if x¤ 0, while �0 is the Dirac measure at the origin.

Generalized Translations, Convolution and Product Formula

Definition 3.18

• The generalized convolution corresponds, via the Dunkl transform, to pointwise
multiplicationW

. f � g/.x/ D c�2
Z
a

d� ı.�/Hf .�/Hg.�/E i�.x/ : (33)

• The generalized translations are defined by

.�y f /.x/ D c�2
Z
a

d� ı.�/Hf .�/E i�.x/E i�.y/ D .�x f /.y/ : (34)

The key objects here are the tempered distributions

f 7�! h �x;y ; f i ; (35)

which are defined by (34) and which enter the product formula

E�.x/E�.y/ D h �x;y ;E� i : (36)

Remark 3.19

• When k D 0, then (33) reduces to the usual convolution on a, (34) to .�yf /.x/D
f .xC y/, and �x;y D ıxCy.

• In the W- invariant case, (33) becomes

. f � g/.x/ D c�2
Z
a

d� ı.�/Hf .�/Hg.�/ J i�.x/
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and (36)

J�.x/ J�.y/ D h �Wx;y ; J� i ; (37)

where

�W
x;y D 1

jWj
X

w2W �wx;wy :

Lemma 3.20 The distributions (35) are compactly supported.

• Specifically, �x;y is supported in the spherical shell

˚
z2a ˇ̌ ˇ̌jxj�jyj ˇ̌
 jzj 
 jxjCjyj � :

• Assume that W is crystallographic. Then �x;y is actually supported in

˚
z2a ˇ̌ zC4 xCCyC; zC < yCCw0x

C and xCCw0y
C � ; (38)

where 4 denotes the partial order on a associated with the cone aC (Fig. 8).

−

+

Fig. 8 Picture of the set (38) for the root system B2
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Example In dimension 1, �x;y is a bounded signed measure. Specifically,

d�x;y.z/ D

8̂
<̂
ˆ̂:
�.x; y; z/ jzj2k dz if x; y 2R�;
dıy.z/ if xD 0 ;
dıx.z/ if yD 0 ;

where

�.x; y; z/ D �.kC 1
2 /p

� �.k/

.zCxCy/.zCx�y/.z�xCy/

2 xyz

fjzj2�.jxj�jyj/2gk�1 f.jxjCjyj/2�jzj2gk�1

f2 jxj jyj jzjg2 k�1

if x;y;z2R� satisfy the triangular inequality
ˇ̌jxj�jyjˇ̌< jzj< jxjCjyj and

�.x; y; z/ D 0

otherwise. Moreover, let

M D supx;y2R
Z
R

d j�x;yj.z/ D
p
2

Œ�.kC 1
2 /�

2

�.kC 1
4 / �.kC 3

4 /
:

Then M�1 and M%p2 as k%C1.

In general there is a lack information about (35) and the following facts are
conjectured [68].

Problems

(a) The distributions �x;y are bounded signed Borel measures.
(b) They are uniformly bounded in x and y.
(c) The measures �W

x;y are positive.

If �.W/x;y is a measure, notice that it is normalized by

Z
a

d�.W/x;y .z/ D 1 :

These problems and especially (b) are important for harmonic analysis. They imply
indeed the following facts, for the reference measure ı.x/dx on a.

Problems

(d) The generalized translations (34) are uniformly bounded on L1 and hence on
Lp, for every 1
p
1.

(e) Young’s inequality: For all 1
p;q;r
1 satisfying 1
pC 1

q� 1
r D1, there exists a

constant C�0 such that

kf � gkLr 
 C kf kLp kgkLq : (39)
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Beside the trivial L2 setting and the one-dimensional case (hence the product
case), here are two more situations where these problems have been solved.

• Radial case [68]. Translations of radial functions are positive. Specifically, for
radial functions f .z/D 0f .jzj/ and nonzero y2a, we have

.�yf /.x/ D
Z
a

d� y
jyj
.z/ 0f

�pjxj2Cjyj2C 2 hx; zi jyj � : (40)

Hence (39) holds if f or g is radial.
• Symmetric space case. Assume that the multiplicity k corresponds to a Rieman-

nian symmetric space of Euclidean type. Then �Wx;y is a positive measure and (39)
holds for W-invariant functions.

Comments, References and Further Results

• The computation of the integral (26) has a long history. A closed form was
conjectured by Mehta for the root systems of type A and by Macdonald for
general root systems. For the four infinite families of classical root systems, it
can be actually deduced from an earlier integral formula of Selberg. In general,
the Mehta–Macdonald formula was proved by Opdam, first for crystallographic
root systems [61] and next for all root systems [62]. His proof was simplified by
Etingof [32], who removed in particular the computer-assisted calculations used
in the last cases.

• We have not discussed the shift operators, which move the multiplicity k by
integers and which have proven useful in the W-invariant setting (see [62]).

• The following asymptotics hold for the Dunkl kernel, under the assumption that
k � 0 (see [22]): there exists 	 W W �! C such that, for every w 2 W and for
every �;x2aC,

lim t!C1.it/� e� i t h�;wxi Eit�.wx/ D 	.w/ ı.�/� 12 ı.x/� 12 : (41)

If w D I, we have 	.I/ D .2�/� n
2 c, where c is defined by (26), and (41) holds

more generally when Qt D it tends to infinity in the half complex space f Qt 2C j
Re Qt � 0g. If w ¤ I, the Dunkl kernel is expected to have a different asymptotic
behavior, when Re Qt becomes positive. In dimension 1, we have indeed

lim Qt!C1
jargQt j� �

2 �"
Qt kC1e�Qt�xE Qt �.�x/ D 2k�1 k �.kC 1

2 /p
�

��k�1 x�k�1 ;

for any 0<"
 �
2

. This discrepancy plays an important role in [13].
• In the fourth item of Theorem 3.15, the sharper results about the support of �x

when k>0 were obtained in [38].
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• Specific information is available in the W-invariant setting for the root systems
An . In this case, an integral recurrence formula over n was obtained in [1]
and [77] for J�, by taking rational limits of corresponding formulae in the
trigonometric case (see the 11th item in subsection “Comments, References and
Further Results”). Moreover, an explicit expression of �W

x is deduced in [77]. As
a consequence, the support of �x is shown to be equal to the convex hull of Wx,
when k>0.

• The asymmetric setting is harder. Beyond the one-dimensional case (and the
product case), explicit expressions of the measure �x are presently available
in some two-dimensional cases. For the root system A2, two closely related
expressions were obtained, first in [27] and recently in [2]. For the root system
B2, a complicated formula was obtained in [28] and a simpler one recently in [3].
The case of dihedral root systems I2.m/ is currently investigated (see [18, 23] and
the references therein).

• In Lemma 3.20, the sharper result in the crystallographic case was obtained in
[6].

• An explicit product formula was obtained in [69] for generalized Bessel functions
associated with root systems of type B and for three one-dimensional families of
multiplicities (which are two-dimensional in this case). The method consists in
computing a product formula in the symmetric space case, which corresponds to
a discrete set of multiplicities k, and in extending it holomorphically in k. The
resulting measure lives in a matrix cone, which projects continuously onto aC,
and its image jWj �W

x;y is a probability measure if k�0.
• Potential theory in the rational Dunkl setting has been studied in [35–38, 40, 43,

56, 58] (see also [66] and the references therein).
• Many current works deal with generalizations of results in Euclidean harmonic

analysis to the rational Dunkl setting. Among others, let us mention

ı [84] about the Hardy–Littlewood and the Poisson maximal functions,
ı [4] and [5] about singular integrals and Calderon–Zygmund theory,
ı [13] and [30] about the Hardy space H1.

• A further interesting deformation of Euclidean Fourier analysis, encompassing
rational Dunkl theory and the Laguerre semigroup, was introduced and studied
in [16].

4 Trigonometric Dunkl Theory

Trigonometric Dunkl theory was developed in the symmetric case by Heckman and
Opdam in the 1980s, and in the non-symmetric case by Opdam and Cherednik in
the 1990s. This theory of special functions in several variables encompasses

• Euclidean Fourier analysis (which corresponds to the multiplicity kD 0),
• Jacobi functions in dimension 1,
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• spherical functions associated with Riemannian symmetric spaces of noncom-
pact type (which correspond to a discrete set of multiplicities k).

In this section, we use [64] as our primary reference and quote only later works. We
resume the notation of Sect. 3, with some modifications:

• the root system R is now assumed to be crystallographic but not necessarily
reduced,

• QR denotes the subsystem of non-multipliable roots,
• the reference density in the case k�0 is now ı.x/D

Y
˛2RC

ˇ̌
2 sinh h˛;xi

2

ˇ̌
2k˛ ,

and some addenda:

• Q denotes the root lattice, Q_ the coroot lattice and P the weight lattice,
• 
 D

X
˛2RC

k˛
2
˛ .

Cherednik Operators

Definition 4.1 The trigonometric Dunkl operators, which are often called Chered-
nik operators, are the differential-difference operators defined by

D� f .x/ D @� f .x/C
X

˛2RC

k˛
h˛; � i

1� e�h ;̨ xi

˚
f .x/� f .r̨ x/

� � h
; � i f .x/ (42)

for every �2a.

Notice that the counterpart of Remark 3.2 holds in the present setting. In next
theorem, we collect properties of Cherednik operators. The main one is again
commutativity, which leads to Cherednik operators Dp, for every polynomial p 2
P.a/, and to their symmetric parts QDp on W-invariant functions.

Theorem 4.2

• For any fixed multiplicity k, the Cherednik operators (42) commute pairwise.
• The Cherednik operators map the following function spaces into themselvesW

C
�
eP
�
; P.a/; C1.a/; C1c .a/; S 2.a/D �Cosh


��1S.a/; : : :
where C

�
eP
�
denotes the algebra of polynomials in e� .� 2 P/ and Cosh
 is

defined in (23).
• W-equivariance: For every w2W and �2a, we have

�
w ı D� ı w�1

�
f .x/ D Dw� f .x/C

X
˛2RC\wR�

k˛ h˛;w� i f .r̨ x/ :

Hence QDpqD QDp ı QDq for all symmetric polynomials p; q 2P.a/W.
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• Adjointness: Assume that k � 0. Then, for every �2a,
Z
a

dx ı.x/D� f .x/ g.�x/ D
Z
a

dx ı.x/ f .x/D�g.�x/ :

Examples

• The Heckman–Opdam Laplacian is given by

� f .x/ D
X n

jD1D
2
j f .x/

D

differential part Q� f .x/‚ …„ ƒX n

jD1@
2
j f .x/C

X
˛2RC

k˛ coth h˛; xi
2

@˛ f .x/C j
j2f .x/

�
X

˛2RC

k˛
j˛j2

4 sinh2 h˛; xi
2

˚
f .x/� f .r̨ x/

�
„ ƒ‚ …

difference part

;

where Dj, respectively @j denote the Cherednik operators, respectively the partial
derivatives with respect to an orthonormal basis of a.

• In dimension 1, the Cherednik operator is given by

Df .x/ D � @
@x

�
f .x/C ˚ k1

1� e�x C 2 k2
1� e�2 x

� ˚
f .x/�f .�x/� � 
 f .x/

D � @
@x

�
f .x/C ˚ k1

2
coth x

2
C k2 coth x

� ˚
f .x/�f .�x/� � 
 f .�x/

and the Heckman–Opdam Laplacian by

� f .x/ D � @
@x

�2
f .x/C ˚k1 coth x

2
C 2 k2 coth x

� �
@
@x

�
f .x/C 
2f .x/

�
n

k1

4 sinh2 x
2

C k2

sinh2x

o ˚
f .x/�f .�x/� ;

where 
D k1
2
C k2.

Hypergeometric Functions

Theorem 4.3 Assume that k� 0. Then, for every �2aC, the system

(
D�G� D h�; � iG� 8 �2a;
G�.0/D 1:
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has a unique smooth solution on a, which is called the Opdam hypergeometric
function.

Definition 4.4 The Heckman–Opdam hypergeometric function is the average

F�.x/ D 1

jWj
X

w2W G�.wx/ : (43)

Remark 4.5

• Conversely, G�.x/ can be recovered by applying to F�.x/ a linear differential
operator in x whose coefficients are rational functions of �.

• The expression G�.x/ extends to a holomorphic function of � 2 aC, x 2 aC i U
and k 2 V, where U is a W-invariant open neighborhood of 0 in a and V is a
W-invariant open neighborhood of fk 2K j k� 0g.

• The Heckman–Opdam hypergeometric function (43) is characterized by the
system

( QDp F� D p.�/F� 8 p 2 P.a/W ;
F�.0/D 1:

• In dimension 1, the Heckman–Opdam hypergeometric function reduces to the
Gauss hypergeometric function 2F1 or, equivalently, to the Jacobi functions'˛;ˇ� W

F�.x/ D 2F1.
C�; 
��I k1Ck2C 1
2
I � sinh2 x

2
/ D ' k1Ck2� 1

2 ; k2� 12
i 2� . x

2
/ ;

and the Opdam hypergeometric function to a combination of two such functions:

G�.x/ D ' k1Ck2� 12 ; k2� 12
i 2� . x

2
/C 
C�

2k1C2k2C1 .sinh x/ '
k1Ck2C 1

2 ; k2C 1
2

i 2� . x
2
/ :

• When kD 0, G�.x/ reduces to the exponential e h�; xi and F�.x/ to the function
Cosh�.x/.

• The functions G�
 and F�
 are equal to 1.
• Spherical functions 'G

� on Riemannian symmetric space G=K of noncompact
type are Heckman–Opdam hypergeometric functions. Specifically, if

(
R is the root system of .g; a/;

m˛D dim g˛;

set

(
RD 2R;
k2˛D 1

2
m˛:
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Then

'G
� .exp x/ D Fi �2

.2x/ :

We collect in the next two propositions asymptotics and estimates of the hypergeo-
metric functions.

Proposition 4.6 The following Harish–Chandra type expansions holdW

F�.x/ D
X

w2W c.w�/ˆw�.x/ ;

G�.x/ D 1Q
˛2QRC

.h�;˛_i/� 1
2 k˛=2� k˛/

X
w2W c.w�/‰w;�.x/ :

Here

c.�/ D c0
Y

˛2RC

�.h�;˛_iC 1
2 k˛=2 /

�.h�;˛_iC 1
2 k˛=2Ck˛ /

;

where c0 is a positive constant such that c.
/D 1, and

ˆ�.x/ D
X

`2QC

�`.�/ e
h��
�`; xi ;

‰w;�.x/ D
X

`2QC

�`.w; �/ e
hw��
�`; xi

are converging series, for generic �2aC and for every x2aC.
Proposition 4.7 Assume that k� 0.
• All functions G� with �2a are strictly positive.
• The ground function G0 has the following behaviorW

G0.x/ 	
n Y

˛2QRC

h˛;xi�0

�
1Ch˛; xi�o e�h
;xCi 8 x2a:

In particular,

G0.x/ 	
n Y

˛2QRC

�
1Ch˛; xi�o e�h
;xCi

if x 2 aC, while

G0.x/ 	 e�h
;xCi

if x 2� aC.
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• For every �2aC, �2a and x2a, we have

jG�C�.x/j 
 e h.Re�/C; xCi G�.x/ :

In particular, the following estimates hold, for every �2aC and x2a W

jG�.x/j 
 GRe�.x/ 
 G0.x/ e
h.Re�/C; xCi :

Cherednik Transform

From now on, we assume that k� 0.

Definition 4.8 The Cherednik transform is defined by

Hf .�/ D
Z
a

dx ı.x/ f .x/Gi�.�x/ : (44)

In next theorem, we collect the main properties of the Cherednik transform.

Theorem 4.9

• The Cherednik transform is an isomorphism between the L2 Schwartz space

S 2.a/ D �Cosh

��1 S.a/

and the Euclidean Schwartz space S.a/.
• Paley–Wiener Theorem: The Cherednik transform is an isomorphism between

C1c .a/ and the Paley–Wiener space PW.aC/. More precisely, let C be a W-
invariant convex compact neighborhood of the origin in a and let �.�/ D
maxx2C h�; xi be the associated gauge. Then the support of f 2 C1c .a/ is
contained in C if and only if hDHf satisfies (28).

• Inversion formula:

f .x/ D c1

Z
a

d� Qı.�/Hf .�/Gi�.x/ ; (45)

where

Qı.�/ D c20

jc.i�/j2
Y

˛2RC

� ih�;˛_iC 1
2 k˛=2Ck˛

� ih�;˛_iC 1
2 k˛=2

D
Y

˛2RC

�. ih�;˛_iC 1
2 k˛=2Ck˛ /

�. ih�;˛_iC 1
2 k˛=2 /

�.� ih�;˛_iC 1
2 k˛=2Ck˛C1/

�.� ih�;˛_iC 1
2 k˛=2C1/

(46)

and c1 is a positive constant.
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Remark 4.10

• In the W-invariant case, the Cherednik transform (44) reduces to

Hf .�/ D
Z
a

dx ı.x/ f .x/Fi�.�x/ (47)

and its inverse (45) to

f .x/ D c1 c
2
0

Z
a

d� jc.i�/j�2 Hf .�/Fi�.x/ : (48)

It is an isomorphism between S 2.a/W D �
Cosh


��1S.a/W and S.a/W ,
which extends to an isometric isomorphism, up to a positive constant, between
L2.a;ı.x/dx/W and L2.a; jc.i�/j�2d�/W .

• Formulae (47) and (48) are not symmetric, as the spherical Fourier transform (11)
and its inverse (12) on hyperbolic spaces Hn, or their counterparts (15) and (16)
on homogeneous trees Tq . The asymmetry is even greater between (44) and (45),
where the density (46) is complex-valued.

• There is no straightforward Plancherel identity for the full Cherednik trans-
form (44). Opdam has defined in [63] a vector-valued transform leading to a
Plancherel identity in the non-W-invariant case.

Rational Limit

Rational Dunk theory (in the crystallographic case) is a suitable limit of trigono-
metric Dunk theory, as Hankel analysis on R

n is a limit of spherical Fourier analysis
on H

n. More precisely, assume that the root system R is both crystallographic and
reduced. Then,

• the Dunkl kernel is the following limit of Opdam hypergeometric functions:

E�.x/ D lim "!0 G"�1�."x/ ;

• the Dunkl transform H rat is a limit case of the Cherednik transform H trig:

.H rat f /.�/ D lim "!0 "
�n�2� ˚H trig Œ f ."

�1: /�
�
."�1�/ ;

• likewise for the inversion formulae (25) and (45):

.H�1rat f /.x/ D const: lim "!0 "
nC2� ˚H�1trig Œ f ." : /�

�
."x/ :



46 J.-P. Anker

Intertwining Operator and (Dual) Abel Transform

In the trigonometric setting, consider again the Abel transform

A D F�1 ıH ;

which is obtained by composing the Cherednik transform H with the inverse
Euclidean Fourier transform F�1 on a, and the dual Abel transform A�, which
satisfies

Z
a

dx ı.x/ f .x/A�g.x/ D
Z
a

dy A f .y/ g.y/ :

Remark 4.11 In [85], A� D V is called the trigonometric Dunkl intertwining
operator and ADV� the dual operator.

Proposition 4.12

• For every � 2 a,

A ı D� D @� ıA and V ı @� D D� ı V :

• For every x 2 a, there is a unique tempered distribution �x on a such that

Vg.x/ D h�x; g i :

Moreover, the support of �x is contained in the convex hull of Wx.

Corollary 4.13 For every � 2 aC, we have

G�.x/ D h�x; e
� i and F�.x/ D h�W

x ;Cosh� i ; (49)

where Cosh� is defined in (23) and �W
x D 1

jWj
X

w2W �wx .

Remark 4.14

• The distribution�x is most likely a probability measure, as in the rational setting.
• This is true in dimension 1 .hence in the product case/, where

d�x.y/ D
(

dıx.y/ if xD0 or if k1Dk2D0:
�.x; y/dy otherwise:
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As far as it is concerned, the density �.x; y/ vanishes unless jyj < jxj. In the
generic case, where k1>0 and k2 >0, it is given explicitly by

�.x; y/ D 2k1Ck2�2 �.k1Ck2C 1
2 /p

� �.k1/ �.k2/
jsinh x

2
j�2k1 jsinh xj�2k2

�
Z jxj
jyj

dz .sinh z
2
/ .cosh z

2
� cosh y

2
/k1�1 .cosh x� cosh z/k2�1

� .sign x/
˚
e

x
2 .2 cosh x

2
/� e�

y
2 .2 cosh z

2
/
�
:

(50)

In the limit case, where k1D0 and k2>0,

�.x; y/ D 2k2�1 �.k2C 1
2 /p

� �.k2/
jsinh xj�2k2 .cosh x� cosh y/k2�1 .sign x/ .ex� e�y / :

(51)

In the other limit case, where k1> 0 and k2D 0, the density is half of (51), with
k2, x, y replaced respectively by k1, x

2
, y
2
.

Generalized Translations, Convolution and Product Formula

Definition 4.15

• The generalized convolution corresponds, via the Cherednik transform, to point-
wise multiplicationW

. f � g/.x/ D c1

Z
a

d� Qı.�/Hf .�/Hg.�/Gi�.x/ :

• The generalized translations are defined by

.�y f /.x/ D c1

Z
a

d� Qı.�/Hf .�/Gi�.x/Gi�.y/ : (52)

The key objects are again the tempered distributions

f 7�! h �x;y ; f i

defined by (52) and their averages

�W
x;y D 1

jWj
X

w2W �wx;wy ;

which enter the product formulae

G�.x/G�.y/ D h �x;y;G� i
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and

F�.x/F�.y/ D h �W
x;y;F� i : (53)

Example In dimension 1, the distributions �x;y are signed measures, which are
uniformly bounded in x and y. Explicitly [11],

d�x;y.z/ D

8̂
<̂
ˆ̂:
�.x; y; z/ dz if x; y 2R�;
dıy.z/ if xD 0;
dıx.z/ if yD 0;

where the density �.x; y; z/ is given by the following formulae, when x; y;z 2 R
�

satisfy the triangular inequality

ˇ̌jxj � jyj ˇ̌< jzj< jxjC jyj ;
and vanishes otherwise.

• Assume that k1> 0 and k2> 0. Then

�.x; y; z/ D 2k1�2 �.k1Ck2C 1
2 /p

� �.k1/ �.k2/
sign.xyz/ j sinh x

2
sinh y

2
j�2k1�2k2 .cosh z

2
/2k2

�
Z �

0

d� .sin�/2k2�1

� � cosh x
2

cosh y
2

cosh z
2

cos� � 1C cosh xC cosh yC cosh z

4

�k1�1
C

� � sinh
xC yC z

2
� 2 cosh x

2
cosh y

2
sinh z

2

C k1C2k2
k2

cosh x
2

cosh y
2

cosh z
2
.sin�/2

C sinh z� sinh x� sinh y

2
cos�

�
:

• Assume that k1D 0 and k2> 0. Then

�.x; y; z/ D 22k2�1 �.k2C 1
2 /p

� �.k2/
sign.xyz/ j.sinh x/.sinh y/j�2k2

� � sinh
xC yC z

2
sinh

� xC yC z

2
sinh

x� yC z

2
sinh

xC y� z

2

�k2

� � sinh
xC y� z

2

��1 e xCy� z
2 :

• In the other limit case, where k1 > 0 and k2D 0, the density is again half of the
previous one, with k2, x, y replaced respectively by k1, x

2
, y
2
.
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In higher dimension, we have the trigonometric counterparts of Problems (a), (b),
(c), (d), (e) in section “Generalized Translations, Convolution and Product Formula”
but fewer results than in the rational case. In particular, there is no formula like (40)
for radial functions. A new property is the following Kunze–Stein phenomenon,
which is typical of the semisimple setting and which was proved in [11] (see also
[14]) and [86].

Proposition 4.16 Let 1
 p< 2. Then there exists a constant C>0 such that

k f � gkL2 
 C k f kL p kgkL2 ;

for every f 2Lp.a;ı.x/dx/ and g2L2.a;ı.x/dx/.

Comments, References and Further Results

• The joint action of the Cherednik operators Dp, with p 2P.a/, and of the Weyl
group W may look intricate. It corresponds actually to a faithful representation
of a graded affine Hecke algebra [63].

• Heckman [45] considered initially the following trigonometric version

0D� f .x/ D @� f .x/C
X

˛2RC

k˛
2
h˛; � i coth h˛; xi

2

˚
f .x/� f .r̨ x/

�

of rational Dunkl operators, which are closely connected to (42):

D� f .x/ D 0D� f .x/ �
X

˛2RC

k˛
2
h˛; � i f .r̨ x/ :

These operators are W-equivariant:

w ı 0D� ı w�1 D 0Dw� ;

and skew-invariant:
Z
a

dx ı.x/ .0D� f /.x/ g.x/ D �
Z
a

dx ı.x/ f .x/ .0D�g/.x/ ;

but they don’t commute:

Œ 0D� ; 0D
 � f .x/ D
X

˛;ˇ2RC

k˛ kˇ
4

˚h˛; � i hˇ; 
i � hˇ; � i h˛; 
i� f .r̨ ř x/ :

• The hypergeometric functions x 7�! G�.x/ and x 7�!F�.x/ extend holomorphi-
cally to a tube aC iU in aC. The optimal width for F� was investigated in
[52].
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• Proposition 4.6 was obtained in [63]. The asymptotic behavior of F� was fully
determined in [59]. This paper contains in particular a proof of the estimate

F�.x/ 	
n Y

˛2QRC

h˛;�i¤0

�
1Ch˛; xi�o e h��
;xi 8 �; x2aC;

which was stated in [80] (see also [78]), and the following generalization of a
celebrated result of Helgason & Johnson in the symmetric space case:

F� is bounded if and only if � belongs to the convex hull of W
:

• The sharp estimates in Proposition 4.7 were obtained in [80] (see also [78]) and
[74].

• As in the rational case, we have not discussed the shift operators, which move
the multiplicity k by integers and which have proven useful in the W-invariant
setting (see [46, Part I, Chap. 3], [64, Sect. 5]).

• Rational limits in subsection “Rational Limit” have a long prehistory. In the
Dunkl setting, they have been used for instance in [1, 6, 15, 21, 71, 77],
. . . (seemingly first and independently in preprint versions of [15] and [21]).

• There are other interesting limits between special functions occurring in Dunkl
theory. For instance, in [74] and [73], Heckman–Opdam hypergeometric func-
tions associated with the root system An�1 are obtained as limits of Heckman–
Opdam hypergeometric functions associated with the root system BCn, when
some multiplicities tend to infinity. See [72] for a similar result about generalized
Bessel functions.

• The expressions (49) are substitutes for the integral representations (10) and (19).
A different integral representation of F� is established in [83].

• Formula (50) was obtained in [7] and used there to prove the positivity of �x

when k1>0 and k2 >0. A more complicated expression was obtained previously
in [39] and in [14]. It was used in [39] to disprove mistakenly the positivity of�x .
Another approach, which consists in proving the positivity of a heat type kernel,
was followed in [87–90]. But, as pointed out in [7] (see Remark 3.4), the same
flaw occurs in [87–89].

• It is natural to look for recurrence formulae over n for the five families of classical
crystallographic root systems An, Bn, Cn, BCn, Dn (see the Appendix). In the
case of An, an integral recurrence formula for F� (or for Jack polynomials) was
discovered independently by several authors (see for instance [44, 60, 76]). An
explicit expression of �W

x is deduced in [76] and [77], first for x 2 aC and next
for any x 2 aC. In particular, if k > 0, then �W

x is a probability measure, whose
support is equal to the convex hull of Wx and which is absolutely continuous with
respect to the Lebesgue measure, except for xD0 where �W

xDı0.
• As in the rational case (see the eighth item in subsection “Comments, References

and Further Results”), an explicit product formula was obtained in [70] and [92]
for Heckman–Opdam hypergeometric functions associated with root systems of
type BC and for certain continuous families of multiplicities.
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• Probabilistic aspects of trigonometric Dunkl theory were studied in [80] and [79]
(see also [78]). Regarding the heat kernel ht.x; y/, the estimate (20) was shown
to hold for ht.x; 0/ and some asymptotics were obtained for ht.x; y/. But there is
no trigonometric counterpart of the expression (29), neither precise information
like (30) about the full behavior of ht.x; y/.

• The bounded harmonic functions for the Heckman–Opdam Laplacian were
determined in [81].
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Appendix: Root Systems

In this appendix, we collect some information about root systems and reflection
groups. More details can be found in classical textbooks such as [48] or [50].

Definition A.1 Let a�R
n be a Euclidean space.

• A .crystallographic/ root system in a is a finite set R of nonzero vectors satisfying
the following conditionsW
(a) for every ˛2R, the reflection r˛.x/D x � 2 h˛; xij˛j2 ˛ maps R onto itself,
(b) 2 h˛; ˇ ij˛j2 2 Z for all ˛; ˇ2R.

• A root system R is reducible if it can be splitted into two orthogonal root systems,
and irreducible otherwise.

Remark A.2

• Unless specified, we shall assume that R spans a.
• ˛_D 2

j˛j2 ˛ denotes the coroot corresponding to a root ˛. If R is a root system,
then R_ is again a root system.

• Most root systems are reduced, which means that

(c) the roots proportional to any root ˛ are reduced to˙˛.
Otherwise the only possible alignment of roots is

�2˛;�˛;C˛;C2˛ :

A root ˛ is called

ı indivisible if ˛
2

is not a root,

www.fdpoisson.fr/madaca
www.fdpoisson.fr/madaca
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ı non-multipliable if 2˛ is not a root.

• We shall also consider non-crystallographic reduced root systems R, which
satisfy (a) and (c), but not necessarily (b).

Definition A.3

• The connected components of

f x2a j h˛; xi ¤ 0 8 ˛2R g

are called Weyl chambers. We choose any of them, which is called positive and
denoted by aC. RC denotes the set of roots which are positive on aC.

• The Weyl or Coxeter group W associated with R is the finite subgroup of the
orthogonal group O.a/ generated by the root reflections f r˛ j ˛2R g.

Remark A.4

• The group W acts simply transitively on the set of Weyl chambers.
• The longest element w0 in W interchanges aC and �aC.
• Every x2a belongs to the W-orbit of a single xC2aC.

There are six classical families of irreducible root systems:

• An (n�1) : a D f x2RnC1 j x0C x1C : : : C xnD 0 g
R D f ei� ej j 0
 i¤ j
 n g
aCD f x2a j x0 > x1 > : : : > xn g
WD SnC1

• Bn (n�2) : a D R
n

R D f˙ ei j 1
 i
 n g [ f˙ ei˙ ej j 1
 i< j
 n g
aCD f x2Rn j x1 > : : : > xn> 0 g
WD f˙1gnÌ Sn

• Cn (n�2) : a D R
n

R D f˙ 2 ei j 1
 i
 n g [ f˙ ei˙ ej j 1
 i< j
 n g
aCD f x2Rn j x1 > : : : > xn> 0 g
WD f˙1gnÌ Sn

• BCn (n�1) : a D R
n

R D f˙ ei;˙ 2 ei j 1
 i
 n g [ f˙ ei˙ ej j 1
 i< j
 n g
aCD f x2Rn j x1 > : : : > xn> 0 g
WD f˙1gnÌ Sn

• Dn (n�3) : a D R
n

R D f˙ ei˙ ej j 1
 i< j
 n g
aCD f x2Rn j x1 > : : : > jxnj g
WD f "2f˙1gn j "1 : : : "nD1 gÌ Sn

• I2.m/ (m�3) : a D C

R D f e i � j
m j 0
 j< 2m g

aCD f z2C� j � 1
2
� 1

m

�
� < arg z< �

2
g

WD .Z=mZ/Ì.Z=2Z/ (dihedral group)
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The full list of irreducible root systems (crystallographic or reduced) includes in
addition a finite number of exceptional cases:

E6; E7; E8; F4; G2; H3; H4:

Remark A.5 In the list above,

• the non crystallographic root systems are

H3;H4 and I2.m/ with

(
mD 5;
m� 7;

• all root systems are reduced, with the exception of BCn,
• there are some redundancies in low dimensionW

8̂
ˆ̂̂<
ˆ̂̂̂
:

A1�A1�D2� I2.2/

B2�C2� I2.4/ (up to the root length)

A2� I2.3/

G2� I2.6/ (up to the root length)

The 2-dimensional root systems (crystallographic or reduced) are depicted in Fig. 9.

Definition A.6 A multiplicity is a W-invariant function k W R�!C.

Remark A.7

• In Dunkl theory, one assumes most of the time that k� 0.
• Assume that R is crystallographic and irreducible. Then two roots belong to the

same W-orbit if and only if they have the same length. Thus k takes at most
three values. In the non crystallographic case, there are one or two W-orbits in R.
Specifically, by resuming the classification of root systems, k takes

ı 1 value in the following cases :

An; Dn; E6; E7; E8; H3; H4; I2.m/ with m odd;

ı 2 values in the following cases :

Bn; Cn; F4; G2; I2.m/ with m even;

ı 3 values in the case of BCn.
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A1×A1 BC1×BC1

A2 B2

C2 BC2

G2 I2(5)

Fig. 9 Two-dimensional root systems
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Abstract New understanding of Fuchsian ordinary differential equations due to
Katz and Oshima is presented. We extend it to regular holonomic systems, and
proceed to global analysis by using the extended notions. Problem of constructing
regular holonomic systems is also discussed.
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1 Introduction

Holonomic systems are natural extensions of ordinary differential equations, and
appear in physics, representation theory, theory of automorphic functions, and
so on. The deformation theory of linear differential equations is in a sense a
study of holonomic systems. Thus holonomic systems concern various branches
of physics and mathematics, and then seem to be a substantial object. There are
many similarities between holonomic systems and ordinary differential equations,
and also several differences. Recently, in the theory of Fuchsian ordinary differential
equations, a big progress is caused by Katz [12] and Oshima [14]. These results can
be applied to the study of holonomic systems, and will bring a new development.

In this lecture, we first explain the new understanding of Fuchsian ordinary
differential equations given by Katz and Oshima. Fuchsian ordinary differential
equations are classified by using the spectral types, and in each class equations are
connected by two operations—addition and middle convolution. Analytic properties
of solutions are transmitted by these operations. Next we apply these results to
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the study of regular holonomic systems. We can define the spectral type and the
middle convolution in this case similarly as in ODE case. These notions will
become powerful tools. We use them to construct regular holonomic systems. We
also focus on the difference between Fuchsian ordinary differential equations and
regular holonomic systems. For the global analysis of regular holonomic systems,
geometry of the singular locus plays a decisive role. We explain how to compute the
fundamental group of the complement of the singular locus, and how the topology
determines the analytic nature of solutions.

2 Basics of the Theory of Linear ODE in the Complex
Domain

In this section, we briefly review basic results for linear ordinary differential
equations in the complex domain bearing the extension to holonomic case in mind.

Let D be a domain in C (or in P
1 D C [ f1g). We consider a system of

differential equations

dY

dx
D A.x/Y (1)

of the first order, where Y D t.y1; y2; : : : ; yn/ is a vector of unknowns and A D
.ajk.x// an n � n-matrix with entries ajk.x/ holomorphic in D. Let a be any point
in D.

The following is the most fundamental theorem.

Theorem 2.1 For any vector Y0 2 C
n, there exists a unique solution Y.x/ of (1)

satisfying the initial condition

Y.a/ D Y0;

and Y.x/ is holomorphic in any disc centered at a contained in D.

To prove the theorem, we first show that there exists a unique formal solution at
a, and then prove the convergence of the formal solution by using a majorant series
method.

The following is also a fundamental result, which is almost a direct consequence
of the above theorem.

Theorem 2.2 Let Y.x/ be the solution in the previous theorem. For any curve � in
D with starting point a, the solution Y.x/ can be analytically continued along � .

We roughly sketch the proof. We can take a chain of discs each of which is
contained in D with center on the curve � , and which cover � . We may assume that
each disc contains the center of the next disc. Let B.aI r/ be the first disc, where
the solution Y.x/ converges. The center a1 of the next disc B.a1I r1/ is contained
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in B.aI r/. Thanks to Theorem 2.1, there exists a unique solution Y1.x/ in B.a1I r1/
satisfying the initial condition Y1.a1/ D Y.a1/. By the uniqueness of the solution at
x D a1, we have Y1.x/ D Y.x/ on a disc contained in B.aI r/\ B.a1I r1/ centered at
a1, which implies that Y.x/ can be continued analytically to the next disc B.a1I r1/.
Continuing this process, we come to the conclusion.

Theorem 2.2 implies that any solution of (1) is defined on the universal covering
QD of D. In other words, any solution of (1) is a multi-valued function on D. Let
U be a simply connected subdomain of D or the universal covering QD. By the
above theorems, we can show that the set of solutions on U makes a linear space of
dimension n. A basis of the linear space is called a fundamental system of solutions,
and the matrix consisting of a basis is called a fundamental matrix solution (FMS in
short).

Exercise 1 Show that, if a tuple of solutions of (1) is linearly independent at a point,
then it is linearly independent at any point of a common domain of definition.

Regular Singularity

Definition Let f .x/ be a (multi-valued) holomorphic function in 0 < jx � aj < r
which is not holomorphic at x D a. f .x/ is said to be regular singular at x D a if
there exists a positive constant N such that, for any �1 < �2,

jx � ajN j f .x/j ! 0 .x! a; �1 < arg.x � a/ < �2/

holds.

For example, f .x/ D log.x�a/ and f .x/ D .x�a/� with � 2 CnZ�0 are regular
singular at x D a.

Lemma 2.3 If f .x/ is regular singular at x D a and single valued in a neighbor-
hood of x D a, then x D a is a pole of f .x/.

Exercise 2 Show this lemma.

Now we consider Eq. (1), where A.x/ is meromorphic in some domain OD. A
singular point of A.x/ is called a singular point of Eq. (1).

Definition A singular point x D a of Eq. (1) is called a regular singular point if
any solution of (1) is at most regular singular at x D a.

For a scalar higher order differential equation, there is a simple criterion for
regular singularity (Fuchs’s theorem). We have only to look at the order of the poles
of the coefficients. There is no such simple criterion for the system (1) of the first
order, however, if x D a is a simple pole of A.x/, then x D a is a regular singular
point of Eq. (1).
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Let x D a be a simple pole of A.x/, and

A.x/ D A�1
x � a

C
1X

mD0
Am.x � a/m

the Laurent expansion. A square matrix is said to be non-resonant if difference of
any two distinct eigenvalues is not an integer.

Theorem 2.4 Assume that the residue matrix A�1 is non-resonant. Then there exists
a unique fundamental matrix solution of (1) of the form

Y.x/ D F.x/.x � a/A�1 ;

where

F.x/ D I C
1X
mD1

Fm.x � a/m

is a convergent series.

Corollary 2.5 Under the same assumption as Theorem 2.4, there exists a funda-
mental matrix solution of (1) of the form

QY.x/ D QF.x/.x � a/J;

where J is the Jordan canonical form of A�1,

QF.x/ D PC
1X

mD1
QFm.x � a/m

a convergent series, and P a matrix satisfying P�1A�1P D J. The coefficients QFm

are uniquely determined by P.

To prove Theorem 2.4, we show that Fm’s are uniquely determined, and then that
the series F.x/ is convergent. We can do this in a similar manner as the proof of
Theorem 2.1. The series QF.x/ in Corollary 2.5 is obtained by QF.x/ D F.x/P.

Monodromy Representations

Let b be any point in D, and Y.x/ a fundamental matrix solution of (1) on a simply
connected neighborhood of b in D. For any loop � in D with base point b, there
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exists M� 2 GL.n;C/ such that

��Y.x/ D Y.x/M�

holds, where �� denotes the analytic continuation along � . It is shown that M�

depends only on the homotopy class Œ�� 2 �1.D; b/. Then we have a map


 W �1.D; b/! GL.n;C/
� 7! M�

where we identified � with Œ��. It is easily shown that 
 is an anti-homomorphism.
We call 
 the monodromy representation of (1) with respect to Y.x/. The image of

 is said to be a monodromy group.

Two anti-homomorphisms


; 
0 W �1.D; b/! GL.n;C/

are said to be equivalent, if there exists C 2 GL.n;C/ such that 
.�/ D C
0.�/C�1
holds for any � 2 �1.D; b/. It is easy to show that, if we take another FMS, then we
get an equivalent monodromy representation.

Now we consider the domain

D D P
1 n fa0; a1; : : : ; apg;

where a0; a1; : : : ; ap are distinct points in P
1. Take b 2 D. For each aj, we take a

circle K with center aj such that the other ak’s are in the outside of K. We choose
a point c on K as a base point, and give K a positive direction. Take any path L in
D from b to c. We call the loop LKL�1 or the element in �1.D; b/ represented by
LKL�1 a .C1/-loop (or monodromy) for aj. By the definition, we see that any two
.C1/-loops for aj are conjugate in �1.D; b/. Then, for any .C1/-loop � for aj, the
conjugacy class Œ
.�/� is uniquely determined by aj. We call the conjugacy class
Œ
.�/� the local monodromy at aj.

3 Fuchsian Ordinary Differential Equations on P
1

We consider the case where A.x/ is a rational function in x, and let fa0; a1; : : : ; apg
be the set of singular points of (1). In this case, Eq. (1) is said to be Fuchsian if
any singular point aj is a regular singular point. Without loss of generality we may
assume that a0 D 1.
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A typical example of Fuchsian differential equation is given by

dY

dx
D
0
@ pX

jD1

Aj

x � aj

1
A Y; (2)

where A1;A2; : : : ;Ap are constant n � n-matrices. We set

A0 D �
pX

jD1
Aj:

In this note we call (2) a Fuchsian system. A Fuchsian system (2) is called non-
resonant if every Aj .0 
 j 
 p/ is non-resonant, and semi-simple if every Aj is
semi-simple.

Theorem 3.1 We consider two Fuchsian equations (1) and

dZ

dx
D B.x/Z (3)

of the same size and with the same set of singular points. Let 
 and 
0 be monodromy
representations of (1) and (3), respectively. Two monodromy representations 
 and

0 are equivalent if and only if there exists P.x/ 2 GL.n;C.x// such that the gauge
transformation Y D P.x/Z sends (1) to (3).

Proof Suppose that 
 and 
0 are equivalent. We can choose FMSs Y.x/ and Z.x/
of (1) and (3), respectively, so that 
 D 
0. Then, if we define P.x/ D Y.x/Z.x/�1,
it is single valued, and the entries of P.x/ has at most regular singularity. By
Lemma 2.3, we have P.x/ 2 M.n;C.x//, and hence P.x/ 2 GL.n;C.x//.

The converse assertion is easy. ut
The assertion of this theorem is a fundamental piece of the equivalence of

categories between Fuchsian ordinary differential equations and monodromy rep-
resentations. There are many other relations between Fuchsian equations and
monodromy representations.

Theorem 3.2 The monodromy representation 
 of (1) is reducible if and only if
there exists P.x/ 2 GL.n;C.x// such that the gauge transformation Y D P.x/Z
sends (1) to (3) with a coefficient of block triangular form

B.x/ D
 
� �
O �

!
:

Exercise 3 Prove Theorem 3.2.

Theorem 3.3 The monodromy group of (1) is finite if and only if any solution of (1)
is an algebraic function.
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To prove the theorem, we note that the number of the values of any entry of any
solution at any point is at most the order of the monodromy group. We can prove
the assertion by considering elementary symmetric polynomials of the branches.

These theorems show that it substantial to study monodromy representations for
the study of Fuchsian ordinary differential equations.

Rigidity of Monodromy and Spectral Types

Note that we are considering the domain D D P
1 n fa0; a1; : : : ; apg and b 2 D. Then

we have a presentation of the fundamental group given by

�1.D; b/ D h�0; �1; : : : ; �p j �0�1 � � ��p D 1i; (4)

where each �j is a .C1/-loop for aj. For 0 
 j 
 p, we set


.�j/ D Mj:

By the presentation, 
 is determined by the tuple .M0;M1; : : : ;Mp/. Then we denote

 D .M0;M1; : : : ;Mp/. Also by the presentation, we have

(
Mp � � �M1M0 D I;

ŒMj� is the local monodromy at x D aj .0 
 j 
 p/:
(5)

Note that, if we can apply Theorem 2.4 at a regular singular point x D aj, we have

ŒMj� D Œe2� iA�1 �;

where A�1 is the residue matrix of A.x/ at x D aj. Even for general case, the local
monodromy ŒMj� can be explicitly obtained from the differential equation (1).

Question Are the conditions (5) enough to determine the equivalence class Œ
�?

To consider this Question, we now look at several examples. We call 
 semi-
simple if all local monodromies are semi-simple.

Example

(i) n D 2; p D 2, 
: irreducible and semi-simple.
We can set


 D .A;B;C/
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with

8̂
<
:̂
CBA D I;

A �
	
˛1
˛2



; B �

	
ˇ1
ˇ2



; C �

	
�1
�2



;

where ˛1˛2ˇ1ˇ2�1�2 D 1 and ˛1 ¤ ˛2; ˇ1 ¤ ˇ2; �1 ¤ �2. The last three
conditions come from the irreducibility. Since C D .BA/�1, it is enough to
determine the equivalence class ŒA;B�. We have

ŒA;B� D
�	
˛1

˛2



;

	
a b
c d


�
:

By the irreducibility, we see bc ¤ 0. Then we have

�	
˛1
˛2



;

	
a b
c d


�
D
�	
˛1
˛2



;

	
a b0
1 d


�
;

where we set b0 D bc. From

	
a b0
1 d



�
	
ˇ1

ˇ2




we obtain
(
aC d D ˇ1 C ˇ2;
ad � b0 D ˇ1ˇ2:

From

BA D C�1 �
	
��11

��12




we obtain

˛1aC ˛2d D ��11 C ��12 :

These three equations determine a; b0; d uniquely. Thus the equivalence class
Œ
� is uniquely determined.

(ii) n D 2; p > 2, 
: irreducible and semi-simple.
We set 
 D .A;B;C1;C2; : : : /. Similarly to (i), we may set

ŒA;B;C1;C2; : : : � D
�	
˛1
˛2



;

	
a b0
1 d



;

	
x1 y1
z1 w1



;

	
x2 y2
z2 w2



; : : :

�
;
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where we have

	
xj yj
zj wj



�
	
�j1
�j2




for j D 1; 2; : : : . Compared with the first case, we have 4. p � 2/ more
unknowns, while the number of conditions increases by 2. p�2/, which implies
that the solution contains 2. p � 2/ parameters. Thus the equivalence class Œ
�
is not unique.

(iii) n D 3; p D 2, 
: irreducible and semi-simple. For 
 D .A;B;C/ with CBA D
I, we assume

A �
0
@˛ ˛

˛0

1
A

with ˛ ¤ ˛0 and B;C do not have multiple eigenvalues. We may set

ŒA;B� D
2
4A;

0
@ˇ1 ˇ2

ˇ3

1
A
3
5 :

Since rank.A � ˛I/ D 1, we have

A D ˛I C
0
@xy
z

1
A�1 p q

�
;

and we may send . p; q/ to .1; 1/ by a similar transformation which leaves
diagonal matrices invariant. Now calculating the trace of A, we get

3˛C xC yC z D 2˛C ˛0:

Then we can reduce the unknowns to y and z, while we have two conditions
coming from the eigenvalues of AB D C�1. Thus Œ
� is uniquely determined in
this case.

(iv) n D 3; p D 2, 
: irreducible and semi-simple, and we assume that the local
monodromies do not have multiple eigenvalues. After a similar normalization,
A depends on four parameters, while we have still two conditions. Then in this
case Œ
� is not unique.

Looking at these examples, we notice that the multiplicities of the eigenvalues of
the local monodromies play a substantial role. Then we define the following notion.
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For a semi-simple matrix A, we define the spectral type by the multiplicities of
the eigenvalues. Namely, if

A � diagŒ

m1‚ …„ ƒ
�1; : : : ; �1;

m2‚ …„ ƒ
�2; : : : ; �2; : : : ;

mq‚ …„ ƒ
�q; : : : ; �q �

with �j ¤ �k . j ¤ k/, we set

A\ D .m1;m2; : : : :mq/

and call it the spectral type of A. In general, we denote by ek.A; �/ the number of
the Jordan cells in the Jordan canonical form of A of eigenvalue � and of size � k.
Let �1; �2; : : : be the eigenvalues of A. Then the spectral type of A is defined by

A\ D ..e1.A; �1/; e2.A; �1/; : : : /; .e1.A; �2/; e2.A; �2/; : : : /; : : : /:

For example, if

A �

0
BBBBBBB@

� 1

� 1

�

�

� 1

�

1
CCCCCCCA
;

we have

A\ D ..211/; .11//:

For a monodromy representation 
 D .M0;M1; : : : ;Mp/, we define its spectral
type by


\ D .M\
0;M

\
1; : : : ;M

\
p/:

Now we return to the Question. We have seen that the equivalence class Œ
� is
sometimes uniquely determined by the local monodromies and sometimes is not.

Definition A monodromy representation 
 is called rigid if its equivalence class Œ
�
is uniquely determined by the local monodromies.

There is a very simple criterion for the rigidity.
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Definition For a monodromy representation 
 D .M0;M1; : : : ;Mp/ of rank n, we
define the index of rigidity � by

� D .1 � p/n2 C
pX

jD0
dimZ.Mj/;

where Z.M/ denotes the centralizer of M.

Theorem 3.4 (Katz [12]) If 
 is irreducible, � 
 2 holds. In this case, 
 is rigid if
and only if � D 2.

Thus to know the rigidity, we have only to compute the index of rigidity. The
dimension of the centralizer can be calculated as follows.

Proposition 3.5 Let the spectral type of M be given by

M\ D ..e.1/1 ; e.1/2 ; : : : /; .e.2/1 ; e.2/2 ; : : : /; : : : /:

Then we have

dimZ.M/ D
X
j

X
k

�
e. j/k

�2
:

Exercise 4 Prove Proposition 3.5.

Exercise 5 Show that the index of rigidity is an even number.

Hence, the rigidity is determined by the rank n, the number of the singular points
pC 1 and the spectral type 
\. We have a natural question. Does there exist a rigid
monodromy representation for any .n; p; 
\/ with � D 2?

We give a table of .n; 
\/ with � D 2 for n 
 4:

n D 2 W ..11/; .11/; .11//;

n D 3 W ..21/; .111/; .111//; ..21/; .21/; .21/; .21//;

n D 4 W ..31/; .14/; .14//; ..22/; .211/; .14//; ..211/; .211/; .211//;

..31/; .31/; .22/; .211//; ..31/; .22/; .22/; .22//;

..31/; .31/; .31/; .14//; ..31/; .31/; .31/; .31/; .31//:

We shall see later that, in the above table, there is a spectral type which cannot be
realized by any monodromy representation.

Notational Remark In the above table, each inner parenthesis in each 
\ represents
a spectral type of a local monodromy, and in particular it represents a semi-simple
one. However, thanks to Proposition 3.5, the index of rigidity does not change if we
put parentheses further in the inner parenthesis to denote a non semi-simple spectral
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type: e.g. .111/; ..11/1/ and ..111// give the same dimension of the centralizer.
Then we can understand that the above table also gives non semi-simple spectral
types.

As mentioned above, in the above table there is a spectral type which cannot be
realized by any monodromy representation. Thus we notice another problem. It is
Kostov [13] who formulated and solved the problem below.

Problem (Deligne-Simpson Problem, DSP for Short) For an irreducible rep-
resentation 
, the spectral type 
\ is called irreducibly realizable. DSP asks a
numerical criterion for irreducibly realizable spectral types.

DSP is solved by Kostov and also by Crawley-Boevey [1]. We combine the
solution by the latter with the operation middle convolution to get an algorithm
for the irreducibly realizability. Now we explain the middle convolution.

Middle Convolution

Riemann-Liouville integral is defined by

.I�a /.f /.x/ D
1

�.�/

Z x

a
f .t/.x � t/��1 dt;

where � 2 C. It is regarded as a “complex time” differentiation, since we have

.I�na /.f /.x/ D f .n/.x/

for n 2 Z�0. (This equality can be shown by using the method of finite part of
divergent integrals by Hadamard.)

We consider a Fuchsian system (2). Let Y.x/ be any solution of (2), and
construct a differential equation satisfied by .I�a /.Y/.x/. The obtained equation may
be reducible. If so, take the irreducible part. It turns out that the resulting equation is
again a Fuchsian system with the same set of singular points. We call this operation
the middle convolution with parameter �, and denote by mc�:

.2/
mc��! dZ

dx
D
0
@ pX

jD1

Bj

x � aj

1
AZ:

We also denote this correspondence by

mc�.A0;A1; : : : ;Ap/ D .B0;B1; : : : ;Bp/;
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where B0 D �Pp
jD1 Bj. Explicit description of the middle convolution is given in

[3].
Middle convolution mc� induces a transformation of the monodromies. For a

monodromy representation 
 of the system (2), we get a monodromy representation

0 of the system mc�.2/. We denote by MC� the operation 
 7! 
0.

Middle convolution possesses the following basic properties. We assume some
generic condition on the system (2). Then we have

mc0 D id:;

mc� ı mc� D mc�C�;

mc� keeps the index of rigidity;

mc� keeps the irreducibility;

mc� keeps the deformation equation:

(Refer to [3, 4, 8, 9, 12].) Corresponding properties also hold for MC�.
Now we introduce another operation. Let ˛ D .˛1; ˛2; : : : ; ˛p/ be a point in C

p.
The operation

.A1;A2; : : : ;Ap/ 7! .A1 C ˛1I;A2 C ˛2I; : : : ;Ap C ˛pI/

is called the addition with parameter ˛. This operation corresponds to the gauge
transformation

Y.x/ 7!
pY

jD1
.x � aj/

˛j � Y.x/

of the system (2).
The following is one of the main results in [12].

Theorem 3.6 (Katz [12]) Any irreducible rigid Fuchsian system can be obtained
from a differential equation of rank 1 by a finite iteration of additions and middle
convolutions.

A differential equation of rank 1 is given by

dy

dx
D
0
@ pX

jD1

˛j

x � aj

1
A y;

which is explicitly solved by

y.x/ D
pY

jD1
.x � aj/

˛j :
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As a consequence of Theorem 3.6, many quantities for rigid equations can be
computed by the iteration of additions and middle convolutions: Monodromy
representations, connection coefficients, integral representations of solutions, power
series expansions of solutions, irreducibility conditions, and so on [4, 10, 14].

We can describe the change of the spectral type by middle convolution. Assume
that the Fuchsian system (2) is non-resonant. This is an essential assumption
because, under this assumption, we have Mj � e2� iAj and M\

j D A\j . Moreover,
for simplicity, we assume that the system (2) is semi-simple. Set

mc�.A0;A1; : : : ;Ap/ D .B0;B1; : : : ;Bp/:

For each j, we set

A\j D .m. j/1 ;m. j/2 ; : : : ;m. j/qj
/:

Here m. j/1 denotes the multiplicity of the eigenvalue 0 (resp. �) for 1 
 j 
 p (resp.

j D 0). Then, by this convention, m. j/1 can be 0. We set

g D
pX

jD0
m. j/1 :

Then, if mc�.2/ is also semi-simple, we obtain

B\j D
�
m. j/1 � .g � . p � 1/n/;m. j/2 ; : : : ;m. j/qj

�
.0 
 j 
 p/;

where n denotes the rank of (2). Thus the rank of mc�.2/ becomes pn � g. We set
d D g � . p� 1/n.

Example

(i) .A\0;A
\
1;A

\
2/ D ..21/; .111/; .111//. We have g D 2 C 1 C 1 D 4, and then

d D 4 � .2 � 1/ � 3 D 1. Then the spectral type changes to

..11/; .011/; .011//D ..11/; .11/; .11//:

(ii) ..31/; .31/; .31/; .1111//. We have g D 10 and d D 2. Then the spectral type
changes to

..11/; .11/; .11/; .�1 111//;

which is impossible by the existence of �1. This implies that the spectral type
..31/; .31/; .31/; .1111// is not realizable.
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Algorithm for Irreducibly Realizable Spectral Types

We give an algorithm which gives a solution to DSP. Here we explain only in semi-
simple case. For the general case, refer to [8].

We start from a spectral type

�
.m.0/1 ;m

.0/
2 ; : : : ; /; .m

.1/
1 ;m

.1/
2 ; : : : /; : : : ; .m

. p/
1 ;m. p/2 ; : : : /

�

with

X
k

m. j/k D n .0 
 j 
 p/:

Step 1. Calculate the index of rigidity �.

2
66664

� > 2 ! Not irreducibly realizable

� 
 2 !

2
64
� D 0 & g:c:d

j;k
fm. j/k g � 2! Not irreducibly realizable

otherwise! Go to Step 2

Step 2. Assume that, for each j, m. j/1 is the maximum among m. j/k .k D 1; 2; : : : /.
Set

d D
pX

jD0
m. j/1 � . p � 1/n:

2
6664

d 
 0 ! Irreducibly realizable

d > 0 !
2
4m. j/1 < d .9j/! Not irreducibly realizable

m. j/1 � d .8j/! Go to Step 3

Step 3. Make a new spectral type

�
.m.0/1 � d;m.0/2 ; : : : /; .m

.1/
1 � d;m.1/2 ; : : : /; : : : ; .m

. p/
1 � d;m. p/2 ; : : : /

�

with n0 D n � d.
"
n0 D 1 ! Irreducibly realizable & Rigid

n0 > 1 ! Go back to Step 2
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Thus the spectral type is irreducibly realizable if d 
 0 in Step 2 or if n0 D 1

in Step 3. You will see that the spectral type made in Step 3 is the result of
middle convolution. If n0 D 1, the corresponding equation is of rank 1, which
evidently exists. In this case, our algorithm gives a proof of Theorem 3.6. Irreducibly
realizability for the case d 
 0 in Step 2 is a consequence of the result of Crawley-
Boevey [1].

An irreducibly realizable spectral type is called basic if it is an output of this
algorithm.

Theorem 3.7 (Oshima [14]) For every value of � .
 2/, the number of the basic
spectral types is finite.

We give a list of basic spectral types for � D 0 and �2.
� D 0 W

�
.11/; .11/; .11/; .11/

�
;
�
.111/; .111/; .111/

�
;

�
.22/; .14/; .14/

�
;
�
.33/; .222/; .16/

�

� D �2 W
�
.11/; .11/; .11/; .11/; .11/

�
;
�
.21/; .21/; .111/; .111/

�
;

�
.22/; .22/; .22/; .211/

�
;
�
.31/; .22/; .22/; .14/

�
;

�
.211/; .14/; .14/

�
;
�
32/; .15/; .15/

�
;

�
.221/; .221/; .15/

�
;
�
.33/; .2211/; .16/

�
;

�
.222/; .222/; .2211/

�
;
�
.44/; .24/; .2311/

�
;

�
.44/; .332/; .18/

�
;
�
.55/; .331/; .25/

�
;

�
.66/; .43/; .2511/

�

Since the above algorithm is based on the middle convolution (and addition),
any irreducibly realizable spectral type is connected to a basic spectral type by a
finite iteration of middle convolutions and additions. Then as in rigid case, many
quantities of an irreducible Fuchsian system can be obtained from ones of the
corresponding Fuchsian system with basic spectral type. Thus the study of Fuchsian
differential equations is reduced to the study of basic ones.

4 Regular Holonomic Systems

In this section, we consider linear Pfaffian systems. A Pfaffian system is a useful
normal form of holonomic systems. In the theory of holonomic systems, one usually
consider the behavior of solutions in a regular domain together with the behavior
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at singular locus. In this lecture, we study only the behavior in a regular domain;
namely, we consider only an “open part” of holonomic systems. For detailed proofs
of the assertions in this section, please refer to [8]. For readers who are interested in
purely algebraic descriptions, we recommend [2].

Let X be a domain in C
n, and x D .x1; x2; : : : ; xn/ a coordinate of Cn. We consider

a linear Pfaffian system

du D
 

nX
kD1

Ak.x/ dxk

!
u; (6)

where u D t.u1; u2; : : : ; uN/ is a vector of unknowns and, for each k, Ak.x/ is an
N � N-matrix function holomorphic on X. Note that (6) is a collection of partial
differential equations

@u

@xk
D Ak.x/u .1 
 k 
 n/:

Definition Integrability condition (I.C.) means the system of differential equations

@Ak

@xl
C AkAl D @Al

@xk
C AlAk .1 
 k; l 
 n/:

Theorem 4.1 Suppose that the Pfaffian system (6) satisfies the integrability condi-
tion. Then, for any a 2 X and u0 2 C

N, there exists a unique solution u.x/ satisfying

u.a/ D u0:

u.x/ is holomorphic in any polydisc with center a which is contained in X.

Theorem 4.2 Assume the integrability condition. Then any solution of (6) can be
analytically continued along any curve in X.

Theorems 4.1 and 4.2 can be shown in analogous ways as the proofs of
Theorems 2.1 and 2.1, respectively. Thanks to Theorem 4.2, we can define the
monodromy representation for (6) in a completely similar way as in one variable
case.

Regular Singularity

Let U be a domain in C
n, and '.x/ a holomorphic function on U. We set

E D fx 2 U j '.x/ D 0g;
E0 D fx 2 E j grad'.x/ ¤ 0g:
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We consider a Pfaffian system with logarithmic singularity along E:

du D .A.x/d log'.x/C�1/ u;

where A.x/ is an N �N-matrix function holomorphic on U and�1 an N �N-matrix
1-form holomorphic on U. We study this Pfaffian system locally in a neighborhood
of a point a 2 E0. By a coordinate change, we can send E to x1 D 0 locally and a to
0. Then we have

du D
 	

B1.x0/
x1
C C1.x/



dx1 C

nX
kD2

Ak.x/ dxk

!
u; (7)

where we set x0 D .x2; : : : ; xn/, and B1;C1;Ak are holomorphic at 0.
The following is a particular assertion of a basic fact which holds for regular

holonomic systems in general.

Theorem 4.3 Suppose that the Pfaffian system (7) satisfies the integrability condi-
tion. Then the Jordan canonical form of B1.x0/ does not depend on x0.

Proof From the integrability condition, we obtain

@

@xk

	
B1
x1
C C1



C
	
B1
x1
C C1



Ak D @Ak

@x1
C Ak

	
B1
x1
C C1




for k � 2. We set Dk.x0/ D Ak.0; x0/. Then comparing the coefficients of 1=x1 in
both sides of the above equation, we get

@B1
@xk
D ŒDk;B1� .k � 2/:

We also obtain

@Dk

@xl
C DkDl D @Dl

@xk
C DlDk .2 
 k; l 
 n/

from the integrability condition. The latter equalities are the integrability condition
for the Pfaffian system

dp D
 

nX
kD2

Dk.x
0/ dxk

!
p: (8)
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Thanks to Theorem 4.1, we have a fundamental matrix solution P.x0/ of the Pfaffian
system. Now we have

@

@xk
.P�1B1P/ D �P�1 @P

@xk
P�1B1PC P�1

@B1
@xk

PC P�1B1
@P

@xk

D �P�1DkB1PC P�1ŒDk;B1�PC P�1B1DkP

D O:

This completes the proof. ut
Theorem 4.4 Suppose that the Pfaffian system (7) satisfies the integrability condi-
tion, and that the Jordan canonical form J of B1.x0/ is non-resonant. Then we have
a fundamental matrix solution

U.x/ D F.x/x1
J ;

where F.x/ is holomorphic and invertible at x D 0.
Proof We can take a fundamental matrix solution P.x0/ of (8) such that P�1B1P
becomes the Jordan canonical form J. Look at the x1-equation of the Pfaffian
system (7):

@u

@x1
D
	
B1.x0/
x1
C C1.x/



u:

Applying Corollary 2.5, we get a fundamental matrix solution

U.x1; x0/ D F.x1; x
0/x1J ;

where

F.x1; x
0/ D P.x0/C

1X
mD1

Fm.x
0/x1m:

Fm’s are uniquely determined by P. We shall show that U.x1; x0/ satisfies the Pfaffian
system (7). Put this solution to the xk-equation of (7):

@u

@xk
D Ak.x/u:

Then we have

@F

@xk
x1

J D Ak.x/Fx1
J;
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which induces

@F

@xk
D Ak.x/F: (9)

To show Eq. (9), we consider the function

'.x/ D @F

@xk
x1

J � AkFx1
J :

By the integrability condition, we see that ' satisfies the x1-equation, and '.x/x1�J
takes 0 at x D 0. Then uniqueness of solution implies ' D 0. Thus U.x/ becomes a
solution of the Pfaffian system (7). ut

Monodromy Representations

We proceed to the global analysis. Let '.x/ D '.x1; x2; : : : ; xn/ be a reduced
polynomial, and

'.x/ D
Y
j

'j.x/

its irreducible decomposition. We set

S D fx 2 C
n j '.x/ D 0g; Sj D fx 2 C

n j 'j.x/ D 0g:

We denote the hyperplane at infinity in P
n by H1, and set NS D S[H1. As a domain

of definition, we take

X D C
n n S D P

n n NS:

We consider a regular holonomic system singular along NS. Let


 W �1.X; b/! GL.N;C/

be its monodromy representation. For each irreducible component Sj, take a point
p 2 Sj which is a regular point of S (i.e. grad'. p/ ¤ 0). Take a complex line H
passing through p in general position with respect to S. Let K be a .C1/-loop for p
on H, and take a path L in X from b to the base point of K. We call the loop LKL�1
a .C1/-loop (or monodromy) for Sj. The following proposition is fundamental.

Proposition 4.5 Take any irreducible component Sj. Any two .C1/-loops for Sj are
conjugate in �1.X; b/.
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Thanks to Proposition 4.5, for any .C1/-loop � for Sj, Œ
.�/� is uniquely
determined by Sj. We call it the local monodromy at Sj. Thus we notice that
irreducible components Sj of S play a similar role as singular points in ordinary
differential equations.

In the case of Fuchsian ordinary differential equations, we have fundamental
conditions (5) for the generators of the monodromy. The first one comes from the
presentation of the fundamental group. Then also in regular holonomic case, the
condition coming from a presentation of the fundamental group will play a basic
role. For the presentation, Zariski gave very effective ways. First, he showed that

�1.P
n n NS/ ' �1.Pn�1 n NS0/

for n > 2, where Pn�1 denotes a hyperplane in P
n in general position with respect to

NS, and NS0 D P
n�1 \ NS. This result is called Zariski’s hyperplane section theorem (cf.

[6, 15]). Then we have only to study the case n D 2. Next he gave an effective way
to get a presentation of �1.P2 n NS/, which is called Zariski-van Kampen theorem (cf.
[16]). Let S be a curve in C

2 which is defined by a polynomial of total degree d.
Take a line H which meets with S at d points. Then Zariski-van Kampen theorem
asserts that

�1.C
2 n S/ D h�1; : : : ; �d j �gkj D �j .1 
 j 
 d; 1 
 k 
 e/i;

where �1; : : : ; �d are generators of �1.H n .H \ S//. We shall not explain �gkj here.
We give several examples of fundamental groups whose presentations are

obtained by applying Zariski-van Kampen theorem.

Example

(i) S D fxy D 0g � C
2.

�1.C
2 n S/ D h�1; �2 j �1�2 D �2�1i ' Z

2:

(ii) S D fxy.x � y/ D 0g � C
2.

�1.C
2 n S/ D h�1; �2; �3 j �1�2�3 D �2�3�1 D �3�1�2i :

(iii) S D fx.x � 1/y.y � 1/.x � y/ D 0g � C
2.

�.C2 n S/ D
*
�1; �2; �3; �4; �5

ˇ̌
ˇ̌
ˇ
�1�2 D �2�1; �4�5 D �5�4;
�1�3�5 D �3�5�1 D �5�1�3;
�2�3�4 D �3�4�2 D �4�2�3

+
:

We find that, compared with the one dimensional case (4), there appear various
relations among the generators. This makes the global study of regular holonomic
systems very different from ODE case, and also interesting.
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As in ODE case, we can see global natures of solutions of regular holonomic
systems by studying monodromy representations. The following theorem is funda-
mental.

Theorem 4.6 Consider a holonomic system with logarithmic singularity along a
hypersurface NS � P

n. Let f .x/ be a rational function (i.e. a ratio of two polynomials
with constant coefficients) in the entries of solutions of the holonomic system. If f .x/
is holomorphic and single valued on Pn n NS, it is a rational function in x1; x2; : : : ; xn.

To show the theorem, we first take a complex line which go through a regular
point a of S. We apply Lemma 2.3 to show that a is at most a pole on the line. By
varying the complex line, we see that '.x/mf .x/ is holomorphic in a neighborhood
of a, where '.x/ is a defining polynomial of S and m is some non-negative integer.
Since the set of the singular points of S is of codimension at least 2, by Hartogs’s
theorem, we see that '.x/mf .x/ is globally holomorphic. Since H1 is also at most
regular singular, it is at most a pole. Then '.x/mf .x/ is a polynomial, which implies
the conclusion.

By using this theorem, we obtain several results. The first one is a similar
assertion to ODE case.

Theorem 4.7 Two regular holonomic systems of the same rank singular along a
common hypersurface NS � P

n have isomorphic monodromy representations if and
only if they can be transformed from one to the other by a gauge transformation
with coefficients in rational functions in Cn.

The second one is a proper phenomenon for higher dimensional case.

Theorem 4.8 If the fundamental group �1.Pn n NS/ is commutative, then, for any
completely integrable linear Pfaffian system with logarithmic singularity along NS,
all solutions are elementary.

Proof For each j, let �j be a .C1/-loop for the irreducible component Sj. Since
�1.P

n n NS/ is commutative, by the help of Zariski’s hyperplane section theorem and
Zariski-van Kampen theorem, we see that �1.PnnNS/ is an abelian group generated by
�j’s. Take any FMS U.x/, and consider the monodromy representation 
 with respect
to U.x/. Set 
.�j/ D Mj. Note that Mj’s are commutative. We can take Aj such that
e2� iAj D Mj and that Aj’s are commutative each other. Define ˆ.x/ D Q

j 'j.x/
Aj .

Then we see that U.x/ˆ.x/�1 is single valued, which implies that it is rational by
Theorem 4.6. ut

This assertion is first obtained by Gérard-Levelt [5]. Our proof can be regarded
as a multiplicative version of their proof.

The rigidity of monodromy representations can be defined in a completely similar
manner.

Definition A monodromy representation 
 is called rigid if its equivalence class
Œ
� is uniquely determined by the local monodromies. 
 is called almost rigid if
there are only a finite number of equivalence classes which have the same local
monodromies as 
.
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In general, there are many more relations among the generators of �1 compared
with one dimensional case. Then monodromy representations are prone to be
(almost) rigid.

Example Appell’s hypergeometric series F1;F2;F3 and F4 satisfy regular holo-
nomic systems, and the holonomic systems can be transformed to linear Pfaffian
systems with the same singular locus

NS D fx1.x1 � 1/x2.x2 � 1/.x1 � x2/ D 0g [H1:

We can show that the monodromy representations of these Pfaffian systems are
almost rigid [11].

We explain F1’s case. We set S1 D fx1 D 0g, S2 D fx2 D 1g, S3 D fx1 D x2g,
S4 D fx1 D 1g and S5 D fx2 D 0g. The Pfaffian system is of rank 3, and the spectral
types of local monodromies at S1; S2; S3; S4; S5IH1 are .21; 21; 21; 21; 21I 21/. Let


 W �1.P2 n NS/! GL.3;C/

be an anti-homomorphism. We take the generators of the fundamental group in the
previous example (iii), and set 
.�j/ D Mj .1 
 j 
 5/. We assume that the spectral
types of Mj are .21/. Without loss of generality, we may assume

Mj �
0
@1 1

ej

1
A

with ej ¤ 0; 1 .1 
 j 
 5/. We look for an irreducible tuple .M1;M2; : : : ;M5/

with the above Jordan canonical form satisfying ŒM1;M2� D O, ŒM4;M5� D O,
M5M3M1 D M3M1M5 D M1M5M3 and M4M3M2 D M3M2M4 D M2M4M3. We
find that such tuple exists only when e1e2 D e4e5 holds. Under this condition, there
are two equivalence classes of irreducible 
. Thus the monodromy representation
of F1 is almost rigid. Note that these two equivalence classes have distinct local
monodromy at x D 1 and y D 1 in the compactification P

1 � P
1 of C2. Namely,

the monodromy representation of F1 is rigid if we consider it in P
1 � P

1.
For the details of this argument and for the results in the case of F2;F3;F4, please

refer to [11].

Middle Convolution

Middle convolution plays a substantial role in the Katz theory for Fuchsian ordinary
differential equations. We expect it also important in the study of regular holonomic
systems. In this section, we try to extend the definition of middle convolution
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to a class of Pfaffian systems with logarithmic singularities along hyperplane
arrangements, and apply it to the study of constructing regular holonomic systems.

Let

Hj D fx 2 C j hj.x/ D 0g .1 
 j 
 g/

be hyperplanes in C
n, where hj.x/ is a polynomial of degree 1. Let A1;A2; : : : ;Ag

be constant N � N-matrices. We consider a Pfaffian system

du D
0
@ gX

jD1
Ajd log hj

1
A u: (10)

We assume that the system (10) is completely integrable. This condition can be
explicitly described [7].

We define the middle convolution of (10) in xk-direction. Without loss of
generality, we take k D 1. We set J1 D fj j @hj=@x1 ¤ 0g, and for j 2 J1, we
write hj.x/ D cj.x1 � aj/ with cj 2 C

� and aj 2 CŒx2; : : : ; xn�. Then the x1-equation
of (10) is

@u

@x1
D
0
@X

j2J1

Aj

x1 � aj

1
A u: (11)

We take a middle convolution of (11) with parameter � as an ODE, and denote it by
mc�.11/.

Theorem 4.9 The differential equation mc�(11) can be prolonged to a Pfaffian
system in x1; x2; : : : ; xn, which is completely integrable.

We call the prolonged Pfaffian system the middle convolution of (10) with
parameter � in x1-direction, and denote it by mcx1� .10/. As we have explained in
section “Middle Convolution” in section 3, solutions of the equationmc�.11/ can be
expressed by Riemann-Liouville integrals of solutions of (11), which are functions
in x1; x2; : : : ; xn and satisfy a completely integrable system. In this way, we can
prove Theorem 4.9. For the detailed proof, please refer to [7]. In the same paper, we
show the following fundamental properties of the middle convolution:

mcxk0 D id:;

mcxk� ı mcxk� D mcxk�C�;

mcxk� keeps the irreducibility.
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Example Let A1;A2; : : : ;A5 be constant N �N-matrices. We consider a completely
integrable Pfaffian system

du D
	
A1

dx

x
C A2

dy

y � 1 C A3
d.x � y/

x � y
C A4

dx

x � 1 C A5
dy

y



u:

Take � 2 C. By making a Riemann-Liouville integral of a solution of the x-equation
of this system with parameter �, we find that the integral satisfies the Pfaffian system

dv D
	
B1

dx

x
C B2

dy

y � 1 C B3
d.x � y/

x � y
C B4

dx

x � 1 C B5
dy

y



v

of rank 3N, where B1;B2; : : : ;B5 are defined by

B1 D
0
@A1 C �I A3 A4O O O

O O O

1
A ; B3 D

0
@O O O
A1 A3 C �I A4
O O O

1
A ;

B4 D
0
@O O O
O O O
A1 A3 A4 C �I

1
A ;

B2 D
0
@A1 O O
O A2 C A4 �A4
O �A3 A2 C A3

1
A ; B5 D

0
@A3 C A5 �A3 O
�A1 A1 C A5 O
O O A5

1
A :

It is shown that this system is also completely integrable. The system may be
reducible, and in such case, we can get the maximal invariant subspace W with
respect to the action of B1;B2; : : : ;B5. Explicitly, we have W D KC L, where

K D ft.v1; v3; v4/ j vj 2 KerAj . j D 1; 3; 4/g;
L D Ker .B1 C B3 C B4/:

By taking the action on the quotient space C3N=W, we get an irreducible completely
integrable Pfaffian system, which is the middle convolution with parameter � in x-
direction.

By combining Theorem 3.6 and middle convolution for Pfaffian systems, we have
a way of constructing completely integrable Pfaffian systems from rigid Fuchsian
ordinary differential equations.

Let (E) be a rigid Fuchsian ordinary differential equation with .mC 1/ singular
points (m � 3). We may assume that three singular points are normalized to 0; 1;1,
and denote the singular point by y1 D 0; y2 D 1; y3; : : : ; ym; ymC1 D 1. Thanks to
Theorem 3.6, we have a chain of additions and middle convolutions which connects
(E) to a differential equation (F) of rank 1. Set y0 D x, where x denotes the
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independent variable of the equation (E). We have a Pfaffian system

du D
0
@ X
0�j<k�m

ajk
d.yj � yk/

yj � yk

1
A u

of rank 1 such that the y0-equation coincides with (F). We can take any value of ajk 2
C for 1 
 j < k 
 m, and for these any values, the system is completely integrable
because it is of rank 1. Now apply the chain of additions and middle convolutions in
the converse way, in which the middle convolutions are ones in y0-direction. Then
we obtain a completely integrable Pfaffian system whose y0-equation coincides with
(E).

In this way, we can prolong rigid equations with at least four singular points to
completely integrable Pfaffian systems in the original independent variable together
with the positions of singular points as new variables. In other words, we can deform
(E) in this way.

Example In section “Rigidity of Monodromy and Spectral Types” we give a table
of rigid spectral types. There we find three spectral types with four components:

..21/; .21/; .21/; .21//; ..31/; .31/; .22/; .211//; ..31/; .22/; .22/; .22//:

We shall construct Pfaffian systems by using these spectral types.
We have the following chains of additions and middle convolutions connecting

the above spectral types to the spectral type ..1/; .1/; .1/; .1// of rank 1:

..31/; .31/; .22/; .211//
dD3C3C2C1�2�4D1��������������! ..21/; .21/; .12/; .21//;

..31/; .22/; .22/; .22//
dD3C2C2C2�2�4D1��������������! ..21/; .12/; .12/; .12//;

..21/; .21/; .21/; .21//
dD2C2C2C2�2�3D2��������������! ..1/; .1/; .1/; .1//:

According to the manner explained just before, we can construct completely
integrable Pfaffian systems from a rank 1 system by using these chains. First we
take a Pfaffian system

du D
	
a1

dx

x
C a2

dy

y � 1 C a3
d.x � y/

x � y
C a4

dx

x � 1 C a5
dy

y



u (12)

of rank 1, where a1; a2; : : : ; a5 2 C are almost arbitrarily chosen. Apply a middle
convolution mcx� to the system (12). Then we get

dv D
	
A1

dx

x
C A2

dy

y � 1 C A3
d.x � y/

x � y
C A4

dx

x � 1 C A5
dy

y



v; (13)
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where

A1 D
0
@a1 C � a3 a4

0 0 0

0 0 0

1
A ; A3 D

0
@ 0 0 0

a1 a3 C � a4
0 0 0

1
A ; A4 D

0
@ 0 0 0

0 0 0

a1 a3 a4 C �

1
A ;

A2 D
0
@a1 0 0

0 a2 C a4 �a4
0 �a3 a2 C a3

1
A ; A5 D

0
@a3 C a5 �a3 0

�a1 a1 C a5 0
0 0 a5

1
A :

The spectral type of the x-equation of (13) is ..21/; .21/; .21/; .21//. The spectral
type of (13) as a Pfaffian system will be given at the end of this example.

At this moment, we apply addition and middle convolution to the system (13) in
two ways. As the first case, we apply the addition

A01 D A1 � .a1 C �/I; A0j D Aj .2 
 j 
 5/

to the system (13), and then apply middle convolution mcx�. Since dim KerA01 D
1; dim KerA03 D dim KerA04 D 2, we have dimW D 5, where W D K C L is
the maximal invariant subspace. Then we obtain a completely integrable Pfaffian
system

dw D
	
B1

dx

x
C B2

dy

y � 1 C B3
d.x � y/

x � y
C B4

dx

x � 1 C B5
dy

y



w (14)

of rank 3�3�5 D 4. The spectral type of the x-equation of (14) is Œ.22/; .31/; .31/;
.211/�.

As the second case, we apply the addition

A001 D A1 � .a1 C �/I; A004 D A4 � .a4 C �/I; A00j D Aj . j D 2; 3; 5/;

to the system (13), and then apply the middle convolution mcx��a3 . In this case, we
have dim KerA001 D dim KerA004 D 1; dim KerA003 D 2 and dimL D 1, which induces
dimW D 1C1C2C1 D 5. Then we obtain a completely integrable Pfaffian system

dz D
	
C1

dx

x
C C2

dy

y � 1 C C3
d.x � y/

x � y
C C4

dx

x � 1 C C5
dy

y



z (15)

of rank 3 � 3 � 5 D 4.
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We give a table of spectral types of the above systems as Pfaffian systems.

System x D 0 y D 1 x D y x D 1 y D 0 H1 x D 1 y D 1
.12/ .1/ .1/ .1/ .1/ .1/ .1/ .1/ .1/

.13/ .21/ .21/ .21/ .21/ .21/ .21/ .21/ .21/

.14/ .22/ .22/ .31/ .31/ .31/ .31/ .211/ .211/

.15/ .22/ .22/ .31/ .22/ .22/ .211/ .22/ .22/

We see that the system (13) is essentially a Pfaffian system corresponding to a
system of partial differential equations satisfied by Appell’s hypergeometric series
F1, (14) is that by F2 and F3, and (15) is essentially a Pfaffian system corresponding
to a pull-back of a system of partial differential equations satisfied by F4.

Exercise 6 Obtain explicit forms of the matrices Bj;Cj .1 
 j 
 5/ in (14) and (15).

Thus, we can obtain a completely integrable Pfaffian system whose one dimen-
sional section is a rigid Fuchsian equation. However, for a completely integrable
Pfaffian system, its one dimensional sections can be non-rigid. In such case, we
understand that the Pfaffian system is obtained from an algebraic solution of the
deformation equation of the non-rigid one dimensional section.

Acknowledgements This work is supported by the JSPS grants-in-aid for scientific research B,
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Sub-Riemannian Geometry and Hypoelliptic
Operators

Irina Markina

Abstract In this course we carefully define the notion of a non-holonomic man-
ifold, which is a manifold with a certain non-integrable smooth sub-bundle of the
tangent bundle, also called a distribution. We define such concepts as horizontal
distributions, bracket generating condition for distributions, a sub-Riemannian
structure, hypoelliptic and subelliptic operators and others. We connect the geom-
etry of a manifold, defined by non-holonomic constraints, with properties of
hypoelliptic operators on that manifold.

Keywords CR manifolds • Differential complexes • Hörmander condition •
Hypoelliptic operators • Sub-Riemannian geometry • @b-Neumann problem

Mathematics Subject Classification (2000). Primary 35H10, 35H20, 53C17;
Secondary 32W10, 32V05, 35N15

1 Introduction

These lecture notes were prepared for the school “Analytic, Algebraic and Geo-
metric Aspects of Differential Equations” that took place in Bȩdlewo, Poland,
September 6–12, 2015. The presented material is well known in the literature,
except for the last part, which contains recent results. More than 140 years ago,
in 1867, Eugenio Beltrami [15] introduced the Laplace operator for a Riemannian
metric, which is also referred to as the Laplace-Beltrami operator. The Laplace
operator is a core example of partial differential operators possessing the marvellous
regularity property, called the hypoellipticity: the distribution solutions are actually
C1 smooth. In the last two centuries the geometric analysis on smooth manifolds,
with imposed non-holonomic constraints was intensively developed. Geometrically,
non-holonomic constraints are described by the presence of the distinguished sub-
bundle of the tangent bundle of the manifold. If the manifold is endowed with
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a Riemannian metric, measuring the sections of the sub-bundle, then the non-
holonomic manifold with the metric received the name sub-Riemannian manifold.
The theory of regularity of solutions to elliptic and parabolic equations, defined by
differential operators, related to the sub-bundle, attracted a lot of attention. It turned
out that the hypoellipticity property is closely related to the geometry of the non-
holonomic manifold.

The main aim of the notes is to connect the sub-Riemannian geometry with
completely non-holonomic distributions and the hypoellipticity property of the
related differential operators. After the introduction of sub-Riemannian manifolds
and necessary analytic tools we sketch the proof of the Hörmander theorem and
show the appearance of both notions in the analysis and PDE in several complex
variables. The last part of the notes is the extension of some presented ideas for the
construction of solutions of a boundary value problem in domains of the space of
quaternions.

2 Main Definitions

Smooth Manifolds, Vector Fields, Tangent Map

It is supposed that the reader is familiar with the notion of smooth or C1
manifolds [37, 84, 92]. We set up main definitions and notations. A smooth manifold
is a Hausdorff, second countable topological space, where a smooth complete atlas
is defined. We write M for a smooth manifold, or rather Mn if we want to emphasize
the dimension n of the manifold. Let C1.M/ denote the space of smooth real valued
functions defined on M.

The tangent space at a point q 2 M is denoted by TqM. Recall that any element
vq 2 TqM is a function vqWC1.M/! R satisfying two properties

1. R-linearity: vq.af C bg/ D avq. f /C bvq.g/,
2. Leibnizian property: vq. fg/ D vq. f /g.q/C f .q/vq.g/

for all a; b 2 R, f ; g 2 C1.M/, q 2 M. The space TqM, q 2 M, is a real vector
space and therefore vq is called tangent vector.

The notion of a tangent vector vq is the generalisation of the derivative of C1
smooth functions along the direction vq. If the chart

�
U; ' D .x1; : : : ; xn/�: U � M,

'WU ! R
n, is chosen, then the standard notation for the basis for TqM at q 2 M

is
�

@
@x1
; : : : ; @

@xn

�
or shortly .@1; : : : ; @n/. Any vector vq 2 TqM will be written in

coordinates as vq DPn
jD1 vjq@j.

The dual space to TqM is denoted by T�q M and the pairing is written as h: ; :iq,
where we usually omit the subscript “q”. Recall that a pairing between the tangent
and the co-tangent space is a map h: ; :iWTqM � T�q M ! R, which is bi-linear, non-
degenerate, and smoothly varying with respect to q 2 M. It is non-degenerate in the
sense that if hv; �i D 0 for all v 2 TqM, then � � 0. The dual basis to .@1; : : : ; @n/
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with respect to the pairing is denoted by .dx1; : : : ; dxn/ and, by definition, it satisfies
hdxi; @ji D ıij, where ıij is the Kronecker symbol. Then any co-vector � 2 T�q M is
written in coordinates as � DPn

kD1 �kdxk. The elements of T�q M are usually called
co-vectors.

The tangent and co-tangent bundles are denoted by TM and T�M, respectively.
Both vector bundles are C1 smooth manifolds [37, 84]. The reader can find more
information about fiber bundles, for instance, in [59]. The notations

prMW TM ! M and pr�MW T�M ! M
.q; v/! q .q; �/! q

will be fixed for the canonical projections from the tangent and co-tangent bundles
to the underlying manifold.

A vector field X on a manifold M is a function that assigns to each point q 2 M a
tangent vector Xq 2 TqM. If f 2 C1.M/, then Xf denotes a real valued function on
M given by

.Xf /.q/ D Xq f ; for all q 2 M:

A vector field X is called smooth if for any f 2 C1.M/ the function Xf WM ! R

belongs to C1.M/. If
�
U; ' D .x1; : : : ; xn/

�
is a coordinate chart, then any vector

field X can be written in terms of coordinates as Xq D Pn
jD1 Xj.q/@j. Then the C1

smoothness condition of the vector field X in a neighbourhoodU � M is equivalent
to the requirement that all functions XjWU ! R, j D 1; : : : ; n, are of class C1.U/.
If the functions Xj, j D 1; : : : ; n, are analytic in U, then the corresponding vector
field X is called an analytic vector field. Thus, the vector fields are the differential
operators of the first order.

Another way to define a vector field X is to use the definition of a local section.
Namely, a vector field X is a smooth map XWU ! TM, such that prM ıX D idU for
any open set U � M. The section is global if U can be taken as the entire M. We
write VectM (VectU) for the collection of smooth vector fields or smooth sections,
defined on M (U, U � M). Algebraically, VectM is a module over the ring C1.M/
and a vector space over the field R (or C if the manifold M is modelled over Cn).
Moreover, a multiplication of two vector fields can be defined. The multiplication
Œ� ; ��WVectM � VectM ! VectM, which received the name commutator or the Lie
product is defined by

ŒX;Y� f D X.Yf /� Y.Xf /: (1)

The Lie product satisfies three axioms given in the following definition.
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Definition 2.1 A Lie algebra overR .C/ is a real .complex/ vector space V together
with an operation Œ� ; ��WV �V ! V .called the bracket, commutator, or Lie product/
satisfying the following three axioms:

1. skew symmetry: ŒX;Y� D �ŒY;X�,
2. bi-linearity: ŒaX C bY;Z� D aŒX;Z�C bŒY;Z�, a; b 2 R .C/ (and the same with

respect to the second term in Œ: ; :�),
3. Jacobi identity: ŒŒX;Y�;Z�C ŒŒZ;X�;Y�C ŒŒY;Z�;X� D 0
for any X;Y;Z 2 V .

The set of smooth vector fields VectM, considered as a real vector space endowed
with the Lie multiplication, forms a Lie algebra.

Definition 2.2 Let M and N be two smooth manifolds and FWM ! N be a map.
The map F is smooth if for any q 2 M and for any local charts .U; '/ of q 2 M and
.V;  / of F.q/ 2 N, the composition  ı F ı '�1W'.U/!  .V/ is a smooth map
in the sense of smoothness defined in the Euclidean space R

n.

Definition 2.3 Let FWM ! N be a smooth map. The differential of F at q 2 M is
the linear map dqFWTqM! TF.q/N defined by

�
dqF.Xq/

�
f WD Xq. f ı F/

for any f 2 C1.N/ and Xq 2 TqM.

If the local charts
�
U; ' D .x1; : : : ; xm/

�
of q 2 M and

�
V;  D .y1; : : : ; yn/

�
of

F.q/ 2 N are chosen, then

dqF.@xj/ D
nX

kD1

@

@xj

�
yk
�
F.q/

��
@yk jF.q/; j D 1; : : : ;m:

The matrix
n
@
@xj

�
yk
�
F.q/

��o
k;j

is called the Jacobi matrix of the map F with respect

to the given coordinate charts.

Distributions and Non-holonomic Constraints

Definition 2.4 A sub-bundle D of the tangent bundle TM is called smooth on M, if
for any q 2 M there is a neighborhoodU.q/ and smooth linearly independent vector
fields X1; : : : ;Xk, such that Dx D spanfX1; : : : ;Xkgjx, for all x 2 U.q/.

A sub-bundle D is called analytic if the vector fields X1; : : : ;Xk in Definition 2.4
are analytic. From now on, we will work only with smooth sub-bundles and smooth
manifolds and therefore we omit the word “smooth”. The notion of a sub-bundle
naturally leads to the following question. When does a sub-bundle D of TM define
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a submanifold N inside of the original manifold M? The answer was given by
Frobenius [44].

Definition 2.5 A smooth sub-bundle D on M is called involutive or integrable if
ŒX;Y� is a smooth section of D for any choice of smooth sections X and Y of D.

Definition 2.6 A smooth submanifold N of a manifold M is the integral manifold
of a sub-bundle D of TM if for any point q 2 N there is an open neighbourhood
U.q/ � N such that TxN D Dx for any x 2 U.q/.

Theorem 2.7 ([44, 113]) A submanifold N of a manifold M is the integral manifold
of a sub-bundle D of TM, if and only if, D is involutive.

In this case a foliation of the manifold M by integral manifoldsN passing through
different points q 2 M is produced. Somehow, one cannot leave a chosen leaf N of
the foliation while being tangent to the sub-bundle D.

A smooth or, more generally, absolutely continuous curve cW I ! M, I � R, can
be considered as a smooth map between two manifolds. In this case the image of
the tangent vector d

dr 2 TtI under the tangent map dtcWTtI ! Tc.t/M is denoted by
Pc.t/, i.e. dtc

�
d
dr

� D Pc.t/, and is called the velocity vector of the curve c at t 2 I.

Definition 2.8 We say that an absolutely continuous curve cW I ! M is tangent
to the sub-bundle D of TM .or the curve c is horizontal/ if the tangent vector Pc.t/
(where it exists) belongs to the vector space Dc.t/ for any t 2 I, whenever Pc.t/ is
defined.

If a sub-bundle D of TM is involutive, then starting from a point q 2 M and being
tangent to D one can reach only the points inside the integral manifold N passing
through q. If the sub-bundle D is not involutive, then under some conditions we
can reach any point on the original manifold M. To describe those conditions we
introduce the notion of a bracket generating sub-bundle. Let �.D/ be all smooth
sections XWM! D of the sub-bundle D of TM. Define

Lie.D/ D
n
D1 D �.D/; : : : ;DkC1 D Dk C ŒD;Dk�; : : :

o
:

If

Lieq.D/ D TqM for every q 2 M;

then we say that the sub-bundle D is bracket generating, or non-integrable, or
completely non-holonomic. A sub-bundle D is said to be k-step bracket generating
if Dj D f0g for all j > k. We say that a sub-bundle D is strongly bracket generating
if DkC1 D DkCŒX;Dk� for all non-vanishingX 2 �.D/. If a sub-bundleD is bracket
generating and the rank of Dk does not depend on the point q 2 M for any k, then
the sub-bundle D is called regular.
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Example Consider vector fields in R
4 written in coordinates .x; y; z;w/:

X1 D @

@x
; X2 D @

@y
; X3 D @

@z
C xk

@

@w
:

The sub-bundle D D spanfX1;X2;X3g is smooth .kC1/-step bracket generating but
not strongly bracket generating.

Now we are ready to formulate a sufficient condition for the connectivity prob-
lem. This condition was independently proved by Rashevskiı̆ [89] and Chow [31].

Theorem 2.9 ([31, 89]) If a manifold M is topologically connected and if a sub-
bundle D on M is bracket generating, then any two points on M can be connected
by a piecewise smooth curve tangent to D.

Necessary and sufficient conditions for the connectivity problem in the case of
C1 manifolds and C1 smooth sub-bundles can be found in [99] and references
therein.

Example In the following example we show that the Chow-Rashevskiı̆ condition is
not necessary for connectivity. Let M D R

2, X1 D @
@x , X2 D �.x/ @

@y , where the C1
function � satisfies

�.x/ > 0; if x > 0;
�.x/ D 0; if x 
 0:

It is clear that one can not move vertically in the left half-plane, but one can move
horizontally to the right half-plane, displace arbitrarily in the right half-plane and
proceed to the left half-plane, see Fig. 1. Thus, one can connect any points in the
plane being tangent to the sub-bundle D D spanfX1;X2g, but the vector fields
definitely do not span the entire plane at points q D .x; y/ with x 
 0.

Fig. 1 .R2;D/ is
horizontally connected, but D
is not bracket generating

y

x0

A

B
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Example Another example of a bracket generating sub-bundle is the Grušin sub-
bundle spanned by vector fields

X1 D @

@x
; X2 D x

@

@y
;

in R
2 studied by Baouendi in his PhD thesis in the early 1970s, and later by

numerous authors, see for instance, [6, 28, 38, 45, 51, 103]. The sub-bundle is not
smooth, since along the line x D 0 it degenerates from two dimensional sub-bundle
to one dimensional.

Example Historically the integrability condition was given in terms of one-forms,
not in terms of vector fields. Let M be a manifold of dimension n and we want to
describe a sub-bundle D of TM of rank k, k < n. To achieve this we need to find
n� k one-forms‚1; : : : ; ‚n�k, such that the sub-bundle D belongs to their common
kernel. The forms‚j, j D 1; : : : ; n � k, are called annihilators of D. It is equivalent
to solving the system

8̂
<̂
ˆ̂:
‚1.x1; : : : ; xn/ D 0
: : : : : : : : : : : : : : :

‚n�k.x1; : : : ; xn/ D 0;

that received the name Pfaffian system. This system is integrable if the one-forms
‚1; : : : ; ‚n�k are exact forms:

8̂
<̂
ˆ̂:
‚1.x1; : : : ; xn/ D d�1.x1; : : : ; xn/ D 0
: : : : : : : : : : : : : : :

‚n�k.x1; : : : ; xn/ D d�n�k.x1; : : : ; xn/ D 0:
(2)

After integrating the latter system we get n�k functions describing a k-dimensional
integral submanifold of M, defined by the integrable system (2) or by the involutive
sub-bundle D.

The Chow-Rashevskiı̆ Theorem 2.9 for an analytic co-rank one sub-bundle D,
or for one Pfaffian equation was proved by C. Carathéodory. The result states the
following. Let M be a connected manifold endowed with an analytic co-rank one
sub-bundle D. If there exist two points A and B 2 M that cannot be connected
by a horizontal curve, then the sub-bundle D is integrable. Or, formulating the
negation of the above statement: If for any points A;B 2 M there is a horizontal
curve connecting these points, then the sub-bundle D is non-integrable .completely
non-holonomic, bracket generating/.

C. Carathéodory developed this theory due to the question posted by M. Born to
derive the second law of thermodynamics and the existence of the entropy function.
Translating the problem into the geometric language we work with a manifold M
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that is the set of all possible thermodynamical states of some isolated system. The
admissible or horizontal curves are adiabatic curves, such curves that correspond to
slow processes in time and such that during these processes no heat‚ is exchanged.
C. Carathéodory wrote the condition of an adiabatic process as a Pfaffian equation
‚ D 0 on M. It was known at that moment from works by S. Carnot, J.P. Joule and
others, that there are thermodynamical states A;B 2 M, which cannot be connected
by an adiabatic process (by a horizontal curve). Carathéodory’s theorem states in this
case that the sub-bundle defined by the Pfaffian equation‚ D 0 is integrable, which
leads to the existence of two functions T (temperature) and S (entropy) that locally
satisfy the relation ‚ D TdS. This proves the existence of the entropy function
S, as well as proving that the adiabatic process remains in a leaf (hypersurface) of
the state space M corresponding to the entropy function. The entropy function S
tends not to decrease, being constant or increasing, according to the second law of
thermodynamics.

Due to the names of S. Carnot and C. Carathéodory involved in this discov-
ery, M. Gromov called the geometry of manifolds with non-integrable sub-bundles
as the Carnot-Carathéodory geometry.

Exercises Decide whether the following sub-bundles D D spanfX1;X2g in R
3 are

bracket generating and regular.

1. Heisenberg sub-bundle: X1 D @
@x , X2 D @

@y C x @
@z .

2. Martinet sub-bundle: X1 D @
@x , X2 D @

@y C x2 @
@z .

Riemannian and Sub-Riemannian Manifolds

One of the first works that gave the name sub-Riemannian geometry and established
the subject as a part of geometry was the paper of Strichartz [97], published in
1986. We recall some notions from the Riemannian geometry and compare basic
definitions in the Riemannian and sub-Riemannian settings.

Definition 2.10 A Riemannian metric is a map gWTqM � TqM ! R, which is
symmetric, bilinear, positively definite for any q 2 M, and smoothly varying with
respect to q.

If the coordinate chart
�
U; ' D .x1; : : : ; xn/

�
is chosen and .@1; : : : ; @n/ is the

local basis for TqM, q 2 U, then gij D g.@i; @j/ is the associated matrix to the
metric g. Smoothness of g means that the matrix gij.q/ D gij.x1; : : : ; xn/ is a smooth
function of .x1; : : : ; xn/ in '.U/.

The couple .M; g/ is called a Riemannian manifold. It would be more correct to
say that the triplet .M;TM; g/ is called a Riemannian manifold.
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Definition 2.11 The distance d.q0; q1/ between two points q0; q1 2 M related to
the Riemannian metric g is defined by the equality

d.q0; q1/ D inf
n Z 1

0

�
g
�Pc.t/; Pc.t/��1=2 dto;

where the infimum is taken over all curves cW Œ0; 1� ! M differentiable almost
everywhere in Œ0; 1�, and such that c.0/ D q0, c.1/ D q1.

We are now ready to define a sub-Riemannian manifold. Let M be a smooth
manifold and let D be a smooth sub-bundle of the tangent bundle TM.

Definition 2.12 A map gDWDq � Dq ! R which is symmetric, bilinear, positively
definite for any q 2 M and smoothly varying with respect to q is called a sub-
Riemannian metric.

Definition 2.13 The couple .D; gD/ is called a sub-Riemannian structure and the
triplet .M;D; gD/ is called a sub-Riemannian manifold.

If D D TM, then Definition 2.13 is reduced to the definition of a Riemannian
manifold. In this sense the sub-Riemannian geometry is a generalization of the
Riemannian geometry. The distance function related to a sub-Riemannian metric
gD is defined by

dc�c.q0; q1/ D inf
n Z 1

0

�
gD
�Pc.t/; Pc.t/��1=2 dto;

where the infimum is taken over all horizontal curves cW Œ0; 1� ! M differentiable
almost everywhere in Œ0; 1� and such that c.0/ D q0, c.1/ D q1. Thus, we have added
the horizontality condition, Pc.t/ 2 Dc.t/, in the definition of the sub-Riemannian
metric. The set of admissible curves is smaller, therefore, the dc�c-distance is, in
general, bigger than the Riemannian distance if both metrics are defined on the
manifold and coincide on Dq, q 2 M. Theorem 2.9 guarantees that the set of
horizontal curves is not empty and therefore, the function dc�c takes only finite
values. The distance dc�c is called the Carnot-Carathéodory distance due to the
impact by S. Carnot and C. Carathéodory described in the last example of the
previous section. Let us suppose that a Riemannian metric g and a sub-Riemannian
metric gD are defined on a smooth manifold M, and the Riemannian distance d and
the Carnot-Carathéodory distance dc�c on M are produced by them, respectively.
As a result, two metric spaces .M; d/ and .M; dc�c/ and two topological spaces
.M; �d/ and .M; �c�c/ are defined, where the topology �d is generated by open
balls in the d-metric and �c�c is generated by dc�c-balls. It is established that the
topological spaces .M; �d/ and .M; �c�c/ are equivalent, but the metric spaces .M; d/
and .M; dc�c/ are not in general Lipschitz equivalent, see [76, p. 27], [14, 46, 50, 80].
The example in section “Heisenberg Sub-Riemannian Manifold as a Lie Group”
shows non-equivalence of the metric spaces .M; d/ and .M; dc�c/ in a particular
case.
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Riemannian and Sub-Riemannian Gradient

At the end of the subsection we would like to say some words about the gradient
vector field in sub-Riemannian geometry. Let us recall that the gradient on the
Riemannian manifold .M; g/ is a vector field “grad” such that it is detected by its
action on smooth functions by

g.grad f ;X/ D Xf ; for any X 2 VectM and f 2 C1.M/:

If a coordinate chart is chosen, then the gradient can be written as

grad f D
NX

i;jD1
gij
@f

@xi
@j; (3)

where fgijgni;jD1 is the inverse matrix to gij D g.@i; @j/, i; j D 1; : : : ; n. A reader can
find more details about differential operators on Riemannian manifolds in [84].

In the case of a sub-Riemannian manifold .M;D; gD/ the definition is analogous.
A sub-Riemannian gradient gradD is a horizontal vector field, such that

gD.gradD f ;X/ D Xf ; for any smooth section X of D and f 2 C1.M/:

Short Introduction to Lie Groups

A Lie group is an object that nicely combines algebraic, geometric, and analytic
properties. Namely, a Lie group G is a pair .M; 
/, where

1. M is a C1 smooth finite dimensional manifold,
2. the map 
WM �M ! M satisfies the axioms of the group product,
3. the map 
 is compatible with the smooth manifold structure in the sense that the

map 
WM �M ! M is C1-smooth.

As usual in mathematics, we will write only G instead of .M; 
/ to denote the Lie
group and the underlying manifold M.

Recall, that a Lie algebra is a pair .V; Œ� ; ��/, where V is a vector space over the
fields R or C and Œ� ; �� is the Lie product introduced in Definition 2.1.

There is a close relation between Lie groups and Lie algebras. To define the Lie
algebra g of a Lie group G we consider special vector fields on G. We call the
mappings

l� .q/ WD 
.�; q/ D �q; � 2 G fixed; q 2 G is arbitrary,
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the left translation on G and

r� .q/ WD 
.q; �/ D q�; � 2 G fixed; q 2 G is arbitrary,

the right translation on G. Since the group multiplication and the inversion are
smooth, the maps l� ; r� WG! G are smooth diffeomorphisms of G. The differentials
dql� WTqG ! Tl� .q/G and dqr� WTqG ! Tr� .q/G are linear maps of the respective
tangent spaces.

Definition 2.14 A vector field X on G satisfying

dql� .Xq/ D Xl� .q/ D X�q
�
dqr� .Xq/ D Xr� .q/ D Xq�

�
; 8 �; q 2 G

is called left- .right-/ invariant vector field.

The set of left invariant vector fields considered as a vector space over the field
R with the Lie product defined by the commutator of vector fields (1) forms a real
Lie algebra L. Of course, one needs to verify that the commutator of left invariant
vector fields is a left invariant vector field. Since any left invariant vector field is
defined by its value at the identity of the group e 2 G, there is an isomorphism �

between the vector space TeG and L defined by

L 3 X 7! Xe 2 TeG; TeG 3 ve 7! dl.ve/ 2 L:

This isomorphism �WTeG ! L can be extended to an isomorphism of Lie algebras
if we define Lie brackets in TeG as ŒXe;Ye� WD ŒX;Y�e. The Lie algebra .TeG; Œ� ; ��/
is usually denoted by g and is called the Lie algebra of the Lie group G. The Lie
algebra R of right invariant vector fields is isomorphic to g if we set R 3 ŒX;Y�$
�ŒX;Y�e 2 g:

The next step is to find a map between a given Lie group G and its Lie algebra g.
The answer is given in terms of the exponential map expW g ! G, that uses
properties of solutions of ordinary differential equations [39].

Let G be a Lie group, g be its Lie algebra, and let X 2 g be an arbitrary left
invariant vector field. Then the theory of ordinary differential equations guarantees
that the solution of the Cauchy problem

(
dcXe .t/

dt D X.cXe.t//

cXe.0/ D e

is unique, possesses the properties of a one parameter subgroup of G, and PcXe.0/ D
Xe, [39].
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Definition 2.15 The map g 3 X ! cXe.1/ 2 G is called the group exponential map
and is denoted by exp. Thus

expW g ! G

X 7! cXe.1/:

We will call the curve cXe.t/, t 2 R, the exponential curve and it is customary
to use also the notation exp.tXe/ instead of cXe.t/. The main properties of the
exponential map are listed in the following theorem:

Theorem 2.16 ([65, 113]) Let X belong to the Lie algebra g of a Lie group G.
Then the following properties hold.

1. The exponential curve exp.tXe/ D cXe.t/ for each t 2 R satisfies

d

dt

ˇ̌
ˇ
tD0 exp.tXe/ D d

dt

ˇ̌
ˇ
tD0cXe.t/ D PcXe.0/ D Xe:

2.
�

exp.t1 C t2/Xe
� D � exp.t1Xe/

��
exp.t2Xe/

�
, for all t1; t2 2 R.

3. exp.�tXe/ D
�

exp.tXe/
��1

for each t 2 R.
4. The map expW g! G is a C1 map between two manifolds.
5. The differential at the zero vector of the exponential map d0 expWT0g ! TeG

is the identity map g ! g, where we identify elements of g with T0g for the
domain of definition and g with TeG for the target space. An important corollary
is that exp gives a diffeomorphism between a neighbourhood of 0 2 g and a
neighborhood of e 2 G.

6. The left translation of cXe by � 2 G given by Qc D l� .cXe.t// D �cXe.t/ is the
unique integral curve of the left invariant vector field eX .eXe D Xe/ such that it
starts at the point � D Qc.0/. As a particular consequence, left invariant vector
fields are always complete.

7. In the neighbourhoods of 0 2 g and e 2 G, where exp is a diffeomorphism, the
inverse map is defined and is called the logarithm. It expresses the product of
two exponents through the Baker-Campbell-Hausdorff formula [90], whose first
terms are given as follows

exp.X/ exp.Y/ D

exp
�
X C Y C 1

2
ŒX;Y�C 1

12
ŒX; ŒX;Y�� � 1

12
ŒY; ŒX;Y��C : : :

�
:

(4)

Let us assume now that the Lie algebra g of a Lie group G is endowed with an
inner product .� ; �/. Then, by making use of left translations we can define a metric g
on the group. Namely, let vq;wq 2 TqG, then dlq�1 .vq/; dlq�1 .wq/ 2 TeG. We define

g.vq;wq/ WD
�
dlq�1 .vq/; dlq�1 .wq/

�
for any q 2 G: (5)

Using right translations we can also define a metric.
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Conversely, if there is a Riemannian metric g defined on a Lie group G

considered as a smooth manifold, then it is compatible with the Lie structure if
it is left (or right) invariant under the action of the group on itself.

Definition 2.17 A Riemannian metric g on a group G is called left invariant, if

g.Xq;Yq/ D g.dql� .Xq/; dql� .Yq// D g.X�q;Y�q/

for the left invariant vector fields X;Y 2 g.

Exercises

1. Show that .M; �/, where M is the set of .3 � 3/ upper triangular real matrices

0
@1 x t
0 1 y
0 0 1

1
A ; x; y; t 2 R

and “�” stands for the matrix product, is a Lie group. Find the Lie algebra.
2. Show that if X;Y are left invariant (right invariant) vector fields on G, then the

commutator ŒX;Y� is also a left (right) invariant vector field.
3. Show that the metric from (5) is a left invariant metric on the group.

Heisenberg Group

We start from the simplest example of a sub-Riemannian manifold that is called the
Heisenberg group.

The Heisenberg Sub-Riemannian Manifold

Consider the smooth manifold R
3 with coordinates q D .x; y; t/. Then the tangent

and cotangent spaces are TqR3 D spanf@x; @y; @tg, T�q R3 D spanfdx; dy; dtg, and
both are isomorphic to R

3. We define the smooth 2-dimensional sub-bundle D of
TqR3 as the span of two vector fields

X D @x � 1
2
y@t; Y D @y C 1

2
x@t: (6)

Let us find a Riemannian metric g in coordinates .x; y; t/ making X;Y and T D
ŒX;Y� D @t orthonormal. Then we have g.X;X/ D g.X;Y/ D g.T;T/ D 1 and
other values vanish. We express the basis .@x; @y; @t/ in the form

@x D X C 1

2
yT; @y D Y � 1

2
xT; @t D T:
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By making use of the bi-linearity of g, we obtain

g11 D g.@x; @x/ D 1C y2

4
; g12 D g.@x; @y/ D �xy

4
; g13 D g.@x; @t/ D y

2
: : : :

The matrix fgijg takes the form

gij D

0
B@
1C y2

4
� xy

4

y
2

� xy
4

1C x2

4
� x
2

y
2

� x
2

1

1
CA : (7)

Notice that det g D 1. It implies that the volume form in .R3; g/ is given by the
standard Lebesgue measure: dx ^ dy ^ dt.

The sub-bundle D is bracket generating of step 2 since ŒX;Y� D @t WD T and
TqR3 D spanfX;Y;Tg. The dual basis to X;Y;T is

dx; dy; ! D dt � 1
2
xdyC 1

2
ydx:

(Verify it!) The form ! is the annihilator of the sub-bundle D. We can also define
the sub-bundle D as D D ker.!/ D fv D .x; y; z/ 2 R

3 j !.v/ D 0g. Define the
sub-Riemannian metric gD as the restriction of the metric g on the planes Dq for all
q 2 R

3. Then .R3;D; gD/ is the Heisenberg sub-Riemannian manifold.

Heisenberg Sub-Riemannian Manifold as a Lie Group

Let us consider the following non-commutative group on the smooth manifold R
3.

Define the product for � D .x; y; t/ and q D .x1; y1; t1/ by

�q D .x; y; t/.x1; y1; t1/ D .xC x1; yC y1; tC t1 C 1

2
.xy1 � x1y//: (8)

As a motivation for this law one can consider the product of .4 � 4/ real matrices

0
BB@
1 x y t
0 1 0

y
2

0 0 1 � x
2

0 0 0 1

1
CCA �

0
BB@
1 x1 y1 t1
0 1 0

y1
2

0 0 1 � x1
2

0 0 0 1

1
CCA

D

0
BB@
1 xC x1 yC y1 tC t1 C 1

2
.xy1 � x1y/

0 1 0 yCy1
2

0 0 1 � xCx1
2

0 0 0 1

1
CCA



Geometry and Differential Operators 103

that leads to formula (8). It is an easy exercise to verify that the product (8) satisfies
the group axioms. The identity e of the obtained group has coordinates .0; 0; 0/
with respect to this multiplication and the inverse element to .x; y; t/ is .�x;�y;�t/.
The pair, consisting of the smooth manifold R

3 and the introduced group law, is
called the Heisenberg group and is denoted by H

1. This group law defines the left
translation: l� .q/ D �q. The left translation l� by � D .x; y; z/ has the differential
dl� written in coordinates .x; y; t/ as

dl� D
0
@ 1 0 0

0 1 0

� 1
2
y 1
2
x 1

1
A :

The action of del� on the basis .@x; @y; @t/ D .Xe;Ye;Te/ at e, gives the basis
.X;Y;T/ at � . We conclude that the basis .X;Y;T/ is the basis of left invariant
vector fields on the group H

1. They form the Heisenberg algebra h1 which is
by definition a 3-dimensional Lie algebra with only one non-trivial commutator:
ŒX;Y� D T and all other commutators vanish. We use the identification of the Lie
algebra of left-invariant vector fields with TeH1. The exponential map is a global
diffeomorphism [42] in this case. The coordinates on the group H

1 can be given by

H
1 3 q D .x; y; t/ D exp.xX C yY C tT/; xX C yY C tT 2 h1:

These coordinates are called of the first kind. The inverse map of the exponential
restores the group multiplication law from the commutation relations of the
Heisenberg algebra in the following way. Let V D xX C yY C tT 2 h1, V1 D
x1X C y1Y C t1T 2 h1 and � D exp.V/, q D exp.V1/, then by the Baker-Campbell-
Hausdorff formula (4) (BCH-formula for short) we obtain

�q D exp.V/ exp.V1/ D exp.V C V1 C 1

2
ŒV;V1�C : : :/

D exp
�
.xC x1/X C .yC y1/Y C .tC t1/T C 1

2
.xy1 � x1y/T

�

D �
xC x1; yC y1; tC t1 C 1

2
.xy1 � x1y/

�
;

that coincides with (8).
There is a norm k�kH1 on the groupH1 which is a direct analogue of the Euclidean

norm in R
3. It is defined by

k�kH1 D
��
x2 C y2

�2 C t2
�1=4

:

If we stretch the basis vectors X and Y of the Heisenberg algebra by a number s > 0,
then the bi-linearity of the commutator implies ŒsX; sY� D s2T. Making use of the



104 I. Markina

BCH-formula we get the dilatation ıs on the group:

ıs.�/ D ıs.x; y; t/ D .sx; sy; s2t/: (9)

This dilatation, which is called the homogeneous dilatation is compatible with the
norm in the sense that the norm becomes a homogeneous of order one function:

kıs.�/kH1 D k.sx; sy; s2t/kH1 D sk�kH1 :

Compare this situation with the Euclidean norm and the usual dilatation in R
3!

The Heisenberg distance function dH1 is dH1 .�; q/ D k��1qkH1 : The Heisenberg
distance dH1 and the Carnot-Carathéodory distance dc�c are equivalent, since both
are homogeneous functions.

Example Let us show that the Heisenberg distance and the Euclidean distance dE
are not Lipschitz equivalent, even locally in R

3, see the definition of Lipschitz
equivalent in Exercise 2 at the end of section “Heisenberg Group and Isoperimetric
Problem”. Take two points e D .0; 0; 0/ and q D .0; 0; t/. Then

dH1 .e; q/ D
p
jtj; dE.e; q/ D jtj;

which shows non-equivalence of the distance functions. This also proves that
the metric spaces .R3; dE/ and .R3; dH1 / are not equivalent. But the topological
spaces .R3; �E/ and .R3; �H1 / are equivalent since any Heisenberg ball contains an
Euclidean ball and vice versa.

The metric with the matrix (7) is a left invariant metric on H
1. The sub-bundle

D with D� D spanfX� ;Y� g, where X;Y are defined in (6), itself can be called left
invariant since it is completely defined by X.e/ D @x, Y.e/ D @y, and D� D dl�De.

The differential operator

L0 D X2 C Y2 D @2

@x2
C @2

@y2
C 1

4

�
x2 C y2

� @2
@t2
�
�
y
@

@x
� x

@

@y

� @
@t

(10)

is called sub-Laplacian. It is an analogue of the Laplace-Beltrami operator � D
@2

@x2
C @2

@y2
C @2

@t2
in R

3 with respect to the Euclidean metric. We will show in section

“Fundamental Solution for �b” that the homogeneous function N.�/ D �
.x2 C

y2/2C 16t2�1=4 for � D .x; y; t/ 2 H
1 is connected to the fundamental solution E.�/

to the subelliptic operator (10) as follows E.�/ D c.Q/
N.�/Q�2 . The constant c.Q/ < 0

can be calculated explicitly and Q D 4 is the Hausdorff dimension of the metric
space .H1; dH1 /, see [41].
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Let us present the exact formulas for the gradient on H
1. In order to use

formula (3), we calculate the inverse matrix to (7):

gij D

0
B@
1 0 � y

2

0 1 x
2

� y
2

x
2
1C x2Cy2

4

1
CA :

Then

gij

0
@@x f@yf
@t f

1
A D

0
B@

@x f � y
2
@tf

@yf C x
2
@tf

x@yf�y@x f
2

C
�
1C x2Cy2

4

�
@t f

1
CA D

0
@ Xf

Yf
x
2
Yf � y

2
Xf C Tf

1
A :

Thus

grad f D gij

0
@@x f@yf
@t f

1
A �

0
@@x@y
@t

1
A D .Xf /X C .Yf / Y C .Tf / T:

The horizontal gradient “gradD” is the projection of “grad” onto the space Dq D
spanfXq;Yqg at each point q 2 H

1 and it is written as gradD f D .Xf ;Yf / in the left
invariant basis X;Y for D.

Heisenberg Group and Isoperimetric Problem

Let us recall the ancient story of Dido, or Elissa in the Greek version, the founder
and the first Queen of Carthage (in modern-day Tunisia). She was daughter of the
king of Tyre and after the life-threatening intrigues of her brother Pygmalion she
had to leave her land. Eventually Elissa and her followers arrived at the coast of
North Africa where Elissa asked the local inhabitants for a small piece of land for
a temporary refuge until she could continue her journey. She was allowed to have
only as much land as could be encompassed by an oxhide. Elissa cut the oxhide
into thin strips so that she had enough to encircle an entire nearby hill. According
to this legend, Elissa was the first person who solved the isoperimetric problem of
enclosing the maximum area within a boundary of a fixed length.

The dual problem is to find a minimal length curve enclosing the fixed area. Let
us formulate this problem mathematically. Introduce the coordinates .x; y/ on the
plane R

2 and let c.s/ D .x.s/; .y.s//, s 2 I, be a closed curve in R
2 that encloses a

bounded domain�. Then the area A of � can be calculated as
R
�
dA D Rc 12 .xdy�

ydx/ by the Stokes theorem. Here the area form dA D dx ^ dy is the differential of
the one form 1

2
.xdy� ydx/. The variational problem with constraint is formulated as

follows: Find a closed curve cW I ! R
2 of minimal length

R
c

pPx2.s/C Py2.s/ds, such
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that the area A D 1
2

R
c.xdy � ydx/ enclosed by this curve is fixed. Let us introduce

the third coordinate t that will reflect the change of the area swept by the curve
c.s/ D .x.s/; y.s//, s 2 I, i.e.,

Pt.s/ D 1

2

�
x.s/Py.s/ � y.s/Px.s/� for all s 2 I: (11)

We associate the family of curves � W I ! R
3, �.s/ D �

x.s/; y.s/; t.s/
�

to a
single planar curve c.s/ D .x.s/; y.s//, s 2 I, in such a way that they obey the
constraint (11). Integrating condition (11), we get

t � t0 D 1

2

Z
c

�
x.s/Py.s/� y.s/Px.s/� ds;

which means that the area enclosed by the planar curve c and the straight line
connecting the end of c with the origin, is equal to the change of the vertical
coordinate of � (here we assumed t0 D 0).

Another desirable condition is to find a Riemannian metric g in R
3 such that the

length of � W I ! R
3 is equal to the length of the planar curve c. In order to satisfy

it, we find a sub-bundle D of planes in R
3 such that � will be tangent to D and the

length of the vector Pc.s/ D .Px.s/; Py.s// in R
2 coincides with the length of the vector

P�.s/ D .Px.s/; Py.s/; Pt.s// 2 D�.s/ � R
3. In this case we only need the restriction gD

of the Riemannian metric g to planes D�.s/ that will be the sub-Riemannian metric.
Thus the sub-bundle D has to be annihilated by the form dual to the additional
velocity coordinate of the spatial curve � . So

D.x; y; t/ D ker.!/ D ker.dt � 1
2
.xdy � ydx//;

and the sub-Riemannian metric gD is just the Euclidean metric on D making the
basis for D orthonormal. The reader may recognize the Heisenberg manifold in
the space .R3;D; gD/ described in the first part of section “Heisenberg Group”.
More information about the relation between the isoperimetric problems and the
Heisenberg groups the reader can find in [6, 24].

Exercises

1. Show that the Carnot-Carathéodory distance function on the Heisenberg sub-
Riemannian manifold is homogeneous with respect to the dilatation (9).

2. Show that any two homogeneous with respect to the dilatation (9) distance
functions d1 and d2 are equivalent on the Heisenberg group; that is, there are
constants C;eC > 0, such that

Cd1.�; q/ 
 d2.�; q/ 
 eCd1.�; q/; �; q 2 H
1:
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Action of the Heisenberg Group on the Siegel Upper Half Space

Let CnC1 be the .n C 1/-dimensional complex space. We use the notation z D
.z0; znC1/, where z0 D .z1; : : : ; zn/ 2 C

n. The set

Un D f.z1; : : : ; znC1/ 2 C
nC1 W Im .znC1/ > jz0j2 D

nX
lD1
jzlj2g

defines the Siegel upper half space in C
nC1. Let BC denote the unit ball in C

nC1:

BC D f.w1; : : : ;wnC1/ 2 C
nC1 W

nC1X
lD1
jwlj2 < 1g:

Then the Cayley transformation

wnC1 D i � znC1
iC znC1

; wl D 2izl
iC znC1

; l D 1; : : : ; n;

and its inverse

znC1 D i
1 � wnC1
1C wnC1

; zl D wl

1C wnC1
; l D 1; : : : ; n;

show that the unit ball BC and the Siegel upper half space Un are biholomorphically
equivalent.

Dilatation Let p D .z0; z/ 2 Un. For every positive number s we define a dilatation
ıs. p/ by

ıs. p/ D ıs.z0; z/ D .sz0; s2z/:

The non-isotropy of the dilatation comes from the definition of Un.

Rotation For every unitary linear transformation from U.n;C/ we define the
rotation Rot. p/ on Un by

Rot. p/ D Rot.z0; z/ D .U.z0/; z/:

Both the dilatation and the rotation are extended to mappings on the boundary @Un.

Translation We introduce the n-dimensional analogue Hn of the Heisenberg group
H
1. Topologically the Heisenberg group is the space H

n D C
n � R, endowed with

the Lie group product

Œz; t�Œz0; t0� D ŒzC z0; tC t0 C 2Im
nX

kD1
zkNz0k�: (12)
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We change the constant 1
2

to 2 in the last term of the multiplication law (12) in
comparison to (8) for the convenience of calculations in sections “�b Operator on
Heisenberg Group” and “Fundamental Solution for �b”. To every element Œz; t� 2
H

n we associate the following affine self-map of Un, that is the action on the left of
the group H

n on Un. Notice, that we write Œz; t� for the element of the Heisenberg
group and p D .q0; q/ for the point in the Siegel upper half space Un.

Œz; t�:.q0; q/ 7! .q0 C z; qC tC ijzj2 C 2iNzq0/: (13)

This mapping preserves the level sets, given by the function r. p/ D Im .q/ � jq0j2.
In fact, since jq0 C zj2 D jq0j2 C jzj2 C 2Re .Nzq1/, we obtain

Im .qC ijzj2 C 2iNzq0/� jq0 C zj2 D Im .q/� jq0j2:

Hence, the transformation (13) maps Un onto itself and preserves the boundary @Un.
Moreover, the constructed map is holomorphic in the domain Un.

One will only have to check that the mapping (13) defines an action of the group
H

n on the space Un:

Œw; s�
�
Œz; t�:.q0; q/

�
D
�
Œw; s�Œz; t�

�
.q0; q/:

Thus, (13) presents a realisation of Hn as a group of affine holomorphic bijections
of Un. We can identify the elements of Hn with the boundary @Un via its action at the
origin Œz; t�:.0; 0/ 7! .z; t C ijzj2/. Thus, Hn 3 Œz; t� is identified with .z; tC ijzj2/ 2
@Un. We may use the following coordinates .q0; t; r/ on Un:

Un 3 .q0; q/ D .q0; t; r/; r D r.q0; q/ D Im .q/� jq0j2; t D Re q:

If Im .q/ D jq0j2, then we get the coordinate representation of the boundary @Un

@Un 3 .q0; q/ D .q0; t/; t D Re q; r D r.q0; q/ D 0:

In Sect. 5 we give the quaternion analogue of the Heisenberg group and its
relation to quaternion Siegel upper half space and partial differential equations.

Carnot Groups

The following example includes connected simply connected Lie groups G whose
Lie algebras are the direct sum of their subspaces

g D V1 ˚ V2 ˚ : : :Vm;
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such that ŒV1;Vk� D VkC1, k D 1; 2; : : : ;m � 1, and ŒV1;Vm� D 0. Since the
commutators have finite length, the algebras and the groups are nilpotent. Define
the sub-bundle D by left translations of V1 and endow G by a left invariant metric
gDWDq � Dq ! Dq, q 2 G. The sub-bundle will be bracket generating since the
space V1 generates the entire Lie algebra. The sub-Riemannian manifold .G;D; gD/
received the name Carnot groups in literature.

2-Step Carnot Groups

2-step Carnot groups G have the Lie algebras g satisfying

g D V1 ˚ V2; ŒV1;V1� D V2; ŒV1;V2� D ŒV2;V2� D f0g:

The underlying manifold is R
˛Cˇ , ˛ D dimV1, ˇ D dimV2. The group

multiplication law can be written by making use of a R
ˇ-valued skew symmetric

form �WR˛ � R
˛ ! R

ˇ . Namely, if we write .v1; v2/; .v01; v02/ 2 V1 ˚ V2 for the
Lie algebra elements, then

�
.v1; v2/; .v

0
1; v
0
2/
� D .0;�.v1; v01//:

If we use the coordinates of the first kind and write � D .x; t/ 2 G, q D .x1; t1/ 2 G,
then

�q D .x; t/.x1; t1/ WD .xC x1; tC t1 C 1

2
�.x; x1//

by the BCH-formula (4).

H-Type Groups

H(eisenberg)-type groups are natural generalisations of the Heisenberg group. First
of all, they are 2-step Carnot groups and their Lie algebras h possess an inner product
.: ; :/h making the decomposition V1 ˚ V2 orthogonal. Moreover, by making use
of the inner product and the given commutator we define a linear map JWV2 !
End.V1/ by

.Jtv1; v2/h D .t; Œv1; v2�/h:

Under the above condition we say that G is an H-type algebra if the map J satisfies
the condition J2t v D �.t; t/h IdV1 for any t 2 V2 and any v 2 V1. The H-type
groups were introduced by Kaplan [63] in the study of fundamental solutions of the
associated sub-Laplace operator. Equivalent definitions of H-type groups and their
geometric properties can be found in [34, 64, 72, 73].
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EXERCISE Show that the Heisenberg group is of H-type.

Engel Group

The Engel group is an example of a 3-step Carnot group. The underlying manifold
is R4. We use coordinates q D .x; y; z;w/. The Lie group multiplication law is given
by the BCH-formula for a nilpotent group of step 3:

exp.F1/ exp.F2/ D

exp.F1 C F2 C 1

2
ŒF1;F2�C 1

12
ŒF1; ŒF1;F2�� � 1

12
ŒF2; ŒF1;F2��/:

(14)

The Lie algebra for the Engel group has to satisfy the relations

ŒX;Y� D Z; ŒX;Z� D aW; ŒY;Z� D bW; a; b 2 R:

For example, if we choose a slight modification of the Heisenberg vector fields

X D @x � 1
2
y@z C z@w; Y D @y C 1

2
x@z � z@w;

then we get

ŒX;Y� D @z WD Z; ŒX;Z� D �@w D W; ŒY;Z� D @w D �W: (15)

If we write Fi D xiX C yiY C ziZ C wiW, i D 1; 2 then the BCH-formula (14) and
the commutation relations (15) lead to the group law

.x1; y1; z1;w1/.x2; y2; z2;w2/ D
�
x1 C x2; y1 C y2; z1 C z2 C 1

2
.x1y2 � x2y1/;

w1 C w2 � 1
2
.x1z2 C x2z1/C 1

2
.y1z2 � y2z1/C 1

12
.y1 � y2/.x1y2 � x2y1/

�
:

Another coordinate representation of the Engel group can be found in [36].

3 Hypoellipticity for Linear Equations

Functional Spaces and Differential Operators

Let � be an open connected set (domain) in the space R
n. We use the notation

˛ D .˛1; : : : ; ˛n/, ˛k 2 N, for multi-index and j˛j D P
k ˛k for its order. If f is a

real function defined in �, then @˛f denotes its derivative of order j˛j if it exists.
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The vector space Cm.�/, m 2 N, consists of all functions f W� ! R which,
together with all their derivatives @˛f of order j˛j 
 m are continuous in �. We
write C1.�/ D \1mD0Cm.�/. The space C10 .�/ is the subspace of C1.�/ of
functions, having a compact support in the domain�.

The vector space Lp.�/, p > 0, is the set of equivalence classes of measurable
real or complex valued functions in� having the finite norm kukLp D

R
�
ju.x/jp dx.

A class of equivalence consists of functions that coincide almost everywhere in �.
The spaces Lp.�/ are Banach spaces for p � 1 and for p D 2 it is a Hilbert space
endowed with the inner product

. f1; f2/L2.�/ D
Z
�

f1.x/Nf2.x/ dx:

The space C10 .�/ is dense in Lp.�/ in the topology defined by the norm k � kLp .
The space of test functions D.�/ is the set C10 endowed with the following

topology: a sequence 'k converges to ' as k!1 in D.�/ if

1. there is a compactK � � such that the support of 'k�' belongs to K for every k;
2. lim

k!1 @
˛'k.x/ D @˛'.x/ uniformly on the compact K for each multi-index ˛.

With this definition of the convergence the space D.�/ is a complete locally convex
topological vector space, where a set is compact if and only if it is closed and
bounded. The dual space D0.�/ of D.�/ (space of linear functionals on D.�/)
is called the space of (Schwartz) distributions on �. Functions u 2 L1loc.�/ can be
identified with distributions Tu.'/ D

R
�
u.x/'.x/ dx.

The space of test functions G.�/ (rapidly decreasing functions) consists of
functions ' 2 C1.�/ having the following property: for any N D 1; 2; ; : : : there is
a constant MN such that

j'.x/j 
 MN jxj�N as x!1:

The space G.�/ can be endowed with countable family of seminorms

sup
x2�
jxˇ@˛'.x/j <1; ˛; ˇ are multi-indices;

and thus it is a Fréchet space. The dual space G0.�/ of G.�/ is called the space of
tempered distributions on �.

The last space of test functions E.�/ is the space C1.�/, endowed with the
topology induced by semi-norms

k'kk D
X
j˛j�k

sup
K��
j@˛'j <1; k D 1; 2; : : : ;
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where the supremum is taken over all compacts K in the domain �. The dual
space E 0.�/ to the Fréchet space E.�/ is the space of distributions having compact
support.

Observe that since D.�/ � G.�/ � E.�/ as topological spaces and sets, we
obtain that E 0.�/ � G0.�/ � D0.�/.

The space of distributions is endowed with the weak* topology and the sequence
fukg from D0.�/ converges to u 2 D0.�/ in the weak* topology if it converges
pointwise

uk.'/! u.'/ as k!1 for all ' 2 D.�/:

Analogously, the weak* topology is defined for the spaces G.�/ and E.�/. More
information about distributions can be found in [1, 98].

If f 2 Lp.Rn/, p � 1, then the Fourier transform F. f / Dbf of f is defined by

bf .�/ D
Z
Rn

e�i.x;�/f .x/ dx; � 2 R
n:

Here .x; �/ DPn
kD1 xk�k is the Euclidean inner product in R

n. Ifbf 2 Lp.Rn/, p � 1,
then we can define the inverse Fourier transform by

f .x/ D .2�/�n
Z
Rn

ei.x;�/f .�/ d�; x 2 R
n:

The space G.Rn/ is closed under the Fourier transform and moreover the map

FW G.Rn/! G.Rn/

' 7! b'
is continuous. The Fourier transformbu of a distribution u 2 G0.Rn/ is defined by

bu.'/ D u.b'/; ' 2 G.Rn/:

The map FWG0.Rn/ ! G0.Rn/ is an isomorphism of vector spaces with weak*
topology. The map F restricted to functions from to L2.Rn/ is an isometry, according
to the Parseval equality.

Let � be an open set in R
n. For s 2 R and 1 
 p 
 1 the space Hp

s .�/ is
defined by

Hp
s D



u 2 G0.�/ j kukHp

s
D
�
.2�/�n

Z
�

jbu.�/jp.1C j�j2/ sp2 d�
�1=p

<1
�
;

where for p D 1 we consider the norm kukH1

s
D ess: sup j.1C j�j2/s=2 Ou.�/j. The

space .Hp
s .�/; k � kHp

s
/ is the Banach space possessing the properties.
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.H1/ One has G � Hp
s � G0 in the topological sense: the topology in G is stronger

than that induced there by Hp
s and the topology in Hp

s is stronger than one induced
from G0.

.H2/ C10 is dense in Hp
s for p <1.

.H3/ If �1 < s1 < s2 <1, then Hp
s2 � Hp

s1 . It follows from

.1C j�j2/s1 
 .1C j�j2/s2 ; � 2 R
n:

If K is a compact in�, then the inclusion map �WHp
s2\E 0.K/! Hp

s1 is completely
continuous. Conversely, if there is a non empty open set V � �, such that Hp

s2 \
E 0.V/ � Hp

s1 then s1 < s2.
.H4/ If �1 < s1; s2 <1, then Hp

s1 \ Hp
s2 D Hp

s1Cs2
and

max
jD1;2 kukHp

sj

 kukHp

s1Cs2

 kukHp

s1
C kukHp

s2
for u 2 Hp

s1 \ Hp
s2 :

.H5/ Let � 2 C10 .Rn/ be such that
R
Rn � dx D 1. Set �ı.x/ D ı�n�. x

ı
/. If

u 2 Hp
s , p <1, then the convolution Sıu D u � �ı is a smooth function for any

ı > 0 and it converges to u in Hp
s as ı ! 0.

.H6/ Let  2 C10 .Rn/ be such that  .0/ D 1. Set  ı.x/ D  .ıx/. If u 2 Hp
s ,

p <1, then  ıu converges to u in Hp
s as ı ! 0.

We say that a function u belongs to Hp
s;loc.�/ if u 2 Hp

s .V/ for any open set
V � � with V � �.

Space Hs

The space Hs.�/ is a special case of Hp
s .�/ when p D 2. The Banach structure is

defined by the inner product and therefore it is a Hilbert space. Thus

Hs D


u 2 G0.�/ j kukHs D

�
.2�/�n

Z
�

jbu.�/j2.1C j�j2/s d��1=2 <1
�
:

When s > 0 is integer, we have

Hs.�/ D fu 2 L2.�/ j @˛u 2 L2.�/; for j˛j 
 sg:

Also, since kuk2HsC1
D kuk2Hs

CPn
jD1 k@juk2Hs

, we conclude that

HsC1.�/ D fu 2 Hs.�/ j @ju 2 Hs.�/; for j D 1; 2; : : : ; ng:

If u 2 Hs, a 2 G.�/ and � 2 C10 .�/, then

aSıu � Sı.au/ D a.u � �ı/ � .au/ � �ı ! 0 in HsC1 as ı ! 0:
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Now we define the space Hs;loc.M/ on a C1 smooth manifold M. We say that a
distribution u belongs to Hs;loc.M/ if for any chart .U; '/, the function u ı' is in the
space Hs.'.U//.

Let �1 and �2 be two open sets in R
n and f W�1 ! �2 be a diffeomorphism.

Let �02 � �2 and u 2 E 0.�02/. Then it follows that u ı f 2 Hs.�1/ if and only if
u 2 Hs.�

0
2/ and we have

ku ı fkHs.�1/ 
 CkukHs.�
0

2/
for u 2 Hs.�

0
2/ \ E 0.�02/

and the constant C does not depend on u.
Let now M be a C1 smooth compact manifold with a boundary.

1. For integer positive s the natural inclusion map HsC1.M/! Hs.M/ is completely
continuous.

2. Let P be a differential operator of order less than or equal to m with C1
coefficients defined on M. Then the mapping u 7! Pu defines a continuous
mapping of Hm;loc.M/ into H0;loc.M/.

Differential Operators

Recall that @j D @
@xj

is the differentiation with respect to xj in R
n. Denote Dj D �i@j,

where i is the imaginary unit. Then we write D˛ D D˛11 : : :D
˛n
n for a multi-index

˛ D .˛1; : : : ; ˛n/. Let P.�/ be a polynomial in n variables �1; : : : ; �n, with complex
coefficients. Denote by P.D/ the differential operator obtained if �j is replaced by
Dj. This gives a one-to-one correspondence between polynomials and differential
operators with constant coefficients. Recall the classical du Bois Reymond lemma: if
u and f are continuous functions in a domain� � R

n andDju D f in the distribution
sense, then Dju D f in the classical sense also. Now we give a formal definition of
the differential operator.

Definition 3.1 A linear map u 7! P.D/u D P
˛ a

˛D˛u, where a˛ are complex
valued functions defined in some domain � � R

n is called a differential operator.
Here it is also assumed that all but a finite number of coefficients a˛ vanish
identically on any compact subset of �, thus the sum

P
˛ a

˛D˛u is always finite.

To emphasise that the coefficients a˛ depend on x 2 �, we write P.x;D/. If
a˛ 2 Ck.�/, 0 
 k 
 1 for every ˛, we say that P has Ck coefficients. Thus we
interpret P as a linear map from C1.�/ to Ck.�/.

We need to define a differential operator with Ck coefficients on a C1 smooth
manifoldM. We define the linear mapPWC1.M/! Ck.M/ by choosing an arbitrary
chart .U; '/ and setting

.Pu/ ı ' WD
X
˛

a˛.'/D˛.u ı '/ D P'.u ı '/ D P'u' for u 2 C1.M/:
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Observe that a linear map LWC1.M/! Ck.M/ is a differential operator if and only
if supp.Lv/ � suppv for every v 2 C1.M/, see [85].

The next steps are to define distributions on a manifold and then differential
operators acting on the distributions. Let .U; '/ and .U0; ' 0/ be two arbitrary charts
on M. If there is a distribution u' D u ı ' 2 D0.'.U// such that

u'0 D u ı ' 0 D u' ı .' 0'�1/ is a distribution on ' 0.U \U0/; (16)

then we call the system fu'g a distribution u on M. The set of all distributions on
M is denoted by D0.M/. Let u 2 D0.M/ then u' is a distribution on '.U/ and then
P'u' satisfies (16). Thus we call the system fP'u'g the distribution Pu 2 D0.M/.

If P is a differential operator on a domain� � R
n, then the order m of P in � is

defined by m D supfj˛j j a˛ ¤ 0g. The order can beC1. If P is of finite order m
in�, the principal part (or the characteristic form) of P is the following polynomial
in �

Pm.x; �/ D
X
j˛jDm

a˛.x/�˛; x 2 �; � 2 C
n:

The order of a differential operator on a manifold can also be defined.

Fundamental Solutions

Definition 3.2 A distribution E 2 D0.Rn/ is called a fundamental solution for the
differential operator P.D/ with constant coefficients if

P.D/E D ı0;

where ı0 is the Dirac distribution at 0 2 R
n.

Notice that to every differential operator P.D/ with constant coefficients there
exists a fundamental solution E in a certain functional class F , which depends on P.
The details can be found in [54, Theorem 3.1.1].

Let us assume that we are given a differential equation P.D/u D f with f 2
E 0.Rn/ and let E be a fundamental solution: P.D/E D ı. Then

P.D/.E � f / D f ; E � .P.D/u/ D u; u; f 2 E 0.Rn/:

The properties of the convolution lead to the following two facts

1. If P.D/u D f with f 2 E 0.Rn/ \ Hp
k .R

n/ and E 2 H1s;loc.Rn/, then the solution u
is given by the formula u D E � f and it belongs to Hp

ks;loc.R
n/.
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2. Let u 2 E 0.Rn/ and �1 < s <1, 1 
 p 
 1 are given. Then u 2 Hp
sK.R

n/ if
and only if f D P.D/u 2 Hp

s .R
n/, where the functionK depends on the properties

of the operator P.

We now will discuss the existence of solutions and the geometric properties of
domain � � R

n. A solution of the differential equation P.D/u D 0 in R
n is called

an exponential solution if it can be written in the form

u.x/ D p.x/ei.x;�/ for some � 2 C
n

and polynomial function p. It is known [54] that the closed linear hull in C1.Rn/ of
exponential solutions consists of all solutions of P.D/u D 0 in C1.Rn/. If � � R

n

is an open convex set, then the exponential solutions are dense in the set of all
solutions of P.D/u D 0 in C1.�/.

Consider the differential equation P.D/u D f , f 2 D0.�/ \ Hp
s;loc. Then the

solution exists if and only if the open set � satisfy the following definition of P-
convexity: If for every compact set K � � there is another compact set K0 � �

such that for any chosen � 2 C10 .�/ the following is true:

supp.P.�D/�/ � K implies supp.�/ � K0:

As a consequence we obtain that if� is P-convex, then the equation P.D/u D f has
a solution u 2 C1.�/ for every f 2 C1.

Hypoelliptic Operators with Constant and Variable Coefficients

We start from the historical observations. Hermann Weyl in [115] has shown that
weak solutions of the Laplace equation are actually smooth functions. The fact that
weak solutions are C1 solutions are very important for applications and particularly
for variational methods to the solutions of differential equations. A generalisation of
the Weyl result can be obtained by two ways. One of them is based on the properties
of fundamental solutions, see [91]. Another way, using only a priori estimates, was
developed in [43, 61, 81]. If we are given a partial differential equation with constant
coefficients, then the classical solution is analytic if and only if the equation is
elliptic, see [86]. In the same work it was shown that a solution of a non-linear
elliptic partial differential equation with analytic coefficients is an analytic function,
that extends the result in [17]. If we change the category of solutions from analytic
to C1 smooth and ask the analogous questions, then the complete answer can be
found in works of Hörmander [52], see also [54, 56, 57, 102]. We briefly explain
the main idea to study the following problem. Consider the equation Pu D f , where
u and f are given distributions. We ask how smooth is the solution u if f is C1
smooth? In the first step the analytic properties of the homogeneous solutions are
transferred to the algebra-geometric properties of the polynomial P.�/ defining the
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differential operator. Let us consider the following subspace of the Fréchet space
Hp

s;loc.�/, where � is an open subset of Rn:

N D fu 2 Hp
s;loc.�/ j P.D/u D 0g:

The space N , that is the kernel of the linear operator P.D/, is a Fréchet subspace
with respect to the topology induced from Hp

s;loc.�/.

Definition 3.3 A Fréchet topological space is called a Montel space if any bounded
sequence contains a convergent subsequence.

With the functional space N we associate the algebraic hypersurface in C
n

defined by the polynomial P.�/ associated with the differential operator P.D/:

ƒ D f� 2 C
n j P.�/ D 0g:

Theorem 3.4 Let us assume that N is a Montel space, then the following condi-
tions are equivalent.

H1. Im .�/!1 as �!1 on the surface ƒ.
H2. We define the distance function from � 2 R

n to the hypersurfaceƒ by

d.�/ D dist.�;ƒ/ D inf
�2ƒfdist.�; �/g:

Then d.�/!1 as � !1 in Rn.
H3. There are positive constants c > 0 and C > 0 such that j�jc 
 Cd.�/ for

sufficiently large j�j, � 2 R
n.

Proof We present a very rough draft of the proof that condition H1 is fulfilled. For
the details we refer the reader to [54, Chap. IV]. We assume that there is a sequence
�j D �j C i
j ! 1 on ƒ as j ! 1, but 
j D Im.�j/ is bounded. The rest of the
proof is based on the two side estimate

Z
Rn
j O'.� � i
j/jpjm.�/jp d� 
 k'ujkpHp

s .�/


Z
Rn
j O'.� � i
j/jpjM.�/jp d�; (17)

where ' 2 C10 .�/ is an arbitrary function, uj.x/ D ei.x;�/

.1Cj�jj2/s=2 2 N , and

m.�/ 

� 1C j�j2
1C j�jj2

�s=2 
 M.�/:

The boundedness of 
j implies the boundedness of the right hand side of (17) and,
therefore, the boundedness of uj in Hp

s;loc.�/. Since the sequence uj ! 0 in D0.�/

�
this follows from the fact that

Z
'uj D O'.��j/

.1C j�jj2/s=2 ! 0 as �j !1
�
;
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the point 0 is the only limit point of the bounded sequence fujg in Hp
s;loc.�/. But if

k'ujkpHp
s .�/

tends to zero, then the left hand side of (17) implies that O'.� � i
0/ � 0,
where 
0 is a limit point of the sequence 
j. Thus ' D 0, that contradicts to the
arbitrary choice of ' 2 C10 .�/.

The condition H2 is a reformulation of H1 and the H3 is equivalent to H2 from
estimation on the distance function. ut

L. Hörmander called the operators P.D/ satisfying to equivalent conditions H1�
H3 hypoelliptic differential operators.

Definition 3.5 A differential operator P.D/ of order m is called elliptic if its
principal part Pm.D/ (that is the homogeneous part of P.D/ of order m exactly)
satisfies the condition

Pm.�/ ¤ 0; for all 0 ¤ � 2 R
n:

As a consequence, we immediately obtain that the elliptic operator is hypoellip-
tic.

We list consequences of Theorem 3.4, showing the advantages of the hypoelliptic
operators. We assume that the equation P.D/u D f is given for the distributions u
and f , and that the operator P.D/ is hypoelliptic. Then

1. If u 2 D0.�/ and f 2 Hp
s;loc.�/, then u 2 Hp

ˆ.s;P/;loc.�/, where the function
ˆ.s;P/ depends on the properties of the operator P.D/. Particularly, if P.D/ is
an elliptic operator of order m, then u 2 Hp

ms;loc.�/.
2. If u 2 D0.�/ and f 2 C1.�/, then u 2 C1.�/.
3. We have N D fu 2 D0.�/ j P.D/u D 0g � C1.�/ and the topology induced

in N by C1.�/ coincides with the topology induced by Hp
s;loc.�/. Particularly,

N is the Montel space.

In virtue of the above theorems we can give the now classical definition of the
hypoellipticity.

Definition 3.6 Let u; f 2 D0.�/ and Pu D f . If for any open set V � � the
condition f 2 C1.V/ implies that u 2 C1.V/, then the differential operator P is
called hypoelliptic.

Hypoelliptic Operators with Variable Coefficients

Now we turn to consider the differential operators with coefficients depending on the
point x 2 � � R

n and study generalisations of the hypoellipticity property. We need
to compare the differential operators with constant coefficients and the arbitrary
differential operators. It can be achieved by freezing coefficients of an arbitrary
differential operator at one point and considering it as a differential operator with
constant coefficients. Let P.�/ be a polynomial of � D .�1; : : : ; �n/ 2 R

n. We need
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an auxiliary notation to proceed with the following definitions. We write

P.˛/.�/ D @j˛jP.�/
@˛1�1 : : : @˛n�n

D ij˛jD˛P.�/; eP.x; �/ D � X
j˛j�0
jP.˛/.�/j2

�1=2
:

Definition 3.7 Let P1.D/ and P2.D/ be two differential operators (with constant
coefficients). We say that P1.D/ is weaker than P2.D/ and write P1 
 P2 if

eP1.�/
eP2.�/ < C; � 2 R

n:

Definition 3.8 A differential operator (with variable coefficients) P.x;D/ defined
for x 2 � is said to have constant strength in a domain� of Rn if for arbitrary fixed
y; y0 2 � the differential operators (with constant coefficients) P.y;D/ and P.y0;D/
are equally strong, that is

eP.y; �/
eP.y0; �/ 
 Cy;y0 ; y; y0 2 �; � 2 R

n:

We list the properties of operators of constant strength.

1. Let P.x;D/ have constant strength and x0 2 � be a fixed point. Set P0.D/ D
P.x0;D/ and let P0; : : : ;Pr be a basis for a finite dimensional vector space of
operators with constant coefficients weaker than P0. Then we have

P.x;D/ D P0.D/C
rX

jD0
cj.x/Pj.D/;

where the coefficients cj are uniquely determined, vanish at x0, and have the same
continuity and differentiability properties as the coefficients of P.x;D/.

2. Let P.x;D/ be a differential operator of order m with coefficients in Cm.�/

and let it have constant strength in �. Then it follows that the adjoint operator
tP.x;D/ is also of constant strength and is as strong as P.x;�D/, for every x 2 �.

3. Let P.x;D/ and Q.x;D/ be of constant strength in �. Assume that Q.x;D/
is of order m and the coefficients of P.x;D/ is in Cm.�/. Then the operator
R.x;D/ D P.x;D/Q.x;D/ is of constant strength. Moreover, R.x; �/ is as strong
as P.x; �/Q.x; �/, for every x 2 �.

4. Let P.x;D/ be a differential operator of constant strength having continuous
coefficients in a neighbourhood of x0 2 R

n. If � is a sufficiently small
neighbourhood of x0, then we can find a linear operator E 2 L2.�/ such that

P.x;D/Ef D f ; f 2 L2.�/; EP.x;D/u D u; u 2 C10 .�/: (18)
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If we assume that the coefficients of P.x;D/ are C1 smooth, then there is a linear
operator EW E 0.�/! E 0.�/, such that (18) holds for f ; u 2 E 0.�/.

The last property of the operators with constant strength is the hypoellipticity.

Theorem 3.9 ([54, 57]) Let P.x;D/ be a differential operator of constant strength
with C1 smooth coefficients and P.x;D/u D f . Assume that the operator P0.D/ D
P.x0;D/ is hypoelliptic for some x0 2 �. If u 2 D0.�/ and f 2 Hp

s;loc.�/, then
it follows that u 2 Hp

ˆ.P0;s/;loc.�/, where ˆ.P0; s/ depends on the operator P0.D/.
Particularly, if f 2 C1.�/, then u 2 C1.�/ and therefore the operator P.x;D/ is
hypoelliptic.

Hörmander Theorem

We agree to denote all constants by the letter C and use the inequality for the
equivalence. For example, the inequality juj 
 CjXuj simply means that juj D
O.jXuj/.

Let � be a domain in R
n and consider a special type of the second order

differential operator

Pu D
kX

jD1
X2ju C X0uC cu; Xj D

nX
mD1

amj .x/
@

@xm
; (19)

where the real valued functions amj are of class C1.�/. Define the sub-bundle
D of T�, generated by the vector fields Xj, j D 0; 1; : : : ; k, by setting Dp D
spanfX0; : : : ;Xkgjp for p 2 �. We aim to sketch the proof of Theorem 3.10,
following [68].

Theorem 3.10 ([53]) If the sub-bundle D generated by the vector fields Xj, j D
0; 1; : : : ; k, is bracket generating at each point of an n-dimensional manifold M,
then the operator (19) is hypoelliptic.

Recall that the bracket generating property of vector fields X0; : : : ;Xk on a
connected manifold M implies that any two points can be connected by a curve
tangent to the sub-bundle D of TM, Dp D spanfX0; : : : ;Xkgjp, p 2 M.

We restrict the consideration of Theorem 3.10 to a domain � � R
n to avoid

the additional technicalities. The main idea of the proof is to show that the bracket
generating condition implies the subelliptic estimate:

kuk2H�.�/ 
 C
�
kPuk2L2.�/ C kuk2L2.�/

�
for any u 2 C10 .�/; (20)
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for some � > 0, and C > 0. In general, subelliptic estimates imply the
hypoellipticity property, see [70]. The main arguments in [70] are the following. An
arbitrary distribution can be made into a smooth function by means of convolution.
Then the nature of the differential operator P allows to localise an obtained smooth
function for which the subelliptic estimate holds. In the last step the subelliptic
estimate makes it possible to use the iteration process, showing that the solution
actually belongs to Hs for any real s that implies C1 smoothness of the solution.
Here we present the proof based on the theory of pseudo differential operators,
which can be found in [68]. The original proof of Hörmander [53] is based on
analytic tools and gives more precise estimates on how the value of � depends on
the number of steps of commutators in order to generate the tangent space at each
point of the domain � � R

n. The reader can find different approaches to the proof
of subelliptic estimates, for instance in [67, 69, 83, 88].

We first formulate auxiliary technical lemmas and then prove Theorem 3.10.

Auxiliary Material for Hörmander Theorem

Some Useful Inequalities

Cauchy-Schwartz inequality:

.x; y/ 
 j.x; y/j 
 kxkkyk 
 1

2
.kxk2 C kyk2/: (21)

Generalised Schwartz inequality:

.x; y/L2 
 j.x; y/L2 j 
 kxkHskykH�s


 small constkxk2Hs
C large constkyk2Hs

:

We have

x2 C y2 
 x2 C y2 C 2xy D .xC y/2; (22)

xy 
 1

2
.x2 C y2/; (23)

for positive real x and y.
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Localization Lemma and Energy Estimate

Lemma 3.11 Assume that estimate (20) is true. Then, for any �; �1 2 C10 .�/ with
�1jsupp.�/ D 1, there is a constant C > 0 such that

k�uk2H�.�/ 
 C
�
k�1Puk2L2.�/ C k�1uk2L2.�/

�
for any u 2 C1.�/:

Proof We substitute u by �u in (20) and obtain

k�uk2H�.�/ 
 C
�
k�Puk2L2.�/ C kŒP; ��uk2L2.�/ C k�uk2L2.�/

�
: (24)

Then

k�uk2L2.�/ 

�

sup
x2supp.�/

j�.x/j
�Z

supp.�/
ju.x/j2 dx 
 Ck�1uk2L2.�/ (25)

and, analogously, k�Puk2
L2.�/


 Ck�1Puk2L2.�/. To estimate kŒP; ��uk2
L2.�/

we write

ŒP; ��u D 2
kX

jD1
ŒXj; ��XjuC

kX
jD1
ŒXj; ŒXj; ���uC ŒX0; ��u; (26)

which follows from

ŒX2; �� D X.X�/� .�X/X D X.X� � �X C �X/� .�X � X� C X�/X

D X.ŒX; ��C �X/� .�ŒX; ��C X�/X D XŒX; ��� ŒX; ��X C 2ŒX; ��X
D ŒX; ŒX; ���C 2ŒX; ��X:

Since ŒX0; ��u D X0.�u/� �.X0u/ D uX0�, we estimate

kŒX0; ��uk2L2.�/ D
Z

supp.�/
juX0�j2dx 
 Ck�1uk2L2.�/ (27)

as in (25). Analogously, by making use of the observation

ŒXj; ŒXj; ���u D Xj.ŒXj; ��u/� ŒXj; ��Xju D Xj.uXj�/ � XjuXj� D uX2j �

and the Schwartz inequality, we deduce

k
kX

jD1
ŒXj; ŒXj; ���uk2L2.�/ 
 C

kX
jD1
kjuX2j �j2k2L2.�/ 
 Ck�1uk2L2.�/: (28)
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Now, for any j D 1; : : : ; k, we estimate

kŒXj; ��Xjuk2L2.�/ D
Z

supp.�/
jXj�Xjuj2 dx 
 C

Z
supp.�/

j�21Xjuj2 dx

D C
Z

supp.�/
jXj.�

2
1u/j2 dx


 C
�ˇ̌
.P�21u; �

2
1u/L2.�/

ˇ̌C k�21uk2L2.�/
�

(29)

D C
�ˇ̌
.ŒP; �21 �u; �

2
1u/L2.�/

ˇ̌

C ˇ̌
.�21Pu; �

2
1u/L2.�/

ˇ̌C k�21uk2L2.�/
�
;

where in the fourth step we used the “energy estimate”, see Proposition 3.12. By the
Cauchy-Schwartz inequality (21) the last two terms can be estimated as follows

ˇ̌
.�21Pu; �

2
1u/L2.�/

ˇ̌C k�21uk2L2.�/ 
 C
�
k�1Puk2L2.�/ C k�1uk2L2.�/

�
:

Now we turn to estimate
ˇ̌
.ŒP; �21 �u; �

2
1u/L2.�/

ˇ̌
by making use of (26). We obtain

j.ŒP; �21 �u; �21u/L2.�/j 
 2
ˇ̌
ˇ

kX
jD1
.XjuXj�

2
1 ; �

2
1u/L2.�/

ˇ̌
ˇC

ˇ̌
ˇ

kX
jD1
.uX2j �

2
1 ; �

2
1u/L2.�/

ˇ̌
ˇ

C
ˇ̌
ˇ.uX0�21 ; �21u/L2.�/

ˇ̌
ˇ D K1 C K2 C K3:

We have

K3 D
ˇ̌
ˇ.uX0�21 ; �21u/L2.�/

ˇ̌
ˇ 


Z
supp.�1/

�21u
2jX0�21 j dx 
 Ck�1uk2L2.�/:

Analogously,

K2 D
ˇ̌
ˇ

kX
jD1
.uX2j �

2
1 ; �

2
1u/L2.�/

ˇ̌
ˇ 


kX
jD1

Z
supp.�1/

j�21u2jjX2j �21 j dx 
 Ck�1uk2L2.�/:

Then we write

.XjuXj�
2
1 ; �

2
1u/L2.�/ D

1

4

Z
supp.�1/

Xju
2Xj�

4
1 dx:
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Using integration by parts, we finish the estimation as we did for K2 and obtain

K1 D
ˇ̌
ˇ

kX
jD1
.XjuXj�

2
1 ; �

2
1u/L2

ˇ̌
ˇ 
 Ck�1uk2L2.�/:

Now we sum up the estimations for K1;K2;K3 and insert them into (29). In the last
step we join the inequalities (27), (28), and (29) to obtain

kŒP; ��ukL2.�/ 
 C
�
k�1PukL2.�/ C k�1uk2L2.�/

�
:

We estimated all three terms in the right hand side of (24). That finishes the proof.
ut

We prove the “energy estimate”.

Proposition 3.12 There is a constant C > 0 such that for the operator (19)we have

kX
jD1
kXjuk2L2.�/ 
 C

�
j.Pu; u/L2.�/j C kuk2L2.�/

�
for any u 2 C10 .�/: (30)

Observe that (30) implies

kX
jD1
kXjuk2L2.�/ 
 C

�
kPuk2L2.�/ C kuk2L2.�/

�
(31)

for any u 2 C10 .�/.

Proof We start from finding the form of the adjoint X�j for the operator Xj DPn
mD1 amj @

@xm . Since for any � 2 C10 .�/ we have

Z
�

uXj� dx D
nX

mD1
amj u�jb� �

Z
�

Xju� dx �
Z
�

u
� nX

mD1

@amj
@xm

�
� dx;

the adjoint operator has the form X�j u D �Xju C Aju, where Aj D �Pn
mD1

@amj
@xm .

Thus

.X2j u; u/L2.�/ D .Xju;X
�
j u/L2.�/ D �kXjuk2L2.�/ C .Xju;Aju/L2.�/


 �kXjuk2L2.�/ C small constkXjuk2L2.�/ C large constkuk2L2.�/;
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and we obtain

kX
jD1
kXjuk2L2.�/ 
 C

�
� .Pu; u/L2.�/ C .X0u; u/L2.�/ C kuk2L2.�/

�
(32)

from the definition of the operator P. Observe that because of .X0u; u/L2.�/ D
�.X0u; u/L2.�/ C .u;A0u/L2.�/ we can estimate

j.X0u; u/L2.�/j 
 Ckuk2L2.�/:

We substitute the last inequality into (32) and finish the proof. ut

Properties of Pseudo Differential Operators

Consider the following three linear operators from C10 .�/ to C1.�/:

.‰1/ multiplication by a 2 C1.Rn/,

.‰2/ differentiation @˛ D @j˛j

@
˛1
1 :::@

˛n
n

, j˛j DPn
jD1 ˛j,

.‰3/ .ƒsu/.�/ D .1C j�j2/s=2 Ou.�/.
Let P be the algebra of operators generated by the operators of type .‰1 � ‰3/
by composition, summation, and taking formal adjoints. Notice that ƒsu is not
necessarily in C10 .�/ but this difficulty could be overcome carefully, see [55].
Elements of P are called pseudo differential operators.

Definition 3.13 A linear operator PWC10 .�/! C1.�/ has the order m, m 2 R, if
for any r 2 R, there is a constant Cr > 0 such that

kPukHr.�/ 
 CrkukHrCm.�/ for all u 2 C10 .�/:

The following properties of pseudo differential operators are true. Let P;P0 2 P
be of order m and m0, respectively, then

1. the product PP0 is of order mC m0,
2. the commutator ŒP;P0� D PP0 � P0P is of order mC m0 � 1,
3. the adjoint operator P� is of order m,
4. the operators of type .‰1/ are of order m D 0,
5. the operators of type .‰2/ are of order m D j˛j,
6. the operatorsƒs of type .‰3/ are of order m D s.
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Sketch of the Proof of Theorem 3.10

Step 1: Subelliptic Estimates Implies Iteration “Inequality”

We need some auxiliary facts.

I. Let " > 0, s 2 R and N > 0 be given. Then for any ı > 0 there is a constant
C.s;N; ı/ such that

kukHs.�/ 
 ıkukHsC�.�/CC.s;N; ı/kukH
�N .�/ for all u 2 C10 .�/: (33)

II. We will also use the subelliptic estimate in the form

k�ukH�.�/ 
 C.k�1PukL2.�/ C k�1ukL2.�// for any u 2 C1.�/;

that is obtained from (20) and (22).

We aim to show an iteration “inequality”. Let Pu D f and � be chosen arbitrarily.
Given s 2 R and N > 0 there is a constant Cs;N such that

kukHsC�.�/ 
 Cs;N

�
kPukHs.�/ C kukH�N .�/

�
for all u 2 C10 .�/: (34)

Let u 2 C10 .�/ and s 2 R be given. We apply (20) to ƒsu (we actually have to
justify that ƒsu 2 C10 .�/ but we omit it.) We obtain

kukHsC�.�/ D kƒsukH�.�/ 
 C
�
kPƒsukL2.�/ C kƒsukL2.�/

�

D C
�
kŒP; ƒs�ukL2.�/ C kƒsPukL2.�/ C kƒsukL2.�/

�
:

Now the second term in the last expression is exactly what we need in (34). The
third term can be estimated by (33) with small enough ı in order to bring the term
ıkukHsC�.�/ into the left hand side of (34). Thus we need to estimate kŒP; ƒs�ukL2.�/
by C

�
kPukHs.�/ C kukHs.�/

�
. The operator P includes the terms of order two, one

and zero. The term of order 0 gives the vanishing part in the commutator, therefore
we can write the operator ŒP; ƒs� in the form

ŒP; ƒs� D
kX

jD1
Ts
j Xj C Ts; (35)
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where Ts
j and Ts are some pseudo differential operators of order s. Then

kŒP; ƒs�ukL2.�/ 

kX

jD1
kTs

j XjukL2.�/ C kTsukL2.�/


 C
� kX

jD1
kXjukHs.�/ C kukHs.�/

�
:

Thus we need to obtain
Pk

jD1 kXjukHs.�/ 
 C
�
kPukHs.�/ C kukHs.�/

�
. Let us first

estimate

kX
jD1
kXjuk2Hs.�/



kX

jD1
kƒsXjuk2L2.�/



kX

jD1
kXjƒ

suk2L2.�/ C
kX

jD1
kŒƒs;Xj�uk2L2.�/


 C
�
j.Pƒsu; ƒsu/L2.�/j C kuk2Hs.�/

�
;

(36)

where we used Proposition 3.12 to obtain the first term and the fact that the operator
Œƒs;Xj� is of order s to estimate the second term. We continue the estimation

j.Pƒsu; ƒsu/L2.�/j 
 j.ŒP; ƒs�u; ƒsu/L2.�/j C j.ƒsPu; ƒsu/L2.�/j (37)


 C
�
j.ŒP; ƒs�u; ƒsu/L2.�/j C kPuk2Hs.�/

C kuk2Hs.�/

�
;

where in the last step we used the Cauchy-Schwartz inequality and (23). Now, to
estimate the first term in the right hand side of (37), we involve (35) and (21). We
calculate

j.ŒP; ƒs�u; ƒsu/L2.�/j 

kX

jD1
j.Ts

j Xju; ƒ
su/L2.�/j C j.Tsu; ƒsu/L2.�/j



kX

jD1
kTs

j XjukL2.�/kƒsukL2.�/ C kTsukL2.�/kƒsukL2.�/


 small constantkXjuk2Hs.�/
C Ckuk2Hs.�/

: (38)
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Setting (38) into the estimate (37), then into (36) and moving the first term
.small constantkXjuk2Hs.�/

/ into the left hand side, we deduce the inequality

kX
jD1
kXjuk2Hs.�/


 C
�
kPuk2Hs.�/

C kuk2Hs.�/

�

 C

�
kPukHs.�/ C kukHs.�/

�2
;

that leads to

kX
jD1
kXjukHs.�/ � 1 


�
k

kX
jD1
kXjuk2Hs.�/

�1=2 
 C
�
kPukHs.�/ C kukHs.�/

�
:

We use the auxiliary fact (33) and then we move the term ıkukHsC�.�/ to the left
hand side. With this we finish the proof of Step 1.

Step 2: Smoothing and Iteration Procedures

Let Pu D f , where u and f are distributions. We now show that if f jV 2 C1.V/ for
any open set V � �, then also ujV 2 C1.V/, or in other words the operator P is
hypoelliptic.

First of all we apply the arguments of the localisation lemma to (34) to get

k�ukHsC�.�/ 
 C
�
k�1PukHs.�/ C k�1ukH�N .�/

�
for all u 2 C1.�/:

For the beginning we substitute �u into (34) and then almost literally follow the
proof of Lemma 3.11.

The second observation is about the smoothness process. Let u 2 D0 (or any
other function in L1loc), then we write

Sıu.x/ D
Z
Rn

u.xC ıy/'.y/ dy D 1

ı

Z
Rn

u.y/'.
y� x

ı
/ dy

for ' 2 C10 .Rn/ with
R
Rn '.y/dy D 1. Then Sıu 2 C1 for any ı > 0.

Let us present some well known facts that we will use.

I. Let x0 2 � and Wx0 be a neighbourhood of x0 in an open set V � �. If u 2 D0,
then u 2 Hs.Wx0 / if and only if there is �1 2 C10 .V/, �1jWx0

D 1 such that
Sı�1u 2 Hs.V/ and the bound of kSı�1ukHs.V/ does not depend on ı > 0.

II. If u 2 Hs;loc.Wx0 / and T1 is a pseudo differential operator of order 1, then
kŒSı;T1�ukHs.V/ 
 CkukHs.V/, where C does not depend on ı.



Geometry and Differential Operators 129

For u 2 D0 we have Sıu 2 C1.V/. Now we take inequality (34) and apply
Lemma 3.11 to the function Sıu. We write

k�SıukHsC�.�/ 
 C
�
k�1PSıukHs.�/ C k�1SıukH�N .�/

�
for all Sıu 2 C1.�/:

Since k�SıukHs D O.kSı�ukHs/ for any s 2 R and the operator Œ�1;P� is the first
order pseudo differential operator we apply fact II and obtain

kSı�ukHsC�.V/ 
 C
�
kSı�1.Pu/kHs.V/ C kSı�1ukH�N .V/ C k�1ukHs.V/

�
; (39)

if we know that �1u 2 Hs.V/. Here �; �1 2 C10 .V/ and �1jsupp.�/ D 1.
Now we start to apply the iteration arguments: If u 2 D0, then there is N > 0

such that �1u 2 H�N.V/ (and we choose supports of � and �1 small enough, that
�1Pu D �1f 2 C10 .V/). Since �1u 2 H�N.V/, then Sı�1u 2 H�N.V/ by fact I. We
set s D �N in (39) and obtain

kSı�ukH
�NC�.V/ 
 C

�
kSı�1.Pu/kH

�N .V/ C kSı�1ukH�N .V/ C k�1ukH�N .V/

�
:

Thus Sı�u 2 H�NC�.V/ H) Sı�1u 2 H�NC�.V/ ” u; �u 2 H�NC�.V/ by
fact I. Applying the iteration arguments, we conclude that there is a neighbourhood
Wx0 of the point x0 2 V such that for any � 2 C10 .Wx0 / we have that �u 2 Hs.Wx0 /.
Therefore u 2 T

s
Hs.Wx0 / D C1.Wx0 /. Thus for any x0 2 V we obtain u 2

C1.Wx0 / which implies u 2 C1.V/ and the proof is finished.

Step 3: Bracket Generating Condition Implies the Subelliptic Estimates

We need to extract from the algebraic bracket generating condition of the Hör-
mander theorem the subelliptic estimate (20) for any u 2 C10 .�/. Denote by Dj,
j D 1; : : : ; n, linear independent vector fields in �. Then

kukHs.�/ D kƒs�1ƒ1ukL2.�/ 
 C
nX

jD1
kDjukHs�1.�/:

By hypothesis of the Hörmander theorem any Dj can be expressed as follows

Dj D
X

ai1:::ipFi1:::ip ; 0 
 im 
 k;

where

Fi1:::ip D
(
Xip ; if p D 1
ŒXip ;Fi1:::ip�1 �; if p > 1:
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Thus in order to prove the subelliptic estimate (20) we only need to bound the

norm kFi1:::ipukH��1.�/ by C
�
kPukL2.�/ C kukL2.�/

�
. For simplicity, we write Fp D

ŒX;Fp�1�. Then

kFpuk2H��1 D .ƒ��1Fpu; ƒ��1Fpu/L2.�/ D .Fpu; ƒ2��2Fp„ ƒ‚ …
�T2��1

u/L2.�/

D .XFp�1u;T2��1u/L2.�/ � .Fp�1Xu;T2��1u/L2.�/ D I1 � I2;

where we used the notation T2��1 D ƒ2��2Fp for a pseudo differential operator of

order 2�� 1. Thus we need to estimate I1 and I2 by C
�
kPuk2

L2
Ckuk2

L2

�
. The vector

field X can be one of the vector fields Xj, j D 1; : : : ; k that form the second order
term of P and can be estimated by the “energy estimate”. We also need to consider
X D X0, that is the first order part of the differential operator P. Thus we consider
two cases.

CASE 1: X D Xj. Using the expression X� D �X C f for the dual operator we
obtain

I1 D .XFp�1u;T2��1u/L2 D .Fp�1u;X�T2��1u/L2

D �.Fp�1u;XT2��1u/L2 C .Fp�1u; f T2��1u/L2

D �.Fp�1u;T2��1Xu/L2 � .Fp�1u; ŒX;T2��1�„ ƒ‚ …
�T2��1

u/L2

C .Fp�1u; f T2��1u/L2


 C
�
kFp�1uk2H2��1 C kPuk2L2 C kuk2L2

�
;

where we used the equality kFp�1ukH2��1 D k.T2��1/�Fp�1ukL2 , the Cauchy-
Schwartz inequality, (23), and (31).

Before we start to estimate I2, we note that .Fp�1/� D �Fp�1 C f with f 2
C1.�/. Therefore, we apply similar arguments as above and obtain

I2 D .Fp�1Xu;T2��1u/L2 D �.Xu;Fp�1T2��1u/L2 C .Xu; f T2��1u/L2
D �.Xu;T2��1Fp�1u/L2 C .Xu; ŒFp�1;T2��1�„ ƒ‚ …

�T2��1
u/L2

C .Xu; f T2��1u/L2


 C
�
kFp�1uk2H2��1 C kXuk2L2 C kuk2H2��1

�


 C
�
kFp�1uk2H2��1 C kPuk2L2 C kuk2L2

�
:
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In the last step we used (31) and the fact that kuk2H2��1.�/ 
 Ckuk2
L2.�/

for u 2
C10 , since the function .1 C j�j2/s is bounded on the support of u and the Fourier
transform is an L2-isometry.

Summing up the estimations for I1 and I2 we deduce

kFpuk2H��1 
 C
�
kFp�1uk2H2��1 C kPuk2L2 C kuk2L2

�
: (40)

Before turning to the Case 2, we observe that changing � by 2� in (40) we obtain

kFpuk2H2��1 
 C
�
kFp�1uk2H4��1 C kPuk2L2 C kuk2L2

�
: (41)

CASE 2: X D X0. The adjoint operator for P has the form

P� D
kX

jD1
X2j C

kX
jD1

bjXj � X0 C d;

where bj; d 2 C1.�/. It is obtained by careful integration by parts. We estimate

.X0F
p�1u;T2��1u/L2 D �.P�Fp�1u;T2��1u/L2

C
kX

jD1
.X2j F

p�1u;T2��1u/L2

C
kX

jD1
.bjXjF

p�1u;T2��1u/L2

C .dFp�1u;T2��1u/L2 D J1 C J2 C J3 C J4:

Thus we need to estimate each of the integrals Jk, k D 1; 2; 3; 4. We have

J4 D .dFp�1u;T2��1u/L2


 C
�
� .u;T2��1Fp�1u/L2 C .u; ŒFp�1;T2��1�u/L2 C .u; fT2��1u/L2


 C
�
kFp�1uk2H2��1 C kuk2H2��1 C kuk2L2

�

by arguments similar to those in Case 1 above. Then

J3 D
kX

jD1
.bjXjF

p�1u;T2��1u/L2 
 C
�
kFp�1uk2H2��1 C kPuk2L2 C kuk2L2

�
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as we did for estimation of I1. Before estimating J1 we note that

ŒX2j ;T
2��1� D 2ŒXj;T

2��1�Xj C ŒXj; ŒXj;T
2��1��;

where ŒXj;T2��1� and ŒXj; ŒXj;T2��1�� are pseudo differential operators of order
2� � 1. Thus we can write

ŒP;T2��1�u D
kX

jD1
T2��1j XjuC T2��1kC1 u: (42)

Now we estimate J1:

J1 D .P�Fp�1u;T2��1u/L2 D .Fp�1u;T2��1Pu/L2 C .Fp�1u; ŒP;T2��1�u/L2


 C
�
kFp�1uk2H2��1 C kPuk2L2 C

kX
jD1
kXjuk2L2 C kuk2L2

�


 C
�
kFp�1uk2H2��1 C kPuk2L2 C kuk2L2

�
:

Now we turn to estimate J2. We fix j D 1; : : : ; k and write

.X2j F
p�1u;T2��1u/L2 D �.XjF

p�1u;XjT
2��1u/L2 C .XjF

p�1u; fT2��1u/L2„ ƒ‚ …
as I1

Š �.XjF
p�1u;T2��1Xju/L2

C .XjF
p�1u; ŒXj;T

2��1�„ ƒ‚ …
�T2��1and as I1

u/L2 C : : : (43)

Š �.Xj .T
2��1/�„ ƒ‚ …
�T2��1

Fp�1u;Xju/L2

� .Œ.T2��1/�;Xj�„ ƒ‚ …
�T2��1

Fp�1u;Xju/L2 C : : : ;

where we denoted by : : : the terms which we already know how to estimate. So,

J2 
 C
�
kXjT

2��1Fp�1uk2L2 C kFp�1uk2H2��1 C kPuk2L2 C kuk2L2
�
:
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We need to estimate the first term in the right hand side:

kX
jD1
kXjT

2��1Fp�1uk2L2 D �
kX

jD1
.X2j T

2��1Fp�1u;T2��1Fp�1u/L2

C
kX

jD1
. f XjT

2��1Fp�1u;T2��1Fp�1u/L2 : (44)

The second term in (44) is estimated by


 small constant
kX

jD1
kXjT

2��1Fp�1uk2L2 C large constant kT2��1Fp�1uk2L2

and the part “small constant
Pk

jD1 kXjT2��1Fp�1uk2
L2

” can be moved to the left
hand side of (44). The first term in the right hand side of (44) is estimated by
Proposition 3.12. Finally, we obtain

kX
jD1
kXjT

2��1Fp�1uk2L2 
 �.PT2��1Fp�1u;T2��1Fp�1u/L2 C kFp�1uk2H2��1

and we only have to estimate the first term in the right hand side of the last
expression:

.PT2��1Fp�1„ ƒ‚ …
�T2�

u;T2��1Fp�1u/L2 .PT2�u;T2��1Fp�1u/L2

D .Pu;T4��1Fp�1u/L2 C .ŒP;T2��u;T2��1Fp�1u/L2


 C
�
kFp�1k2H4��1 C kPuk2L2 C kuk2L2

�
;

where in the last step we used

ŒP;T2�� D
kX

jD1
T2�j Xj C T2�kC1

analogous to (42). Thus

J2 
 C
�
kFp�1uk2H4��1 C kFp�1uk2H2��1 C kPuk2L2 C kuk2L2

�
:
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Observe that

kFp�1uk2H2��1 
 CkFp�1uk2H4��1
since the function .1Cj�j2/�2� is bounded on the support of u 2 C10 .�/. Summing
up the estimations for Jj, j D 1; 2; 3; 4, we arrive to the inequality for I1 when
X D X0:

I1 D .X0Fp�1u;T2��1u/L2 
 C
�
kFp�1uk2H4��1 C kPuk2L2 C kuk2L2

�
:

It is left to estimate I2 for X D X0. We substitute X0u D Pu �Pk
jD1 X2j u � cu and

obtain

I2 D .Fp�1X0u;T2��1u/L2

D .Fp�1Pu;T2��1u/L2 �
kX

jD1
.Fp�1X2j u;T2��1u/L2 � .Fp�1.cu/;T2��1u/L2 :

The first term is estimated by applying .Fp�1/� and then reasoning as in the proof
of the estimation of J4. We get

.Fp�1Pu;T2��1u/L2 
 C
�
kFp�1uk2H2��1 C kPuk2L2 C kuk2L2

�
:

We use the Cauchy-Schwartz inequality and (23) to bound the third term. We only
have to estimate the second term in I2. We write

.Fp�1X2j u;T2��1u/L2 D .X2j Fp�1u;T2��1u/L2 C .ŒFp�1;X2j �u;T2��1u/L2 :

The first term was estimated in (43) and to estimate the second one we use

ŒFp�1;X2j � D ŒFp�1;Xj�Xj C XjŒF
p�1;Xj� D �eFpXj � XjeFp; (45)

whereeFp is a commutator of the same type as we used before. Thus substituting (45)
and using the same arguments as in Case 1, we obtain

.ŒeFp�1;X2j �u;T2��1u/L2 
 C
�
keFpuk2H2��1 C kPuk2L2 C kuk2L2

�
:

Analogously to (41), we deduce

keFpukH2��1 
 C
�
kFp�1uk2H4��1 C kPuk2L2 C kuk2L2

�
:
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Now, summing up the estimations for Cases 1 and 2, we conclude that

kFpuk2H��1 
 C
�
kFp�1k2H4��1 C kPuk2L2 C kuk2L2

�
:

Applying the iteration process, we arrive to the conclusion

kFpuk2H��1 
 C
� kX

jD1
kXjuk2H

4p�1��1
C kX0uk2H

4p�1��1
C kPuk2L2 C kuk2L2

�
:

Finally, if we could show that

kXjuk2H
�1=2

 C

�
kPuk2L2 C kuk2L2

�
; j D 0; 1; : : : ; (46)

then we could finish the proof setting � D 2
4p

for any p > 0 (or even � 
 2
4p

). Let us
show (46). We have

kXjuk2H
�1=2
D .ƒ�1=2Xju; ƒ

�1=2Xju/L2 D .Xju; ƒ
�1Xj„ƒ‚…
�T0

u/L2

for j D 0; 1; : : : ; k. If j D 1; : : : ; k, then we use the Cauchy-Schwartz inequality,
(23), and (31) to finish the proof. For j D 0 we write X0 D P �Pk

jD1 X2j � cu and
obtain

kX0uk2H
�1=2
D .X0u;T0u/L2 
 .Pu;T0u/L2 �

kX
jD1
.X2j u;T

0u/L2 � .cu;T0u/L2


 C
�
kPuk2L2 C kuk2L2

�
;

since

j.X2j u;T0u/L2 j 
 j.Xju;T
0Xju/L2 j C j.Xju; ŒXj;T

0�„ ƒ‚ …
�T0

u/L2 j C j.Xju; fT
0u/L2 j:

Thus kFpuk2H��1 
 C
�
kPuk2

L2
C kuk2

L2

�
: It proves the subelliptic estimate (20).

4 Heisenberg Group and Hypoellipticity

We have already defined an elliptic operator. A subelliptic operator, roughly
speaking, is an operator that satisfies the subelliptic estimate.
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Definition 4.1 A self-adjoint differential operator P (of order 2) with C1 smooth
coefficients defined on a Riemannian manifold M is said to be subelliptic of order
", 0 < " < 1, at x 2 M, if there exist a neighbourhood U � M of x and a constant
C > 0 such that

kuk2H".U/ 
 C
�
.Pu; u/L2.U/ C kuk2L2.U/

�

 C

�
kPuk2L2.U/ C kuk2L2.U/

�

for all u 2 C10 .U/.

The elliptic and subelliptic operators appear very naturally in the theory of
complex variables. In the following subsections, after a necessary introduction, we
explain how the geometry of the domain in C

n is related to subelliptic and therefore
also to hypoelliptic operators.

Complexifications

Here we present definitions of complexifications of real vector spaces, real mani-
folds and Lie groups, see, for instance [21].

Complexification of a Real Vector Space

A complexification of a real vector space V is the tensor product V ˝ C over R,
where the generators are v ˝ 1 and v ˝ i, v 2 V . So, V ˝ C are all possible linear
combinations of v˝1 and v˝i, v 2 V with real coefficients, modulo the equivalence
relations

.v1 C v2/˝ z � v1 ˝ zC v2 ˝ z;

v ˝ .z1 C z2/ � v ˝ z1 C v ˝ z2;

av ˝ z � v ˝ az; a 2 R:

The real dimension of V˝C is 2 dimV . The multiplication by complex numbers on
V ˝ C is defined by

˛.v ˝ z/ D v ˝ ˛z; for ˛; z 2 C; and v 2 V:

It makes the space V˝C into a complex vector space of complex dimension dimV .
The generators for the complex vector space V ˝ C are v ˝ 1 and v ˝ i. The real
space V is naturally imbedded into V ˝ C by identifying V with the space V ˝ 1.
The conjugation for V ˝ C is defined by v ˝ z WD v ˝ Nz.

As an application we consider a complexification of a smooth real manifold M
of real dimension n. For any q 2 M, the complex vector space TqM ˝ C is called
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the complexified tangent space and T�q M ˝ C is called the complexified co-tangent
space. The complex space T�q M˝C can also be regarded as the complex dual space
of TqM ˝ C by defining the pairing

hv ˝ z; � ˝ wi WD hv; �izw; for v 2 TqM; � 2 T�q M; z;w 2 C;

for any point q 2 M. The complexified tangent bundle is TCM D [q2M
�
TqM ˝

C
�

and the complexified co-tangent bundle is T�CM D [q2M
�
T�q M ˝ C

�
. A

complexified vector field L on M is a smooth section of TCM, which means that
L assigns to each q 2 M a vector Lq 2 TqM ˝ C. In any smooth coordinate
system

�
U; ' D .x1; : : : ; xn/

�
we can express L as Lq D Pn

jD1 Lj.q/@xj , where Lj,
j D 1; : : : ; n are smooth, complex valued functions defined on U � M.

If M is a complex manifold of complex dimension n, then it is important to
distinguish between the real tangent bundle and the complexified tangent bundle.
The real tangent bundle TM corresponds to a smooth manifold M of real dimension
2n. Its fiber TqM is a real vector space and has real dimension 2n. The fiber TqM˝C

of the complexified tangent bundle is a complex space of complex dimension 2n.

Complex Structures

If the real vector space V is of even dimension, then it is possible to define an almost
complex structure J, that is, a map JWV ! V , such that J2 D � IdV .

Example Let V D TqR2n Š C
n. Take the coordinates q D .x1; y1; : : : ; xn; yn/. The

standard almost complex structure for TqR2n is defined by setting

J.@x j/ D @y j ; J.@y j/ D �@x j ; j D 1; : : : ; n; (47)

on the standard basis. Then J extends by linearity to all TqR2n. This almost complex
structure is designed to simulate the multiplication by i D p�1.

The standard almost complex structure J� on the co-tangent space T�q R2n is the
following

J�.dx j/ D dy j; J�.dy j/ D �dx j; j D 1; : : : ; n:

An almost complex structure can be defined on a real tangent space of a complex
manifoldM by pushing forward the complex structure fromC

n to M via a coordinate
chart. For q 2 M and a holomorphic chart .U; �/, �WU ! C

n, we define JqWTqM !
TqM by

Jq.Lq/ WD d�.q/�
�1J.dq�.Lq//; Lq 2 TqM; (48)
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where J in the right hand side is the standard almost complex structure in C
n.

The definition implies that if � D .z1; : : : ; zn/, zj D xj C iy j, then Jq.@x j/ D @y j

and Jq.@y j/ D �@x j .
If J is an almost complex structure on a real vector space V , then we can extend

it to an almost complex structure JC on the complexification V ˝ C by setting

JC.v ˝ z/ WD J.v/˝ z; v 2 V; z 2 C:

Then

JC.w/ D JCw; for w 2 V ˝ C: (49)

The linear map JC has two eigenvalues i and�i, since J2
C
D � Id. The corresponding

eigenspaces are denoted by V.1;0/ and V.0;1/. Thus we have

V ˝ C D V.1;0/ ˚ V.0;1/

from linear algebra. The property (49) implies V.1;0/ D V.0;1/. Let us construct bases
for V.1;0/ and V.0;1/. First we observe that v and Jv are linearly independent over R
in V , since J has no real eigenvalues. Then

fv1 � iJv1; : : : ; vn � iJvng (50)

is a basis for the complex n-dimensional vector space V.1;0/ and

fv1 C iJv1; : : : ; vn C iJvng (51)

is a basis for the complex n-dimensional vector space V.0;1/. Recall, that real
dimV D 2n.

We apply this for a complex n-dimensional manifold M. Let .z1; : : : ; zn/ with
zj D xj C iy j be a set of local holomorphic coordinates and the almost complex
structure on TqM, q 2 M, is given by (48). Define the vector fields

@zj D
1

2
.@x j � i@y j/ @Nzj D

1

2
.@x j C i@y j/; j D 1; : : : ; n:

Then in view of the above discussions, a basis for T.1;0/q M is given by f@z1 ; : : : ; @zng
and a basis for T.0;1/q M is given by f@Nz1 ; : : : ; @Nzng. Due to the form of the bases, the
spaces T.1;0/q M and T.0;1/q M received the names holomorphic and antiholomorphic
tangent vector spaces. The Hermitian inner product on TqM ˝ C is defined by
declaring that f@z1 ; : : : ; @zn ; @Nz1 ; : : : ; @Nzng is an orthonormal basis.

Let M now be a real manifold, such that at each q 2 M the tangent space TqM
admits an almost complex structure JqWTqM ! TqM. Then it leads to the splitting
TCM D T.1;0/M ˚ T.0;1/M into the holomorphic and antiholomorphic bundles with
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respect to extension .Jq/C. Each of T.1;0/M and T.0;1/M considered as real vector
spaces is isomorphic to the real tangent bundle TM. If T.1;0/M is integrable, that
is, ŒT.1;0/M;T.1;0/M� � T.1;0/M, then the pair .M;T.1;0/M/ is called a complex
manifold.

Complexification of Lie Algebras

Let us impose a Lie algebra structure on V and see how one can define a
complexification g ˝ C of the Lie algebra g D .V; Œ�; ��/. All that we need is to
define the Lie bracket

Œv ˝ ˛; u˝ ˇ� WD Œv; u�˝ ˛ˇ; v; u 2 g; ˛; ˇ 2 C: (52)

Next we consider the relation between the almost complex structure and the Lie
algebra structure. Let G be a Lie group and g be its Lie algebra. Let JWTeG! TeG
be an almost complex structure. It determines the splitting TeG ˝ C D g ˝ C D
g.1;0/ ˚ g.0;1/. If the subspace g.1;0/ is a Lie subalgebra of g ˝ C, then the pair
.G; g.1;0// is called a left invariant complex structure.

Exercises

1. Show that the standard almost complex structure (47) in TqR2n is an isometry in
R
2n.

2. Show that the description of Jq given in (48) does not depend on the choice of
coordinate chart. Conclude that the push forward of the standard almost complex
structure J from C

n to a complex manifold is well defined.
3. Prove (49).
4. Show that v � iJv 2 V.1;0/ and v C iJv 2 V.0;1/ for any v 2 V .
5. Prove that (50) and (51) are linearly independent systems.
6. Find the dual basis for f@z1 ; : : : ; @zn ; @Nz1 ; : : : ; @Nzng with respect to the standard

Hermitian product.
7. Verify that the Lie bracket defined by (52) is C-linear, skew symmetric and

satisfies the Jacobi identity.

Inhomogeneous Cauchy-Riemann Equation

Let � � C
n be a domain, where we want to solve a (non-homogeneous) Cauchy-

Riemann equation

N@u D f ; (53)
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where N@ D
�
@
@Nz1 ; : : : ;

@
@Nzn
�

with @
@Nzk D 1

2

�
@
@xk
C i @

@yk

�
for zk D xk C iyk. If f D

0, the solution u is called a holomorphic function. Generally, given f W� ! C
n

satisfying some smoothness requirements, we want to find a function uW�! C also
possessing some smoothness properties. Since @2u

@Nzk@Nzj D @2u
@Nzj@Nzk , the function f cannot

be chosen arbitrarily, but it has to satisfy the necessary compatibility conditions

@fj
@Nzk D

@fk
@Nzj ; k; j D 1; 2; : : : n: (54)

Observe that if u is a solution to (53), then u C h, where h is a holomorphic
function, is also a solution. To find a unique solution, we impose the “orthogonality
condition”, by making use of L2-inner product in the domain�. Denoting the space
of holomorphic functions by H.�/, we will look for a solution to (53), satisfying

.u; h/L2.�/ D
Z
�

u.z/Nh.z/ dz D 0 for each h 2 H.�/: (55)

Stated in this way, the problem can be reduced to the solution of the boundary-value
problem for the Laplace equation in �. To explain this method, also called “the
method of orthogonal projections”, we start from the construction of the solution
to (53) in the domain � � C with smooth boundary b�. Observe that � D @2

@x2
C

@2

@y2
D 4 N@@. Let us assume that the Dirichlet boundary-value problem

(
�U.z/ D f .z/; z 2 �;
U.z/ D 0; z 2 b�;

has a solution for f . Then, since f D �U D 4 N@@U, we can set u D 4@U in order to
find the solution to (53). Checking (55), we obtain

Z
�

uNh dz D 4
Z
�

@U Nh dz D 4U Nhjb� � 4
Z
�

U N@h dz D 0;

since h is harmonic in � and Ujb� D 0.
Observe that for a domain in C we did not use the condition (54), but for the

several complex variables it becomes essential and we need to reformulate the
problem in the language of differential forms.

N@-Complex

Let M be an n-dimensional complex manifold, that for the first reading can be
thought of as a domain in C

n. For 0 
 r 
 2n, we denote by ƒr.T�CM/ the vector
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bundle of the complexified r-forms on M and by E r.M/ the space of smooth sections
of ƒr.T�CM/. The vector space ƒp;q.T�z

CM/ D ƒp.T�z
.1;0/M/ ^ ƒq.T�z

.0;1/M/,
z 2 M, is the span over C of the set

fdzI ^ dNzJ D dzi1 ^ : : : ^ dzip ^ dNzj1 ^ : : : ^ dzjqg;

where I D fi1; : : : ; ipg and J D fj1; : : : ; jqg run over the set of all increasing multi-
indices of length p and q, respectively. The bundle ƒp;q.T�CM/ is a sub-bundle
of ƒr.T�CM/ for r D p C q. The space of smooth sections of the vector bundle
ƒp;q.T�CM/ is denoted by Ep;q.M/ and is called the space of differential . p; q/-
forms on M. An element � 2 Ep;q.M/ can be expressed in local coordinates as

� D
X

jIjDp;jJjDq

�IJ.z/ dz
I ^ dzJ;

where �IJ are smooth complex-valued functions on M. We let

�p;qWƒr.T�CM/! ƒp;q.T�CM/

be the projection, for any 0 
 p; q 
 n, pC q D r.

Definition 4.2 The Cauchy-Riemann operator N@W Ep;q.M/ ! Ep;qC1.M/ and the
operator @W Ep;q.M/! EpC1;q.M/ are defined by

N@ D �p;qC1 ı d; @ D �pC1;q ı d:

For example, if f WM ! C is a smooth function, or, in other words, f 2 E .0;0/.M/,
then

df D
nX

jD1

@f

@x j
dx j C @f

@y j
dy j D

nX
jD1

@f

@zj
dzj C

nX
jD1

@f

@Nzj dNzj;

where
Pn

jD1
@f
@zj
dzj 2 E1;0.M/ and

Pn
jD1

@f
@Nzj dNzj 2 E0;1.M/. Therefore

@f D
nX

jD1

@f

@zj
dzj; N@f D

nX
jD1

@f

@Nzj dNzj; df D @f C N@f :

Since for higher degree forms we have

@.�IJ dz
I ^ dzJ/ D @�IJ ^ dzI ^ dzJ; N@.�IJ dzI ^ dzJ/ D N@�IJ ^ dzI ^ dzJ ;

for �IJ 2 E0;0.M/, we conclude that d� D @� C N@� for � 2 Ep;q.M/.
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Since N@2 D 0, the operator N@ has the associated cohomology, related to the N@-
complex, also called the Dolbeault complex:

0 �! Ep;0.M/
N@�! Ep;1.M/

N@�! : : :
N@�! Ep;n.M/ �! 0:

We define the cohomology

Hp;q.M;C/ D f f 2 Ep;q j N@f D 0g
f f 2 Ep;q j f D N@ ;  2 Ep;q�1/g :

We define now the adjoint map with respect to L2-metric. Assume that the
complex manifold is endowed with an Hermitian inner product that will induce the
inner product .: ; :/ on ƒp;q.T�z

CM/, z 2 M. Let Ep;q
0 .M/ be the space of compactly

supported elements of Ep;q.M/. We endow Ep;q
0 .M/ with the metric

.�;  /L2 D
Z
M
.�.z/;  .z// dVol.z/; (56)

where dVol is the volume form on M. The adjoint operator N@�W Ep;q
0 .M/ !

Ep;q�1
0 .M/ to N@W Ep;q�1.M/! Ep;q.M/ is defined by

.N@��; /L2 D .�; N@ /L2 : (57)

We defined the adjoint operator N@� for compactly supported forms. Sometimes
it is defined more formally, requiring that the formula (57) is true for all smooth
 2 Ep;q�1.�/, that in its turn implies that the boundary terms arising from the
integration by parts must vanish, which is equivalent to saying that a particular
linear relation among the coefficients of � 2 Ep;q.�/ must vanish on the boundary
b�. We abbreviate it by writing � 2 Dom.N@�p;q/. Now we would like to reduce the
problem of solving (53) for several complex variables to one that is analogous of
the boundary value problem for the Laplace operator. The correct analogue of the
Laplace operator is the box operator

� D N@� N@C N@N@�W Ep;q.�/! Ep;q.�/:

By making use of this formalism, equation (53) is understood for u 2 E0;0.�/ and
f 2 E0;1.�/, f DPn

jD1 fjdNzj. The compatibility condition (54) is written in the form
N@f D 0, due to the skew symmetry dNzk ^ dNzj D �dNzj ^ dNzk. The Dirichlet boundary
value problem is substituted by the N@-Neumann problem: for a given f 2 Ep;1.�/
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we want to find U 2 Ep;1.�/ satisfying

8̂
<̂
ˆ̂:
�U.z/ D f .z/; z 2 �;
U 2 Dom.N@�p;1/;
N@U 2 Dom.N@�p;2/:

(58)

Let us show that if there exists a solution of (58) with N@f D 0, then the solution
of (53), satisfying (54) and (55) exists and is equal to u D N@�U. Indeed for any
harmonic . p; 1/-form h we obtain

. f ; h/L2 D .�U; h/L2 D ..N@� N@C N@N@�/U; h/L2 D .N@U; N@h/L2 C .N@N@�U; h/L2

since N@U 2 Dom.N@�p;2/. Now .N@U; N@h/L2 D 0 since h is a harmonic . p; 1/-

form and therefore if we denote N@�U D u we get N@u D f . Observe that we
restricted ourselves to harmonic . p; 1/-forms h, since f is also harmonic . p; 1/-
form. Therefore . f ;  /L2 D 0 for any  from the orthogonal complement to
harmonic . p; 1/-forms. We only need to check (55). We see that

.u; h/L2 D .N@�U; h/L2 D .U; N@h/L2.�/ D 0

for any . p; 0/-form h.
At the end we emphasise that (58) is decoupled into two boundary value

problems for the Laplacian �. One is the usual Dirichlet problem, determined by
U 2 Dom.N@�p;1/. The other one N@U 2 Dom.N@�p;2/ is “non-elliptic” boundary value
problem for the Laplacian �, which shows a difference between the theory of one
complex variable and the theory of several complex variables.

Exercises

1. By making use of d� D @� C N@� for � 2 Ep;q.M/, show the following
properties:

1. @2 D 0, N@2 D 0, @N@ D �N@@;
2. and

N@.� ^  / D N@� ^  C .�1/pCq� ^ N@ ;
@.� ^  / D @� ^  C .�1/pCq� ^ @ ;

for any � 2 Ep;q.M/ and  2 E r;s.M/.

2. Suppose M and N are complex manifolds and FWM ! N is a holomorphic map,
that is a smooth map such that N@FWT.1;0/.M/ ! T.1;0/.N/. Show that if � 2
Ep;q.N/, then F�� 2 Ep;q.M/. Moreover

F� ı N@ D N@ ı F�; F� ı @ D @ ı F�:
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3. Let f 2 E0;0.M/, and J be a complex structure on M. In this case, the adjoint map
J� is the complex structure map on the space of 1-forms. Show that

@f D 1

2

�
df � iJ�df

�
; N@f D 1

2

�
df C iJ�df

�
:

4. The adjoint operator N@� can be calculated by making use of the contraction
operator c. Show that for � D f dzI ^ dNzJ, f 2 E0;00 .M/ we have

N@�� D �
nX

jD1

@f

@zj

@

@Nzj c.dz
I ^ dNzJ/;

where the contraction operator c is defined by

@

@Nzj c.dz
I ^ dNzJ/ D

(
0; if j … J;

.�1/pCk�1dzI ^ dNzJ0

if j 2 J

for jIj D p, jJj D q. Here if j 2 J D . j1; : : : ; jk; : : : ; jq/, then j D jk and
J0 D . j1; : : : ;bjk; : : : ; jq/ is the multi-index of the length q�1, where jk is omitted.

The Boundary N@b-Complex

First we give the rough idea and then the precise definitions. The significant
difference that occurs in several complex variables is the presence of tangential
Cauchy-Riemann operators. The tangential Cauchy-Riemann operators are complex
vector fields on the boundary b� of a domain � � C

nC1 that are characterised by
the following two properties:

1. The vector field on b� is the restriction of a vector field defined in �, such that
in coordinates z D .z1; : : : ; znC1/ of CnC1 it can be written in the form

Z D
nC1X
jD1

aj.z/
@

@Nzj ; z 2 C
nC1; (59)

with complex valued functions aj. This is precisely the first order differential
operators that annihilate holomorphic functions in �.

2. The vector field (59) is tangential in the following sense. If r is a defining function
of the boundary, that is rW�! R, dr ¤ 0, and r.z/ D 0 for z 2 b�, then

Zr.z/ D
nC1X
jD1

aj.z/
@r.z/

@Nzj D 0; z 2 b�:
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An easy counting argument shows that, at each point of b�, the vector space of
tangential Cauchy-Riemann operators has complex dimension n.

Bochner, Lewy and others discovered that a function u on the boundary b� of a
suitable regular domain � is the restriction of some holomorphic function F on �
if and only if u satisfies the tangential Cauchy-Riemann equations. It gives rise to
an analogue of N@-complex, but on the boundary b�, and therefore can be called the
boundary N@b-complex. The idea behind the definition of N@b is as follows. Suppose
that u is a smooth function defined on the boundary b�. To define N@bu, we first
extend u to a smooth function F on all of� and calculate N@F. We then restrict N@F to
b� and focus on the part N@Fjb�. Of course, the restriction N@Fjb� should not depend
on the particular extension. Namely, let r be a defining function of the boundary. If
F1 and F2 are two extensions of u, then N@F1jb� and N@F2jb� differ by a multiple of
N@r. Thus the boundary .0; 1/-forms can be defined as restrictions to b� of ordinary
.0; 1/-forms in �, modulo multiples of N@r.

Boundary . p; q/-forms can be defined similarly for p > 0, q > 0, as well as the
operators N@, @. In the presence of a suitable inner product on b�, we can also define
the formal adjoint N@�b and pass to the corresponding boundary Laplacian

�b D N@�b N@b C N@b N@�b : (60)

Inverting �b is closely related to solving the N@-Neumann problem, but is not
identical to it, first of all, because there are no boundary conditions like U 2
Dom.N@�0;1/ or N@U 2 Dom.N@�0;2/. However the “nonellipticity” of N@b-Neumann
problem is reflected here in the fact that the operator �b itself is not elliptic: it
involves second order differentiation only in the directions of the real and imaginary
parts of the tangential Cauchy-Riemann operators, so there is always one “missing”
direction.

Let us now present the abstract analogue of N@b operator. The boundary of a
domain in C

nC1 is replaced by a Cauchy-Riemann manifold (shortly CR-manifold).
A CR-manifold M is a real oriented C1-manifold of real dimension 2n C 1,
n D 1; 2; : : :, together with a sub-bundle H.1;0/.M/ of the complexified tangent
bundle TCM, satisfying:

1. dimC H.1;0/.M/ D n,
2. H.1;0/.M/ \H.0;1/.M/ D f0g, where H.0;1/.M/ D H.1;0/.M/,
3. the sub-bundle H.1;0/.M/ is integrable in the sense that if Z1, Z2 are sections of

H.1;0/.M/, then the commutator ŒZ1;Z2� is also the section of H.1;0/.M/,
4. the complementary line bundle K such that H.1;0/.M/˚ H.0;1/.M/˚ K D TCM

has a global section (that is always satisfied in practise).

For instance, if M is realised as a real hypersurface in C
nC1 or, more general, in a

complex .nC 1/-dimensional manifold N, as a zero set of defining function rWN !
R, dr ¤ 0, then the canonical CR-structure on M is given by taking H.1;0/.M/ D
TCM \ T.1;0/.N/. Then, if we denote by �WM ! N the inclusion map, then ��.i.N@�
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@/r/ is a global section for the sub-bundle K. Nirenberg [82] showed that an abstract
CR-manifold cannot always be imbedded in a complex manifold, even locally.

We denote ƒp;q.M/ D ƒp.H�.1;0/.M// ^ ƒq.H�.0;1/.M// for the CR-manifold
M, and by Ep;q.M/ the set of smooth sections of ƒp;q.M/. Then the operator
N@bW Ep;q.M/ ! Ep;qC1.M/ is defined by N@b� D �p;qC1 ı d� for � 2 Ep;q.M/,
where �p;qC1 is the projection of the form d� onto the subspace Ep;qC1.M/. The
operator N@b possess the analogous properties, listed in the previous exercises. We
just mention one more: If f 2 E0;0.M/ and Z is a smooth section of H.0;1/.M/ which
is analogue of tangential Cauchy-Riemann operators, then N@bf .Z/ D Zf .

We assume that on the CR-manifold M is given an Hermitian metric g, such that
the decompositionH.1;0/.M/˚H.0;1/.M/˚K is orthogonal and the Hermitian metric
induces the Riemannian metric on M (we denote the Riemannian metric also by g).
Define the L2-metric as in (56). Now we are ready to define the formal adjoint as it
was done in (57) and the “Laplace” operator (60). The operator�b is never elliptic,
since it degenerates along the direction K orthogonal to H.1;0/.M/˚ H.0;1/.M/. We
say in this case that the direction K is characteristic. Nevertheless, the operator �b

is subelliptic under certain geometric conditions on M.
Let ! be a non-vanishing real one form which annihilates the distribution

H.1;0/.M/˚H.0;1/.M/. In the case whenM is a hypersurface in the complex manifold
N given by the equation M D fz 2 N j r.z/ D 0; dr ¤ 0g, then we can take
! D ��i�N@ � @/r� as was mentioned above.

Definition 4.3 The Levi form .: ; :/Levi is an Hermitian form defined for sections of
H.1;0/.M/ by

.Z1;Z2/Levi D �id!.Z1 ^ NZ2/: (61)

The Levi form is a quadratic form on the sub-bundle H.1;0/.M/. Since the one
form ! is a conformal class (it is a real one form defined up to a nonvanishing real
factor), the Levi form is also. We say that the CR-manifoldM is nondegenerate if the
Levi form is non-degenerate for each section Z of H.1;0/.M/. We call M k-strongly
pseudoconvex if the Levi form has k, k � n

2
positive eigenvalues. In the case k D n

the CR-manifold is called strongly pseudoconvex.
What is the relation between the Levi form and the characteristic direction? The

definition (61) implies that

.Z1;Z2/Levi D �id!.Z1 ^ NZ2/ D � i

2

�
Z1 !. NZ2/„ƒ‚…

D0
�NZ2 !.Z1/„ƒ‚…

D0
�!.ŒZ1; NZ2�/

�

D i

2
!.ŒZ1; NZ2�/:

Thus when .Z1;Z2/Levi ¤ 0, we can obtain some control over the characteristic
direction by using the commutator ŒZ1; NZ2�. This is an essential point in the
result obtained by Kohn, see section “Hypoellipticity of �b on Pseudoconvex CR
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Manifolds”. Before turning to this point we consider the particular example of a
CR-manifold, the Heisenberg group or the boundary of the Siegel upper half space.

�b Operator on Heisenberg Group

We recall the identification of the Heisenberg group H
n with the boundary of the

Siegel upper half space Un � C
nC1 in section “Action of the Heisenberg Group on

the Siegel Upper Half Space”. Let us present the connection between the tangential
Cauchy-Riemann operators and the Lie algebra hn of the Heisenberg group. We
write the basis for the Heisenberg Lie algebra as real left invariant vector fields:

Xj D @

@x j
C 2y j @

@t
; Yj D @

@y j
� 2x j @

@t
; T D @

@t
:

The basis satisfies the commutation relations ŒYj;Xk� D 4ıjkT and others vanish. We
define the complex vector fields in C

nC1:

NZj D 1

2

�
Xj C iYj

�
D @

@ N�j
� i�j

@

@t
; Zj D 1

2

�
Xj � iYj

�
D @

@�j
C i N�j @

@t
; (62)

j D 1; : : : ; n, where @

@N� D 1
2

�
@
@x j
C i @

@y j

�
and @

@�
D 1

2

�
@
@x j
� i @

@y j

�
. The commutation

relations change to

Œ NZj;Zk� D 2iıjkT (63)

and others remain vanishing. The vector fields defined in (62) are tangential Cauchy-
Riemann operators on bUn and form the basis for the space of such operators. It can
be checked by definition or we can argue as follows: At the identity element of the
Heisenberg group H

n, which corresponds to the origin of bUn we have NZj D @

@N�j ,
agreeing with the form (59). Next, the vector fields NZj are left invariant, since the
vector fields Xj;Yj are left invariant. This left action on the group H

n is induced by
translation on Un given by (13), that is a holomorphic self mapping of CnC1. Since
holomorphic mappings preserve the vector fields (59), we conclude that item 1 of
the definition of tangential CR operators is true for NZj. Moreover, at each point of the
boundary bUn, there are n linearly independent restrictions of NZj showing that f NZjgnjD1
form a basis for the tangential Cauchy-Riemann operators on bUn. Now recall the
change of coordinates: �j D zj, j D 1; : : : ; n, t D Re znC1, r D Im znC1 � jz0j2. Then

@

@Nzj D
@

@ N�j
� zj

@

@r
; j D 1; : : : ; n; @

@NznC1 D
1

2

� @
@t
C i

@

@r

�
:
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Observe that since @r
@Nzj � 2izj @r

@NznC1
D 0, the operator @

@Nzj � 2izj @
@NznC1

is a tangential
Cauchy-Riemann operator and

@

@Nzj � 2izj
@

@NznC1 D
@

@ N�j
� i�j

@

@t
D NZj:

Using the coordinates .z; t/ on H
n, we write zj D x j C iy j, dNz1; : : : ; dNznC1 for the

basis of .0; 1/-forms, and dNzJ D dNzj1^ : : :^dNzjq for the basis of .0; q/-forms. For the
moment, we restrict to .0; q/-forms and call them simply q-forms, nevertheless the
considerations are valid for any p > 0. In general, any f 2 E0;q.Hn/ can be written
as f DP

jJjDq fJdNzJ , where fJ are smooth complex valued functions on H
n. For the

left invariant Cauchy-Riemann operators NZj D @
@Nzj � izj @@Nt on H

n we have

N@bf D
nX

jD1
NZj. f /dzj; f 2 E0;0.Hn/; and

N@bf D N@b
� X
jJjDq

fJdNzJ
�
D

nX
jD1

X
jJjDq

NZj. fJ/dNzj ^ dNzJ ; f 2 E0;q.Hn/: (64)

By making use of definition of the dual N@�b and Exercise 4, we obtain

N@�b
� X
jJjDq

fJdNzJ
�
D �

nX
jD1

� X
jJjDq

Zj. fJ/
@

@Nzj cdNz
J
�
; (65)

and, particularly, for 1-form f D Pn
jD1 fjdNzj, we obtain N@�b f D �

Pn
jD1 Zj. fj/. We

now show that the operator�b is an analogous of the Laplace operator, i.e. it can be
expressed as a sum of operators of the second order.

Theorem 4.4 ([94]) We have the identity

�b.
X
jJjDq

fJdNzJ/ D
X
jJjDq

L˛. fJ/dNzJ ;

where ˛ D n � 2q and

L˛ D �1
2

nX
jD1
.Zj NZj C NZjZj/C i˛T:
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Proof Recall the formulas (64) and (65) that we apply to the q-form f D fJdNzJ . We
obtain

N@b. f / D
nX

lD1
NZl. fJ/ dNzl ^ dNzJ; (66)

N@�b . f / D �
nX

kD1
Zk. fJ/

@

@Nzk cdNz
J : (67)

Applying again formulas (64)–(67), we deduce

�bf D .N@�b N@b C N@b N@�b /f D �
nX

kD1

nX
lD1

Zk NZl. fJ/ @
@Nzk c.dNzl ^ dNzJ/

�
nX

lD1

nX
kD1
NZlZk. fJ/ dNzl ^ . @

@Nzk cdNz
J/: (68)

CASE k ¤ l. We have Zk NZl D NZlZk due to (63). Moreover

@

@Nzk c.dNzl ^ dNzJ/ D �dNzl ^ . @
@Nzk cdNz

J/:

It is easy to remember the last formula, since the operation “^” adds the element
to the wedge product, while the operation “c” removes the element from the
wedge product and then permuting dNzl and dNzk we gain a sign “�”. Thus, if
k ¤ l, then the corresponding terms give zero impact into �b as it is easy to see
from (68).
CASE k D l. We have

@

@Nzk c.dNzk ^ dNzJ/ D
(
0; if k 2 J;

dNzJ ; if k … J;

dNzk ^ . @
@Nzk cdNz

J/ D
(
0; if k … J;

dNzJ ; if k 2 J:

Thus formula (68) is written as

�bf D �
�X

k…J
Zk NZk C

X
k2J
NZkZk

�
. fJ/ dNzJ : (69)
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We use (63) and write

NZkZk D 1

2
. NZkZk C Zk NZk/C iT; Zk NZk D 1

2

� NZkZk C Zk NZk
�
� iT:

Substituting last formulas to (69) we obtain

�bf D �
�1
2

X
k…J
.Zk NZk C NZkZk/� .n � q/iT

C 1

2

X
k2J
.Zk NZk C NZkZk/C qiT

�
fJ dNzJ

D
�
� 1
2

X
kD1

�
Zk NZk C NZkZk

�
C i˛T

�
fJ dNzJ

for ˛ D n � 2q. ut
Observe that the operator L˛ possesses the symmetry properties analogous to the

classical Laplacian� DPn
kD1 @2

@x2k
.

1. The operator L˛ is left invariant, i.e. does not depend on the left translation on
the Heisenberg group. It is a counterpart of the property of the Laplacian � to
have constant coefficients or to be invariant in R

n with respect to the Euclidean
translation.

2. Recall that we defined the dilation on the Heisenberg group by ı�.z; t/ D
.�z; �2t/, that corresponds to the automorphism of the Heisenberg algebra:

dı�.ŒZj; NZj�/ D Œdı�Zj; dı� NZj�/ D Œ�Zj; � NZj� D �2ŒZj; NZj� D 2i�2T:

Under this dilation the differential operator L˛ is a homogeneous of order 2,
which is analogous to that the Laplace operator� is a homogeneous operator of
order 2 with respect to the classical dilatation in R

n.
3. Let U 2 U.n/ be a unitary transformation, then we define the rotation on the

Heisenberg group H
n by Rot.z; t/ D .Uz; t/. The differential operator L˛ is

invariant under this type of rotations. It corresponds to the rotation invariance
of the Laplace operator� with respect to the orthogonal transformation in R

n.

Analogously to the Laplace operator in R
n, any operator on the Heisenberg group,

possessing these three symmetry properties, equals the differential operator L˛ up
to the constant multiple.
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Hypoellipticity of �b on Pseudoconvex CR Manifolds

Let M be a CR-manifold. Then we have the tangential Cauchy-Riemann complex

0 �! Ep;0.M/
N@b��! Ep;1.M/

N@b��! : : :
N@b��! Ep;n.M/ �! 0;

where Ep;q.M/ is the space of smooth sections of . p; q/-forms ƒp;q.M/ as was
defined in section “The Boundary N@b-Complex”. More about N@b-cohomology see
in [71]. The operator �b is not elliptic, however Kohn [66] showed, that if M is
strongly pseudoconvex, then the operator �b is subelliptic and satisfies a priori
estimates

k fk2HsC1

 C

�
k�bfk2Hs

C k fk2L2
�
; f 2 Ep;q

0 .M/; s D 0; 1; 2; : : : :

As it was shown in [70], this leads to the hypoellipticity of �b. Notice that
strong pseudoconvexity in this case is equivalent to bracket generating condition
in the Hörmander sense. But there is more behind the properties of the differential
operator�b. Namely, if the pseudoconvex CR manifold M is compact, then there is
an operator G defined on forms from Ep;q satisfying

kGfkHsC1

 Ck fkHs and G�b D �bG D I �…;

where … is the orthogonal projection onto the kernel of the operator �b. The
Kohn method did not give any hint on how to find a solution. We discuss the
construction of the solution of it in section “Fundamental Solution for �b” and
now we concentrate on the Kohn proof of the hypoellipticity of �b. In the rest of
this section we give a rough scheme of the hypoellipticity of the operator �b. For
the complete proof we refer to [66].

The N@b-Cohomology

Since the CR manifold M is assumed to be integrable, the following N@b-cohomology
of Ep;q.M/, denoted by Hp;q

b .M;C/, can be defined:

Hp;q
b .M;C/ D f f 2 Ep;q.M/ j N@bf D 0g

f f 2 Ep;q.M/ j f D N@b ;  2 Ep;q�1.M/g :

Note that, under certain circumstances, each cohomology class in Hp;q
b .M;C/

has a unique representative which minimises the L2-norm. From the other side,
if f minimises the L2-norm in a cohomology class Hp;q

b .M;C/, then the kernel
of N@bW Ep;q.M/ ! Ep;qC1.M/ is orthogonal to the image of N@p;q�1b W Ep;q�1.M/ !
Ep;q.M/, that is a counterpart of (55). Indeed, let f 2 Ep;q.M/ with N@bf D 0, or in
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other words f 2 ker.N@b/, N@bW Ep;q.M/ ! Ep;qC1.M/. Assume also that f minimises
the L2-norm in a cohomology class Hp;q

b .M;C/, i.e.

k fkL2 
 k f C N@b kL2 for all  2 Ep;q�1.M/:

Then, replacing  by a with any a 2 C, we obtain

k fk2L2 
 k f C a N@b k2L2 D k fk2L2 C 2ReNa. f ; N@b /L2 C jaj2kN@b k2L2 : (70)

There are two options: Either . f ; N@b /L2 D 0, in which case we finish the proof,
or . f ; N@b /L2 ¤ 0. In the latter case we choose an arbitrary " > 0 and set a D
�" . f ;N@b /L2
j. f ;N@b /L2 jkN@b k2L2

. Substituting a in (70), we obtain

j. f ; N@b /L2 j 
 ";

and we conclude that . f ; N@b /L2 D 0 for all  2 Ep;q�1. Now by making use of the
definition of the formal dual to N@b, we write

. f ; N@b /L2 D .N@�b f ;  /L2 for all  2 Ep;q�1.M/

and conclude that if f minimises the L2-norm in a cohomology class Hp;q
b .M;C/,

then N@�b f D 0.

Definition 4.5 A form f 2 Ep;q.M/ is called N@b-harmonic if

N@b f D 0 and N@�b f D 0:

The set of all N@b-harmonic forms in Ep;q.M/ is denoted by Hp;q
b .M/.

Note that since �b D N@�b N@b C N@b N@�b , then N@b-harmonic forms, which can now be
written as Hp;q

b .M/ D f f 2 Ep;q j �bf D 0g, form the kernel of the operator �b.
This is an analogous definition of the harmonic function as a solution of the Laplace
equation�f D 0.

The Riemannian metric on M induces in a standard way an inner product .: ; :/
on Ep;q.M/. We define another inner product .: ; :/b on Ep;q.M/ by setting

. f ; �/b D .N@bf ; N@b�/C .N@�b f ; N@�b�/C . f ; �/:

We write j f j2b D . f ; f /b and say that the norm j � jb in the space .Ep;q.M/; j � jb/ is
completely continuous if any sequence f�kg from Ep;q.M/ which is bounded in the
norm j � jb contains a subsequence convergent in L2-norm k � kL2 . Recall also that
a bounded linear operator TWX ! Y between Banach spaces is called completely
continuous if, for every weakly convergent sequence fxng1nD1 from X, the sequence
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fTxng is norm-convergent in Y. If the norm j � jb is completely continuous, then the
space Hp;q

b .M/ of N@b-harmonic forms is finite dimensional.

Basic Estimates

Let �1; : : : ; �n be a basis for E1;0.U/ and let 
 be a smooth one form on an open set
U � M. Then N�1; : : : ; N�n is a basis for E0;1.U/ and any one form on U � M can
be expressed as a linear combination of � j; N� j; 
. If x1; : : : ; x2n�1 is a system of local
coordinates on U � M and � j D P

k a
k
j dx

k, 
 D P
k b

kdxk, then for any function
u 2 C1.U/ we write

u�j D
X
k

akj
@u

@xk
; u N�j D

X
k

Nakj
@u

@xk
; u
 D

X
k

bk
@u

@xk
:

Let f 2 Ep;q.U/. Then in the basis � j; N� j; 
, j D 1; : : : ; n � 1 we have

f D
X

jIjDp;jJjDq

fIJ�
IJ ; I D .i1; : : : ; ip/; J D . j1; : : : ; jq/;

1 
 i1 < : : : < ip 
 n � 1, 1 
 j1 < : : : < jq 
 n � 1, with fIJ 2 C1.U/ and
�IJ D �1 ^ : : : � ip ^ N� j1 ^ : : : ^ N� jq .
Theorem 4.6 ([66]) If x0 2 M and if the Levi form at x0 has m D maxfn�q; qC1g
non-zero eigenvalues of the same sign, then there is a neighbourhood U of x0 and a
constant C such that

X
jIjDp;jJjDq

� n�1X
jD1

Z
.j� fIJ/�j j2 C j. fIJ/N�j j2� dVolC Re

Z
. fIJ/
. fIJ/ dVol

�

 Ck fk2b

for all f 2 Ep;q.M/ whose support lies in U. Here dVol is the volume form on the
CR-manifold M.

Theorem 4.6 implies that Re
R
. fIJ/
. IJ/ dVol 
 C

�
j f j2b C j j2b

�
for all

f ;  2 Ep;q whose support lies in U. If we define the Sobolev norm by k fk2Hs
DP

jIjDp;jJjDq k fIJk2Hs
, then Theorem 4.6 also implies that for any open set V � U

such that V � U there is a constant C0 such that k fk2H1=2 
 C0j f j2b for all
f 2 Ep;q.M/ whose support lies in V . All in all, summarising all of the above and
applying the partition of the unity, we obtain the following result: If M is m-strongly
pseudoconvex with m D maxfn� q; qC 1g, then there is a constant C > 0 such that

k fkH1=2 
 Cj f jb for all f 2 Ep;q.M/: (71)
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Main Result

The estimate (71) implies that for any integer s � 0 there is a constant C such that

k fkHsC1=2

 Csk�bf C fkHs�1=2 for all f 2 Ep;q.M/:

First of all we note that given ˇ 2 Ep;q.M/, a form f 2 Ep;q.M/ satisfies

.�bC I/f D �bf C f D ˇ if and only if . f ;  /b D .ˇ;  / for any  2 Ep;q.M/:

Indeed

. f ;  /b D .N@bf ; N@b /C .N@�b f ; N@�b /C . f ;  / D .�bf C f ;  / D .ˇ;  /:

In the next step, by some standard arguments we deduce the following: If (71)
holds, then the norm j � jb is completely continuous and so the operator .�bC I/�1 is
completely continuous. The kernel Hp;q

b .M/ of the operator�b is finite dimensional
and we have the orthogonal decomposition into the image and the kernel of the
operator�b:

Ep;q.M/ D �bEp;q.M/˚Hp;q
b .M/:

Thus the equation �b� D ˇ has a solution � 2 Ep;q.M/, whenever ˇ belongs to
the image of the operator �b, and ˇ ? Hp;q

b .M/. Let us denote by …bW Ep;q.M/ !
Hp;q

b .M/ the orthogonal projection to the kernel of the operator �b. Then for any
˛ 2 Ep;q.M/ the form ˛�…b˛ is in the image of�b and the solution of the equation
�b� D ˛ �…b˛ always exists by the discussions above. It allows us to define the
operator

NbW Ep;q.M/! Ep;q.M/

by setting Nb˛ D �, where �b� D ˛ � …b˛, and …b� D 0. Thus to a form
˛ 2 Ep;q.M/ the operator Nb associates a unique solution of the equation �b� D
˛�…b˛ that is orthogonal to N@b-harmonic forms. Now we formulate the final result.

Theorem 4.7 ([66]) Let M be m-strongly pseudoconvex CR-manifold with m D
maxfn � q; q C 1g. Then there is an operator NbW Ep;q.M/ ! Ep;q.M/ with the
following properties:

1. If f 2 Ep;q.M/, then f D �bNbf C…bf ,
2. N@bNb D Nb

N@b; N@�b Nb D Nb
N@�b ; �bNb D Nb�b; …bNb D Nb…b.

3. The operator NbW Ep;q.M/ ! Ep;q.M/ is completely continuous and for each
s � 0 we have kNbfkHsC1=2


 Ck fkHs�1=2 .
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We list some corollaries of Theorem 4.7.

• Each N@b-cohomology class Hp;q
b .M;C/ has a unique representative belonging

Hp;q
b .M/. Indeed if f 2 Hp;q

b .M;C/, then N@bf D 0 by definition. Substituting N@bf
into the decomposition for f from item 1 of Theorem 4.7 and using commutativity
from item 2, we obtain that

f D N@b N@�bNbf C…bf :

In this case …bf 2 Hp;q
b .M/ is the unique representative from Hp;q

b .M;C/.
• In the previous corollary we found the solution of the equation N@bf D 0. Now let
˛ 2 Ep;q.M/ and we want to find the solution f 2 Ep;q�1.M/ such that N@bf D ˛.
Theorem 4.7 implies that

N@bf D ˛ if and only if …b˛ D N@b˛ D 0:

We may choose the solution f D N@�b Nb˛.

Fundamental Solution for �b

We will not present all the details of calculations for the construction of the
fundamental solution, but only give a hint regarding what one can expect. The full
calculations can be found in [41, 94].

We are looking for the distribution E˛ such that L˛E˛ D ı0. The first question
that could be asked is: for which values of ˛ is the operator L˛ invertible? Using
the representation theory for the Heisenberg Lie algebra hn one associates to the
left invariant vector fields Xj;Yj;T linear operators acting on functions from L2.Rn/.
Namely, for any � 2 R and Xj;Yj;T we associate the operators

f 7! 2�i�xj f .x/; f 7! @f

@xj
; f 7! ��i

2
f ;

respectively. Then the operator L˛ can be written as

L˛ D �1
4

nX
jD1
.X2j C Y2j /C i˛T D �1

4
.�f � 4�2�2jxj2f / � �˛�

2
f :

Making the rescaling x 7! j2��j1=2x, we obtain the n-dimensional analogue of the
Hermite operator x2 � d2

dx2
:

� �j�j
2

�
� � jxj2 � ˛ sign.�/

�
f : (72)
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It is known from the spectrum, that the operator (72) is invertible if ˛ sign.�/ ¤
�n;�n � 2; : : :. Thus, we conclude that the operator L˛ is invertible if ˛ ¤
˙n;˙.n C 2/; : : :. The values ˛ D ˙n;˙.n C 2/; : : : are often called forbidden
values for L˛ .

We concentrate on the non forbidden values and observe that the fundamental
solution has to respect the symmetries of the domain bU , mentioned in sec-
tion “Action of the Heisenberg Group on the Siegel Upper Half Space”. Thus, we
expect that the fundamental solution E˛ has to be homogeneous of degree�2n, since
the operator L˛ is homogeneous of order 2, it will give us the correct homogeneity
of the delta function ı0 which is �2n � 2 with respect to the Heisenberg dilatation.
Another observation is that E˛ is invariant under the rotations on the Heisenberg
group and therefore it has to be expressible in terms of the function t˙ ijzj2. Finally,
one comes to the theorem:

Theorem 4.8 ([94]) The function E˛.z; t/ D 1
�˛
�˛.z; t/, where

�˛.z; t/ D .jzj2 � it/�
nC˛
2 .jzj2 C it/�

n�˛
2

and

�˛ D 22�n�nC1

�.
ŒnC˛�
2
/�.

Œn�˛�
2
/

(73)

is the fundamental solution of L˛ on the Heisenberg group Hn.

To prove the theorem we need to check that L˛�˛ D �˛ı0. For the beginning, we
observe that �˛.z; t/ is homogeneous of order �2n with respect to the Heisenberg
dilatation and therefore L˛�˛ is a distribution homogeneous of order �2n � 2.
Moreover, since L˛�˛.z; t/ D 0 for all .z; t/ ¤ .0; 0/ the distribution L˛�˛ differs
from ı0 on a constant and one needs to calculate this constant that finally is given
by (73). Notice that since �.s/ D 1 for s D 0;�1;�2; : : :, the constant �˛ vanishes
exactly for the forbidden values ˛ D n˙ 0; 2; 4; : : :, that again justifies the form of
the fundamental solution.

In the particular case of ˛ D 0 the operator L0 D � 14
Pn

jD1.X2j C Y2j / can
be called nowadays the classical sub-Laplacian. It is the homogeneous operator of
order 2 given by the sum of squares of vector fields, generating the tangent space of
H

n at each point. The fundamental solution is given by

E0 D �0

.jz4 C t2j/ n2 D
�0

k.z; t/kQ�2 ; �0 D 22�n�nC1
�
�. n

2
/
�2 :
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Here Q D 2n C 2 is the Hausdorff dimension, also called the homogeneous
dimension, of the Heisenberg group. Recall that the fundamental solution of the
Laplace equation�E D ı0 in R

n is given by E D c0
kxkn�2 .

Further Development

As we saw the Heisenberg group is identified with the boundary Im.z2/ D jz1j2
of the Siegel upper half space in C

2 and the subelliptic operators L˛ are related to
the boundary Laplacian. The question of finding fundamental solutions for more
general domains was considered, for instance, in [10]. The authors found an explicit
fundamental solution for sub-Laplacians associated to the hypersurface Im.z2/ D
jz1j2k � C

2 and developed new methods for constructing the fundamental solutions
for subelliptic operators, written as a sum of the squares of vector fields satisfying
the Hörmander condition plus the lower order terms, see also [11–13]. Fundamental
solutions for some anisotropic domains in C

n and for H-type groups were studies
in [27, 60]. Generalisations and fundamental solutions to powers of sub-Laplacians,
twisted sub-Laplacians, translation and rotation invariant sub-Laplacians, and some
other modifications can be found in [16, 26, 47, 74, 77, 78, 101].

Recall the Grušin sub-bundle from one of the examples of section “Distributions
and Non-holonomic Constraints”. The authors of [104–106] studied properties for
operators of a specific form degenerating on a submanifold but still satisfying the
hypoellipticity conditions. Nowadays, operators in this class are called Grušin type
operators. Note that such kind of operators can be obtained as a certain projection of
sub-Laplacians from higher step nilpotent Lie groups admitting so-called compact
lattices. The fundamental solutions for Grušin type operators were constructed, for
instance, in [8, 9, 18–20, 49, 58].

5 The Quaternion Cauchy-Szegö Kernel and Related PDE

In this section we will show how the ideas developed for the Euclidean space and
the Heisenberg group, and, respectively, upper half space in R

n, the Siegel upper
half space in C

n, see, for instance [96, Chap. 3] and [93, Chap. 2], can be extended
to the quaternion Heisenberg group and analogous of the Siegel upper half space in
the multidimensional quaternion space. Recently, the interest in developing a theory
for the regular functions of several quaternion variables, as the counterpart of the
theory of several complex variables for holomorphic functions increases, see [2–
4, 22, 32, 33, 108, 109, 111], and references therein. The material of the present
section is based on [29, 30].
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Right Quaternion Vector Space

The space Q of quaternion numbers forms a division algebra with respect to the
coordinate addition and the quaternion multiplication

q� D.x1 C ix2 C jx3 C kx4/.�1 C i�2 C j�3 C k�4/

D �1x1 � �2x2 � �3x3 � �4x4 C .�2x1 C �1x2 C �4x3 � �3x4/i
C .�3x1 � �4x2 C �1x3 C �2x4/jC .�4x1 C �3x2 � �2x3 C �1x4/k;

for q; � 2 Q. Denote by Re q D x1 the real part of q, and by Im q the imaginary part
of q, which is the three dimensional vector �!r D .x2; x3; x4/.

The conjugate q of a quaternion q D x1 C x2i C x3j C x4k is defined by q D
x1� x2i� x3j� x4k and the norm is jqj2 D qq. The conjugation inverses the product
of quaternion numbers in the following sense �q D q � � for any �; q 2 Q.

Since the quaternion algebra Q is associative, although it is not commutative,
there is a natural notion of a vector space over Q, and many definitions and
propositions for real or complex linear algebra also hold for quaternion linear
spaces, see [5, 87, 110]. A right quaternion vector space is a set V with addition
CWV � V ! V and right scalar multiplication V � Q ! V W .v; �/ 7! v� . The
space V is an abelian group with respect to addition, and satisfies the axioms of
associativity and distributivity.

A hyperhermitian semilinear form on a right quaternion vector space V is a map
aWV � V �! Q satisfying the following properties:

1. a is additive with respect to each argument,
2. a.q; q0�/ D a.q; q0/� for any q; q0 2 V and any � 2 Q,
3. a.q; q0/ D a.q0; q/.

Properties (2) and (3) imply a.q�; q0/ D �a.q; q0/.
A quaternion .n�n/-matrixA is called hyperhermitian if A� D A, where .A�/jk D

Akj. For instance, for q D .q1; : : : ; qn/, p D . p1; : : : ; pn/ 2 Q
n, set a.q; p/ DP

i;j qiAijpj. Then a.�; �/ defines a hyperhermitian semilinear form on Q
n. A positive

definite hyperhermitian semilinear form a.�; �/ on a right quaternion vector space is
called an inner product and will be denoted from now on by hv;wi D a.v;w/. We
use the notations

kvk D hv; vi 12 ; and 
.v;w/ D kv � wk; v;w 2 V;

for the norm and distance on V in the rest of Sect. 5. If 
.� ; �/ is a complete distance,
we call .V; h: ; :i/ a right quaternion Hilbert space. The quaternion version of
Riesz’s representation theorem is true. Namely, suppose that .V; h: ; :i/ is a right
quaternion Hilbert space and hWV ! Q is a bounded right quaternion linear
functional: h is additive and h.v�/ D h.v/� for any v 2 V and � 2 Q. Then
there exists a unique element vh 2 V such that h.v/ D hvh; vi for any v 2 V . The
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proof can be found in [29]. Particularly, the space Q
n is a right quaternion Hilbert

space endowed with the inner product

h p; qi D
nX

lD1
Nplql; p D . p1; : : : ; pn/; q D .q1; : : : ; qn/ 2 Q

n:

The Quaternion Siegel Upper Half-Space and the Quaternion
Heisenberg Group

We present transformations acting on the quaternion Siegel upper half-space. A
quaternion .n � n/-matrix a D .ajk/ acts on Q

n on the left as follows:

q 7�! aq; .aq/j D
nX

kD1
ajkqk (74)

for q D .q1; : : : qn/t, where the upper index t denotes the transposition of the vector.
Note that the transformation in (74) commutes with right multiplication by iˇ (i1 D
1, i2 D i, i3 D j, i4 D k), i.e. .aq/iˇ D a.qiˇ/. The group GL.n;Q/ is isomorphic to
the group of all linear transformations of R4n commuting with iˇ , while the compact
Lie group Sp.n/ consists of orthogonal transformations of R4n commuting with iˇ .
The quaternion Siegel upper half space is defined by

Un D fq D .q1; : : : ; qn/ 2 Q
n W Re q1 �

nX
kD2
jqkj2g:

For shortness we write q0 D .q2; : : : ; qn/ 2 Q
n�1 and jq0j2 D Pn

kD2 jqkj2. The
boundary bUn is a quadratic hypersurface given by the equation Re q1 D jq0j2.
Proposition 5.1 The Siegel upper half space Un is invariant under the following
transformations.

(1) Translations:

�pW .q1; q0/ 7�!
�
q1 C p1 C 2hp0; q0i; q0 C p0

�
; (75)

for p D . p1; p0/ D . p1; : : : ; pn/ 2 bUn.
(2) Rotations:

RaW .q1; q0/ 7�! .q1; aq0/; for a 2 Sp.n � 1/; (76)

R� W .q1; q0/ 7�! .�q1�; q
0�/; for � 2 Q; j� j D 1: (77)
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(3) Dilations:

ır W .q1; q0/ 7�! .r2q1; rq
0/; r > 0:

All the maps are extended to the boundary bUn and transform the boundary bUn to
itself. Moreover, all the maps transform the hypersurface bUnC "e to itself for each
" > 0.

Proof The formula (75) follows from

Re .q1 C p1 C 2hp0; q0i/� jq0 C p0j2

D Re q1 C Re p1 C 2Re h p0; q0i � .jq0j2 C jp0j2 C 2Re h p0; q0i/
D Re q1 � jq0j2 > 0

(78)

by Re p1 D jp0j2. The rotations (76) obviously map Un to itself. To show it for
rotations (77), we note that

q21 D �1 if and only if x1 D 0 and x22 C x23 C x24 D 1 (79)

for a quaternion number q1 D x1 C ix2 C jx3 C kx4. This is because of

q21 D x21 C 2x1.ix2 C jx3 C kx4/C .ix2 C jx3 C kx4/2

and

.ix2 C jx3 C kx4/2 D �jix2 C jx3 C kx4j2 D �x22 � x23 � x24: (80)

Since

�q1� D x1 C �.ix2 C jx3 C kx4/�; (81)

and �.ix2 C jx3 C kx4/��.ix2 C jx3 C kx4/� D �x22 � x23 � x24, by (80), we see
that the second term in the right hand side of (81) is pure imaginary by using (79).
Consequently, Re .�q1�/ D Re q1 and so

Re .�q1�/ � jq0� j2 D Re q1 � jq0j2: (82)

The invariance of the hypersurface bUnC "e under the maps �p and R� follows from
(78) and (82). The other statements are obvious. ut

The total group of rotations for Un is Sp.n � 1/Sp.1/ with Sp.1/ Š f� 2
QW j� jD1g.
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The quaternion Heisenberg group qHn�1 is the space R4n�1 D R
3�R4.n�1/, that

is isomorphic to ImQ �Q
n�1, furnished with the non-commutative product

p � q D .w; p0/ � .v; q0/ D �wC v C 2Imh p0; q0i; p0 C q0
�
;

where p D .w; p0/; q D .v; q0/ 2 ImQ � Q
n�1, and h: ; :i is the inner product

defined in Eq. (5) on Q
n�1. Translation �p on Un can be viewed as an action of the

quaternion Heisenberg group qHn�1 on the quaternion Siegel upper half space Un.
Let p D .v; p0/ 2 qHn�1, then the translation (75) can be written as

�pW .q1; q0/ 7�! .q1 C jp0j2 C v C 2h p0; q0i; q0 C p0/:

It is obviously extended to the boundary bUn. It is easy to see that the action on
bUn is transitive, for calculation see also [23]. Therefore, we can identify points in
qHn�1 with points in bUn by the result of the translation �p of the origin .0; 0/.

Regular Functions on the Quaternion Siegel Upper Half-Space

In the present section we show the invariance of the regularity under linear transfor-
mations in Proposition 5.1. For the lth coordinate of a point q D .q1; � � � ; qn/ 2 Q

n

we write

ql D x4l�3 C x4l�2iC x4l�1jC x4lk; l D 1; : : : ; n:

For a domain � � Q
n, a C1-smooth function f D f1 C if2 C j f3 C kf4W� ! Q is

called .left-/ regular on� if it satisfies the Cauchy-Fueter equations

@ql f .q/ D @x4l�3 f .q/C i@x4l�2 f .q/C j@x4l�1 f .q/C k@x4l f .q/ D 0;

where l D 1; : : : ; n, q 2 �.

Proposition 5.2 Let f W� ! Q be a C1-smooth function, where � is a domain
in Qn.

(1) Define the pull-back function Of of f under the mapping q ! Q D aq for a D
.ajk/ 2 GL.n;Q/ bybf .q/ WD f .aq/. Then we have

@qj
bf .q/ D

nX
kD1

akj@qk f .Q/
ˇ̌
ˇ
QDaq

:
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(2) Define the pull-back functionef of f under the mapping q! Q D q� for � 2 Q

byef .q/ WD f .q1�; : : : ; qn�/. Then

@qlef .q/ D @ql Œ� f .Q/�
ˇ̌
ˇ
QDq�

; l D 1; : : : ; n:

The proof of the first statement can be found in [110, Proposition 3.1]. The
second statement is analogous to the formula of one quaternion variable and the
proof is left for the reader, or can be found in [29]. We obtain the following
corollaries:

1. If f is regular, then Of D f .aq/ for some a 2 GL.n;Q/ andef D f .q�/ for some
� 2 Q are both regular.

2. The space of all regular functions on Un is invariant under the transformations
defined in Proposition 5.1. Namely, if f is regular on the Siegel upper half-space
Un, then the functions f .�p.q//, p 2 bUn; f .Ra.q//, a 2 Sp.n � 1/; � f .R� .q// for
some � 2 Q with j� j D 1; and f .ır.q// are all regular on Un.

To prove the corollaries we argue as follows. The translation �p in (75) can be
represented as a composition of the linear transformation given by the quaternion
matrix

�
1 2p0
0 In�1

�
;

and the Euclidean translation .q1; q0/ 7! .q1 C p1; q0C p0/. The first transformation
preserves the regularity of a function by Proposition 5.2, while the later one
obviously preserves the regularity of a function since the Cauchy-Fueter operators
have constant coefficients.

The equation @ql Œ� f .q�/� D @ql Œ�� f .Q/�QDq� D j� j2@ql f .Q/jQDq� D 0 follows
from Proposition 5.2 (2) and shows that � f .�q1�; q0�/ is regular.

Hardy Space H2.Un/

The identification of the quaternion Heisenberg group and the boundary of the
quaternion Siegel upper half-space allows us to define the Lebesgue measure ˇ.�/
on bUn by pulling back the Haar measure from qHn�1. The latter measure, in its
turn, is a pull back of the Lebesgue measure d�.�/ D dx dq0 from R

3 � R
4.n�1/.

Let L2.bUn/ denote the space of all Q-valued functions which are square integrable
with respect to the measure ˇ. It follows from the definition that L2.bUn/ is a right
quaternion Hilbert space with the following inner product:

h f ; giL2 D
Z
bUn

f .q/g.q/dˇ.q/:
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For any function FWUn ! Q, we write F" for its “vertical translate”. We mean
that the vertical direction is given by the positive direction of Re q1: F".q/ D F.qC
"e/, where e D .1; 0; 0; : : : ; 0/. If " > 0, then F" is defined in a neighbourhood of
@Un. In particular, F" is defined on @Un. The Hardy space H2.Un/ consists of all
regular functions F on Un, for which

sup
">0

Z
@Un

jF".q/j2dˇ.q/ <1: (83)

The norm kFkH2.Un/ of F is the square root of the left-hand side of (83). A function
F 2 H2.Un/ has boundary value Fb that belongs to L2.bUn/ in the following sense.

Theorem 5.3 Suppose that F 2 H2.Un/. Then

1. There exists a function Fb 2 L2.bUn/ such that F.qC "e/jbUn ! Fb.q/ as "! 0

in L2.bUn/ norm.
2. kFbkL2.bUn/ D kFkH2.Un/.
3. The space of all boundary values is a closed subspace of the space L2.bUn/.

This theorem was proven in [25, Theorem 4.2] for n D 2. The arguments work
for an arbitrary n if we consider the following slice functions. Let H2.R4C/ be the
classical Hardy space, that is the set of all harmonic functions uWR4C ! R such that
supt>0 ku.t; �/kL2.R3/ <1. Assume that F D F1C iF2C jF3CkF4 2 H2.Un/. Then
the slice function fj.q1/ WD Fj.q1Cjq0j2; q0/ is harmonic and belongs to H2.R4C/ for
each j D 1; : : : ; 4 and any fixed q0 2 Q

n�1. We omit further details.

Proposition 5.4 The Hardy space H2.Un/ is a right quaternionHilbert space under
the inner product hF;Gi D hFb;GbiL2.bUn/.

Proof Since the Cauchy-Fueter operator @ql is right quaternion linear, i.e., for a fixed
� one has @ql. f .q/�/ D .@ql f .q//� , we see that f .q/� is regular if f .q/ is. Thus, the
Hardy space H2.Un/ is a right quaternion vector space.

Set

@qlC1
f WD @qlC1

f D @x4lC1
f � @x4lC2

f i� @x4lC3
f j � @x4lC4

fk:

It is straightforward to see that

0 D @qlC1
@qlC1

f D .@2x4lC1
C @2x4lC2

C @2x4lC3
C @2x4lC4

/f :

Consequently, the functions f1; : : : ; f4 are harmonic on the line f.0; : : : ql; : : : ; 0/g
and so they are harmonic on Q

n. Thus

fj.q/ D 1

jBj
Z
B
fj. p/dVol. p/; j D 1; 2; 3; 4;
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for q 2 Un, where B is a small ball centred at q and contained in Un. We see that

j f .q/j 
 1

jBj
Z
B
j f . p/jdVol. p/ 


	
1

jBj
Z
B
j f . p/j2dVol. p/


 1
2

:

There exist a; b > 0 such that B � UnIa;b WD fq 2 Unj a < Re q1�jq0j2 < bg, and so

j f .q/j2 
 1

jBj
Z
UnIa;b

j f .x1; � � � ; x4n/j2dx1 � � � dx4n


 1

jBj
Z
.a;b/�R4n�1

ˇ̌
ˇ̌
ˇ̌ f
0
@x1 C

4nX
jD5
jxjj2; x2 � � � ; x4n

1
A
ˇ̌
ˇ̌
ˇ̌
2

dx1dx2 � � � dx4n


 1

jBj
Z b

a
dx1

Z
bUn

j f . pC x1e/j2dˇ. p/ 
 ck fk2H2.Un/
; (84)

where c D .b � a/=jBj is a positive constant depending on q, and independent
of the functions f 2 H2.Un/. Here we have used the coordinates transformation
.x1; � � � ; x4n/! .x1 CP4n

jD5 jxjj2; x2 � � � ; x4n/, whose Jacobian is the identity.

To prove the completeness, we suppose that a Cauchy sequence f f .k/g in the
Hardy space H2.Un/ is given. We need to show that some subsequence converges to
an element in H2.Un/. Apply the estimate (84) to regular functions f .k/ � f .l/ to get
that for any compact subset K � Un and q 2 K,

j f .k/.q/� f .l/.q/j 
 cKk f .k/ � f .l/kH2.Un/;

where cK is a positive constant only depending on K. It means that the sequence
f f .k/g converges uniformly on any compact subset of Un. Denote by f the limit.
Recall the well known estimate

kukC1.B.q;r// 
 CrkukC0.B.q;2r// (85)

for any harmonic function u defined on the ball B.q; 2r/, where Cr is a positive
constant only depending on r and the dimension, and independent of the function u,
see [95, pp. 307–312]. Now apply the estimate (85) to each component of regular
function f D f1 C if2 C j f3 C kf4, which is harmonic. By the argument of finite
covering and estimate (84), we easily see that

k fkC1.K/ 
 C0Kk fkH2.Un/

for some constant C0K only depending on the compact K. It follows that

j@xj f .k/.q/ � @xj f .l/.q/j 
 C0Kk f .k/ � f .l/kH2.Un/
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for q 2 K, j D 1; : : : 4n. Consequently, the limit function f is also C1 and
limk!1 @xj f .k/.q/ D @xj f .q/. Thus, @ql f .q/ D limk!1 @ql f .k/.q/ D 0 and the
limit function f is regular.

Since on the compact subset KR;" WD bUn \ B.0;R/C "e for fixed R; " > 0, the
sequence f f .k/g is uniformly convergent, we find that

Z
bUn\B.0;R/

j f".q/j2dˇ.q/ D
Z
KR;"

j f .q/j2dˇ.q/

D lim
k!1

Z
KR;"

j f .k/.q/j2dˇ.q/ 
 sup
k
k f .k/kH2.Un/ <1:

Consequently, f" is square integrable on bUn for any " > 0, and
R
bUn
j f".q/j2dˇ.q/ 


sup k f .k/kH2.Un/. Thus f 2 H2.Un/. ut
As a corollary we note that the Hardy space H2.Un/ is invariant under the

transformations of Proposition 5.1. The proof is obvious.

The Quaternion Cauchy-Szegö Kernel

In this section we introduce the notion of the Cauchy-Szegö kernel for the projection
operator from the space L2.bUn/ to the space of the boundary values of a function
from the Hardy space H2.Un/. The main result of the section is the following
theorem.

Theorem 5.5 The quaternion Cauchy-Szegö kernel is given by

S.q; p/ D s

 
q1 C p1 � 2

nX
kD2
Np0kq0k

!
;

for p D . p1; p0/ D . p1; : : : ; pn/ 2 Un, q D .q1; q0/ D .q1; : : : ; qn/ 2 Un, where

s.�/ D cn�1
@2.n�1/

@x2.n�1/1

�

j� j4 ; � D x1 C x2iC x3jC x4k 2 Q: (86)

Here

cn�1 D 4n� 5
22nC3�2n�1

�
.2n � 2/Š�2.nC 1/.2nC 1/

1

Kn
;
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where the constant

Kn D
2n�2X
kD0

.2n� 1 � k/.2n � k/.4n� 1C k/

6

kX
lD0

C2lk

lX
mD0

.�1/kCmCm
l

k�2mX
sD0

Cs
k�2m

2k�2m�sC1
.�1/s�2.k � 2m � sC 1/�Š

.k � 2m � sC 1/Š.4nC 1C k � 2m � s/Š

depends only on n.
The quaternion Cauchy-Szegö kernel satisfies the reproducing property in the

following sense

F.q/ D
Z
bUn

S.q;Q/Fb.Q/dˇ.Q/; q 2 Un;

whenever F 2 H2.Un/ and Fb its boundary value on bUn.

Existence and Characterization of the Cauchy-Szegö Kernel

Theorem 5.6 The Cauchy-Szegö kernel S.q; p/ is a unique Q-valued function,
defined on Un � Un satisfying the following conditions.

1. For each p 2 Un, the function q 7! S.q; p/ is regular for q 2 Un, and belongs to
the Hardy space H2.Un/. This allows us to define the boundary value Sb.q; p/ for
each p 2 Un and for almost all q 2 bUn.

2. The kernel S is symmetric: S.q; p/ D S. p; q/ for each .q; p/ 2 Un � Un. The
symmetry permits us to extend the definition of S.q; p/ so that for each q 2 Un, the
function Sb.q; p/ is defined for almost every p 2 bUn .here we use the subscript
b to indicate the boundary value with respect to the second argument/.

3. The kernel S satisfies the reproducing property in the following sense

F.q/ D
Z
bUn

Sb.q;Q/F
b.Q/dˇ.Q/; q 2 Un; (87)

whenever F 2 H2.Un/.

Proof First we need to show that the Hardy space H2.Un/ is nontrivial, otherwise the
Cauchy-Szegö kernel vanishes. We claim that s

�
q1 C p1 � 2

Pn
kD2 Np0kq0k

�
for fixed

. p1; : : : ; pn/ 2 Un, with s.�/ given by (86), is in the Hardy space H2.Un/.
We use the notation q1 D x1 C x2iC x3jC x4k and apply the Laplace operator

@q1@q1 D @2x1 C @2x2 C @2x3 C @2x4
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to the harmonic function 1
jq1j2 on Q n f0g to see that @q1

1
jq1j2 D �

2q1
jq1j4 D h.q1/ is

a regular function on Q n f0g, which is homogeneous of degree �3. Since @2.n�1/

@x
2.n�1/
1

commutes with @q1 , the function s.q1/ D cn�1 @
2.n�1/

@x
2.n�1/
1

q1
jq1j4 in (86) is regular on Q n

f0g. Consequently, s.q1 C y1/ for fixed y1 > 0 is also regular on Q n f�y1g, and
soes.q1; : : : ; qn/ WD s.q1 C y1/ is regular on

�
Q n f�y1g

� � Q
n�1. In particular,es.�/

is regular on the quaternion Siegel upper half-space Un. Now by the invariance, we
see thates.�p�1 .q// is also regular for fixed p D .y2i C y3j C y4k; p0/ 2 bUn. So
s
�
q1 C p1 � 2

Pn
kD2 Np0kq0k

� Des.�p�1 .q// with p1 D y1 C y2iC y3jC y4k is regular.
Note that there exists a constant C > 0, only depending on the dimension n, such

that

jes".q/j2 
 C

jq1 C y1 C "j4nC2 

C

..jq0j2 C y1/2 C jImq1j2/2nC1

for q 2 bUn, which is obviously integrable with respect to the measure dˇ. Namely,
es.�/ is in the Hardy space H2.Un/, and so ises.�p�1 .q// by the invariance of the Hardy
space under the translation. The claim is proved.

Define a quaternion-valued right linear functional

lqWH2.Un/ �! Q;

F 7�! F.q/

for each q 2 Un. The linear functional is bounded by (84). We apply the quaternion
version of Riesz’s representation theorem to see that there exists an element, denoted
by K.�; q/ 2 H2.Un/, such that

lq.F/ D hK.�; q/;Fi D hKb.�; q/;FbiL2.bUn/:

Here K.�; �/ is nontrivial and the boundary value Kb. p; q/ exists for almost all p 2
bUn. We have

F.q/ D
Z
bUn

Kb.Q; q/Fb.Q/dˇ.Q/: (88)

Applying (88) to K.�; p/ and K.�; q/, we see that

K.q; p/ D .Kb.�; q/;Kb.�; p// D
Z
bUn

Kb.Q; q/Kb.Q; p/dˇ.Q/

D
Z
bUn

Kb.Q; p/Kb.Q; q/dˇ.Q/ D K.p; q/
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for a fixed p 2 Un. Denote S.q; p/ WD K. p; q/ for .q; p/ 2 Un � Un. Then S.q; p/
is regular in q, and S.q; p/ D K. p; q/ D S. p; q/. The function S has the boundary
values as in Theorem 5.3. Moreover, we have

Sb.q; p/ D Sb. p; q/ (89)

for q 2 Un, p 2 bUn, which follows from the symmetry S.q; pC "e/ D S. pC "e; q/
by taking "! 0C.

To show the uniqueness, suppose that eS.�; �/ is another function satisfying
Theorem 5.6. By definition eS.�; q/ 2 H2.Un/ for any fixed q 2 Un. Choose an
arbitrary p 2 Un and apply the reproducing formula (87) to obtain

eS. p; q/ D
Z
bUn

Sb. p;Q/eSb.Q; q/dˇ.Q/ D
Z
bUn

eSb.Q; q/Sb. p;Q/dˇ.Q/

D
Z
bUn

eSb.q;Q/Sb.Q; p/dˇ.Q/ D S.q; p/ D S. p; q/:

In the third identity, we used Eq. (89) for S.�; �/ andeS.�; �/. ut
The function S.q; p/ is conjugate right regular in variables p D . p1; : : : ; pn/:

@plS.q; p/ D @plK. p; q/ D 0:

Invariance of the Cauchy-Szegö Kernel

Since the Siegel upper half-space possesses some invariance properties, it is
expected that the Cauchy-Szegö kernel also inherits them. Namely, the following
proposition is true.

Proposition 5.7 The Cauchy–Szegö kernel has the following invariance properties.

S.�p.q/; �p.Q// D S.q;Q/;

S.Ra.q/;Ra.Q// D S.q;Q/;

�S.R� .q/;R�.Q//� D S.q;Q/;

S.ır.q/; ır.Q//r
4nC2 D S.q;Q/;

for q;Q 2 Un; (90)

where p 2 bUn, a 2 Sp.n � 1/, � 2 Q with j� j D 1 and r > 0.
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Proof Note that the measure ˇ.Q/ is invariant under the translation �p. If F 2
H2.Un/, then F.��p.q// 2 H2.Un/. We get

F.��p.q// D
Z
bUn

Sb.q;Q/F
b.��p.Q//dˇ.Q/ D

Z
bUn

Sb.q; �p.Q//F
b.Q/dˇ.Q/;

and by substituting ��p.q/ 7! q, we obtain

F.q/ D
Z
bUn

Sb.�p.q/; �p.Q//F
b.Q/dˇ.Q/:

We conclude that the function S.�p.q/; �p.Q// is also regular in q, belongs to
H2.Un/, and it is symmetric. The first identity in (90) follows by the uniqueness
in Theorem 5.6.

It follows from j�� j D j��j D j�j for any quaternion numbers � 2 Q and � 2 Q,
j� j D 1, that .q1; q0/ 7! .q1�; q0�/ and .q1; q0/ 7! .�q1; q0/ are both orthogonal
maps, so is their composition R� W .q1; q0/ 7! .�q1�; q0�/. If F 2 H2.Un/, then
��1F.R��1.q// is regular and is in H2.Un/ by definition. Therefore,

��1F.R��1 .q// D
Z
bUn

Sb.q;Q/�
�1Fb.R��1 .Q//dˇ.Q/

D
Z
bUn

Sb.q;R�.Q//�
�1Fb.Q/dˇ.Q/;

since ˇ is invariant under the orthogonal transformation R� . Substituting R��1 .q/
7! q and multiplying by � on both sides, we get

F.q/ D
Z
bUn

�Sb.R� .q/;R�.Q//�F
b.Q/dˇ.Q/:

The function �S.R�.q/;R�.Q//� is also regular in q, belongs to H2.Un/, and it is
symmetric. The third identity in (90) follows by the uniqueness in Theorem 5.6.

The second and the fourth identities are proved by similar arguments. ut

Determination of the Cauchy-Szegö Kernel

It is sufficient to show that Sb.q; 0/ D s.q1/ with s given by (86). This is because of

Sb.q; p/ D Sb.�.p1;�p0/.q/; 0/ D s

 
q1 C p1 � 2

nX
kD2
Np0kq0k

!
(91)
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for p D .p1; p0/ 2 bUn, q 2 Un. Here .p1;�p0/ 2 bUn and �.p1;�p0/. p/ D 0 by (75).
Taking conjugation of both sides of (91), we see that

Sb.q; p/ D s

 
q1 C p1 � 2

nX
kD2
Np0kq0k

!

holds for p 2 Un and q 2 bUn by the symmetry of the Cauchy–Szegö kernel S.q; p/
in Theorem 5.6. Now we fix a point . p1; : : : ; pn/ 2 Un. We have seen that s.q1 C
p1� 2

Pn
kD2 Np0kq0k/ 2 H2.Un/ in the proof of Theorem 5.6. As elements of the Hardy

space H2.Un/, the functions S.�; p/ and s.q1 C p1 � 2
Pn

kD2 Np0kq0k/ coincide on the
boundary bUn, therefore they must coincide on the whole Un by the reproducing
property (87).

Fix q1 with Re q1 > 0. The equality

0 D
nX

lD2
@ql@qlu.q1; q

0/ D
nX

lD2
.@2x4l�3 C @2x4l�2 C @2x4l�1 C @2x4l/u.q1; q0/;

where u.q/ D Sb.q; 0/, implies that each component of u.q1; �/ is a harmonic
function on the ball fq0 2 Q

n�1W jq0j < Re q1g. On the other hand,

Sb..q1; aq0/; 0/ D Sb..q1; q
0/; 0/ for q 2 Un;

by Proposition 5.7. Since Sp.n � 1/ acts on the sphere fq0 2 Q
n�1W jq0j D R; R <

Re q1g transitively, we see that Sb..q1; q0/; 0/ is constant on the sphere. Applying the
maximum principle to each component of Sb..q1; q0/; 0/ as a harmonic function in
q0, we conclude that Sb..q1; q0/; 0/ is constant on the ball fq0 2 Q

n�1W jq0j < Re q1g,
and so Sb..q1; q0/; 0/ � Sb..q1; 0/; 0/. Denote s.q1/ WD Sb..q1; 0/; 0/ a Q-valued
function defined on the half-space R4C D fq1 2 QW Re q1 > 0g.

We have �Sb..�q1�; 0/; 0/� D Sb..q1; 0/; 0/ by the third identity in (90). More
precisely,

s.�q1�/ D �s.q1/�; (92)

for any � 2 Q with j� j D 1, and similarly

s.rq1/ D r�2n�1s.q1/; (93)

by the fourth identity in (90) and ırW .q1; 0/ 7! .r2q1; 0/.
Take q1 D x1 2 R in (92) to get s.x1/ D �s.x1/� . Write s.x1/ D �1C �2iC �3jC

�4k and choose � D i. Then �1 C �2i C �3j C �4k D i.�1 C �2i C �3j C �4k/i D
�1 C �2i � �3j � �4k, and so �3 D �4 D 0. Similarly, �2 D 0 by choosing � D j.
Thus, (92) implies that s.x1/ must be real.
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Note that

�.x1 C ix2/� D x1 C x2Œ.2y
2
2 � 1/iC 2y2y3jC 2y2y4k�; (94)

if � D y2i C y3j C y4k with j� j D 1. It easily follows from (94) that the orbit of
x1 C ix2 under the adjoint action of unit quaternions is the 2-dimensional sphere

fx1 C �2iC �3jC �4k j �22 C �23 C �24 D x22g:

Hence s.q1/ is determined by its values on R
2C D f.x1; x2/ 2 R

2W x1 > 0g by (92).
The homogeneous degree of s in (93) implies that the function s as a function of
the variable q1 is determined by its values in the semicircle f.x1; x2/ 2 R

2W x1 >
0 x21 C x22 D 1g. At last, the Cauchy–Fueter equations for s gives four ordinary
differential equations for four components of s along the semicircle. These ODEs
together with the value s.1/ uniquely determine the function s.

Proposition 5.8 On the half-space R
4C D fq1 2 QW Re q1 > 0g, there exists a

unique regular function up to a real constant satisfying (92) and (93).

Proof Since the conjugation action of unit quaternions leaves the function s
invariant, see (92), its infinitesimal action coincides. From one side, choose �t D
cos tC sin tj for small t. Then

� tq1�t D q1 � tj.x1 C x2iC x3jC x4k/C t.x1 C x2iC x3jC x4k/jC O.t2/

D q1 C 2t.�x4iC x2k/CO.t2/;

where q1 D x1 C x2iC x3jC x4k, from which we get

d

dt

ˇ̌
ˇ̌
tD0

s.� tq1�t/ D �2x4@x2s.q1/C 2x2@x4s.q1/:

From the other side, taking derivatives of � ts.q1/�t with respect to t at 0 we get

�2x4@x2s.q1/C 2x2@x4s.q1/ D �js.q1/C s.q1/j:

Similarly, choosing �t D cos tC sin tk, we find that

2x3@x2s.q1/� 2x2@x3s.q1/ D �ks.q1/C s.q1/k:

The homogeneity of degree �2n � 1 of the function s in (93) implies the Euler
equation for s:

x1@x1s.q1/C x2@x2s.q1/C x3@x3s.q1/C x4@x4s.q1/ D �.2nC 1/s.q1/: (95)
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Restricting to q1 D x1 C x2i 2 R
2C, i.e. x3 D x4 D 0, we obtain

2x2@x4s.q1/ D �js.q1/C s.q1/j; �2x2@x3s.q1/ D �ks.q1/C s.q1/k:

Substitute it into the Cauchy-Fueter equation

@x1s.q1/C i@x2s.q1/C j@x3s.q1/C k@x4s.q1/ D 0

to deduce

2x2@x1s.q1/C 2x2i@x2s.q1/ D �2is.q1/C js.q1/k � ks.q1/j: (96)

Write s.x1 C ix2/ D f1 C f2iC f3jC f4k on R
2C. Then, Eq. (96) is equivalent to

x2.@x1 f1 � @x2 f2/ D 2f2; x2.@x1 f2 C @x2 f1/ D 0; (97)

x2.@x1 f3 � @x2 f4/ D f4; x2.@x1 f4 C @x2 f3/ D �f3:

Euler’s equation (95) implies

x1@x1 fk C x2@x2 fk D �.2nC 1/fk; k D 1; 2; 3; 4; (98)

on R
2C. Now we have four real functions f1; f2; f3; f4 on the upper half-plane R

2C
satisfying eight equations in (97)–(98) with conditions f2.x1; 0/ D f3.x1; 0/ D
f4.x1; 0/ D 0 and f1.x1; 0/ is real.

Taking the sum of the first identity in (97), multiplied by x2, and the second one
multiplied by �x1, we obtain

x2.x2@x1 � x1@x2 /f1 D x2.2f2 C x1@x1 f2 C x2@x2 f2/ D �.2n � 1/x2 f2: (99)

Set x1 D cos � , x2 D sin � , � 2 .��; �/, and gj.�/ WD fj.cos �; sin �; 0; 0/.
Equality (99) implies

g01.�/ D .2n� 1/g2: (100)

Similarly, we have

x2.x2@x1 � x1@x2 /f2 D 2x1 f2 C .2nC 1/x2 f1;
x2.x2@x1 � x1@x2 /f3 D x1 f3 � 2nx2 f4;
x2.x2@x1 � x1@x2 /f4 D x1 f4 C 2nx2 f3;
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and so

sin �g02.�/ D �2g2 cos � � .2nC 1/g1 sin �;

sin �g03.�/ D �g3 cos � C 2ng4 sin �;

sin �g04.�/ D �g4 cos � � 2ng3 sin �:

(101)

We obtain four real functions g1; g2; g3; g4 on .��; �/ satisfying four ordinary
differential equations (100)–(101) under the condition

g1.0/ 2 R
1; g2.0/ D g3.0/ D g4.0/ D 0:

To see that g3 and g4 vanish, note that s is real analytic since it is harmonic.
So the functions gj, j D 3; 4, are real analytic in � . Inductively, we can assume

gj.�/ D P1
mDN a. j/m �

m, j D 3; 4. Compare the coefficients of term �N in the third
and fourth equations in (101), we see that

Na.3/N D �a.3/N ; Na.4/N D �a.4/N ;

and so a.3/N D a.4/N D 0. Therefore, g3 � g4 � 0. The uniqueness of g1 and g2
follows from the vanishing of the solutions g1, g2 to (100) and the first equation
in (101) with the initial conditions g1.0/ D g2.0/ D 0 by the same arguments as
above. The result follows. ut
Corollary 5.9 The function s is given by

q1 7! cn�1
@2.n�1/

@x2.n�1/1

q1
jq1j4 (102)

for some real constant cn�1.

Indeed, in the proof of Theorem 5.6, we have seen that h.q1/ D @q1
1
jq1j2 D

� 2q1
jq1j4 is a regular function on Q n f0g, which obviously satisfies (92), and so is the

function (102). The conjugation action �q1� , fixing x1 for any � 2 Q with j� j D 1,
implies

 
@2.n�1/

@x2.n�1/1

h

!
.�q1�/ D @2.n�1/

@x2.n�1/1

Œh.�q1�/� D @2.n�1/

@x2.n�1/1

Œ�h.q1/��

D � @
2.n�1/

@x2.n�1/1

h.q1/�;
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i.e., (102) satisfies the invariance (92). The function, defined by (102), is homoge-
neous of degree �2n � 1. So, the function s is given by expression (102) due to the
uniqueness in Proposition 5.8.

We verify now that s.x1Cix2/ satisfies (97). Write s.x1Cix2/ D f1Cf2iCf3jCf4k
on R

2C. Then, f3 � 0; f4 � 0 and

f1 D @2.n�1/

@x2.n�1/1

x1
.x21 C x22/

2
; f2 D @2.n�1/

@x2.n�1/1

�x2
.x21 C x22/

2
;

up to a constant cn. Functions fj’s satisfy (97)–(98). Note that

@x1
�x2

.x21 C x22/
2
C @x2

x1
.x21 C x22/

2
D 0: (103)

Taking derivatives @2.n�1/

@x
2.n�1/
1

and multiplying by x2 both sides of (103), one obtains the

second equation in (97). Note that

@x1
x1

.x21 C x22/
2
� @x2

�x2
.x21 C x22/

2
D �2
.x21 C x22/

2
: (104)

Taking derivatives @2.n�1/

@x
2.n�1/
1

and multiplying by x2 on both sides of (104), we get the

first equation in (97).
In the last step we need to calculate the constant (5.5) in the quaternion Cauchy-

Szegö kernel. The calculation of the constant is very tedious, using special functions
and can be found in detail in [29].

k-Cauchy-Fueter Complex and Related Partial Differential
Equations

On the one dimensional quaternionic space, the k-Cauchy-Fueter operators are the
Euclidean version of helicity k

2
massless field operators [40, 114] on the Minkowski

space (corresponding to the Dirac-Weyl equation for k D 1, Maxwell’s equation
for k D 2, the linearized Einstein’s equation for k D 3, etc.). They are the
quaternionic counterpart of the Cauchy-Riemann operator in complex analysis.
The k-Cauchy-Fueter complexes on multidimensional quaternionic space Qn, which
play the role of Dolbeault complex in several complex variables, are now explicitly
known [109], see also [7, 22, 32, 33]. It is quite interesting to develop a theory
of several quaternionic variables by analyzing these complexes, as it was done
for the N@-complex in the theory of several complex variables. We saw that a non-
homogeneous @-equation (cf., e.g., [48]), leads to the study of @-Neumann problem.
The non-homogeneous k-Cauchy-Fueter equation on the whole quaternionic space
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Q
n was solved in [109]. See [62, 75, 109, 112] (also [4, 25, 29, 32, 110] for

k D 1) and references therein for results about k-regular functions. Note that the
non-homogeneous @-equation on a smooth domain in the complex plane is always
solvable. The non-homogeneous 1-Cauchy-Fueter equation on a smooth domain in
Q is also always solvable since it is exactly the Dirac operator on R

4. But even
on one dimensional quaternionic space Q, the k-Cauchy-Fueter operator for k � 2
is overdetermined. The non-homogeneous k-Cauchy-Fueter equation can only be
solved under the compatibility condition given by the k-Cauchy-Fueter complex.
The k-Cauchy-Fueter complex over a smooth domain � 2 Q is

0 �! C1.�;CkC1/
D
.k/
0��! C1.�;C2k/

D
.k/
1��! C1.�;Ck�1/ �! 0; (105)

k D 2; 3; : : :, where D.k/j , j D 0; 1 are the k-Cauchy-Fueter operators, which are

analogous to the N@ operators in the several complex variables. In this section, we
will investigate the non-homogeneous k-Cauchy-Fueter equation

D.k/0 u D f ; (106)

on a smooth domain� in Q under the compatibility condition

D.k/1 f D 0: (107)

We define the first and the second cohomology groups of the k-Cauchy-Fueter
complex as

H1
.k/.�;Q/ D

n
f 2 C1.�IC2k/W D.k/1 f D 0

o
n
D.k/0 uW u 2 C1.�ICkC1/

o ;

H2
.k/.�;Q/ D

C1.�ICk�1/n
D.k/1 uW u 2 C1.�IC2k/

o :

The 0th cohomology group is H0
.k/.�;Q/ D kerD.k/0 and it is an infinite dimen-

sional space of k-regular functions [62]. The first cohomology group can be also
represented by Hodge-type elements:

H1
.k/.�/ D

n
f 2 C1.�;C2k/W D.k/1 f D 0;D.k/�0 f D 0

o
;

where D.k/�0 is the formal adjoint of D.k/0 . The set H1
.k/.�/ is an analogue of the

space of harmonic functions. Denote by Hs.�;C
n/ the Sobolev space of all Cn-

valued functions, whose components are in Hs.�/ D Hs.�;C/. We formulate two
main results.
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Theorem 5.10 Suppose� is a domain in Q with a smooth boundary. Then

(1) the isomorphic spaces H1
.k/.�;Q/ Š H1

.k/.�/ are finite dimensional;

(2) if f 2 Hs.�;C
2k/, s D 1; 2; : : :, then the non-homogeneous k-Cauchy-

Fueter equation (106) is solvable by some u 2 HsC1.�;CkC1/ if and only
if f is orthogonal to H1

.k/.�/ in L2.�;C2k/ and satisfies the compatibility
condition (107). When it is solvable, it has a solution u satisfying the estimate

kukHsC1.�;C
kC1/ 
 Ck fkHs.�;C2k/ (108)

for some constant C depending only on the domain�, k and s;
(3) the equation D.k/1  D ‰ is uniquely solved by a  2 HsC1.�;C2k/ for any

‰ 2 Hs.�;C
k�1/ with estimate analogue (108).

To prove Theorem 5.10, we consider the associated Laplacian of the k-Cauchy-
Fuete complex (105)

�.k/1 D D.k/0 D.k/�0 C D.k/�1 D.k/1 ;

where D.k/�0 and D.k/�1 are the formal adjoints of D.k/0 and D.k/1 , respectively, and a
natural boundary value problem

8̂
<̂
ˆ̂:

�.k/1 u D f ; on �;

D.k/�0 .�/u
ˇ̌
ˇ
b�
D 0;

D.k/�1 .�/D.k/1 u
ˇ̌
ˇ
b�
D 0;

(109)

where � is the unit vector of outer normal to the boundary b�, u 2 HsC2.�;C2k/
and f 2 Hs.�;C

2k/. We prove that this boundary value problem is regular and
obtain the following result.

Theorem 5.11 Suppose � is a domain in Q with a smooth boundary. If f 2
Hs.�;C

2k/, s D 0; 1; 2; : : :, is orthogonal to H1
.k/.�/ relative to the L2 product,

the boundary value problem (109) has a solution u D N.k/1 f such that

kukHsC2.�;C2k/

 Ck fkHs.�;C2k/

for some constant C only depending on the domain�, k and s.
Moreover, we have the Hodge-type orthogonal decomposition for any function

 2 Hs.�;C
2k/ W

 D D.k/0 D.k/�0 N.k/1  C D.k/�1 D.k/1 N.k/1  C… D �.k/1 N.k/1  C… ; (110)

where… is the orthonormal projection toH1
.k/.�/ under the L

2.�;C2k/ product.
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Although for a smooth domain in the complex plane, its N@-cohomology always
vanishes, its De Rham cohomology groups, which are isomorphic to its simplicial
cohomology groups, may be nontrivial. We conjecture that the cohomology groups
H1
.k/.�;Q/ may be nontrivial for some domains � with smooth boundaries in

Q. It is quite interesting to characterize the class of domains in Q on which the
non-homogeneous k-Cauchy–Fueter equation is always solvable. On the higher
dimensional quaternionic space Q

n, there is no reason to expect the corresponding
boundary value problem of the non-homogeneous k-Cauchy–Fueter equation to be
regular, as in the case of several complex variables.

The k-Cauchy–Fueter Complexes on a Domain in Q

We identify the one dimensional quaternion space Q with the Euclidean space R
4,

setting

	r000 r010

r100 r110



D
	
@x0 C i@x1 �@x2 � i@x3
@x2 � i@x3 @x0 � i@x1



;

where .x0; x1; x2; x3/ 2 R
4. The matrix

� D .�A0B0/ D
	
0 1

�1 0



is used to raise or lower indices, e.g. rA0

A �A0B0 D rAB0 . The k-Cauchy-Fueter
complex [109] on a domain� in R

4 for k � 2 is given by

0! C1.�;ˇk
C
2/

D
.k/
0��! C1.�;ˇk�1

C
2˝C

2/
D
.k/
1��! C1.�;ˇk�2

C
2˝ƒ2

C
2/! 0;

where

.D.k/0 �/AB0			C0 WD
X

A0D00;10

rA0

A �A0B0			C0 ;

.D.k/1  /ABB0			C0 WD
X

A0D00;10

�
rA0

A  BA0B0			C0 � rA0

B  AA0B0			C0

�
:

(111)

Sections � 2 C1.�;ˇk
C
2/ have .k C 1/ components �00:::00 ; �10:::00 ; : : : ; �10:::10 ,

while D.k/0 � 2 C1.�;ˇk�1
C
2 ˝ C

2/ have 2k components

.D.k/0 �/A00:::00 ; .D.k/0 �/A10:::00 ; : : : ; .D.k/0 �/A10:::10 ;
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where A D 0; 1. Note that �A0B0:::C0 is invariant under the permutation of subscripts,
A0;B0; � � � ;C0 D 00; 10. Here by “ˇk” we denote the symmetric tensor product.

There is a family of equations in physics, called the helicity k
2
massless field

equations [40, 114]. The first one is the Dirac–Weyl equation for an electron of mass
zero whose solutions correspond to neutrinos. The second one is the Maxwell’s
equation whose solutions correspond to photons. The third one is the linearized
Einstein’s equation whose solutions correspond to weak gravitational fields, and so
on. The k-Cauchy–Fueter equations are the Euclidean version of these equations.
The affine Minkowski space can be embedded into the space of .2 � 2/-matrices
with complex entries C2�2 by the map

.x0; x1; x2; x3/ 7!
	
x0 C x1 x2 C ix3
x2 � ix3 x0 � x1



; i D p�1;

while the quaternionic algebra Q can be embedded into C
2�2 by

x0 C x1iC x2jC x3k 7!
	
x0 C ix1 �x2 � ix3
x2 � ix3 x0 � ix1



:

The helicity k
2

massless field equation [40, 109] is D.k/0 � D 0, where the D.k/0 is also
given by (111) with rAB0 replaced by

	r000 r010

r100 r110



D
	
@x0 C @x1 @x2 C i@x3
@x2 � i@x3 @x0 � @x1



:

In the sequel we concentrate on the 2-Cauchy–Fueter complex.

The 2-Cauchy–Fueter Complex

We write

	r00

0 r10

0

r00

1 r1
0

1



D
	r000 r010

r100 r110


	
0 �1
1 0


	r010 �r000

r110 �r100




D
	�@x2 � i@x3 �@x0 � i@x1
@x0 � i@x1 �@x2 C i@x3



:

In the case k D 2, we use the notation D0 D D.2/0 and D1 D D.2/1 . The 2-Cauchy-
Fueter complex on a domain� in R

4 is

0 �! C1.�;ˇ2C2/ D0�! C1.�;C2 ˝C
2/

D1�! C1.�;ƒ2
C
2/ �! 0; (112)
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with

.D0�/AB0 D
X

A0D00;10

rA0

A �A0B0 D r00

A �00B0 Cr10

A �10B0 ;

.D1 /01 D
X

A0D00;10

rA0

0  1A0 � rA0

1  0A0 D r00

0  100 Cr10

0  110 � r00

1  000 � r10

1  010 ;

where A D 0; 1;B0 D 00; 10, � 2 C1.�;ˇ2C2/ has three components
�0000 ; �1000 D �0010 and �1010 , while D0� 2 C1.�;C2 ˝ C

2/ has four components
.D0�/000 ,.D0�/100 , .D0�/010 , .D0�/110 , and ‰ D ‰01 2 C1.�;ƒ2

C
2/ is a scalar

function.
It is known that (112) is a complex: D1D0 D 0, see [109]. Indeed, we calculate,

for any � 2 C1.�;ˇ2C2/

.D1D0�/01 D
X

A0D00;10

rA0

0 .D0�/1A0 � rA0

1 .D0�/0A0

D
X

A0;C0D00;10

rA0

0 rC0

1 �C0A0 � rA0

1 rC0

0 �C0A0 D 0

by �C0A0 D �A0C0 and the commutativity rA0

1 rC0

0 D rC0

0 rA0

1 of scalar differential
operators with constant coefficients.

The operator D0 in (112) can be written as a .4 � 3/-matrix operator

D0� D

0
BB@
.D0�/000

.D0�/100

.D0�/010

.D0�/110

1
CCA D

0
BB@
r00

0 r10

0 0

r00

1 r1
0

1 0

0 r00

0 r1
0

0

0 r00

1 r10

1

1
CCA
0
@�0000

�1000

�1010

1
A ;

and the operator D1 takes the form

D1 D .�r00

1 ;r0
0

0 ;�r1
0

1 ;r1
0

0 /

0
BB@
 000

 100

 010

 110

1
CCA :

We define

@z0 D @x0 � i@x1 ; @z0 D @x0 C i@x1 ; @z1 D @x2 � i@x3 ; @z1 D @x2 C i@x3

for z0 D x0 C ix1, and z1 D x2 C ix3. Using these notations, and the isomorphisms

ˇ2C2 Š C
3; C

2 ˝ C
2 Š C

4; ƒ2
C
2 Š C

1;
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we rewrite D0WC1.�;C3/ �! C1.�;C4/ as

D0� D

0
BB@
�@z1 �@z0 0

@z0 �@z1 0

0 �@z1 �@z0
0 @z0 �@z1

1
CCA
0
@�0�1
�2

1
A ;

and D1WC1.�;C4/ �! C1.�;C/ with D1 D
� � @z0 � @z1 @z1 � @z0�

0
BB@
 0

 1
 2
 3

1
CCA.

The Laplacian Associated to 2-Cauchy-Fueter Complex

It is easy to see that

	�@z1 �@z0
@z0 �@z1


t 	�@z1 �@z0
@z0 �@z1



D
	�@z1 @z0
�@z0 �@z1


	�@z1 �@z0
@z0 �@z1



D
	
� 0

0 �



;

where t is the transpose, and � D @z0@z0 C @z1@z1 D @2x0 C @2x1 C @2x2 C @2x4 is the
Laplacian on R

4.
Let DWC1.�;Cn1 /! C0.�;Cn2 / be a differential operator of the first order with

constant coefficients. Recall that an operator D� is a formal adjoint of D if

Z
�

hDu; vidVol D
Z
�

hu;D�vidVol; for any u 2 C10.�;C
n1 /; v 2 C10.�;C

n2 /;

where h: ; :i is the Hermitian inner product in C
nj , j D 1; 2. It is easy to see that the

formal adjoints of D0 and D1 are D�0 D �D0
t

and D�1 D �D1
t
, respectively. Then,

D0D
�
0 D �

0
BB@
�@z1 �@z0 0

@z0 �@z1 0

0 �@z1 �@z0
0 @z0 �@z1

1
CCA
0
@�@z1 @z0 0 0

�@z0 �@z1 �@z1 @z0
0 0 �@z0 �@z1

1
A

D �

0
BB@
� 0 @z0@z1 �@2z0
� � @2z1 �@z0@z1
� � � 0

� � � �

1
CCA ;

(113)
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where �-entries in the matrix are known by Hermitian symmetry of D�0D0, and

D�1D1 D �

0
BB@
�@z0
�@z1
@z1
�@z0

1
CCA
��@z0 �@z1 @z1 �@z0�

D �

0
BB@
@z0@z0 @z0@z1 �@z0@z1 @2z0
� @z1@z1 �@2z1 @z0@z1
� � @z1@z1 �@z0@z1
� � � @z0@z0

1
CCA :

(114)

The sum of (113) and (114) gives the operator

�1 D D0D
�
0 C D�1D1 D �

0
BB@
�C @z0@z0 @z0@z1 0 0

@z0@z1 �C @z1@z1 0 0

0 0 �C @z1@z1 �@z0@z1
0 0 �@z0@z1 �C @z0@z0

1
CCA

D �

0
BB@
�C�1 L 0 0

L �C�2 0 0

0 0 �C�2 �L
0 0 �L �C�1

1
CCA ;

where

�1 WD @z0@z0 D @2x0 C @2x1 ; �2 WD @z1@z1 D @2x2 C @2x3 ;
L WD @z0@z1 D .@x0 C i@x1 /.@x2 C i@x3 /:

The operator �1 is obviously elliptic, i.e., its symbol for any � ¤ 0 is positive
definite.

Domains of the Adjoint Operators D�
0
and D�

1

For the first order operator with constant coefficients DWC1.�;Cn1 /! C0.�;Cn2 /,
and functions u 2 C1.�;Cn1 / and v 2 C1.�;Cn2 /, we have

Z
�

hDu; vidVol D
Z
�

hu;D�vidVolC
Z
b�
hu;D�.�/vidS (115)

by Green’s formula, where � D .�0; : : : ; �4/ is the unit vector of outer normal to the
boundary, and D�.�/ is obtained by replacing @xj in D� by �j.
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By abuse of notations, we also denote by D� the adjoint operator of the extended
operator DWL2.�;Cn1 / ! L2.�;Cn2 /. Now let � be R

4C D fx D .x0; : : : ; x3/ 2
R
4W x0 > 0g. Then the unit inner normal vector is � D .1; 0; 0; 0/. By definition of

the adjoint operator, a function  D . 0;  1;  2;  3/
t 2 Dom.D�0 / \ C1.�;C4/ if

and only if the integral over the boundary in (115) vanishes for any u, i.e.,D�0 .�/ D
0 on the boundary. Then,

0 D
0
@�@z1 @z0 0 0

�@z0 �@z1 �@z1 @z0
0 0 �@z0 �@z1

1
A .�/ jb� D

0
@ 0 1 0 0

�1 0 0 1

0 0 �1 0

1
A jb�;

from which we get

 1 D  2 D 0;  0 �  3 D 0 on b�: (116)

Similarly, ‰ 2 Dom.D�1 / \ C1.�;C/ if and only if D�1 .�/‰ D 0 on the boundary,
i.e.,

0 D

0
BB@
�@z0
�@z1
@z1
�@z0

1
CCA .�/‰jb� D

0
BB@
�1
0

0

�1

1
CCA‰j@�;

which leads to ‰jb� D 0. Now D1 2 Dom.D�1 /\ C1.�;C/ implies that

�@z0 0 � @z1 1 C @z1 2 � @z0 3 D 0 on b�:

Note that @z1 1 D @z1 2 D 0 since @z1 and @z1 are tangential derivatives, and  1,
 2 both vanish on the boundary by (116). Therefore,

@z0 0 C @z0 3 D @x0 . 0 C  3/ D 0; on b� (117)

by using (116) again. So we need to solve the system �.2/1  D f in � under the
boundary conditions (116) and (117).

We need to define more operators. We obtain that

�0 D D�0D0 D �
0
@�@z1 @z0 0 0

�@z0 �@z1 �@z1 @z0
0 0 �@z0 �@z1

1
A
0
BB@
�@z1 �@z0 0

@z0 �@z1 0

0 �@z1 �@z0
0 @z0 �@z1

1
CCA

D �
0
@� 0 0

0 2� 0

0 0 �

1
A ;

(118)
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and

�2 D D1D
�
1 D �.�@z0 ;�@z1 ; @z1 ;�@z0 /

0
BB@
�@z0
�@z1
@z1
�@z0

1
CCA D �2�;

with the boundary condition‰ 2 Dom.D�1 / \ C1.�;C1/, i.e., ‰jb� D 0.

Corollary 5.12 Suppose that u 2 H1.�;Cn1/, v 2 H1.�;Cn2/, andD.�/ujb� D 0
orD�.�/vjb� D 0. Then

.Du; v/ D .u;D�v/; .v;Du/ D .D�v; u/: (119)

Proof The operator of restriction to the boundary Hs.�;C
n/! Hs� 12 .b�;C

n/ for

s > 1
2

is a bounded operator by the trace theorem [100, Proposition 4.5, Chap.
4]. Moreover, C1.�;Cn/ is dense in Hs.�;C

n/ for s � 0. Approximating u 2
H1.�;Cn1 /, v 2 H1.�;Cn2 /, by functions fromC1.�;Cnj/, we see that integration
by parts (115) holds for u 2 H1.�;Cn1/, v 2 H1.�;Cn2 /, [100, (7.2) in Chap. 5]).
The boundary term vanishes by the assumption. ut

Shapiro-Lopatinskii Condition

Assume that the differential operator

P.x;D/WC1.�;E0/! C1.�;E1/

is elliptic of order m, and that the operators Bj.x;D/WC1.�;E0/ ! C1.b�;Gj/,
j D 1; : : : ; l, are differential operators of order mj 
 m � 1, where E0;E1;Gj, j D
1; : : : ; l, are finite dimensional complex vector spaces. Let� be a domain in R

n with
smooth boundary b�. Consider the boundary value problem

(
P.x;D/u D f ; on �;

Bj.x;D/u D gj; on b�; j D 1; : : : ; l: (120)

For fixed x 2 b�, define the half space Vx WD fy 2 R
nI hy; �xi > 0g, where �x is

the unit vector of inner normal to b� at point x. By a rotation if necessary, we can
assume �x D .1; 0; : : : ; 0/ and P.x;D/ can be written as

P.x;D/ D @m

@xm1
C

m�1X
˛D0

A˛.x;Dx0/
@˛

@x˛1
;
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up to the multiple of an invertible matrix, where the order of A˛.x;Dx0/ is equal
to m � ˛, x0 D .x2; : : : ; xn/. For the elliptic operator P.x;D/, the boundary value
problem (109) is called regular if for any � 2 R

n�1 and 
j 2 Gj, there is a unique
bounded solution on RC D Œ0;1/ to the Cauchy problem

dmˆ

dtm
C

m�1X
˛D0

eA˛.�/d
˛ˆ

dt˛
D 0; eBj

	
�;

d

dt



ˆ.0/ D 
j; j D 1; : : : ; l:

Hereˆ is a E0-valued function over RC,eA˛.�/ is the homogeneous part of A˛.x; �/
of degree m � ˛, and A˛.x; �/ is obtained by replacing @y0 in A˛.x; @y0/ by i� (this
condition is the same if it is replaced by 1

i �). The operator eBj.�; d=dt/ is defined
similarly. The regularity property is equivalent to the fact that there is no nonzero
bounded solution on RC to the Cauchy problem

dmˆ

dtm
C

m�1X
˛D0

eA˛.�/d
˛ˆ

dt˛
D 0; eBj

	
�;

d

dt



ˆ.0/ D 0; j D 1; : : : ; l: (121)

Furthermore, it is equivalent to the fact that there is no nonzero rapidly decreasing
solution on RC to the Cauchy problem (121), see also [100, (ii0) in p. 454]. This
condition is usually called the Lopatinski-Shapiro condition.

The latter condition can also be stated without using rotations, see, for
instance [55, §20.1.1]. The map

Mx;� 3 u �! .B1.x; i� C �x@t/u.0/; : : : ;Bl.x; i� C �x@t/u.0//

for x 2 b�, and � ? �x, is bijective. Here Mx;� is the set of all solutions u 2
C1.RC;E0/ satisfying

P.x; i� C �x@t/u.t/ D 0 (122)

and which are bounded on RC. Here for a differential operator P.x;D/, the notation
P.� C �@t/ means that @xj is replaced by i�j C �j@t, j D 1; : : : ; n. Equivalently, there
is no nonzero rapidly decreasing solution on RC to the ODE (122) under the initial
condition

Bj.x; i� C �x@t/u.0/ D 0; j D 1; : : : ; l:

Let us check the Shapiro-Lopatinskii condition for k D 2.
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Proposition 5.13 Suppose � is a smooth domain in R
4. The boundary value

problem

8̂
<̂
ˆ̂:
.D0D�0 C D�1D1/ D 0; on �;

D�0 .�/ jb� D 0;
D�1 .�/D1 jb� D 0;

is regular.

Proof Here we check the Lopatinski-Shapiro condition by generalizing the method
proposed by Dain in [35], which was also used in [107]. Originally, this method
works for operator of type K�K for some differential operator K of first order, while
here our operator has the form D0D�0 C D�1D1.

Fix a point in the boundary b�. Without loss of generality, we assume this point
to be the origin. Denote by � 2 R

4 the unit vector of inner normal to the boundary
at the origin. Let V� D fx 2 R

4W x � � > 0g be a half space. For any fixed vector
� ? �, suppose that u.t/ is a rapidly decreasing solution on Œ0;1/ to the following
ODE under the initial condition:

8̂
<̂
ˆ̂:
.D0D�0 C D�1D1/.i� C �@t/u.t/ D 0;
D�0 .�/u.0/ D 0;
D�1 .�/D1.i� C �@t/u.0/ D 0:

(123)

Let us prove that u vanishes. Define a function UWV� ! C
4 by U.x/ D eix	�u.x � �/

for x 2 V� . Note that for a differential operator Q DP3
jD0Qj@xj , where the Qj’s are

.4 � 3/-matrices, we have

QU.x/ D
3X

jD0
Qj
�
i�ju.x � �/C �ju0.x � �/

�
eix	� :

Then it is easy to see that (123) implies

8̂
<̂
ˆ̂:
.D0D�0 C D�1D1/U.x/ D 0; on V�;

D�0 .�/U.x/jbV� D 0;
D�1 .�/D1U.x/jbV� D 0:

(124)

It is sufficient to show that U vanishes. Consider the interval I� D fs� 2 bV�I jsj 

�
j�j g, the ball B� D fy0 2 bV�I y0 ? �; jy0j 
 rg for any fixed r > 0, and the domain
D� D I� � B� � RC�, where RC� D ft�I t 2 RCg.
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b
B

I

R

Since U D eix	�u.x � �/ rapidly decays in direction �, we have

Z
D�

h.D0D�0 C D�1D1/U;Ui D
Z
D�

hD�0U;D�0Ui C
Z
D�

hD1U;D1Ui

�
Z
I��B��f0g[bI��B��RC

�[I��bB��RC

�

.hD�0U;D�0 .�/Ui

� hD�1 .�/D1U;Ui/dS;

(125)

by Green’s formula (115), where h: ; :i is the standard Hermitian inner product in
C
4. We observe the following:

(1) The integral
R
I��B��f0g in Eq. (125) vanishes by the boundary condition

D�0 .�/U D 0 and D�1 .�/D1U D 0 on bV� in (124);
(2) The integral

R
bI��B��RC

� vanishes since U, D�0U and D1U are periodic in

direction �, and on the opposite surface, the identity D�j .�/jf�g�B��RC

� D
�D�j .�/jf��g�B��RC

� holds for j D 0; 1;
(3) Similarly, the integral

R
I��bB��RC

�
vanishes since U, D�0U and D1U are constant

in any direction in B� , and as well on the opposite direction. We have the identity
D�j .�/jI��fvg�RC

� D �D�j .�/jI��f�vg�RC

� for any v 2 B� .

Obviously, the integral in the left hand side of (125) vanishes by the first equation
in (124). Consequently,

Z
D�

hD�0U;D�0Ui C hD1U;D1Ui D 0;

i.e.,

D�0U D 0; D1U D 0; on V�: (126)
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By applying Proposition 5.14 to the convex domain V� , we see that there exists
a function eU 2 C1.V�;C

3/ such that D0eU D U on V� , and so D�0D0eU D 0 by
the first identity in (126). By the explicit form of D�0D0 in (118), we see that each
component of eU is harmonic on V� . Consequently, each component of U D D0eU is
also harmonic on V� , since �U D �D0eU D D0�eU D 0 by D0 being a differential
operator with constant coefficients and 4 being a scalar differential operator with
constant coefficients. This implies that

8̂
<̂
ˆ̂:
�U0 D �U1 D �U2 D �U3 D 0; on V�;

D�0 .�/UjbV� D 0;
D�1 .�/D1UjbV� D 0:

(127)

In particular, when � D .1; 0; 0; 0/, we have

8̂
ˆ̂̂<
ˆ̂̂̂
:

�U0 D �U1 D �U2 D �U3 D 0; on R
4C;

U1jR3 D U2jR3 D 0;
.U0 � U3/jR3 D 0;
@x0 .U0 CU3/jR3 D 0;

by the boundary conditions (116)–(117) for the upper half space. Note that a
harmonic function on R

4C with vanishing boundary value must vanish. We see that
U1 � U2 � U0 � U3 � 0 and @x0 .U0 C U3/ � 0. Consequently, U0 C U3 is
independent of x0, and so vanishes since it is rapidly decreasing in x0. Therefore,
U � 0.

For the general case of �, we set �0 D �0 � i�1, �1 D �2 � i�3. Then

D0.�/ D

0
BB@
��1 ��0 0

�0 ��1 0

0 ��1 ��0
0 �0 ��1

1
CCA ; and D1.�/ D .��0;��1; �1;��0/: (128)

It is direct to check that D1.�/D0.�/ D 0, that follows from D1D0 D 0. Note that

det

	��1 ��0
�0 ��1



D j�0j2 C j�1j2; (129)

and therefore D0.�/ in (128) has rank 3. The vector D1.�/ in (128) does not vanish
for non zero �, i.e., D1.�/ has rank 1. Hence, ImageD0.�/ D kerD1.�/ and
ImageD1.�/� is a 1-dimensional space orthogonal to kerD1.�/. Namely we have
the orthogonal decomposition C

4 D ImageD0.�/ ˚ ImageD1.�/�. We rewrite U
as U D D0.�/U0 C D1.�/�U00, for some C

3-valued function U0 and scalar function
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U00. Then,

D�0 .�/U D D�0 .�/.D0.�/U0C D1.�/
�U00/ D D�0 .�/D0.�/U0: (130)

Here D�0 .�/D0.�/ is an invertible .3�3/-matrix because D0.�/ has rank 3. It follows
from D�0 .�/D0.�/4U0 D D�0 .�/4U D 0 that U0 is harmonic. So is U00 if we
chooseU00.x/ orthogonal to kerD1.�/� at each point x. The second equation in (127)
together with (130) implies that U0 D 0 on the boundary bV� , and so it vanishes as
a harmonic function on the whole half space V� . Now we have U D D1.�/�U00.

The third equation in (127) implies that D1UjbV� D 0. Then,

D1U D D1D1.�/
�U00 D .�@z0 ;�@z1 ; @z1 ;�@z0 /D1.�/�U00

D � � .@x0 � i@x1 /;�.@x2 C i@x3 /; @x2 � i@x3 ;�.@x0 C i@x1 /
�
0
BB@
�.�0 C i�1/
�.�2 � i�3/
�2 C i�3
�.�0 � i�1/

1
CCAU00

D 2.�0@x0 C �1@x1 C �2@x2 C �3@x3 /U00 D 2@�U00 D 0

on the boundary bV� . As U00 is a harmonic function, we must have @�U00 � 0 on
the whole half space V� . So U00 is constant in the direction �. But it is also rapidly
decreasing along this direction. Hence U00 � 0 on V� . Thus U vanishes on V� . ut

The Solvability of the Non-homogeneous k-Cauchy-Fueter Equations on
Convex Domains Without Estimate

The following proposition is proved in [109] for any dimension by using twistor
transformations. Here we give an elementary proof.

Proposition 5.14 The sequence

C1.�;C3/
D0�! C1.�;C4/

D1�! C1.�;C1/;

is exact for any convex domain �. Namely, for any  2 C1.�;C4/ satisfying
D1 D 0, there exists � 2 C1.�;C3/ such that D0� D  on �.

Let E.�/ be the set of C1 functions on � and let R be the ring of polynomials
CŒ�0; �1; : : : ; �n�. For a positive integer p, Rp denotes the space of all vectors
. f1; : : : ; fp/t with f1; : : : ; fp 2 R, and Ep.�/ is defined similarly. The following
result is essentially due to Ehrenpreis-Malgrange-Palamodov.

Theorem 5.15 ([79, Theorem A]) Let A.�/, B.�/ be respectively .q � p/ and
.r � q/ matrices of polynomials, and let A.D/ and B.D/ be differential operators
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obtained by substituting @xj to
1
i �j to A.�/ and B.�/, respectively. Then the following

statements are equivalent:

(1) the sequenceRp
A.�/t ��� Rq

B.�/t ��� Rr is exact,

(2) the sequence Ep.�/
A.D/���! Eq.�/

B.D/���! Er.�/ is exact for any convex and non
empty domain� � R

nC1.

We also claim that the sequence

0 C
3 D0.�/t ��� C

4 D1.�/t ��� C
1  0 (131)

is exact for any nonzero � 2 C
4. To show it we set 
0 D �0 � i�1, 
1 D �2 � i�3.

Then

D0.�/
t D 1

i

0
@�
1 
0 0 0

�
0 �
1 �
1 
0
0 0 �
0 �
1

1
A ; D1.�/

t D 1

i

0
BB@
�
0
�
1

1
�
0

1
CCA : (132)

The proof of ImageD1.�/t D kerD0.�/t is similar to the paragraph below (129).

Proposition 5.16 The sequenceR3
D0.�/t ��� R4

D1.�/t ��� R1 is exact.

Proof It is obvious that D0.�/tD1.�/t D 0 by (132). Suppose D0.�/t

0
B@
p1.�/
:::

p4.�/

1
CA D 0,

where pj are polynomials. Since the sequence (131) is exact, for each � ¤ 0, there
exists an element of C1, say f� , such that

0
B@
p1.�/
:::

p4.�/

1
CA D D1.�/

tf� D 1

i

0
BB@
��0 C i�1
��2 � i�3
�2 � i�3
��0 � i�1

1
CCA f� :

It follows from the first two equations that .�0 C i�1/p1.�/ C .�2 � i�3/p2.�/ D
i.�21 C : : :C �24 /f� on R

4 n f0g. Then f� is a rational function Q.�/=.�21 C : : :C �24 /
for some polynomial Q.�/. The first equation above implies the following identity
of polynomials:

ip1.�/.�
2
1 C : : :C �24 / D .��0 C i�1/Q.�/:

This equation also holds on C
4 by natural extension of polynomials. By com-

parison of zero loci, we see that ��0 C i�1 must be a factor of p1.�/. Namely,
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p1.�/ D .��0 C i�1/q.�/ for some polynomial q.�/. Consequently, f� D iq.�/ is
a polynomial on R

4. ut
Applying Theorem 5.15 to the exact sequence in Proposition 5.16, we get the

Proposition 5.14. Analogous considerations can be done for the case k > 2, see
details in [30].

The Fredholm Property and the Proof of the Main Theorem

Theorem 5.17 ([100, Propositions 11.14 and 11.16], [55, Theorem 20.1.8]) Sup-
pose that the boundary value problem (120) is regular. Then the operator

TWHmCs.�;E0/ �! Hm.�;E1/˚
lM

jD1
HmCs�mj� 12 .b�;Gj/;

s D 0; 1; : : :, defined by Tu D .P.x;D/u;B1.x;D/u; : : : ;Bl.x;D/u/ is Fredholm, and
satisfies the estimate

kuk2HmCs.�/

 C

0
@kPuk2Hs.�/

C
lX

jD1
kBjuk2H

mCs�mj�
1
2
.b�/ C kuk2Hm�1.�/

1
A (133)

for some positive constant C. Moreover, the kernel and the space orthogonal to the
range consist of smooth functions.

By adding the boundary value condition (109), we consider the closed subspace
Hs;b.�;C

2k/ of Sobolev spaces Hs.�;C2k/ defined by

Hs;b.�;C
2k/ D

n
u 2 Hs.�;C

2k/W D.k/�0 .�/u D 0;D.k/�1 .�/D.k/1 u D 0 on b�
o
;

for s > 3
2
. The boundary value conditions above are well defined for s > 3

2
by the

trace theorem.
We know that the associated Laplacian �.k/1 is an elliptic operator. We already

showed that boundary value problem (109) is regular. So we can apply Theorem 5.17
to obtain the Fredholm operator

TWH2Cs.�;C
2k/ �! Hs

�
�;C2k

�˚ HsC 3
2

�
b�;CkC1�˚ HsC 1

2

�
b�;Ck�1�

defined by

Tu D
�
�.k/1 u; D.k/�0 .�/u

ˇ̌
ˇ
b�
; D.k/�1 .�/D.k/1 u

ˇ̌
ˇ
b�

�
: (134)
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Restricted to the closed subspace H2Cs;b.�;C
2k/ � H2Cs.�;C

2k/, the operator T

gets the form Tu D
�
�.k/1 u; 0; 0

�
for u 2 H2Cs;b.�;C

2k/. Let us prove that the
operator

�.k/1 W H2Cs;b.�;C
2k/ �! Hs.�;C

2k/ (135)

is Fredholm. Suppose that �.k/1 in (135) is not Fredholm. Identifying Hs.�;C
2k/

with the subspace f. f ; 0; 0/I f 2 Hs.�;C
2k/g of

Ws D Hs
�
�;C2k

�˚ HsC 3
2

�
b�;CkC1�˚ HsC 1

2

�
b�;Ck�1� ;

we see that the kernel of �.k/1 is contained in the kernel of the operator T in (134),

and so its dimension must be finite. Thus the cokernel of �.k/1 should be infinite
dimensional. To show that it is not true, we denote by M0 the subspace of the Hilbert
space Hs.�;C

2k/ orthogonal to the range of�.k/1 , and denote by M the subspace of
the Hilbert space Ws orthogonal to the range of T. Note that Hs.�;C

2k/ is a closed
subspace of the Hilbert space Ws by the above identification, and the range of T in
Ws is closed because it is Fredholm. So as the intersection of Hs.�;C

2k/ and the
range of T, the range of�.k/1 is also closed. The space M is of finite dimension. Let
fv1; : : : vmg be a basis for M. Vectors v1; : : : vm define linear functionals on Ws, in
particular on M0, by the inner product of Ws. Because M0 is infinite dimensional,
there must be some nonzero vector v 2 M0 in the kernel of these functionals,
i.e., orthogonal to M. Consequently, .v; 0; 0/ belongs to the range of T. Namely,
there exists u 2 H2Cs.�;C

2k/ such that Tu D .v; 0; 0/. This also implies that
u 2 H2Cs;b.�;C

2k/ and �.k/1 u D v, i.e., v is in the range of �.k/1 . This contradicts

to v 2 M0. Thus�.k/1 has finite dimensional cokernel. The result follows.
We are ready now to prove the main theorems.

Proof of Theorem 5.11 It is sufficient to prove the theorem for s D 0. We showed
that the map �.k/1 WH2;b.�;C2k/ ! L2.�;C2k/ is Fredholm. So its kernel, denoted
by K, is finite dimensional. Denote by K? the orthogonal complement to K in
H2;b.�;C2k/ under the inner product of H2;b.�;C2k/. Denote by R the range of
�.k/1 in L2.�;C2k/. It is a closed subspace since the cokernel of �.k/1 is also finite

dimensional. Then �.k/1 WK? ! R is bijective, and so there exists an inverse linear

operator eN.k/1 WR ! K?. As the Fredholm operator, �.k/1 WH2;b.�;C2k/ ! R is

bounded, so is its inverse eN.k/1 by the inverse operator theorem. Moreover,eN.k/1 can

be extended to a bounded operator N.k/1 WL2.�;C2k/ ! K? � H2;b.�;C2k/ by
setting

N.k/1 f D
(eN.k/1 f ; if f 2 R;

0; if f 2 R?:
(136)
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Moreover, there exists a positive constant C such that

kN.k/1 fkH2.�;C2k/ 
 Ck fkL2.�;C2k/ for any f 2 L2.�;C2k/: (137)

Now we can establish the Hodge-type orthogonal decomposition following the
ideas in [100, Chap. 5 §9]. By using the identity (119) twice, we see that if '; ' 0 2
H2;b.�;C2k/, then

�
�.k/1 '; ' 0

�
D
��
D.k/0 D.k/�0 C D.k/�1 D.k/1

�
'; ' 0

�

D
�
D.k/�0 ';D.k/�0 ' 0

�
C
�
D.k/1 ';D

.k/
1 '
0
�

D
�
';
�
D.k/0 D.k/�0 C D.k/�1 D.k/1

�
' 0
�
D
�
';�.k/1 ' 0

�
;

(138)

by D.k/�0 .�/' 0jb� D D.k/�1 .�/D.k/1 'jb� D 0, D.k/�0 .�/'jb� D D.k/�1 .�/D.k/1 '
0jb� D 0.

We show thateN.k/1 is a self adjoint operator on R. For any u; v 2 R, we can write

u D �.k/1 '; v D �.k/1 ' 0 2 R for some '; ' 0 2 H2;b.�;C2k/. Then,

�eN.k/1 u; v
�
D
�eN.k/1 �.k/1 ';�.k/1 ' 0

�
D
�
';�.k/1 ' 0

�
D
�
�.k/1 '; ' 0

�
D
�
u;eN.k/1 v

�

by using (138). Consequently, N.k/1 , as a trivial extension of eN.k/1 , is also a self

adjoint operator on L2.�;C2k/. Because of the estimate (137), N.k/1 is compact on
L2.�;C2k/ by Rellich’s theorem. Hence there is an orthonormal basis fujg1jD1 for

R � L2.�;C2k/ consisting of eigenfunctions of N.k/1 such that N.k/1 uj D �juj,

�j & 0. Here �j ¤ 0 since N.k/1 is the inverse of �.k/1 WK? ! R. We have

uj 2 H2;b.�;C2k/ for each j by (136). Obviously,�.k/1 uj D 1
�j
uj. Then any element

of K? can be written as
P1

jD1 �jajuj for some aj’s with
P1

jD1 jajj2 <1. Denote by
u0l 2 H2;b.�;C2k/, l D 1; : : : ; dimK, a basis for K. Then fujg [ fu0l g is a basis for
H2;b.�;C2k/. Because C10 .�;C2k/ � H2;b.�;C2k/ and C10 .�;C2k/ is dense in
L2.�;C2k/, we see that H2;b.�;C2k/ is dense in L2.�;C2k/. So fujg [ fu0l g is also
a basis for L2.�;C2k/. Consequently,

L2.�;C2k/ D K˚R: (139)

If  2 K, then

0 D
��

D.k/0 D.k/�0 C D.k/�1 D.k/1

�
 ; 

�
D
�
D.k/�0  ;D.k/�0  

�
C
�
D.k/1  ;D

.k/
1  

�
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by using the identity (119) since  2 H2;b.�;C2k/. Thus D.k/�0  D 0;D.k/1  D 0.
Note that since functions are K is C1-smooth functions on �, we conclude that
K D H1

.k/.�/ by applying the elliptic estimate (133).

By the construction of the operator N.k/1 above and the decomposition (139), any
 2 Hs.�;C

2k/ admits the Hodge-type decomposition:

 D �.k/1 N.k/1  C… D D.k/0 D.k/�0 N.k/1  C D.k/�1 D.k/1 N.k/1  C… ; (140)

where … is the orthonormal projection to K D H1
.k/.�/ with respect to the L2 inner

product.
It is sufficient to prove the orthogonality of the first two terms in (140) for smooth

functions, since C1.�;C2k/ is dense in L2.�;C2k/ and operators D.k/0 D.k/�0 N.k/1 and

D.k/�1 D.k/1 N.k/1 are both bounded in L2.�;C2k/. The orthogonality follows from

�
D.k/0 D.k/�0 N.k/1  ;D

.k/�
1 D.k/1 N.k/1  

�
D
�
D.k/1 D.k/0 D.k/�0 N.k/1  ;D

.k/
1 N.k/1  

�
D 0;

where we used the definition of duality applied for the functions

u D D.k/0 D.k/�0 N.k/1  2 H1.�;C
2k/ and v D D.k/1 N.k/1  2 H2.�;C

2k/

when  2 H1.�;C2k/, and we also used the equality D.k/�1 .�/D.k/1 N.k/1  jb� D 0

and D.k/1 D.k/0 D 0. The theorem is proved.

Proof of Theorem 5.10 We claim that if D.k/1  D 0 and is orthogonal to H1
.k/.�/,

then � D D.k/�0 N.k/1  satisfies D.k/0 � D  . Under the condition D.k/1  D 0, the
second term in the decomposition (110) vanishes because

���D.k/�1 D.k/1 N.k/1  
���2
L2
D
�
D.k/�1 D.k/1 N.k/1  ;D

.k/�
1 D.k/1 N.k/1  

�

D
�
 ;D.k/�1 D.k/1 N.k/1  

�
D
�
D.k/1  ;D

.k/
1 N.k/1  

�
D 0;

by using identity (119). Here  , D.k/1 N.k/1  2 Hs.�;C
2k/, s � 1, and N.k/1  2

H2Cs;b.�;C
2k/ implies that D.k/�1 .�/D.k/1 N.k/1  jb� D 0. The second identity comes

from the orthogonality in the Hodge-type decomposition (140). The claim follows
by … D 0.

The estimate (108) follows from the estimate for the solution operator N.k/1 in
Theorem 5.11.

Conversely, if  D D.k/0 � for some � 2 HsC1.�;CkC1/. Then  ? H1
.k/.�/

because of

. ; u/ D
�
D.k/0 �; u

�
D
�
�;D.k/�0 u

�
D 0 for any u 2 H1

.k/.�/;
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by using the identity (119), since D.k/�0 .�/u D 0 on the boundary and u and � are
both from H1.�;CkC1/. The proof is finished.
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Abstract For many problems (ODEs, PDEs, difference equations, etc.) it makes
sense to look for formal power series solutions which, if found, could well be
divergent. However, these formal solutions will frequently have an asymptotic
meaning, being representations, in a precise sense, of actual, analytic solutions of the
corresponding problem. Summability techniques aim at reconstructing such proper
solutions from the formal ones. We will present a slight extension of the successful
and well-known technique of k-summability in a direction of the complex plane, put
forward by J.-P. Ramis and which was the building block for multisummability, a
procedure able to sum any formal solution to a system of meromorphic ordinary
differential equations at an irregular singular point. The extension concerns the
consideration of Carleman ultraholomorphic classes in sectors, more general than
the Gevrey classes appearing in Ramis’ theory, and which consist of holomorphic
functions whose derivatives’ growth is governed in terms of a sequence of real
numbers, say M. Whenever M is subject to standard conditions, flat functions in
the class are constructed on sectors of optimal opening and, resting on the work of
W. Balser on moment summability methods, suitable kernels and Laplace and Borel-
type transforms are introduced which lead to a tractable concept of M-summability.
We will comment on some applications of this tool to the study of the summability
properties of formal solutions to some classes of so-called moment differential
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1 Introduction

The study of the existence and meaning of formal power series solutions to
differential or difference equations has a long history, going back at least to the
works of L. Euler in the eighteenth century. Although these solutions are frequently
divergent, under fairly general conditions the rate of growth of their coefficients is
not arbitrary. Indeed, a remarkable result of Maillet [35] in 1903 states the following:

Let G.x;Y;Y1; : : : ;Yn/ be an analytic function at the origin in nC2 variables and
Of DPp�0 apzp be a formal power series solution of the differential equation

G.x; y; y0; : : : ; y.n// D 0:

Then, there exist C;A; k > 0 such that japj 
 CAp. pŠ/1=k for every p � 0.
The series subject to these kind of estimates are named of Gevrey type of order

1=k. In order to give an analytical meaning to these formal solutions, appearing
in this and many different contexts, a whole theory of asymptotic expansions has
been developed during the past century, both in the general and in the Gevrey sense,
and these series turn out to be asymptotic representations (in a sense to be made
precise) of actual solutions defined in suitable domains. Moreover, generically there
is the possibility of reconstructing such analytic solutions from the formal ones by
a process known as multisummability, developed in the 1980s by J.-P. Ramis, J.
Écalle, W. Balser, et al. The following result by Braaksma [9] in 1992 is certainly
one of the major achievements in this body of knowledge:

Every formal power series solution to a nonlinear meromorphic system of
ordinary differential equations at an irregular singular point is multisummable.

A fundamental tool in this respect is that of k-summability, and the main
aim of this survey is to provide an introduction to a slight generalization of this
concept, whose applicability is currently under study. The extension concerns the
consideration of series, respectively asymptotic expansions, whose coefficients,
resp. remainders, are governed by a sequence more general than, but sharing its
fundamental properties with, the powers of the factorial.

The Carleman ultraholomorphic classes AM.S/ in a sector S of the Riemann
surface of the logarithm consist of those holomorphic functions f in S whose
derivatives of order p � 0 are uniformly bounded there by, essentially, the values
pŠMp, where M D .Mp/p2N0 is a sequence of positive real numbers. In case bounds
are not uniform on S but are valid and depend on every proper subsector of S to
which the function is restricted, we obtain the class QAM.S/ of functions with a
(non-uniform) M-asymptotic expansion at 0 in S, given by a formal power series
Of DPp�0 apzp=pŠ whose coefficients are again suitably bounded in terms of M (we

write f �M
Of and .ap/p2N0 2 ƒM). The map sending f to .ap/p2N0 is the asymptotic

Borel map QB, and f is said to be flat if QB. f / is the null sequence. See Sect. 3 for the
precise definitions of all these classes and concepts.

In order to obtain good properties for these classes, the sequence M is usually
subject to some standard conditions; in particular, we will mainly consider strongly
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regular sequences as defined by Thilliez [57], see Sect. 2. The best known example
is that of Gevrey classes, appearing when the sequence is chosen to be M˛ D
. pŠ˛/p2N0 , ˛ > 0, and for which we use the notationsA˛.S/, QA˛.S/,ƒ˛ , f �˛ Of and
so on, for simplicity. Let us denote by S� the sector bisected by the direction d D 0
and with opening �� . It is well known that QB W QA˛.S� / ! ƒ˛ is surjective if, and
only if, � 
 ˛ (Borel–Ritt–Gevrey theorem, see [41, 50, 51], [1, Theorem 2.2.1]). It
is natural to call this an extension result, and to think then about the possibility
of obtaining linear and continuous right inverses for QB in suitably topologized
classes. On the other hand, QB is injective (i.e., QA˛.S� / does not contain nontrivial
flat functions, and then the class QA˛.S� / is said to be quasianalytic) if, and only if,
� > ˛ (Watson’s lemma, see for example [2, Proposition 11]). Our main aim in the
first part of this exposition is to provide generalizations of this kind of results in the
framework of Carleman ultraholomorphic classes associated with strongly regular
sequences inducing a proximate order. We will mainly follow the work [54]. Let us
start with an overview of the existing literature in this respect.

In 1995 Thilliez [56] obtained right inverses in the Gevrey case when � < ˛

by applying techniques from the ultradifferentiable setting (i.e. regarding extension
results for classes of smooth functions on open subsets of R

n, determined by
imposing a suitable growth of the derivatives), and the same was done by the author
in [53] by adapting the truncated Laplace transform procedure already used by
J.P. Ramis in Borel–Ritt–Gevrey theorem [50]. Regarding general classes, Schmets
and Valdivia [55] extended some results of Petzsche [49] for ultradifferentiable
classes, and applied them in order to provide the first powerful results in the
present framework. Subsequently, Thilliez [57] improved the results in [55] in
several respects (see Sect. 3.1 in his paper for the details) by relying on a double
application of suitable Whitney’s extension results for Whitney ultradifferentiable
jets on compact sets with Lipschitz boundary appearing in [8, 14, 49]. In particular,
he introduced a growth index �.M/ 2 .0;1/ for every strongly regular sequence
M (which for M˛ equals ˛), and proved the following facts: if � < �.M/, then
AM.S� / is not quasianalytic, and there exist right inverses for QB, which are obtained
due to the explicit construction of nontrivial flat functions in the class AM.S� /.
Indeed, these flat functions allowed Lastra et al. [29] to define suitable kernels and
moment sequences by means of which to obtain again right inverses by the classical
truncated Laplace transform technique. Because of the integral form of the solution,
this procedure admits an easy generalization to the several variable case, and does
not rest on any result from the ultradifferentiable setting.

However, the preceding results for general classes are not fully satisfactory.
Firstly, the equivalences stated in Borel–Ritt–Gevrey theorem and Watson’s lemma
for the Gevrey case are now only one-side implications. Secondly, and strongly
related to the previous remark, the need to restrict the opening of the sector S� to
� < �.M/ in order to obtain flat functions in AM.S� / does not allow one to treat
the apparently limit situation in which � D �.M/. Note that, in the Gevrey case, the
function e�z�1=˛ is flat in the class QA˛.S˛/, and of course in every A˛.S� / for � < ˛.
So, our main objective will be to obtain flat functions in sectors of optimal opening.
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In this sense, we first introduce for every strongly regular sequence M a new
constant !.M/, measuring the rate of growth of the sequence M, in terms of
which quasianalyticity in the classes AM.S� / may be properly characterized due
to a classical result of Korenbljum ([25]; see Theorem 4.3). This constant is easily
computed in concrete situations [see (14)], and indeed it is the inverse of the
order of growth of the classical function M.t/ associated with M, namely M.t/ D
supp2N0 log.tp=Mp/, t > 0 [see (15)]. Regarding the construction of flat functions,

Thilliez [58] had characterized flatness in QAM.S� / in terms of the existence of non-
uniform estimates governed by the function e�M.1=jzj/, much in the same way as
the function e�z�1=˛ expresses flatness in the Gevrey case. So, it became clear to
us the need to construct functions in sectors whose growth is accurately specified
by the function M.t/. The classical theory of growth for holomorphic functions
defined in sectorial regions, based on the notion of (constant) exponential order,
showed itself not profound enough to deal with the general case. Luckily, the
theory of proximate orders, allowing to change the constant order 
 > 0 into a
function 
.r/ more closely specifying the desired rate of growth, is available since
the 1920s, with results by E. Lindelof, G. Valiron, V. Bernstein, M.M. Dzhrbashyan,
M.A. Evgrafov, A.A. Gol’dberg, I.V. Ostrovskii (see [17, 33]) and, in our regards,
mainly Maergoiz [34], which have been the key for our success. The problem of
characterizing those sequencesM associated with a proximate order has been solved
(Proposition 4.28), and it turns out that all the interesting examples of strongly
regular sequences appearing in the literature belong to this class. Whenever this
is the case, the results of L.S. Maergoiz allow us to obtain the desired flat functions
in QAM.S!.M// (see Theorem 4.26) and, immediately, we may generalize Watson’s
lemma, see Corollary 4.30. Subsequently, in Sect. 5 suitable kernels and moment
sequences are introduced, by means of which we may prove that QB is surjective in
QAM.S� / if, and only if, � 
 !.M/, so generalizing Borel–Ritt–Gevrey theorem (see

Theorem 5.11).
It should be mentioned that for the standard strongly regular sequences appearing

in the literature, the value of the constants �.M/ and !.M/ agree, and the equality
remains true as long as M induces a proximate order, as it has been recently obtained
by J. Jiménez-Garrido and the author (see Proposition 4.28, and [22] for its proof).
We have �.M/ 
 !.M/ in general, and �.M/ < !.M/ can actually occur, as it
has been proved in [23], so for some sequences our results definitely improve those
of V. Thilliez by enlarging the sectors for which non-quasianalyticity holds. In any
case, the equivalences stated in Theorem 5.11 and Corollary 4.30 are new. To end
this topic, in Theorem 5.13 we gather the information concerning the existence of
right inverses for QB in AM.S� / as long as M induces a proximate order: they exist
whenever � < !.M/, and their existence, under some specific condition (satisfied,
for instance, in the Gevrey case), implies that � < !.M/.

The aim of the second part of this survey is to put forward a concept of
summability of formal (i.e. divergent in general) power series in the framework
of general Carleman ultraholomorphic classes in sectors, so generalizing the by-
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now classical and powerful tool of k-summability of formal Gevrey power series,
introduced by Ramis [50, 51]. We will follow a paper of Lastra et al. [31].

Observe that the injectivity of the asymptotic Borel map QB in QAM.G/, for a
sectorial region G, means that every function f in such a class is determined by
its asymptotic expansion Of , and it makes sense to call f the sum of Of ; this is the idea
behind summability methods in this context.

The classical Watson’s Lemma is the departure point for the definition of 1=˛-
summability in a direction. The paradigmatic example of flat function in QA˛.S˛/ is
f˛.z/ D exp.�z�1=˛/, and it gives rise to kernels in terms of which one may define
formal and analytic Laplace and Borel transforms permitting the reconstruction of
the sum of a given Gevrey formal power series belonging to QB. QA˛.S� // for some
� > ˛. The technique of multisummability (in a sense, an iteration of a finite number
of 1=˛-summability procedures) has been proven to apply successfully to a plethora
of situations concerning the study of formal power series solutions at a singular point
for linear and nonlinear (systems of) meromorphic ordinary differential equations
in the complex domain (see, to cite but a few, the works [1, 2, 7, 9, 42, 52]), for
partial differential equations (for example, [3, 4, 18, 38, 48]), as well as for singular
perturbation problems (see [5, 12, 30], among others).

However, it is known that non-Gevrey formal power series solutions may
appear for different kinds of equations. For example, Thilliez has proven some
results on solutions within these general classes for algebraic equations in [58].
Also, Immink in [20, 21] has obtained some results on summability for solutions
of difference equations whose coefficients grow at an intermediate rate between
Gevrey classes, called of 1C level, that is governed by a strongly regular sequence.
Very recently, Malek [39] has studied some singularly perturbed small step size
difference-differential nonlinear equations whose formal solutions with respect to
the perturbation parameter can be decomposed as sums of two formal series, one
with Gevrey order 1, the other of 1C level, a phenomenon already observed for
difference equations [10].

All these results invite one to try to extend summability tools so that they are
able to deal with formal power series whose coefficients’ growth is controlled
by a general strongly regular sequence, so including Gevrey, 1C level and other
interesting examples. Our approach will be inspired by the study of moment
summability methods, equivalent in a sense to 1=˛-summability, developed by
W. Balser in [2, Sect. 5.5] and which relies on the determination of a pair of kernel
functions with suitable asymptotic and growth properties, in terms of which to define
formal and analytic Laplace- and Borel-like transforms. These summability methods
have already found its application to the analysis of formal power series solutions of
different classes of partial differential equations (for example, by Malek [36, 37] and
by Michalik [43, 44]), and also for so-called moment-partial differential equations,
introduced by Balser and Yoshino [6] and subsequently studied by Michalik [45–
47].

Thanks to the results in the first sections, a definition of M-summability in a
direction d may be easily put forward, see Definition 6.1.
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Since the existence of flat functions in S!.M/ is known whenever M induces a
proximate order, we devote Sect. 6 to the introduction of kernels of M-summability
(see Definition 6.2), and the associated formal and analytic transforms, in terms of
which to reconstruct the sums of M-summable formal power series in a direction,
as stated in Theorem 6.18. Once our tool has been designed, it is necessary to
test its applicability to the study of formal solutions of different types of algebraic
and differential equations in the complex domain. Our first attempt is contained
in the last section. The notion of formal moment-differential operator was firstly
introduced by Balser and Yoshino in [6]. Generally speaking, given the sequence of
moments me D .me. p//p2N0 of a kernel function e of order k > 0 (in other words
and according to Remark 6.19(i), a kernel for M1=k-summability), one can define
@me;z as an operator from CŒŒz�� into itself given by

@me;z

0
@X

p�0

fp
me. p/

zp

1
A DX

p�0

fpC1
me. p/

zp;

in much the same way as, for the usual derivative @, one has @
�P

p�0
fp
pŠ z

p
�
DP

p�0
fpC1

pŠ z
p. For two sequences of moments m1 D .m1. p//p2N0 , of Gevrey order

k1, and m2 D .m2. p//p2N0 , of Gevrey order k2, they study the Gevrey order of
the formal power series solutions of an inhomogeneous moment-partial differential
equation with constant coefficients in two variables,

p.@m1;t; @m2;z/Ou.t; z/ D Of .t; z/;

where p.�; �/ is a given polynomial. Subsequently, Michalik [45] considers the
corresponding initial value problem

P.@m1;t; @m2;z/u.t; z/ D 0; @
j
m1;tu.0; z/ D 'j.z/ for j D 0; : : : ; n � 1;

where P.�; �/ is a polynomial of degree n with respect to � and the Cauchy data
are analytic in a neighborhood of 0 2 C. A formal solution Ou is constructed, and
a detailed study is made of the relationship between the summability properties
of Ou and the analytic continuation properties and growth estimates for the Cauchy
data. We will generalize his results for strongly regular moment sequences of a
general kernel of summability. A significant part of the statements are given without
proof, since the arguments do not greatly differ from those in [45]. On the other
hand, complete details are provided when the differences between both situations
are worth stressing.

The interested reader may find in [32] a recent application of the tools described
here to the asymptotic study of the solutions of a class of singularly perturbed partial
differential equations in whose coefficients there appear sums of formal power series
in this generalized sense.
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Notation

We set N WD f1; 2; : : :g, N0 WD N [ f0g. R stands for the Riemann surface of
the logarithm, and CŒŒz�� is the space of formal power series in z with complex
coefficients.

For � > 0, we consider unbounded sectors

S� WD fz 2 R W jarg.z/j < � �

2
g

or, in general, bounded or unbounded sectors

S.d; ˛; r/ WD fz 2 R W jarg.z/ � dj < ˛ �

2
; jzj < rg;

S.d; ˛/ WD fz 2 R W jarg.z/ � dj < ˛ �

2
g

with bisecting direction d 2 R, opening ˛ � and (in the first case) radius r 2 .0;1/.
A sectorial region G.d; ˛/ with bisecting direction d 2 R and opening ˛ � will

be a domain in R such that G.d; ˛/ � S.d; ˛/, and for every ˇ 2 .0; ˛/ there exists

 D 
.ˇ/ > 0 with S.d; ˇ; 
/ � G.d; ˛/. In particular, sectors are sectorial regions.

A sector T is a bounded proper subsector of a sectorial region G (denoted by
T � G) whenever the radius of T is finite and T n f0g � G. Given two unbounded
sectors T and S, we say T is an unbounded proper subsector of S, and we write
T 
 S, if T n f0g � S.

D.z0; r/ stands for the disk centered at z0 with radius r > 0.
For an open set U � R, O.U/ denotes the set of holomorphic functions defined

in U.
<.z/ stands for the real part of a complex number z, and we write bxc for the

integer part of x 2 R, i.e. the greatest integer not exceeding x.

2 Strongly Regular Sequences: Associated Functions
and Growth Index

Most of the information in this subsection is taken from the works of Chaumat and
Chollet [14], Goldberg and Ostrovskii [17], Komatsu [24] and Thilliez [57], which
we refer to for further details. In what follows, M D .Mp/p2N0 will stand for a
sequence of positive real numbers, and we will always assume that M0 D 1.

Definition 2.1 We say:

(i) M is logarithmically convex (for short, (lc)) if

M2
p 
 Mp�1MpC1; p 2 N:
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(ii) M is derivation closed (for short, (dc)) if there exists A > 0 such that

MpC1 
 ApC1Mp; p 2 N0:

(iii) M is of moderate growth (briefly, (mg)) if there exists B > 0 such that

MpCq 
 BpCqMpMq; p; q 2 N0:

(iv) M satisfies the non-quasianalyticity condition (briefly, (nq)) if

X
q�0

Mq

.qC 1/MqC1
<1:

(v) M satisfies the strong non-quasianalyticity condition [for short, (snq)] if there
exists C > 0 such that

X
q�p

Mq

.qC 1/MqC1

 C

Mp

MpC1
; p 2 N0:

The terminology will be explained by some of the following comments or results.
Obviously, (mg) implies (dc), and (snq) implies (nq).

Definition 2.2 (Thilliez [57]) We say M is strongly regular if it verifies (lc), (mg)
and (snq).

Remark 2.3 In the literature a different set of conditions appears frequently when
dealing with ultraholomorphic or ultradifferentiable classes of functions. Let us
clarify the relationship between these two approaches. H. Komatsu (see [24, 40])
uses the following terminology: for him, (lc) is (M.1); (dc) is (M.2)’; (mg) is (M.2);
and he introduces:

(i) M verifies (M.3)’ if

X
q�0

Mq

MqC1
<1:

(ii) M satisfies (M.3) if there exists C > 0 such that

X
q�p

Mq

MqC1

 C

pMp

MpC1
; p 2 N0:

Again it is clear that (M.3) implies (M.3)’. Moreover, if M is strongly regular, then
M
� WD . pŠMp/p2N0 verifies the conditions (M.1), (M.2) and (M.3) of H. Komatsu.

On the other hand, if a sequence of positive real numbers M
� D .M�p /p2N0 , with
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M�0 D 1, verifies (M.2) and (M.3), and moreover M WD .M�p =pŠ/p2N0 is (lc), then M

is strongly regular.

Definition 2.4 For every sequence M D .Mp/p2N0 the associated sequence of
quotientsm D .mp/p2N0 is defined by

mp WD MpC1
Mp

; p 2 N0:

Remark 2.5 The properties (lc), (dc), (nq) and (snq) can be easily stated in terms
of the sequence of quotients, and we will see in Proposition 2.6(ii.3) that the same
holds for (mg) as long as the given sequence M is (lc). Moreover, observe that for
every p 2 N one has

Mp D Mp

Mp�1
Mp�1
Mp�2

: : :
M2

M1

M1

M0

D mp�1mp�2 : : :m1m0: (1)

So, one may recover the sequence M (with M0 D 1) once m is known, and so
the knowledge of one of the sequences amounts to that of the other. Sequences of
quotients of sequences M, L, etc. will be denoted by lowercase letters m, ` and so
on. Whenever some statement refers to a sequence denoted by a lowercase letter
such as m, it will be understood that we are dealing with a sequence of quotients [of
the sequence M given by (1)].

Proposition 2.6 Let M D .Mp/p2N0 be a sequence. Then, we have:

(i) M is (lc) if, and only if, m is nondecreasing. If, moreover,M satisfies (nq) then
m tends to infinity.

(ii) Suppose from now on thatM is (lc). Then

(ii.1) .M1=p
p /p2N is nondecreasing, and M1=p

p 
 mp�1 for every p 2 N (hence,
Mp 
 mp

p for every p 2 N0). Moreover, limp!1mp D 1 if, and only if,

limp!1M1=p
p D1.

(ii.2) MpMq 
 MpCq for every p; q 2 N0.
(ii.3) The following statements are equivalent

(ii.3.a) M is (mg),
(ii.3.b) supp2N

mp

M
1=p
p
<1,

(ii.3.c) supp2N0
m2p
mp
<1,

(ii.3.d) supp2N
�
M2p

M2
p

�1=p
<1.

Indeed, if B > 0 is the constant involved in (mg), then

mp
p 
 B2pMp; p 2 N0: (2)
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Proof We only prove the last statement in (ii.3) (and, in particular, that (ii.3.a)
implies (ii.3.b)). From (lc), for p 2 N we have that

mp
p 
 mpmpC1 : : :m2p�1 D M2p

Mp
D MpCp

Mp
;

and applying (mg) we deduce that mp
p 
 B2pMp. ut

In the next definitions and results we take into account the conventions adopted
in Remark 2.5(ii).

Definition 2.7 Let M D .Mp/p2N0 and L D .Lp/p2N0 be sequences, we say that M
is bounded from above by L, and we write M� L, if there exists C > 0 such that

Mp 
 CpLp; p 2 N0:

Equivalently,

sup
p2N0

	
Mp

Lp


1=p
<1:

Definition 2.8 Let m D .mp/p2N0 and ` D .`p/p2N0 be sequences of positive real
numbers, we say that m is bounded from above by `, and we write m 4 `, if there
exists c > 0 such that

mp 
 c`p; p 2 N0

or, equivalently, if

sup
p2N0

mp

`p
<1:

Proposition 2.9 Let M and L be sequences.

(i) If m 4 ` thenM� L.
(ii) IfM and L are (lc) andM is (mg), thenM� L implies m 4 `.

Proof The proof of (i) follows immediately from (1). By Proposition 2.6 we see that
L1=pp 
 `p and there exists A > 0 such that mp 
 A2M1=p

p , for every p 2 N. If one
has M � L, then there exists C > 0 such that Mp 
 CpLp for every p 2 N0, and
so

mp 
 A2M1=p
p 
 A2CL1=pp 
 A2C`p

for every p 2 N, as desired. ut
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Definition 2.10 ([14, 49]) Let M and L be sequences, we say that M is equivalent
to L, and we write M � L, if M� L and L�M.

Definition 2.11 Let m and ` be sequences, we say that m is equivalent to `, and
we write m ' `, if m 4 ` and ` 4 m.

Using the previous result we easily obtain

Proposition 2.12 Let M and L be sequences.

(i) If m ' ` thenM � L.
(ii) IfM and L are (lc) and (mg), thenM � L amounts to m ' `.

Remark 2.13 In particular, if M and L are strongly regular sequences we have that
m 4 ` is equivalent to M� L, and m ' ` is equivalent to M � L.

The next proposition is easily proved from the very definitions of (mg) and (snq).

Proposition 2.14 Property (mg) is preserved by the relation�, and property (snq)
is preserved by the relation'.
Remark 2.15 From the previous proposition we see that if a sequenceM is (mg) and
(snq), and another sequenceL is (lc) and such that ` ' m, then L is strongly regular.
In particular, whenever M is (mg) and (snq), and m is eventually nondecreasing, it
is easy to construct a strongly regular sequence L such that ` ' m and, in fact,
`p D mp for every p greater than or equal to some suitable p0.

Example 2.16

(i) Given ˛ > 0, the best known example of strongly regular sequence is M˛ D
. pŠ˛/p2N0 , called the Gevrey sequence of order ˛.

(ii) The sequences M˛;ˇ D
�
pŠ˛

Qp
mD0 logˇ.eCm/

�
p2N0 , where ˛ > 0 and ˇ 2 R,

are strongly regular (in case ˇ < 0, the sequence has to be suitably modified
according to Remark 2.15).

(iii) For q > 1, M D .qp2 /p2N0 is (lc) and (snq), but not (mg).

The following result of H.-J. Petzsche will be useful in the sequel.

Corollary 2.17 (Petzsche [49], Corollary 1.3(a)) Let M be (lc) and (snq). Then
there exists " > 0 and a sequence L such that ` ' m and the sequence .LppŠ�"/p2N0
is (lc) and (snq).

For the sake of completeness we include the following result.

Proposition 2.18 Given two strongly regular sequences M D .Mp/p2N0 and L D
.Lp/p2N0 , the product sequenceM � L WD .MpLp/p2N0 is also strongly regular.

Proof Properties (lc) and (mg) are easily checked for M � L. Regarding (snq), we
will use that, according to Lemma 1.3.4 in Thilliez [57], Ms WD .Ms

p/p2N0 is strongly
regular for every s > 0 (properties (lc) and (mg) are obvious, and (snq) is obtained
thanks to Corollary 2.17). Hence, M2 and L

2 are (snq). Now, Cauchy-Schwarz
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inequality gives that, for every p � 0,

X
q�p

MqLq
.qC 1/MqC1LqC1



�X

q�p

M2
q

.qC 1/M2
qC1

�1=2�X
q�p

L2q
.qC 1/L2qC1

�1=2


 pBB0
Mp

MpC1
Lp
LpC1

;

where the positive constants B and B0 are the ones appearing in (snq) for M2 and
L
2, respectively. ut

Many of the properties of the sequences M (or m) may be better studied, or
expressed, by means of any of the two following auxiliary functions associated with
M. We assume that M is (lc) and that limp!1mp D 1 [this happens, for example,
if M satisfies (nq)].

The map hM W Œ0;1/! R is defined by

hM.t/ WD inf
p2N0

Mpt
p; t > 0I hM.0/ D 0; (3)

and it turns out to be a non-decreasing continuous map in Œ0;1/ onto Œ0; 1�. In fact

hM.t/ D
(
tpMp if t 2 � 1mp

; 1
mp�1

�
; p D 1; 2; : : : ;

1 if t � 1=m0:

One may also consider the function

M.t/ WD sup
p2N0

log
� tp
Mp

� D � log
�
hM.1=t/

�
; t > 0I M.0/ D 0; (4)

which is a non-decreasing continuous map in Œ0;1/ with limt!1M.t/ D 1.
Indeed,

M.t/ D


p log t � log.Mp/ if t 2 Œmp�1;mp/; p D 1; 2; : : : ;

0 if t 2 Œ0;m0/;

and one can easily check that M is convex in log t, i.e., the map t 7! M.et/ is convex
in R. For every p 2 N0, the continuity of M at mp amounts to the trivial equality
mp

p=Mp D mpC1
p =MpC1. Moreover, since the sequence m D .mp/p2N0 (respectively,

the function M.t/) increases to infinity as p (resp. t) tends to infinity, the sequence
.M.mp//p2N0 D

�
log.mp

p=Mp/
�
p2N0 , and consequently also .mp

p=Mp/p2N0 , increase
to infinity, starting at the value 0 and 1, respectively. Note also that the p-th and
. pC1/-th terms of any of these two sequences are equal if, and only if, mp D mpC1.

The condition of moderate growth plays a fundamental role in the proof of (5),
which will in turn be crucial in many of our arguments.
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Lemma 2.19 ([14, 57]) Let M D .Mp/p2N0 be (lc), (mg) and such that m tends to
infinity. Let s be a real number with s � 1. There exists 
.s/ � 1 (only depending
on s andM) such that

hM.t/ 
 .hM.
.s/t//s for t � 0: (5)

Proof If B > 0 is the constant appearing in (mg), it is clear that M2k 
 B2kM2
k for

every k 2 N0, and so for every t > 0 one has

2M.t/ D sup
k�0

log
t2k

M2
k


 sup
k�0

log
B2kt2k

M2k

 M.Bt/:

Inductively, one obtains that 2qM.t/ 
 M.Bqt/ for every q 2 N0 and t > 0, or
equivalently, M.t=Bq/ 
 M.t/=2q. Now, given s � 1 there exists a unique q 2 N0

such that s 2 Œ2q; 2qC1/ (indeed, q D blog2 sc), and if we put 
.s/ WD BqC1 we have
that

M
� t


.s/

� 
 1

2qC1
M.t/ <

1

s
M.t/; t > 0:

This is precisely the inequality (5). ut
Remark 2.20 If the sequences M D .Mp/p2N0 and L D .Lp/p2N0 are equivalent,
there exist C;D > 0 such that

CpMp 
 Lp 
 DpMp; p 2 N0:

It is straightforward to check that

hM.Ct/ 
 hL.t/ 
 hM.Dt/; t � 0; (6)

or, equivalently,

M.t=C/ � L.t/ � M.t=D/; t � 0: (7)

We now recall the following definitions and facts, mainly taken from the book of
Goldberg and Ostrovskii [17], which will allow us to determine the rate of growth
(resp. decrease) of the function M.t/ (resp. hM.t/) as t tends to infinity (resp. to 0).

Definition 2.21 ([17], p. 43) Let ˛.t/ be a nonnegative and nondecreasing function
in .c;1/ for some c � 0 (we write ˛ 2 ƒ). The order of ˛ is defined as


 D 
Œ˛� WD lim sup
t!1

logC ˛.t/
log t

2 Œ0;1�;

where logC D max.log; 0/. ˛.t/ is said to have finite order if 
 <1.
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Remark 2.22 We note that this concept already appears in the definition of expo-
nential order of a non constant entire function f . If Mf .r/ WD maxjzjDr jf .z/j, r > 0,
then we know that the function Mf is nondecreasing and tends to infinity as r!1,
and so log.Mf / 2 ƒ. The exponential order of f is defined precisely as 
Œlog.Mf /�.

We are firstly interested in determining the order of the function M.t/ 2 ƒ

defined in (4) and associated with a sequence M which is (lc) and such that
limp!1mp D 1. To this end, we need to recall now the definition of exponent
of convergence of a sequence and how it may be computed.

Proposition 2.23 ([19], p. 65) Let .cp/p2N0 be a nondecreasing sequence of posi-
tive real numbers tending to infinity. The exponent of convergence of .cp/p is defined
as

�.cp/ WD inff� > 0 W
1X
pD0

1

c�p
convergesg

(if the previous set is empty, we put �.cp/ D 1). Then, one has

�.cp/ D lim sup
p!1

log. p/

log.cp/
: (8)

We will also need the following fact, which can be found in [40, p. 21]: if we
consider the counting function for the sequence of quotients m, � W .0;1/ ! N0

given by

�.t/ WD #fp W mp 
 tg; (9)

then one has that

M.t/ D
Z t

0

�.s/

s
ds; t � 0: (10)

We may now compute the order of M.t/ in terms of the sequence m.

Theorem 2.24 ([54]) Let M be (lc) and such that limp!1mp D 1. Then, the
order of M.t/ is given by


ŒM� D lim sup
p!1

log. p/

log.mp/
: (11)

Proof We take into account the link given in (10) between M.t/ and the counting
function �.t/ for m [as defined in (9)], which also belongs to ƒ. The following
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inequalities are evident for every t > m0:

M.et/ �
Z et

t

�.s/

s
ds � �.t/

Z et

t

1

s
ds D �.t/;

M.t/ D
Z t

m0

�.s/

s
ds 
 �.t/

Z t

m0

1

s
ds D �.t/ log.t=m0/:

Then, from the very definition we may deduce that the order of M.t/ equals that of
�.t/. Now, it is a general fact for functions ˛ in ƒ that


Œ˛� D inff� > 0 W
Z 1 ˛.t/

t1C�
dt convergesg

(the lower endpoint in the integral is inessential; when the set in the right hand side
is empty it is understood that 
Œ˛� D 1). On the other hand, for every t > 0 it is
straightforward to prove that

X
mp�t

1

m�p
D �.t/

t�
C �

Z t

m0

�.s/

s�C1
ds;

from where one may deduce that the series

1X
pD0

1

m�p

converges if, and only if, the integral

Z 1
m0

�.t/

t1C�
dt

does. These two last facts together lead to the conclusion that 
ŒM� D 
Œ�� D �.mp/,
which is given by the formula in (8). ut
Remark 2.25

(i) Let M˛ be the Gevrey sequence of order ˛ > 0, and M˛.t/ its associated
function. By means of (11), it is obvious that 
ŒM˛� D 1=˛.

(ii) Let M and L satisfy the assumptions in the previous result, and suppose first
that M � L, i.e. Mp 
 CpLp for some C > 0 and every p 2 N0. By the
very definition, one has that M.t/ � L.t=C/ for every t � 0, and consequently

ŒM� � 
ŒL�. Observe that this fact is not clear from formula (11), unless we
admit that M is (mg) (and so m 4 ` by Proposition 2.9).
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If we suppose that M � L, then we conclude that 
ŒM� D 
ŒL�. Again, only
if M and L are (mg) we may be sure that also m ' `, and then formula (11)
makes the equality of the respective orders evident.

(iii) Given a strongly regular sequence M, from Corollary 2.17 it is plain to see that
there exist "; a1 > 0 such that

ap1pŠ
" 
 Mp; p 2 N0:

On the other hand, choose ı > 0 such that eı � B2, where B is the constant in
(mg). Using (2) and the estimate

� p

pC 1
�pC1 
 1

e
;

one can prove by induction that Mp 
 Mp
1p
ıp for every p 2 N. Stirling’s

formula implies that there exists a2 > 0 such that

Mp 
 ap2pŠ
ı; p 2 N0:

From the two previous remarks we deduce that 1=ı 
 
ŒM� 
 1=", and, in
particular, 
ŒM� 2 .0;1/.

(iv) If we put M D .qp
2
/p2N0 , with q > 1, then M is (lc) and (nq) but (mg) is not

satisfied, and we easily obtain from (11) that 
ŒM� D 0, which is not possible
for strongly regular sequences.

In case M D .Qp
kD0 log.eC k//p2N0 , M is (lc), (mg) and m tends to infinity,

but (nq) is not satisfied. From (11) we see that 
ŒM� D1.

3 Asymptotic Expansions and Ultraholomorphic Classes

Given a sequence of positive real numbers M D .Mp/p2N0 , a constant A > 0 and a
sector S in the Riemann surface of the logarithm, we define

AM;A.S/ D
˚
f 2 O.S/ W kfk

M;A WD sup
z2S;p2N0

jf . p/.z/j
AppŠMp

<1�:

(AM;A.S/; k kM;A) is a Banach space, and AM.S/ WD [A>0AM;A.S/ is called a
Carleman ultraholomorphic class in the sector S.

One may accordingly define classes of sequences

ƒM;A D
n
� D .�p/p2N0 2 C

N0 W j�j
M;A WD sup

p2N0
j�pj

AppŠMp
<1

o
:
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.ƒM;A; j jM;A/ is again a Banach space, and we put ƒM WD [A>0ƒM;A, which we
call a Carleman class of sequences.

Since the derivatives of f 2 AM;A.S/ are Lipschitzian, for every p 2 N0 one may
define

f . p/.0/ WD lim
z2S;z!0 f

. p/.z/ 2 C;

and it is clear that the sequence

QB. f / WD . f . p/.0//p2N0 2 ƒM;A; f 2 AM;A.S/:

The map QB W AM.S/ �! ƒM so defined is called the asymptotic Borel map. It has
nice properties under suitable assumptions on the sequence M.

Proposition 3.1 Let M be a sequence.

(i) If M is (lc) (respectively, (dc)), then AM.S/ is closed under products (resp.
under derivatives). So, if M is (lc) and (dc),AM.S/ is a differential algebra.

(ii) Let us endow ƒM with the operations induced by derivation and product in
AM.S/ through the map QB (i.e. those which make the operations to commute
with QB). If M is (lc) and (dc), ƒM is a differential algebra, and QB is a
homomorphism of differential algebras.

Proof Regarding products, (i) is a consequence of Leibniz’s formula and the
property in Proposition 2.6.(ii.1). On the other hand, if we have (dc) with a constant
B > 0 and take f 2 AM;A.S/, it is immediate to prove that f 0 2 AM;AB.S/, and so
AM.S/ is derivation closed.

The operations inƒM are the left shift operator (corresponding to derivation) and
the product induced by Leibniz’s rule: if � D .�p/p2N0 and � D .�p/p2N0 belong to
ƒM, we put

� � � D .�p/p2N0 ; where �p WD
pX

kD0

 
p

k

!
�k�p�k; p 2 N0:

The rest of the statements is straightforward. ut
Although it will not be used in our approach, from the topological viewpoint the
spaces AM.S/ and ƒM have a natural structure of (LB)-spaces, that is, they are
inductive limits of Banach spaces.

Next, we will recall the relationship between these classes and the concept of
asymptotic expansion.

Definition 3.2 We say a holomorphic function f in a sectorial region G admits the
formal power series Of D P1

pD0 apzp 2 CŒŒz�� as its M-asymptotic expansion in G
(when the variable tends to 0) if for every T � G there exist CT ;AT > 0 such that
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for every p 2 N0, one has

ˇ̌
ˇf .z/�

p�1X
kD0

akz
k
ˇ̌
ˇ 
 CTA

p
TMpjzjp; z 2 T: (12)

We will write f �M

P1
pD0 apzp in G. QAM.G/ stands for the space of functions

admitting M-asymptotic expansion in G.

Definition 3.3 Given a sector S, we say f 2 O.S/ admits Of as its uniform M-
asymptotic expansion in S of type A > 0 if there exists C > 0 such that for every
p 2 N0, one has

ˇ̌
ˇf .z/ �

p�1X
kD0

akz
k
ˇ̌
ˇ 
 CApMpjzjp; z 2 S: (13)

We have the following result relating the spaces with uniform, or not, bounds for
the remainders or the derivatives (see [2, 15]).

Proposition 3.4 Let S be a sector and G a sectorial region.

(i) If f 2 AM;A.S/, then f admits the series Of D P
p2N0

1
pŠ f

. p/.0/zp as its uniform
M-asymptotic expansion in S of type A.

(ii) f 2 QAM.G/ if, and only if, for every T � G there exists AT > 0 such
that f jT 2 AM;AT .T/. Hence, the map QB W QAM.G/ �! ƒM is also well
defined.

Proof (i) is a consequence of Taylor’s formula. (ii) Emanates from Cauchy’s
integral formula for the derivatives, and the fact that, given T � G, there exist a
sector U � G and r > 0 such that for every z 2 T one has D.z; rjzj/ � U. ut

The map QB W QAM.G/ �! ƒM is again a homomorphism of differential algebras,
as long as M is (lc) and (dc).

Remark 3.5 Consider a pair of equivalent sequences M and L. It is obvious that
ƒM D ƒL, the spaces AM.S/ and AL.S/ coincide for a sector S, and also QAM.G/
and QAL.G/ agree for a sectorial region G.

Remark 3.6 As a consequence of Cauchy’s integral formula for the derivatives,
given a sector S one can prove that whenever T � S, there exists a constant
c D c.T; S/ > 0 such that the restriction to T, fT , of functions f defined on S
and admitting uniform M-asymptotic expansion in S of type A > 0, belongs to
AM;cA.T/, and moreover, if one has (13) then kfTkM;cA 
 C.
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4 Injectivity of the Borel Map: Korenbljum’s Result
and Watson’s Lemma

In the definition of general asymptotic expansions in a sectorial region G, the form
of the bounds for the remainders given in (12) is just CT;pjzjp, i.e., no precision is
made about the way in which the constants CT;p depend on T � G or p 2 N. In this
case, the classical Borel-Ritt theorem states the surjectivity of the asymptotic Borel
map for whatever region G, while it is well known that this map is never injective
(observe that the function exp.�1=z/ is flat in the right half plane, and one may
reason by ramification in any other situation). So, given a sectorial region it is not
possible to assign to a given formal power series a natural, unambiguous sum (i.e. an
analytic function in the region asymptotically represented by the series). However,
the situation changes drastically when M-asymptotic expansions are considered, as
we will see in this section.

Quasianalyticity and Korenbljum’s Result

We are interested in characterizing those classes in which the asymptotic Borel map
is injective; these will be called quasianalytic Carleman classes.

Definition 4.1 A function f in any of the classes QAM.G/ or AM;A.S/ is said to be flat
if QB. f / is the null sequence or, in other words, f �M

O0 (uniformly or not, depending
on the class), where O0 denotes the null power series.

Definition 4.2 Let S be a sector and M D .Mp/p2N0 be a sequence of positive
numbers. We say that AM.S/ (or QAM.G/) is quasianalytic if it does not contain
nontrivial flat functions.

Characterizations of quasianalyticity for general sequences M, in one and several
variables, and for the case AM.S/, are available in [27], generalizing the work of
Korenbljum [25]. In this paper, we restrict our attention to the one-variable case.

Note that a suitable rotation allows one to consider only sectors (or sectorial
regions) bisected by the direction d D 0. As shown in the next result, concerning
classes of functions with uniform bounds for the derivatives throughout the sector
S� , quasianalyticity is governed by the opening of the sector, i.e. by � . Moreover,
one easily observes that if AM.S� / is quasianalytic (respectively, non quasianalytic),
then AM.Sˇ/ will also be for every ˇ > � (resp. for every ˇ < � ). So, one expects
to find a value of the opening that separates both situations, and this will indeed
happen.

Although we mainly focus on strongly regular sequences, in many of the results
in this section weaker assumptions on M suffice, as it will be indicated. Moreover,
we remark that the condition (lc) is not necessary in the next statement, but its
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inclusion eludes the consideration of technically cumbersome regularizations of the
sequence involved (the minorant of Faber or the log-convex regularization).

Theorem 4.3 ([25]) LetM be (lc) and let � > 0 be given. The following statements
are equivalent:

(i) The class AM.S� / is quasianalytic.

(ii)
1X
pD0

� Mp

. pC 1/MpC1

�1=.�C1/ D 1.

Remark 4.4 The previous result is a consequence of a version of Watson’s Lemma
due to Mandelbrojt [40, Sect. 2.4.III]. Note that the result is easy if the sequence
m does not tend to infinity. In this case, there would exist C > 0 such that M1=p

p 

mp 
 C for every p 2 N. So, on one hand the series in Theorem 4.3.(ii) would
be divergent for every � > 0. On the other hand, by Proposition 3.4.(i) and the
estimates in (13), for a flat function f 2 AM.S� / we would have

jf .z/j 
 C0A
pMpjzjp 
 C0.AC/

pjzjp

for every z 2 S� , every p 2 N and some C0;A > 0. We deduce that f .z/ vanishes for
every z 2 S� \ D.0; 1=.AC//, and so the class is quasianalytic for every � > 0.

In view of this last remark, we will consider in the following sequences M which
are (lc) and with m tending to infinity.

Accordingly, we introduce a new quantity regarding quasianalyticity.

Definition 4.5 For a sequence M, we put

QM D f� > 0 W AM.S� / is quasianalyticg:

The order of quasianalyticity of M is defined as !.M/ WD infQM.

We can obtain its value due to the following result.

Theorem 4.6 ([54]) Let M be an (lc) sequence such that m tends to infinity. Then,

!.M/ D lim inf
p!1

log.mp/

log. p/
D 1

�.mp/

: (14)

Consequently, we have that

!.M/ D 1


ŒM�
; (15)

and if M is strongly regular, then !.M/ 2 .0;1/.
Proof Since M is (lc), the sequence . pŠMp/p2N0 also is. So, the sequence of
its quotients, .. p C 1/mp/p2N0 , is nondecreasing and, moreover, tends to infinity
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because m does. In view of (8), the exponent of convergence of the sequence
.. pC 1/mp/p2N0 and that of the sequence .mp/p2N0 are related as follows:

�.. pC1/mp/ D lim sup
p!1

log. p/

log.. pC 1/mp/
D 1

1C lim infp!1 log.mp/

log. p/

D 1

1C 1=�.mp/

(with the usual conventions regarding division by 0 or1). On the other hand, from
Theorem 4.3 and the definition of !.M/ it is clear that

1

!.M/C 1 D �.. pC1/mp/;

hence

!.M/ D lim inf
p!1

log.mp/

log. p/
D 1

�.mp/

:

Comparing this to (11), and by Remark 2.25.(iii), we conclude. ut
Remark 4.7 Observe that �!.M/ is the optimal opening for quasianalyticity, in
the sense that the class AM.S/ is (respectively, is not) quasianalytic whenever the
opening of S exceeds (resp. is less than) this quantity. When the opening of the sector
equals �!.M/ both cases are possible, as shown in the forthcoming Example 4.9.

Remark 4.8 If the sequences M and L are such that M� L, then AM.S/ � AL.S/
for any sector S, and so QL � QM and !.M/ 
 !.L/. Note that, if M and L

are (lc) and m and ` tend to infinity, this last inequality is not at all clear from the
formula (14), unless conditions are verified by M and L which imply m 4 ` (for
example, if M and L are strongly regular).

If M and L are equivalent we obviously have !.M/ D !.L/, what may be
deduced from (14), whenever applicable, if we also know that m ' `.

Example 4.9 Consider the sequences M˛;ˇ , ˛ > 0, ˇ 2 R, introduced in
Examples 2.16.(ii). Applying Theorem 4.3, it is easy to check that

QM˛;ˇ
D
(
Œ˛;1/ if ˛ � ˇ � 1;
.˛;1/ if ˛ < ˇ � 1;

so that !.M˛;ˇ/ D ˛ (in particular, for Gevrey sequences, appearing when ˇ D 0).

We next recall the notion of growth index defined and studied by Thilliez in [57,
Sect. 1.3].

Definition 4.10 Let M D .Mp/p2N0 be a strongly regular sequence and � > 0.
We say M satisfies property

�
P�
�

if there exists a sequence of real numbers M0 D
.M0p/p2N0 such that m0 ' m and .M0ppŠ�� /p2N0 is (lc).
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The growth index of M is

�.M/ WD supf� 2 R W .P� / is fulfilledg:

Remark 4.11 According to Corollary 2.17, for every strongly regularM there exists
" > 0 such that .P"/ holds. On the other hand, as indicated in Remark 2.25(iii) there
exist ı; a > 0 such that Mp 
 appŠı for every p 2 N0. It is easy to conclude that
�.M/ is always a positive real number.

Example

(i) For the Gevrey sequence of order ˛ > 0, one has �.M˛/ D ˛.
(ii) For the sequences M˛;ˇ in Example 2.16.(ii) one can check that �.M˛;ˇ/ D ˛.

Regarding the relationship between !.M/ and �.M/, we have the following
result.

Proposition 4.12 For every strongly regular sequenceM one has !.M/ � �.M/.
Proof Suppose M verifies .P� / for some � > 0. This easily implies the existence
of a constant a > 0 such that appŠ� 
 Mp for every p 2 N0. Hence, by Remark 4.8
we have � D !..appŠ� /p2N0 / 
 !.M/, and the definition of �.M/ is enough to
conclude. ut

According to the very definition of !.M/, the previous result is indeed equivalent
to the following one, proved by Thilliez [57] and, subsequently, by A. Lastra and
the author [27]. However, the present argument seems to be simpler than the ones
involved in the previous proofs of this theorem.

Theorem 4.13 ([27, 57]) Let 0 < � < �.M/. Then, the class AM.S� / is not
quasianalytic.

Flat Functions via Proximate Orders and Watson’s Lemma

In the previous subsection quasianalyticity for the classes AM.S/ (those defined by
imposing uniform bounds for the derivatives) has been completely characterized,
thanks to Korenbljum’s result. Regarding the classes QAM.G/ of functions with
M-asymptotic expansion in a sectorial region G (with non-uniform bounds), the
aforementioned result by Mandelbrojt [40, Sect. 2.4.III] makes it easy to obtain the
following statement (for more details, the reader may consult [22]).

Theorem 4.14 (Generalized Watson’s Lemma, Partial Version) If the opening
of G is larger (respectively, smaller) than �!.M/, then QB W QAM.G/ �! ƒM is
(resp. is not) injective.
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So, the case when the opening equals �!.M/ remains unsolved. In order to
treat this situation, we will make use of the following result of V. Thilliez which
characterizes flatness in the non-uniform case.

Theorem 4.15 ([58], Proposition 4) Let M be (lc) and such that m tends to
infinity, and let S be a sector. For f 2 O.S/, the following are equivalent:

(i) f 2 QAM.S/ and f �M
O0.

(ii) For every bounded proper subsector T of S there exist c1; c2 > 0 with

jf .z/j 
 c1hM.c2jzj/ D c1e
�M.1=.c2jzj//; z 2 T:

Looking at the condition in (ii), if we find a holomorphic function V.z/ in S
whose real part’s growth is suitably governed by the auxiliary function M.t/, then
exp.�V.1=z// is expected to be flat. Indeed, this may be easily achieved in the
Gevrey case, as we now show. Consider the Gevrey sequence of order 1=k > 0, i.e.
M1=k D . pŠ1=k/p2N0 ; we write QA1=k.S/, ƒ1=k, f �1=k Of and so on for simplicity. It
turns out (see, for example, [16]) that there exist c1; c2 > 0 such that for small t,

e�c1t�k 
 h1=k.t/ 
 e�c2t�k
;

and so, for large t, c2tk 
 M1=k.t/ 
 c1tk. Accordingly, flat functions are those
exponentially decreasing of order k.

Theorem 4.16 (Gevrey Null Asymptotics) Let S be a sector and f 2 O.S/. The
following are equivalent:

(i) f 2 QA1=k.S/ and f �1=k O0.
(ii) For every bounded proper subsector T of S there exist c1; c2 > 0 with

jf .z/j 
 c1e
�c2jzj�k

; z 2 T:

If we choose V.z/ D zk, z 2 S1=k, then for every subsector T of S1=k there exists
b1; b2 > 0 such that

<.V.z// � b1jzjk � b2M1=k.jzj/; z 2 T;

where < stands for the real part. So, exp.�V.1=z// D exp.�z�k/ is a nontrivial flat
function in QA1=k.S1=k/, and we can state the classical Watson’s Lemma.

Theorem 4.17 (Watson’s Lemma) The class QA1=k.S� / is quasianalytic if, and
only if, � > 1=k.

In this subsection we show how one can construct, in a similar way, nontrivial
flat functions in the classes QAM.S!.M//, for a strongly regular sequence M and for
optimal unbounded sectors (and consequently for any sectorial region with the same
opening), by relying on the notion of analytic proximate orders, appearing in the



222 J. Sanz

theory of growth of entire functions and developed, among others, by E. Lindelöf,
G. Valiron, B. Ja. Levin, A.A. Goldberg, I.V. Ostrovskii and L.S. Maergoiz (see the
references [17, 33, 34, 60]).

The main idea is to study the growth of a holomorphic function f in a sector by
comparing log jf .z/j, for jzj D r, to an expression of the form r
.r/ for some suitably
chosen function 
.r/ in .0;1/ (instead of comparing to rk, k > 0, what corresponds
to the functions of finite exponential order). The admissible functions 
.r/ are called
proximate orders.

Definition 4.18 ([60]) We say a real function 
.r/, defined on .c;1/ for some c �
0, is a proximate order if the following hold:

(i) 
.r/ is continuous and piecewise continuously differentiable in .c;1/ (mean-
ing that it is differentiable except at a sequence of points, tending to infinity, at
any of which it is continuous and has distinct finite lateral derivatives),

(ii) 
.r/ � 0 for every r > c,
(iii) limr!1 
.r/ D 
 <1,
(iv) limr!1 r
0.r/ log.r/ D 0.

Observe that positive constant functions are proximate orders.

Definition 4.19 Two proximate orders 
1.r/ and 
2.r/ are said to be equivalent if

lim
r!1

�

1.r/ � 
2.r/

�
log.r/ D 0:

Remark 4.20 If 
1.r/ and 
2.r/ are equivalent and limr!1 
1.r/ D 
, then
limr!1 
2.r/ D 
 and limr!1 r
1.r/=r
2.r/ D 1.

Definition 4.21 Let 
.r/ be a proximate order and f be an entire function. The type
of f associated with 
.r/ is

�f .
.r// D �f WD lim sup
r!1

log maxjzjDr jf .z/j
r
.r/

:

We say 
.r/ is a proximate order of f if 0 < �f <1.

Remark 4.22

(i) If 
.r/! 
 > 0 is a proximate order of f , then f is of exponential order 
 and
there exists K > 0 such that for every z 2 C with jzj large enough one has

jf .z/j 
 exp.Kjzj
.jzj//:

Moreover, and according to Remark 4.20, the type of f does not change if we
substitute a proximate order of f by an equivalent one.

(ii) Every entire function of finite exponential order admits a proximate order, and
so this notion allows one to forget about functions of minimal or maximal
type. As an example, we note that the function h.z/ D 1=�.z/, where �.z/
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is Euler’s Gamma function, is entire of order 1 and maximal type, and 
.r/ D
1C log2.r/= log.r/ is a proximate order for h (where log2.r/ D log.log.r//).

The following result of Maergoiz [34] will be the key for our construction.
For an arbitrary sector bisected by the positive real axis, it provides holomorphic
functions whose restriction to .0;1/ is real and has a growth at infinity specified
by a prescribed proximate order.

Theorem 4.23 ([34], Theorem 2.4) Let 
.r/ be a proximate order with 
.r/ !

 > 0 as r !1. For every � > 0 there exists an analytic function V.z/ in S� such
that:

(i) For every z 2 S� ,

lim
r!1

V.zr/

V.r/
D z
;

uniformly in the compact sets of S� (in other words, V is of regular variation).
(ii) V.z/ D V.z/ for every z 2 S� (where, for z D .jzj; arg.z//, we put z D

.jzj;� arg.z//).
(iii) V.r/ is positive in .0;1/, monotone increasing and limr!0 V.r/ D 0.
(iv) The function t 2 R! V.et/ is strictly convex (i.e. V is strictly convex relative

to log.r/).
(v) The function log.V.r// is strictly concave in .0;1/.
(vi) The function 
0.r/ WD log.V.r//= log.r/, r > 0, is a proximate order

equivalent to 
.r/.

We denote by B.�; 
.r// the class of such functions V . They share a property
that will be crucial in the construction of flat functions.

Proposition 4.24 ([34], Property 2.9) Let 
 > 0, 
.r/ be a proximate order with

.r/ ! 
, � � 2=
 and V 2 B.�; 
.r//. Then, for every ˛ 2 .0; 1=
/ there exist
constants b > 0 and R0 > 0 such that

<.V.z// � bV.jzj/; z 2 S˛; jzj � R0:

Note that, given V 2 B.�; 
.r// and according to Theorem 4.23(vi), the rate
of growth of V.r/ at infinity is the same as that of r
.r/. So, coming back to the
comments following Theorem 4.15, we are very close to our objective of obtaining
flat functions in case the auxiliary function M.r/ may be written as rd.r/, d.r/ being
a proximate order. It is then natural to introduce the following function.

Definition 4.25 Given an (lc) sequence M with limp!1mp D 1 and with
associated function M.r/, we define the function d.r/, for r > maxf1;m0g, by

d.r/ D log.M.r//

log.r/
:
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In the next result we obtain the desired flat functions in case !.M/ < 2 and
d.r/ is a proximate order. Subsequently, we will indicate how to deal with the case
!.M/ � 2. Finally, we will determine conditions on M amounting to d.r/ being a
proximate order.

Theorem 4.26 ([54]) Suppose M is a strongly regular sequence with !.M/ < 2

and such that d.r/ is a proximate order. Then, for every V 2 B.2!.M/; d.r// the
function G defined in S!.M/ by

G.z/ D exp.�V.1=z//

belongs to QAM.S!.M// and it is a (nontrivial) flat function.

Proof It is enough to reason with sectors S.0; !; r0/ � S!.M/, where 0 < ! <

!.M/ and r0 > 0. If z 2 S.0; !; r0/, we have 1=z 2 S! . By our assumptions, d.r/ is
a proximate order, and by (11) and (15), we have that

lim
r!1 d.r/ D 
ŒM� D 1

!.M/
:

We are in a position to apply Proposition 4.24 with 
 D 1=!.M/, 
.r/ D d.r/, � D
2!.M/ and ˛ D !, and deduce the existence of constants R0 > 0 and b > 0 such
that<.V.�// � bV.j�j/whenever � 2 S! with j�j � R0. Then, for z 2 S.0; !; 1=R0/
we obtain

jG.z/j D e�<.V.1=z// 
 e�bV.1=jzj/;

and for a suitable C > 0 we will have jG.z/j 
 Ce�bV.1=jzj/ for z 2 S.0; !; r0/.
Now observe that, by the definition of B.2!.M/; d.r//, we know that the function
log.V.r//= log.r/ is a proximate order equivalent to d.r/ D log.M.r//= log.r/, so
that, as a consequence of Remark 4.20, we have that there exists c > 0 such that for
r > 1=r0 one has V.r/ > cM.r/, and

jG.z/j 
 Ce�bcM.1=jzj/ D C.hM.jzj//bc 
 ChM.Djzj/; z 2 S.0; !; r0/;

where D > 0 is a positive constant, suitably chosen according to whether bc > 1

or not [see property (5)]. It suffices to take into account Theorem 4.15 in order to
conclude. ut
Remark 4.27 In case !.M/ � 2, we may also construct nontrivial flat functions by
taking into account the following facts:

(i) Given a strongly regular sequence M D .Mp/p2N0 and a positive real number
s > 0, the sequence of s-powers M

.s/ WD .Ms
p/p2N0 is strongly regular (see

Lemma 1.3.4 in [57]) and one easily checks that, with self-explaining notation,
m.s/ D .ms

p/p2N0 , M.s/.t/ D sM.t1=s/ for every t � 0, !.M.s// D s!.M/,
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d.s/.r/ D d.r1=s/=sC log.s/= log.r/ for r large enough, and

r.d.s//0.r/ log.r/ D 1

s
r1=sd0.r1=s/ log.r1=s/ � log.s/

log.r/

whenever both sides are defined. So, it is clear that d.r/ is a proximate order if,
and only if, d.s/.r/ is.

(ii) If M is strongly regular, !.M/ � 2 and d.r/ is a proximate order, choose s > 0
such that s!.M/ < 2. By (i), we may apply Theorem 4.26 to M

.s/ and obtain
G0 2 QAM.s/ .S!.M.s/// which is flat. Now, the function G, given in S!.M/ by
G.z/ D G0.zs/, is well-defined and it is plain to see that it is a nontrivial flat
element in QAM.S!.M//.

Our next objective is to characterize those M such that d.r/ is a proximate order.
The function d.r/ is clearly continuous and piecewise continuously differentiable in
its domain. By Theorem 2.24, it is clear that we need to show that


ŒM� D lim
r!1 d.r/ (instead of lim sup

r!1
)

and that rd0.r/ log.r/ ! 0 as r ! 1. The following result provides us with
statements equivalent to these facts.

Proposition 4.28 Let M be a strongly regular sequence, and d.r/ its associated
function. Consider the following conditions:

(i) d.r/ is a proximate order,
(ii) lim

r!1 d.r/ D 
ŒM�,
(iii) lim

p!1
log.mp/

log. p/
D !.M/,

(iv) lim
p!1 log

� mp

M1=p
p

�
D !.M/.

Then, (i) and (iv) are equivalent, and any of them implies (ii) and (iii), which are
themselves equivalent. Moreover, in case (i) holds we have that !.M/ D �.M/.

The proof being lengthy, we omit it and refer the reader to a work by J. Jiménez-
Garrido and the author [22] and to its correction and continuation in [23].

Remark 4.29

(i) The previous condition (iv) holds for every sequence M˛;ˇ , so that in any of
these cases d.r/ is a proximate order and it is possible to construct flat functions
in the corresponding classes. Nevertheless, in [23] we have been able to provide
examples of strongly regular sequences for which d.r/ is not a proximate order.

(ii) In the Gevrey case, M1=k D . pŠ1=k/2N0 , let us put M1=k.r/, d1=k.r/, and so on, to
denote the corresponding associated functions. Since for large r we have c2rk 

M1=k.r/ 
 c1rk for suitable constants c1; c2 > 0, then log.c2/ 
 .d1=k.r/ �
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k/ log.r/ 
 log.c1/ eventually. This shows one can work with the constant
proximate order 
.r/ � k, and any V 2 B.2=k; 
.r// will provide us (due to
Theorem 4.26, and since V.r/ will be bounded above and below by rk times
some suitable constants) with a flat function in the class QA1=k.S1=k/. It is easy
to see that V.z/ D zk belongs to B.2=k; 
.r//, and we obtain in this way the
classical flat function in this situation, namely G.z/ D exp.�z�k/.

We are in a position to characterize quasianalyticity in the classes QAM.S� /.

Corollary 4.30 (Watson’s Lemma) SupposeM is strongly regular and such that
d.r/ is a proximate order, and let � > 0 be given. Then, QAM.S�/ is quasianalytic if,
and only if, � > !.M/.

Remark 4.31 One may observe the difference with respect to the classes AM.S� /,
which could be quasianalytic for � D !.M/ (see Example 4.9).

5 Surjectivity and Right Inverses for the Borel Map

As a next step in our study, we now devote ourselves to extend to general Carleman
classes QAM.S� / the following well-known result, characterizing the surjectivity of
the Borel map in Gevrey classes.

Theorem 5.1 (Borel–Ritt–Gevrey, Ramis [50]) For ˛ > 0 and � > 0, QB W
QA˛.S�/ �! ƒ˛ is surjective if, and only if, � 
 ˛.

Our proof will be constructive, and will rest on the use of truncated Laplace-
like transforms whose kernels are intimately related to the nontrivial flat functions
obtained in Theorem 4.26. With any such kernel we will associate a sequence of
moments which, in turn, will be equivalent to the sequence M we departed from.
The results in this section which have not been endorsed to any author come from
the paper [54].

Definition 5.2 Let M D .Mp/p2N0 be a strongly regular sequence such that d.r/
is a proximate order, and consider V 2 B.2!.M/; d.r//. We define the kernel
associated with V as eV W S!.M/ ! C given by

eV.z/ WD ze�V.z/; z 2 S!.M/:

Remark 5.3

(i) In a paper by Lastra et al. [29], similar kernels were obtained from flat functions
constructed by Thilliez in [57]. The main difference with respect to the present
one, which will be extremely important in forthcoming applications of these
ideas to summability theory of formal power series, is that Thilliez needed to
slightly restrict the opening of the optimal sector in order to construct such flat
functions, while here we have been able to do it in the whole of S!.M/.
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(ii) The factor z appearing in eV takes care of the integrability of z�1eV.z/ at the
origin (see .i/ in the next lemma). Indeed, it could be changed into any power
z˛ for positive ˛, where the principal branch of the power is to be considered.
Our choice aims at simplicity.

Lemma 5.4 The function eV enjoys the following properties:

(i) z�1eV.z/ is integrable at the origin, it is to say, for any t0 > 0 and � 2 R with
j� j < �!.M/

2
the integral

R t0
0
t�1jeV.tei� /jdt is finite.

(ii) For every T 
 S!.M/ there exist C;K > 0 such that

jeV.z/j 
 ChM

	
K

jzj


; z 2 T: (16)

(iii) For every x 2 R, x > 0, the value eV.x/ is positive real.

Proof

(i) Let t0 > 0 and � 2 R with j� j < �!.M/

2
. Since the function exp.�V.1=z// is

flat, from Theorem 4.15 we obtain c1; c2 > 0 (depending on � and t0) such that

Z t0

0

jeV.tei� /j
t

dt 

Z t0

0

c1hM.c2=t/dt:

As hM is continuous and hM.s/ � 1 when s � 1
m1

, this integral converges.
(ii) As before, given T 
 S!.M/ and R > 0 there exist c1; c2 > 0 (depending on T

and R) such that

jeV.z/j 
 c1jzjhM.c2=jzj/; z 2 T; jzj � R:

If jzj � R, we may apply (5) for s D 2 and the definition of hM to deduce that

jeV.z/j 
 c1jzj
�
hM
�
.2/c2
jzj

��2


 c1jzjhM
�
.2/c2
jzj

�
M2

�
.2/c2
jzj

�2 
 
.2/2c1c22M2

R
hM
�
.2/c2
jzj

�
:

On the other hand, since V is bounded at the origin (because of property (iii)
in Theorem 4.23), for z 2 T with jzj < R we deduce that eV.z/ D ze�V.z/ is
bounded, and, in order to conclude, it suffices to observe that hM.
.2/c2=jzj/
is bounded below by some positive constant for jzj < R.

(iii) V.x/ is real if x > 0, so eV.x/ D xe�V.x/ > 0.

ut
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Remark 5.5 As suggested in Remarks 4.29.(ii) and 5.3.(ii), in the Gevrey case M1=k,
k > 0, it is natural and standard to consider the kernel

ek.z/ D kzk exp.�zk/; z 2 S1=k:

Definition 5.6 Let V 2 B.2!.M/; d.r//. We define the moment function associ-
ated with V (or to eV ) as

mV.�/ WD
Z 1
0

t��1eV.t/dt D
Z 1
0

t�e�V.t/dt:

From Lemma 5.4 we see that mV , well defined in fz 2 C W <.�/ � 0g, is
continuous in its domain, and holomorphic in fz 2 C W <.�/ > 0g. Moreover,
mV.x/ > 0 for every x � 0. So, the following definition makes sense.

Definition 5.7 The sequence of positive real numbers mV D .mV. p//p2N0 is the
sequence of moments associated with V (or to eV ).

Proposition 5.8 Let eV be a kernel associated with the strongly regular sequence
M, and mV D .mV. p//p2N0 the sequence of moments associated with V. Then M

and mV are equivalent.

Proof It suffices to work with p � 1. From (16) we have C;K > 0 such that

mV. p/ 
 C
Z 1
0

tp�1hM.K=t/dt D C
Z mp

0

tp�1hM.K=t/dtC C
Z 1
mp

tp�1hM.K=t/dt:

In the first integral of the right-hand side we take into account that hM is bounded
by 1, while in the second one we use the definition of hM to obtain that hM.K=t/ 

KpC1MpC1=tpC1, t > mp. This yields

mV. p/ 
 C
tp

p

ˇ̌
ˇmp

0
� CKpC1MpC1

1

t

ˇ̌
ˇ1
mp

D Cmp
p

p
C CKpC1MpC1

mp
:

We have MpC1 D mpMp, and we may apply (ii.3) in Proposition 2.6 to obtain that

mV. p/ 
 C.A2p C KpC1/Mp 
 2Cmaxf1;Kg.maxfA2;Kg/pMp;

what concludes the first part of the proof.
On the other hand, Maergoiz [34, Theorem 3.3] has shown that the function

log.V.r//= log.r/ is a proximate order of the entire function

FV.z/ D
1X
pD0

zp

mV. p/
; z 2 C: (17)
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By Remark 4.22(i) there exist constants C1;K1 > 0 such that for every z 2 C one
has

jFV.z/j 
 C1 exp.K1V.jzj//:

Now, recall from Theorem 4.23(vi) that log.V.r//= log.r/ is a proximate order
equivalent to d.r/ D log.M.r//= log.r/. Consequently, by Remark 4.20 there exists
K2 > 0 such that V.r/ 
 K2M.r/ for large r, and so we have

jFV.z/j 
 QC exp. QKM.jzj// (18)

for every z 2 C and suitably large constants QC; QK > 0. Finally, we take into account
the following result by H. Komatsu.

Proposition 5.9 ([24], Proposition 4.5) Let M.r/ be the function associated with
a sequenceM verifying (lc) and limp!1mp D1. Given an entire function F.z/ DP1

pD0 apzp, z 2 C, the following statements are equivalent:

(i) There exist C;K > 0 such that jF.z/j 
 CeM.Kjzj/, z 2 C.
(ii) There exist c; k > 0 such that for every p 2 N0, japj 
 ckp=Mp.

It suffices to apply this equivalence to the function FV , by virtue of (18) and of
Lemma 2.19, and we end the second part of the proof. ut
Remark 5.10

(i) We record for the future that, as a consequence of the first part of the previous
proof, given K > 0 there exist C;D > 0 such that for every p 2 N one has

Z 1
0

tp�1hM.K=t/dt 
 CDpMp: (19)

(ii) In the Gevrey case M1=k and with the kernel ek introduced in Remark 5.5, we
obtain the moment function m1=k.�/ D �.1 C �=k/ for <.�/ � 0, and we
immediately check that M1=k and m1=k D .m1=k. p//p2N0 are equivalent.

The proof of the next result, a generalization of the classical Borel–Ritt–
Gevrey theorem, will only be sketched, since it is similar to the original one
in the Gevrey case (see [2, 13, 50, 59]; in the several variables case, see [53]).
Indeed, in a previous work by Lastra et al. [29, Theorem 4.1], this same technique
was applied by using kernels derived from the flat functions of Thilliez [57],
what obliged us to work in sectors of non-optimal opening. This drawback is
now overcome under the additional assumption that the sequence M defines
a proximate order d.r/, which is the case for all the examples appearing in
applications.
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Theorem 5.11 (Generalized Borel–Ritt–Gevrey Theorem) Let M be a strongly
regular sequence such that d.r/ is a proximate order, and let � > 0 be given. The
following statements are equivalent:

(i) � 
 !.M/,
(ii) For every a D .ap/p2N0 2 ƒM there exists a function f 2 QAM.S�/ such that

f �M
Of D

X
p2N0

ap
pŠ
zp;

i.e., QB. f / D a. In other words, the Borel map QB W QAM.S�/ �! ƒM is surjective.

Proof (i) H) (ii) It is enough to treat the case � D !.M/. Choose a function
V 2 B.2!.M/; d.r//, and consider the associated kernel eV (see Definition 5.2) and
sequence of moments mV D .mV. p//p2N0 (see Definition 5.7). Given .ap/p2N0 2
ƒM, there exist C1;D1 > 0 such that

japj 
 C1D
p
1pŠMp; p 2 N0;

so that, by Proposition 5.8, the series

Og D
X
p2N0

ap
pŠmV. p/

zp (20)

converges in a disc D.0;R/ for some R > 0, to a holomorphic function g. Choose
0 < R0 < R, and define

f .z/ WD
Z R0

0

eV

	
u

z



g.u/

du

u
; z 2 S!.M/; (21)

which turns out to be a holomorphic function in S!.M/. Given T 
 S!.M/, N 2 N

and z 2 T, by standard arguments we have

f .z/�
N�1X
pD0

ap
zp

pŠ
D f .z/ �

N�1X
pD0

ap
mV. p/

mV. p/
zp

pŠ

D
Z R0

0

eV

	
u

z


 1X
kD0

ak
mV.k/

uk

kŠ

du

u
�

N�1X
pD0

ap
mV. p/

Z 1
0

up�1eV.u/du
zp

pŠ

D
Z R0

0

eV

	
u

z


 1X
kDN

ak
mV.k/

uk

kŠ

du

u
�
Z 1
R0

eV

	
u

z


 N�1X
pD0

ap
mV. p/

up

pŠ

du

u

D f1.z/C f2.z/:
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By Proposition 5.8 there exist C2;D2 > 0 such that

jakj
mV.k/kŠ


 C1Dk
1kŠMk

mV.k/kŠ

 C2D

k
2 (22)

for all k 2 N0, and so, taking R0 
 .1 � �/=D2 for some � > 0 if necessary, we get

jf1.z/j 
 C2

Z R0

0

ˇ̌
ˇ̌eV

	
u

z


ˇ̌
ˇ̌ 1X
kDN

.D2u/
k du

u

 1

�
C2D

N
2

Z R0

0

ˇ̌
ˇ̌eV

	
u

z


ˇ̌
ˇ̌ uN�1du:

(23)

On the other hand, we have up 
 Rp
0u

N=RN
0 for u � R0 and 0 
 p 
 N � 1. So,

according to (22), we may write

N�1X
pD0

japjup
mV. p/pŠ



N�1X
pD0

C1D
p
1pŠMpup

mV. p/pŠ



N�1X
pD0

C1D
p
1C2D

p
2u

p


 uN

RN
0

N�1X
pD0

C1D
p
1C2D

p
2R

p
0 
 C3D

N
3 u

N

for some positive constants C3;D3, and deduce that

jf2.z/j 
 C3D
N
3

Z 1
R0

ˇ̌
ˇ̌eV

	
u

z


ˇ̌
ˇ̌ uN�1du: (24)

In view of (23) and (24), we are done if we prove that

Z 1
0

ˇ̌
ˇ̌eV

	
u

z


ˇ̌
ˇ̌ uN�1du 
 C4D

N
4mV.N/jzjN

for every z 2 T and for suitable C4;D4 > 0. But this is a straightforward
consequence of Lemma 5.4.(ii) and the estimates in (19).

(ii) H) (i) We will not provide all the details, but the argument could be
completed easily with some of the results in the next sections. Anyway, the idea
is similar to the one in the Gevrey case, see [2, p. 99]. For � > !.M/, consider
a path ı!.M/ in S� like the ones used in the classical Borel transform (see Sect. 6,
just before Proposition 6.13), consisting of a segment from the origin to a point
z0 with arg.z0/ D !.M/.� C "/=2 (for some " 2 .0; �/), then the circular arc
jzj D jz0j from z0 to the point z1 on the ray arg.z/ D �!.M/.� C "/=2, and finally
the segment from z1 to the origin. Choose any lacunary series Og D P1

pD0 bpzp=pŠ
convergent in the unit disc to a function g that has no analytic continuation beyond
that disc (for example, Og D P1

pD0 z2
p
). Then, the equivalence of M and mV

implies that a D .mV. p/bp/p2N0 belongs to ƒM. If there would exist a function
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f 2 QAM.S� / such that f �M
Of WD P

p2N0 mV. p/bpzp=pŠ, one may check that the
function

G.u/ WD �1
2�i

Z
ı!.M/

FV.u=z/f .z/
dz

z
; u 2 S";

where FV is the function introduced in (17), is an analytic continuation of g into the
unbounded sector S". Since this is not possible, we deduce QB is not surjective in this
case. ut

Finally, we will state a result concerning the surjectivity of the asymptotic Borel
map QB in the classes AM.S� /, and the existence of suitably defined linear continuous
right inverses for QB.

We mention that V. Thilliez obtained the following result.

Theorem 5.12 (Thilliez [57]) Let M be a strongly regular sequence and � a real
number with 0 < � < �.M/. Then there exist c � 1, depending only on M and � ,
such that for every A > 0 there exists a linear continuous map UM;A;� W ƒM;A !
AM;cA.S�/ with QB ı UM;A;� D IdƒM;A .

In particular, QB W AM.S� /! ƒM is surjective.

His proof is based on the works of Bruna [11], Petzsche [49], Bonet et al. [8], and
Chaumat and Chollet [14], on the existence of linear continuous versions of Whit-
ney’s extension theorem for Whitney ultradifferentiable jets. We will reprove this
result (see the implication (i) H) (ii) in Theorem 5.13) with a completely different
technique, resting on the truncated Laplace transform with kernel generated by a flat
function, as before. The integral expression for the operators obtained is well suited
for their extension to the several variable case. The interested reader may compare
this and other approaches in [28, 29, 53].

Although �.M/ 
 !.M/ in general, our result does not mean an improvement in
this respect, since under our assumption that d.r/ is a proximate order one always
has �.M/ D !.M/ (see Proposition 4.28).

Theorem 5.13 Let M be strongly regular and such that d.r/ is a proximate order,
and let � > 0 be given.

(a) Each of the following assertions implies the next one:

(i) � < !.M/.
(ii) There exists d � 1 such that for every A > 0 there is a linear continuous

operator

TM;A;� W ƒM;A ! AM;dA.S� /

such that QB ı TM;A;� D IdƒM;A , the identity map in ƒM;A.
(iii) The Borel map QB W AM.S�/! ƒM is surjective.
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(iv) There exists a function f 2 AM.S� / such that for every m 2 N0 we have
f .m/.0/ D ı1;m (where ı1;m stands for Kronecker’s delta).

(b) If one has

1X
pD0

� 1

. pC 1/mp

�1=.!.M/C1/ D 1; (25)

then (i) is equivalent to:

(v) The Borel map QB W AM.S�/ ! ƒM is not injective, i.e., AM.S� / is not
quasianalytic.

(c) If one has

1X
pD0

� 1
mp

�1=!.M/ D1; (26)

then all the conditions (i)–(v) are equivalent to each other.

Proof

(a) (i) H) (ii) Fix A > 0. For every a D .ap/p2N0 2 ƒM;A, the series Og given
in (20) converges in a disc D.0;R/ not depending on a. We define TM;A;� .a/ as
the restriction to S� of the function defined in (21), which was shown to belong
to QAM.S!.M// with uniform estimates in every T 
 S!.M/. By combining the
information in Proposition 3.4 with that in Remark 3.6, we conclude that there
exists d � 1 such that TM;A;� sendsƒM;A into AM;dA.S� / and solves the problem.

(ii) H) (iii) and (iii) H) (iv) are immediate.
(b) By the definition of !.M/, we always have that (i) implies (v), and that (v)

implies � 
 !.M/. But condition (25) excludes equality by Theorem 4.3.
(c) Under condition (26), the fact that (iv) implies (i) may be obtained in the same

way as Proposition 3.3 in [26]. So, (i)–(iv) are all equivalent to each other.
According to (b), in order to conclude it suffices to prove that condition (26)
implies condition (25), but this was obtained in Proposition 4.8.(i) in [27].

ut
Remark 5.14 For Gevrey sequences, condition (26) holds, since it amounts to the
divergence of the harmonic series. In general, condition (25) does not imply (26).
For instance, as stated in Example 4.9, the sequence M˛;ˇ satisfies (25) if, and only
if, ˛ � ˇ � 1. One easily checks that it satisfies (26) if, and only if, ˛ � ˇ. So,
if ˇ � 1 
 ˛ < ˇ we have that M˛;ˇ satisfies (25) and not (26). Whenever this
is the case, it is an open problem to decide whether (iv) in the previous theorem
implies (i).
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6 Summability in a Direction

If the opening of a sectorial region G is greater than �!.M/, then QB W QAM.G/ �!
ƒM is injective. So, we are ready for the introduction of a new concept of
summability of formal power series in a direction.

Definition 6.1 Let d 2 R. We say Of D P
p�0

fp
pŠ
zp is M-summable in direction

d if there exist a sectorial region G D G.d; �/, with � > !.M/, and a function
f 2 QAM.G/ such that f �M

Of .
In this case, by virtue of Proposition 3.4(ii) we have . fp/p2N0 2 ƒM. According

to Theorem 4.6, f is unique with the property stated, and will be denoted

f D SM;d Of ; the M � sum of Of in direction d:

Our next aim in this section will be to develop suitable tools in order to recover
f from Of by means of formal and analytic transforms, in the same vein as in the
classical theory for the Gevrey case and the so-called k-summability. We will follow
the ideas in the theory of general moment summability methods put forward by W.
Balser [2]. The case !.M/ < 2 is mainly treated, and indications will be given on
how to work in the opposite situation.

Definition 6.2 Let M be strongly regular with !.M/ < 2. A pair of complex
functions e;E are said to be kernel functions for M-summability if:

(I) e is holomorphic in S!.M/.
(II) z�1e.z/ is locally uniformly integrable at the origin, i.e., there exists t0 > 0,

and for every z0 2 S!.M/ there exists a neighborhoodU of z0, U � S!.M/, such
that the integral

R t0
0 t�1 supz2U je.t=z/jdt is finite.

(III) For every " > 0 there exist c; k > 0 such that

je.z/j 
 chM

	
k

jzj


D c e�M.jzj=k/; z 2 S!.M/�"; (27)

where hM and M are the functions associated with M, defined in (3) and (4),
respectively.

(IV) For x 2 R, x > 0, the values of e.x/ are positive real.
(V) If we define the moment function associated with e,

me.�/ WD
Z 1
0

t��1e.t/dt; <.�/ � 0;
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then the function E given by

E.z/ WD
1X
pD0

zp

me. p/
; z 2 C;

is entire, and there exist C;K > 0 such that

jE.z/j 
 C

hM.K=jzj/ D CeM.jzj=K/; z 2 C: (28)

(VI) z�1E.1=z/ is locally uniformly integrable at the origin in the sector S.�; 2 �
!.M//, in the sense that there exists t0 > 0, and for every z0 2 S.�; 2�!.M//
there exists a neighborhoodU of z0, U � S.�; 2�!.M//, such that the integralR t0
0 t�1 supz2U jE.z=t/jdt is finite.

From (I)–(IV) we see that the function me is continuous in f� 2 C W <.�/ � 0g,
holomorphic in f� 2 C W <.�/ > 0g, and me.x/ > 0 for every x � 0.

Remark 6.3

(i) The existence of such kernels may be deduced, as we will show, by taking
into account the construction of flat functions in QAM.S!.M// whenever d.r/ is
a proximate order.

(ii) According to Definition 6.2(V), the knowledge of e is enough to determine the
pair of kernel functions. So, in the sequel we will frequently omit the function
E in our statements.

(iii) In case !.M/ � 2, condition (VI) in Definition 6.2 does not make sense.
However, we note that for a positive real number s > 0 the sequence of 1=s-
powers M.1=s/ WD .M1=s

p /n2N0 is also strongly regular and, as it is easy to check,

hM.1=s/.t/ D �hM.ts/�1=s; t � 0; (29)

and !.M.1=s// D !.M/=s. So, following the ideas of Sect. 5.6 in [2], we will
say that a complex function e is a kernel for M-summability if there exist s > 0
with !.M/=s < 2, and a kernel Qe W S!.M/=s ! C for M.1=s/-summability such
that

e.z/ D Qe.z1=s/=s; z 2 S!.M/:

If one defines the moment function me as before, it is plain to see that me.�/ D
mQe.s�/, <.�/ � 0. The properties verified by Qe and mQe are easily translated
into similar ones for e, but in this case the function

E.z/ D
1X
pD0

zp

me. p/
D
1X
pD0

zp

mQe.sp/
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does not have the same properties as before, and one rather pays attention to
the kernel associated with Qe,

QE.z/ D
1X
pD0

zp

mQe. p/
D
1X
pD0

zp

me. p=s/
; (30)

which will behave as indicated in (V) and (VI) of Definition 6.2 for such a
kernel for M.1=s/-summability.

It is worth remarking that, once such an s as in the definition exists, one
easily checks that for any real number t > !.M/=2 a kernel Oe for M

.1=t/-
summability exists with e.z/ D Oe.z1=t/=t.

Definition 6.4 Let e be a kernel for M-summability and me its associated moment
function. The sequence of positive real numbers me D .me. p//p2N0 is known as the
sequence of moments associated with e.

The following result is a consequence of the estimates, for the kernels e and E,
appearing in (27) and (28) respectively. We omit its proof, since it may be easily
adapted from the proof of Proposition 5.8.

Proposition 6.5 Let M D .Mp/p2N0 be a strongly regular sequence, e be a kernel
function for M-summability, and me D .me. p//p2N0 the sequence of moments
associated with e. ThenM and me are equivalent.

Remark 6.6 For any kernel e for M-summability one may prove that the sequence
of moments me D .me. p//p2N0 is also strongly regular: Firstly, up to multiplication
by a constant scaling factor, one may always suppose that me.0/ D 1. Property (lc)
is a consequence of Hölder’s inequality, since for every p 2 N one has

me. p/
2 D ktp�1e.t/k21 
 k.tp�2e.t//1=2k22k.tpe.t//1=2k22 D me. p� 1/me. pC 1/

(where k�k1 and k�k2 are the standard L1 and L2 norms). Regarding conditions (mg)
and (snq), they are preserved as we know that me � M. Note that the statement
for (snq) has not been proved, but may be found in the work of Petzsche [49,
Corollary 3.2].

Bearing this fact in mind, in Definition 6.2 one could depart not from a strongly
regular sequence M, but from a kernel e, initially defined and positive in direction
d D 0, whose moment function me.�/ is supposed to be well-defined for � � 0,
and such that the sequence me is strongly regular. This allows one to consider
the constant !.me/, which would equal !.M/ according to Proposition 5.8 and
Remark 4.8, and also the function hme , in terms of which one may rephrase all
the items in Definition 6.2, specially the estimates in (27) and (28), with exactly the
same meaning, according to the relationship between hme and hM indicated in (6).
This insight will be fruitful in Sect. 7, when dealing with so called moment-partial
differential equations.

We are ready for the construction of kernels.



Asymptotic Analysis and Summability 237

Theorem 6.7 Suppose M is a strongly regular sequence with !.M/ < 2 and such
that the function d.r/ is a proximate order. Then, for every V 2 B.2!.M/; d.r//,
the function eV defined in S!.M/ by

eV.z/ D z exp.�V.z//

is a kernel ofM-summability.

Proof The properties (I) to (IV) in Definition 6.2 are clear or have been obtained,
with some slight modification, in Lemma 5.4. Now, reasoning as in the proof of
Proposition 5.8 we see that, if .mV. p//p2N0 is the sequence of moments of eV , the
function

EV.z/ D
1X
pD0

zp

mV. p/
; z 2 C;

is entire and we have

jEV.z/j 
 QC exp. QKM.jzj//

for every z 2 C and suitably large constants QC; QK > 0, and so condition (V) in
Definition 6.2 is satisfied. Finally, we take into account the following result.

Proposition 6.8 ([34], (3.25)) Let 
.r/ be a proximate order with 
 > 1=2, � �
2=
 and V 2 B.�; 
.r//. Then, for every " > 0 such that " < �.1 � 1=.2
// we
have, uniformly as jzj ! 1, that (in Landau’s notation)

EV.z/ D O

	
1

jzj


;

�

2

C " 
 j arg zj 
 �:

This information easily implies that also condition (VI) in Definition 6.2 is fulfilled,
what concludes the proof. ut
Remark 6.9 In case !.M/ � 2, we consider s > 0 and M

.1=s/ WD .M1=s
n /n2N0 as in

Remark 6.3(iii), in such a way that !.M.1=s// D !.M/=s < 2. By Remark 4.27(i),
d.r/ is a proximate order if, and only if, d.1=s/.r/ is. Were this the case, by the
previous result we would have kernels Qe for M.1=s/-summability, and the function
e.z/ D Qe.z1=s/=s will be a kernel for M-summability.

The next definition resembles that of functions of exponential growth, playing
a fundamental role when dealing with Laplace and Borel transforms in the theory
of k-summability for Gevrey classes. For convenience, we will say a holomorphic
function f in a sector S is continuous at the origin if limz!0; z2T f .z/ exists for every
T � S.

Definition 6.10 Let M D .Mp/p2N0 be a sequence of positive real numbers which
is (lc) and such that m tends to infinity, and consider an unbounded sector S in R.
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The set OM.S/ consists of the holomorphic functions f in S, continuous at 0 and
having M-growth in S, i.e. such that for every unbounded proper subsector T of S
there exist r; c; k > 0 such that for every z 2 T with jzj � r one has

jf .z/j 
 c

hM.k=jzj/ D c exp.M.jzj=k//: (31)

Remark 6.11 Since continuity at 0 has been asked for, f 2 OM.S/ implies that for
every T 
 S there exist c; k > 0 such that for every z 2 T one has (31).

We are ready for the introduction of the M-Laplace transform.
Given a kernel e for M-summability, a sector S D S.d; ˛/ and f 2 OM.S/, for

any direction � in S we define the operator Te;� sending f to its e-Laplace transform
in direction � , defined as

.Te;� f /.z/ WD
Z 1.�/
0

e.u=z/f .u/
du

u
; j arg.z/ � � j < !.M/�=2; jzj small enough;

(32)

where the integral is taken along the half-line parameterized by t 2 .0;1/ 7! tei� .
We have the following result.

Proposition 6.12 For a sector S D S.d; ˛/ and f 2 OM.S/, the family fTe;� f g� in S
defines a holomorphic function Tef in a sectorial region G.d; ˛C !.M//.
Proof Let � 2 R be a direction in S, i.e., such that j� � dj < ˛�=2.
We will show that for every ˇ with 0 < ˇ < !.M/, there exists r D
r. f ; �; ˇ/ > 0 such that Te;� f is holomorphic in S.�; ˇ; r/. Hence, Te;� f will
be holomorphic in G� WD [0<ˇ<!.M/S.�; ˇ; r/, which is a sectorial region
G� D G.�; !.M//.

For every u; z 2 R with arg.u/ D � and jarg.z/ � � j < !.M/�=2 we have that
u=z 2 S!.M/, so that the expression under the integral sign in (32) makes sense. We
fix a > 0, and write

Z 1.�/
0

e.u=z/f .u/
du

u
D
Z aei�

0

e.u=z/f .u/
du

u
C
Z 1.�/
aei�

e.u=z/f .u/
du

u
:

Since f is continuous at the origin, and because of Definition 6.2(II), it is straightfor-
ward to apply Leibniz’s rule for parametric integrals and deduce that the first integral
in the right-hand side defines a holomorphic function in S.�; !.M//. Regarding the
second integral, for u as before and by Definition 6.10 there exist c1; k1 > 0 such
that

jf .u/j 
 c1
�
hM.k1=juj/

��1
:
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Also, for z such that jarg.z/ � � j < ˇ�=2 we have that u=z 2 Sˇ, and the
property 6.2(III) provides us with constants c2; k2 > 0 such that

je.u=z/j 
 c2hM.k2jzj=juj/;

so that

ˇ̌1
u
e.u=z/f .u/

ˇ̌ 
 c1c2
juj

hM.k2jzj=juj/
hM.k1=juj/ :

Let 
.2/ > 0 be the constant appearing in (5) for s D 2, and consider r WD
k1=.
.2/k2/ > 0. For any z 2 S.�; ˇ; r/ we have that 
.2/k2jzj < k1, and from (5)
and the monotonicity of hM we deduce that

ˇ̌1
u
e.u=z/f .u/

ˇ̌ 
 c1c2
juj

h2
M
.
.2/k2jzj=juj/
hM.k1=juj/ 
 c1c2

juj hM.k1=juj/:

By the very definition of hM we have that hM.k1=juj/ 
 M1k1=juj, so the right-
hand side of the last inequality is an integrable function of juj in .a;1/, and again
Leibniz’s rule allows us to conclude the desired analyticity for the second integral.

Let � 2 R with j� � dj < ˛�=2. The map Te;� f is a holomorphic function in a
sectorial region G� D G.�; !.M// which will overlap with G� whenever � and �
are close enough. Since we know that

lim
t!1 thM.1=t/ D 0;

by Cauchy’s residue theorem we easily deduce that Te;� f .z/ � Te;� f .z/ whenever
both maps are defined. Thus the family fTe;� f g� in S defines a holomorphic function
Tef in the union of the sectorial regions G� , which is indeed again a sectorial region
G D G.d; ˛ C !.M//. ut

We now define the generalized Borel transforms.
Suppose !.M/ < 2, and let G D G.d; ˛/ be a sectorial region with ˛ > !.M/,

and f W G ! C be holomorphic in G and continuous at 0. For � 2 R such that
j� � dj < .˛ � !.M//�=2 we may consider a path ı!.M/.�/ in G like the ones used
in the classical Borel transform, consisting of a segment from the origin to a point
z0 with arg.z0/ D �C!.M/.�C"/=2 (for some suitably small " 2 .0; �/), then the
circular arc jzj D jz0j from z0 to the point z1 on the ray arg.z/ D ��!.M/.�C"/=2
(traversed clockwise), and finally the segment from z1 to the origin.

Given kernels e;E for M-summability, we define the operator T�e;� sending f to
its e-Borel transform in direction � , defined as

.T�e;� f /.u/ WD
�1
2�i

Z
ı!.M/.�/

E.u=z/f .z/
dz

z
; u 2 S.�; "0/; "0 small enough:
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In case !.M/ � 2, choose s > 0 and a kernel Qe for M.1=s/-summability as in
Remark 6.3(iii), and let T�Qe;� be defined as before, where the kernel under the integral

sign is the function QE given in (30). Then, if �s is the operator sending a function f
to the function f .zs/, we define T�e;� by the identity

�s ı T�e;� D T�Qe;� ı �s; (33)

in the same way as in [2, p. 90].

Proposition 6.13 For G D G.d; ˛/ and f W G! C as above, the family

fT�e;� f g� ;

where � is a real number such that j��dj < .˛�!.M//�=2, defines a holomorphic
function T�e f in the sector S D S.d; ˛�!.M//. Moreover, T�e f is ofM-growth in S.

Proof Due to the identity (33), it is clearly sufficient to prove our claim in the case
!.M/ < 2. Since f is holomorphic in G and continuous at 0, for every � 2 R

such that j� � dj < .˛ � !.M//�=2 the condition in Definition 6.2(VI) implies
that T�e;� f is holomorphic in the sector S.�; "!.M/=�/, where " > 0 is the one
entering in the definition of ı!.M/.�/, and it is small enough so that u=z stays in the
sector S.�; 2 � !.M// as u 2 S.�; "!.M/=�/ and z runs over the two segments in
ı!.M/.�/. Cauchy’s theorem easily implies that the family fT�e;� f g, when � 2 R and
j� � dj < .˛ � !.M//�=2, defines a holomorphic function T�e f in the sector S D
S.d; ˛�!.M//. Let us finally check that T�e f is of M-growth in S. By compactness,
it suffices to work on a proper unbounded subsector T of S.�; "!.M/=�/, for � and
" as before. Put ı!.M/.�/ D ı1 C ı2 C ı3, where ı1 and ı3 are the aforementioned
segments in directions, say, �1 and �3, and ı2 is the circular arc with radius r2 > 0.
As f is continuous at the origin, there exists M0 > 0 such that jf .z/j 
 M0 for every
z in the trace of ı!.M/.�/. So, for every u 2 T and j D 1; 3 we have

ˇ̌
ˇ �1
2�i

Z
ıj

E.u=z/f .z/
dz

z

ˇ̌
ˇ 
 M0

2�

Z r2

0

1

t
jE.ue�i�j=t/jdt

D M0

2�

Z r2=juj

0

1

s
jE.ei.arg.u/��j/=s/jds;

after the change of variable t D jujs. According to the condition in Defini-
tion 6.2(VI), these expressions uniformly tend to 0 as u tends to infinity in T. On
the other hand, the estimates for E in (28) allow us to write

ˇ̌
ˇ �1
2�i

Z
ı2

E.u=z/f .z/
dz

z

ˇ̌
ˇ 
 M0.�1 � �3/

2�
max
jzjDr2

jE.u=z/j 
 CM0.�1 � �3/
2�hM.Kr2=juj/ :

So, this integral has the desired growth and the conclusion follows. ut
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In the next paragraph we follow the same ideas in [2, p. 87–88] in order to justify
the forthcoming definition of formal Laplace and Borel transforms.

Let M D .Mp/p2N0 be a strongly regular sequence, S D S˛ and e a kernel for M-
summability. It is clear that for every � 2 C with <.�/ � 0, the function f�.z/ D z�

belongs to the space OM.S/. From Proposition 6.12, one can define Tef�.z/ for every
z in an appropriate sectorial region G. Moreover, for z 2 G and an adequate choice
of � 2 R one has

Tef�.z/ D
Z 1.�/
0

e

	
u

z



u��1du:

In particular, for z 2 R with arg.z/ D � , the change of variable u=z D t turns the
preceding integral into

Tef�.z/ D
Z 1
0

e.t/z��1t��1zdt D me.�/z
�: (34)

Suppose we are given now an entire function F.z/ D P
p�0 apzp of M-growth

in C. Taking Proposition 5.9 into account, one may justify termwise integration to
obtain that

TeF.z/ D
1X
pD0

apme. p/z
p

whenever jzj is small enough. In case !.M/ < 2, and particularizing this result for
F D E (the kernel function corresponding to e), we deduce that for every z ¤ 0 and
w ¤ 0 such that jz=wj < 1 one has

w

w � z
D
Z 1.�/
0

e.u=z/E.u=w/
du

u
; (35)

a formula which remains valid as long as both sides are defined. Suppose now that f
is holomorphic in a sectorial region G.d; ˛/, with ˛ > !.M/, and continuous at the
origin. By Propositions 6.13 and 6.12, TeT�e f is well defined; a change in the order
of integration and the use of (35) prove that

TeT
�
e f D f : (36)

Finally, since f� (defined above) is continuous at the origin, it makes sense to
compute

T�e f�.u/ D
�1
2�i

Z
ı!.M/.�/

E.u=z/z��1dz:
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Putting u=z D t, the integral is changed into

T�e f�.u/ D
u�

2�i

Z
�z

E.t/t���1dt;

for a corresponding path �z. However, Cauchy’s theorem allows one to choose one
and the same path of integration as long as z runs in a suitably small disk, and
we deduce, by the identity principle, that T�e f�.u/ is a constant multiple of u� in
S.d; ˛ � !.M//. According to (34) and (36), we conclude that

T�e f�.u/ D
u�

me.�/
: (37)

Observe that, taking into account (33), the same will be true if !.M/ � 2. Therefore,
it is adequate to make the following definitions.

Definition 6.14 Given a strongly regular sequence M, consider a kernel e for M-
summability. The formal e-Laplace transform OTe W CŒŒz��! CŒŒz�� is given by

OTe
� 1X
pD0

apz
p
� WD

1X
pD0

me. p/apz
p;

1X
pD0

apz
p 2 CŒŒz��:

Accordingly, we define the formal e-Borel transform OT�e W CŒŒz��! CŒŒz�� by

OT�e
� 1X
pD0

apz
p
� WD

1X
pD0

ap
me. p/

zp;
1X
pD0

apz
p 2 CŒŒz��:

The operators OTe and OT�e are inverse to each other.
The next result lets us know how these analytic and formal transforms interact

with general asymptotic expansions. Given two sequences of positive real numbers
M D .Mp/p2N0 andM0 D .M0p/p2N0 , we consider the sequences M�M0 andM0=M D
.M0p=Mp/p2N0 . We note that if both sequences are strongly regular, M �M0 is again
strongly regular (see Proposition 2.18), but M0=M might not be.

Theorem 6.15 SupposeM is strongly regular and e is a kernel forM-summability.
For any sequenceM0 of positive real numbers the following hold:

(i) If f 2 OM.S.d; ˛// and f �M0

Of , then Tef �M	M0

OTeOf in a sectorial region
G.d; ˛ C !.M//.

(ii) If f �M0

Of in a sectorial region G.d; ˛/ with ˛ > !.M/, then T�e f �M0=M
OT�e Of

in the sector S.d; ˛ � !.M//.
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Proof

(i) From Proposition 6.12 we know that g WD Tef 2 O.G.d; ˛ C !.M/// for a
sectorial region G D G.d; ˛ C !.M//. Put Of D P1

pD0 fpup. Given ı 2 .0; ˛/,
there exist c; k > 0 such that for every u 2 S.d; ı; 1/ and every n 2 N one has

ˇ̌
f .u/�

n�1X
kD0

fku
k
ˇ̌ 
 cknM0njujn:

Then, we deduce that jfnj 
 cknM0n for every n. Also, since f is of M-growth,
for every u 2 S.d; ı/ we have, by suitably enlarging the constants,

ˇ̌
f .u/�

n�1X
kD0

fku
k
ˇ̌ 
 c1kn1M

0
njujn

hM.k1=juj/ : (38)

Observe that, by (34), for every z 2 G we have

g.z/�
n�1X
kD0

me.k/fkz
k D Te

�
f .u/�

n�1X
kD0

fku
k
�
.z/:

So, given � 2 R with j� � dj < ˛�=2 and z 2 S.�; ˇ/ with ˇ 2 .0; !.M// and
jzj small enough, we have

g.z/�
n�1X
kD0

me.k/fkz
k D

Z 1.�/
0

e.u=z/
�
f .u/�

n�1X
kD0

fku
k
�du
u
:

Since u=z 2 Sˇ, by Definition 6.2(III) there exist c2; k2 > 0 such that

je.u=z/j 
 c2hM.k2jzj=juj/;

and so, taking into account (38) and (5),

ˇ̌
ˇe.u=z/

u

�
f .u/�

n�1X
kD0

fku
k
�ˇ̌ˇ 
 c1c2k

n
1M
0
njujn�1

hM.k2jzj=juj/
hM.k1=juj/


 c1c2k
n
1M
0
njujn�1

h2
M
.
.2/k2jzj=juj/
hM.k1=juj/ :

For z 2 S.�; ˇ; k1=.
.2/k2// we have 
.2/k2jzj=juj < k1=juj and, hM being
increasing, we obtain that

ˇ̌
ˇe.u=z/

u

�
f .u/�

n�1X
kD0

fku
k
�ˇ̌ˇ 
 c1c2k

n
1M
0
njujn�1hM.
.2/k2jzj=juj/;
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what implies that

ˇ̌
ˇg.z/ �

n�1X
kD0

me.k/fkz
k
ˇ̌
ˇ 
 c1c2k

n
1M
0
n

Z 1
0

sn�1hM.
.2/k2jzj=s/ds:

Making the change of variable s D jzjt and applying (19) leads to the
conclusion.

(ii) From Proposition 6.13, g WD T�e f belongs to O.S.d; ˛ � !.M///. As in the
proof of that Proposition, we limit ourselves to the case !.M/ < 2. It suffices
to obtain estimates on a bounded subsector T D S.�; "!.M/=�; 
/� S.d; ˛ �
!.M//, for � and " entering in the definition of the path ı!.M/.�/ D ı1Cı2Cı3
within G.d; ˛/ (ı1 and ı3 are segments in directions �1 and �3, respectively, and
ı2 is a circular arc with radius r > 0). If Of D P1

nD0 fnun, there exist c; k > 0

such that for every z in the trace of ı!.M/.�/ and every n 2 N one has

ˇ̌
f .z/ �

n�1X
kD0

fkz
k
ˇ̌ 
 cknM0njzjn: (39)

By (37), for every u 2 T we have

g.u/�
n�1X
kD0

fk
me.k/

uk D T�e
�
f .z/ �

n�1X
kD0

fkz
k
�
.u/

D �1
2�i

Z
ı!.M/.�/

E.u=z/
�
f .z/�

n�1X
kD0

fkz
k
�dz
z

D �1
2�i

3X
jD1

Z
ıj

E.u=z/
�
f .z/ �

n�1X
kD0

fkz
k
�dz
z
: (40)

By applying (39) and (28), we see that

ˇ̌
ˇ
Z
ı2

E.u=z/
�
f .z/�

n�1X
kD0

fkz
k
�dz
z

ˇ̌
ˇ 
 c.�1 � �3/knM0nrn max

jzjDr
jE.u=z/j


 cC.�1 � �3/knM0nrn
hM.Kr=juj/ :

So, for n large enough we may choose r D juj=.Kmn/ and, since hM.1=mn/ D
Mn=mn

n, we deduce that

ˇ̌
ˇ
Z
ı2

E.u=z/
�
f .z/ �

n�1X
kD0

fkz
k
�dz
z

ˇ̌
ˇ 
 cC.�1 � �3/knM0njujn

KnMn
: (41)
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On the other hand, again (39) implies that for j D 1; 3,

ˇ̌
ˇ
Z
ıj

E.u=z/
�
f .z/ �

n�1X
kD0

fkz
k
�dz
z

ˇ̌
ˇ 
 cknM0n

Z r

0

tn
jE.ue�i�j=t/j

t
dt

D cknM0njujn
Z r=juj

0

sn
jE.ei.arg.u/��j/=s/j

s
ds;

after the change of variable t D jujs. The same choice of r as before leads to

ˇ̌
ˇ
Z
ıj

E.u=z/
�
f .z/�

n�1X
kD0

fkz
k
�dz
z

ˇ̌
ˇ 
 cknM0njujn

Z 1
Kmn

0

sn
jE.ei.arg.u/��j/=s/j

s
ds


 cknM0njujn
1

Knmn
n

Z 1=.Kmn/

0

jE.ei.arg.u/��j/=s/j
s

ds: (42)

Since limn!1mn D 1, the last integral admits an upper bound independent
of u and n because of condition (VI) in Definition 6.2. According to (40), (41)
and (42), and as M and .mp

p/p2N0 are equivalent, the conclusion is reached. ut
Remark 6.16 If in the previous statement we assume that M D M

0 � L, where L is
(lc) and limp!1 `p D 1, then for f as in part (ii) one can show T�e f is entire and
of L-growth, according to Proposition 5.9.

We are ready for giving a definition of summability in a direction with respect
to a kernel e of M-summability. Let Te be the corresponding Laplace operator, and
recall that me is strongly regular and equivalent to M, so that, on one hand, ƒM D
ƒme and, on the other hand, it makes sense to consider the space Ome.S/ for any
unbounded sector S and, moreover, Ome.S/ D OM.S/ [see (6)].

Definition 6.17 We say Of DPp�0
fp
pŠ
zp is Te-summable in direction d 2 R if:

(i) . fp/p2N0 2 ƒme , so that g WD OT�e Of D
P

p�0
fp

pŠme. p/
zp converges in a disc, and

(ii) g admits analytic continuation in a sector S D S.d; "/ for some " > 0, and
g 2 Ome.S/.

We state next the equivalence between M-summability and Te-summability
in a direction, and provide a way to recover the M-sum in a direction of a
summable power series by means of the formal and analytic transforms previously
introduced.
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Theorem 6.18 Given a strongly regular sequence M, a direction d and a formal

power series Of DPp�0
fp
pŠ
zp, the following are equivalent:

(i) Of isM-summable in direction d.
(ii) For every kernel e ofM-summability, Of is Te-summable in direction d.

(iii) For some kernel e ofM-summability, Of is Te-summable in direction d.

In case any of the previous holds, we have (after analytic continuation)

SM;d Of D Te. OT�e Of /

for any kernel e ofM-summability.

Proof

(i) H) (ii) Let f D SM;d Of , the M-sum of Of in direction d. Then f �M
Of in a

sectorial region G.d; ˛/ with ˛ > !.M/, and moreover . fp/p2N0 2 ƒM. If we
put M0 D .1/p2N0 (the constant sequence whose terms are all equal to 1), item
(ii) in Theorem 6.15 states that g WD T�e f �M0

OT�e Of , what implies that OT�e Of
converges to g in a disk, and g is, by Proposition 6.13, of M-growth in a small
unbounded sector around d, as we intended to prove.

(ii) H) (iii) Trivial.
(iii) H) (i) Since g WD OT�e Of converges in a disc and admits analytic continuation in

a sector S D S.d; "/ for some " > 0, we have that g �M0

OT�e Of in S with M
0 D

.1/p2N0 . Moreover, g 2 Ome.S/ D OM.S/, and due to (i) in Theorem 6.15,
we obtain that the function f WD Teg is holomorphic in a sectorial region of
opening greater than �!.M/ and f �M

Of there, so we are done. ut
Remark 6.19

(i) In case M D M1=k, the summability methods described are just the classical
k-summability and Te-summability (in a direction) for kernels e of order k > 0,
as defined by W. Balser.

(ii) If M and M
0 are equivalent strongly regular sequences, the respective fam-

ilies of kernels of summability coincide, as it is easily deduced from (6),
hence the summability methods just introduced for M and M

0 are all the
same, as well as the sums provided for every M- (or equivalently, M

0-
) summable series in a direction. Note that, by Remark 4.8, one also has
!.M/ D !.M0/; however, it is important to note that for general (non-
Gevrey) kernels the value !.M/ does not determine the equivalence class
of strongly regular sequences, nor the summability methods, we are dealing
with. This fact will be taken into account throughout the last section of this
survey.

(iii) In particular, consider a kernel e, its moment function me and the
strongly regular sequence of moments me, as in Remark 6.6. According to
Definition 6.2, Remark 6.3(iii) and Remark 6.6, for every s > 0 one may
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deduce that e.s/.z/ WD e.z1=s/=s is a kernel for m.s/
e -summability (recall that

m
.s/
e D .ms

e.n//n2N0) with moment function me.s/ .�/ D me.s�/ and sequence of

moments me.s/ D .me.sn//n2N0 , and consequently,m.s/
e and me.s/ are equivalent

(Proposition 5.8) and

!..me.sn//n2N0/ D !.m.s/
e / D s!.me/ D s!..me.n//n2N0 /: (43)

Moreover, by (6) and (29), there exist A;B > 0 such that for every t � 0 one
has

�
hme.At/

�s D h
m
.s/
e
.Asts/ 
 hm

e.s/
.ts/ 
 h

m
.s/
e
.Bsts/ D �hme.Bt/

�s
: (44)

The following properties are straightforward consequences of the results in this
section. We will denote by CfzgM;d the set of formal power series which are M-
summable in a direction d 2 R, where M is a strongly regular sequence such that
d.r/ is a proximate order. A kernel for M-summability will be denoted by e. As
indicated before, the M-sum in direction d of a formal power series Of will be named
f D SM;d Of .
Proposition 6.20

(i) CfzgM;d is a differential algebra, and the sum operator SM;d respects the
operations of addition, multiplication, derivation and inversion (whenever the
latter is well defined).

(ii) If Of is convergent, then it is M-summable in every direction d and the sum
coincides with f in the intersection of the corresponding domains.

(iii) If Of 2 CfzgM;d and " > 0 is small enough, then Of 2 CfzgM;d0 for every d0 with
jd� d0j < " and .SM;d0

Of /.z/ D .SM;d Of /.z/ for every z where both functions are
defined.

(iv) If Of 2 CfzgM;d, " > 0 is small enough and M
0 is strongly regular, M � M

0
and !.M0/ 
 !.M/ C �, then Of 2 CfzgM0;d and .SM0;d Of /.z/ D .SM;d Of /.z/ for
every z where both functions are defined.

(v) Suppose M � M
0, both inducing a proximate order, and Of 2 CfzgM;d \

CfzgM0;d. If either !.M/ < !.M0/, or !.M/ D !.M0/, M 6� M
0 and M

0=M
is (lc), then .SM;d Of /.z/ D .SM0;d Of /.z/ for every z where both functions are
defined.

Example Consider M1;1 D
�
nŠ
Qn

mD0 log.e C m/
�
n2N0 , which is strongly regular

and induces a proximate order. So, we may take a kernel e for M1;1-summability
and the sequence of moments .me.n//n2N0 . Then, for any k > 0 the series Of DP1

nD0me.n/zn is not k-summable in infinitely many directions. Indeed, for k � 1 it
suffices to observe that the formal Borel transform of order k,

1X
nD0

me.n/

�.1C n=k/
zn;
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does not converge. In case k 2 .0; 1/, the formal Borel transform of order k is entire
and of exponential order k=.1 � k/ > k, and it has maximal type, what excludes
infinitely many directions for k-summability.

However, note that Of is M1;1-summable in every direction except d D 0 (mod
2�).

7 Applications

Following the idea of Balser and Yoshino [6], given a sequence of moments m WD
.m. p//p2N0 let us consider the operator @m;z, from CŒŒz�� into itself, given by

@m;z

0
@X

p�0

fp
m. p/

zp

1
A DX

p�0

fpC1
m. p/

zp:

Michalik [45] has studied the initial value problem for linear moment-partial
differential equations of the form

P.@m1;t; @m2;z/u.t; z/ D 0; (45)

with given initial conditions

@
j
m1;tu.0; z/ D 'j.z/ 2 O.D/; j D 0; : : : ; n � 1; (46)

for some n 2 N, and some neighborhood of the origin D, say D.0; r/ for some r > 0.
Here, P.�; �/ 2 CŒŒ�; ��� is a polynomial of degree n in the variable �, and m1 D
.m1. p//p2N0 and m2 D .m2. p//p2N0 are given moment sequences corresponding
to kernels e1 and e2 of orders k1 > 0 and k2 > 0, respectively, as defined by W.
Balser in [2]. In this last section we aim at stating analogous results to those in [45],
now in the case when these kernels are associated with general strongly regular
sequences (which might not be equivalent to Gevrey ones). So, our setting is as
described in Remark 6.6. Although the class of linear moment-partial differential
equations under study has been enlarged, the main ideas do not greatly differ from
the ones in [45], so we will omit some proofs requiring only minor modifications
with respect to the ones provided in that work.

The approach in [45] is based on the reduction of the initial problem (45),(46)
into a finite number of problems which are easier to handle. For this purpose, we
put

P.�; �/ D P0.�/.� � �1.�//n1 � � � .� � �`.�//n` ; (47)

where n1; : : : ; n` 2 N with n1 C � � � C n` D n. For every j D 1; : : : ; `, the
function �j.�/ is an algebraic function, holomorphic for j�j > R0, for some R0 > 0,
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and with polynomial growth at infinity. The existence is proven of a normalized
formal solution Ou to the main problem (45), (46), chosen so as to satisfy also the
equation

.@m1;t � �1.@m2;z//
n1 � � � .@m1;t � �`.@m2;z//

n` Ou D 0 (48)

(the meaning of �j.@m2;z/ to be specified). Indeed, Theorem 1 in [45] states that one
can recover Ou as

Ou D
X̀
˛D1

nX̨
ˇD1
Ou˛ˇ; (49)

Ou˛ˇ being the formal solution of

8̂
<
:̂
.@m1;t � �˛.@m2;z//

ˇ Ou˛ˇ D 0
@
j
m1;t Ou˛ˇ.0; z/ D 0; j D 0; : : : ; ˇ � 2
@
ˇ�1
m1;t Ou˛ˇ.0; z/ D �ˇ�1˛ .@m2;z/�˛ˇ.z/;

(50)

where �˛ˇ.z/ WDPn�1
jD0 d˛ˇj.@m2;z/�j.z/ 2 O.D.0; r//, and d˛ˇj.�/ are holomorphic

functions of polynomial growth at infinity for every ˛ and ˇ. One may easily check
that the formal solution of (50) is given by

Ou˛ˇ.t; z/ D
1X

jDˇ�1

	
j

ˇ � 1


�
j
˛.@m2;z/�˛ˇ.z/

m1. j/
tj: (51)

We do not enter into details about this point, for the proof of this result is entirely
analogous in our situation. We will focus our attention on the convergence of the
formal solution, and also on the growth rate of its coefficients when it has null
radius of convergence, but firstly we recall the meaning of the pseudodifferential
operators �.@me;z/ [like the ones appearing in (48), (50) and (51)], where �.�/ is an
element in the set f�j W j D 1; : : : ; `g and me D .me. p//p2N0 is the strongly regular
sequence of moments of a kernel e with moment function me.�/. Given r > 0,
one can check (see Proposition 3 in [45]) that the differential operator @me;z is well-
defined for any � 2 O.D.0; r//, and for 0 < " < r and every z 2 D.0; "/ one
has

@nme;z
�.z/ D 1

2�i

I
jwjD"

�.w/
Z 1.�/
0

�nE.z�/
e.w�/

w�
d�dw;

for every n 2 N0, where � 2 .� arg.w/ � !.me/�

2
;� arg.w/ C !.me/�

2
/ and E is the

second kernel in Definition 6.2.
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The previous expression inspires the definition of the pseudodifferential operator
�.@me;z/ as

�.@me;z/�.z/ WD
1

2�i

I
jwjD"

�.w/
Z 1.�/
�0

�.�/E.�z/
e.�w/

�w
d�dw;

for every � 2 O.D.0; r//, where �0 D R0ei� with suitably large R0 > 0 and � as
before (see Definition 8 in [45]).

Next we study the growth rate of the formal solution of (50), given in (51). To
this end, we need the following definition and lemmas.

Definition 7.1 Let U � C be a neighborhood of 1, and ‰ 2 O.U/. The pole
order q 2 Q and the leading term  2 C n f0g associated with ‰ are the elements
satisfying

lim
z!1

‰.z/

zq
D  ;

if they exist.

Lemma 7.2 Let e, me andme be as before, �.�/ have pole order q and leading term
�0, and let � 2 O.D.0; r//. There exist r0;A;B > 0 such that

sup
jzj<r0
j�.@me;z/�.z/j 
 j�0jABqme.q/:

Proof One may choose R0 > 0 such that j�.�/j 
 2j�0jj�jq for every � with j�j �
R0. Let w 2 C with 0 < jwj D " < r, and put � D � arg.w/ and �0 D R0ei� . One
has

ˇ̌
ˇ̌
ˇ
Z 1.�/
�0

�.�/E.�z/
e.�w/

�w
d�

ˇ̌
ˇ̌
ˇ 
 2j�0j

Z 1
R0

sqjE.sei�z/j je.se
i�w/j
s"

ds: (52)

The properties of the kernel functions e and E stated in Definition 6.2, rephrased
according to Remark 6.6, allow us to write

jE.sei�z/e.sei�w/j 
 c1

hme

�
c2
sjzj
�hme

�c3
s"

�

for some c1; c2; c3 > 0 and for every s 2 ŒR0;1/. From (5) one has

c1
hme

�
c2
sjzj
�hme

�c3
s"

� 
 c1h2me

�

.2/c3
s"

�
hme

�
c2
sjzj
� : (53)
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Let r0 > 0 be such that r0 
 c2"=.
.2/c3/, so that 
.2/c3=.s"/ 
 c2=.sjzj/ for
every z 2 D.0; r0/. For such z, the expression in the right-hand side of (53) is upper
bounded by c1hme

�

.2/c3=.s"/

�
, and one obtains that the last expression in (52) can

be upper bounded by

2c1j�0j
Z 1
R0

sq�1

"
hme

�
.2/c3
s"

�
ds:

In turn, by the very definition of hme , the previous quantity is less than

2c1j�0j.
.2/c3/bqcC2 1

"bqcC3
me.bqc C 2/

Z 1
R0

1

s3Cbqc�q
ds:

The last integral is easily seen to be bounded above by some constant independent
of q. Moreover, the moderate growth property of me leads to an estimate of the form

j�0jA0Bbqc0 me.bqc/:

Finally, we observe that the function x 2 Œ0;1/ ! me.x/ is continuous, strictly
convex (since m00e .x/ > 0 for every x > 0) and limx!1me.x/ D1, so it reaches its
absolute minimum me.x0/ > 0 at a point x0 � 0, and it is decreasing in Œ0; x0/ (if
x0 > 0) and increasing in .x0;1/. So, we deduce that whenever x0 
 x 
 y we have
me.x/ 
 me.y/, while if 0 
 x < x0 and x 
 y, then me.x/=me.y/ 
 me.0/=me.x0/.
In conclusion, there exists a constant A1 > 0 such that me.x/ 
 A1me.y/ whenever
0 
 x 
 y, and in particular, me.bxc/ 
 A1me.x/ for every x > 0, what leads to the
final estimate. ut

For j 2 N, the function �j.�/ has pole order jq and leading term �
j
0. So, an

argument similar to the previous one provides the proof for the following result.

Corollary 7.3 Let j 2 N. Under the assumptions of Lemma 7.2, one has

sup
jzj<r0
j�j.@me;z/�.z/j 
 j�0jjABjqme.qj/

for some r0;A;B > 0.

Remark 7.4 The previous estimates, according to Remark 6.19(iii), could also be
expressed as j�0jjABjq

1 .me. j//q for suitable B1 > 0.

As indicated before [see (50) and (51)], a problem of the form

8̂
<
:̂
.@m1;t � �.@m2;z//

ˇ Ou D 0
@
j
m1;t Ou.0; z/ D 0; j D 0; : : : ; ˇ � 2
@
ˇ�1
m1;t Ou.0; z/ D �ˇ�1.@m2;z/�.z/;

(54)



252 J. Sanz

where ˇ 2 N and � 2 O.D.0; r//, has

Ou.t; z/ D
1X

jDˇ�1

	
j

ˇ � 1


�j.@m2;z/�.z/

m1. j/
tj DW

1X
jD0

uj.z/t
j (55)

as its formal solution, and Corollary 7.3 allows us to claim that

sup
jzj<r0
juj.z/j 
 CDj m2.qj/

m1. j/
;

for some r0;C;D > 0 and for every j 2 N0. Hence, convergence or divergence of
Ou in some neighborhood of the origin is a consequence of the growth rate of the
sequence .m2.qj/m1. j/

/j�0. More precisely, one has

Corollary 7.5 If

limj!1
	
m2.qj/

m1. j/


1=j
<1

(in other words, m.q/
2 � m1), then Ou in (55) defines a holomorphic function u.t; z/

on D1 � D.0; r0/ for some neighborhood of the origin D1 � C, and u solves (54).

We now turn our attention to the determination of sufficient conditions for u.t; z/
to admit analytic continuation in an unbounded sector with respect to the variable t
and with adequate growth. We first need some notation, starting with Ome.S/ (see
Definition 6.10), where S is an unbounded sector in R and me is a strongly regular
sequence of moments for a kernel e.

Definition 7.6 We write f 2 Ome.OS/ if f 2 Ome.S/ \ O.S [ D/ for some disc
D D D.0; r/.

Let D D D.0; r/. We say f .t; z/, holomorphic in S�D, belongs to Ome.S�D/ if
for every T 
 S and r1 2 .0; r/ there exist c; k > 0 such that

sup
z2D.0;r1/

jf .t; z/j 
 c

hme .k=jtj/
; t 2 T:

Analogously, we write f 2 Ome.OS � D/ if f 2 O..S [ D1/ � D/ \ Ome.S � D/
for some disc D1 around the origin. We also write Ome.OS.d// and Ome.OS.d/ � D/
whenever the sector S is of the form S.d; "/ for some inessential " > 0.

From Proposition 5.9 we deduce the following result.

Corollary 7.7 Suppose that there exists a strongly regular sequence of moments,
me D .me. j//j2N0 , and C;D > 0 such that

m2.qj/me. j/ 
 CDjm1. j/
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for every j � 0. Then, Ou in (55) defines a function u 2 O.C�D.0; r0//, and one has

sup
jzj<r0
ju.t; z/j 
 c

hme.k=jtj/
;

for some c; k > 0 and for every t 2 C.

Remark 7.8 In the particular case that m1 D M1=k1 and m2 D M1=k2 for some
k1; k2 > 0 with 1=k1 > q=k2, we would have that Ou 2 O.C � D.0; r0//, with
exponential growth in the variable t of order . 1k1 � q 1

k2
/�1, namely

sup
jzj<r0
ju.t; z/j 
 CeDjtj

k1k2
k2�qk1

; t 2 C;

for some C;D > 0, as stated in Proposition 5 of [45].

In order to go further in our study, by an argument entirely analogous to that in
Lemma 4 in [45] one can prove that, under the assumptions of Corollary 7.5, the
actual solution of (54) can be written in a neighborhood of .0; 0/ in the form

u.t; z/ D tˇ�1

.ˇ � 1/Š@
ˇ�1
t

1

2�i

I
jwjD"

�.w/
Z 1.�/
�0

E1.t�.�//E2.�z/
e2.�w/

�w
d�dw;

(56)

with � 2 .� arg.w/ � �
2
!.m2/;� arg.w/C �

2
!.m2//, and where E1 and E2 are the

kernels corresponding to e1 and e2, respectively.
We are ready to relate the properties of analytic continuation and growth of the

initial data with those of the solution. In these last results we assume the kernels
e1;E1 have been constructed following the procedure in section “Flat Functions via
Proximate Orders and Watson’s Lemma”.

Lemma 7.9 Let q D �=� 2 Q, with gcd.�; �/ D 1 and ˇ � 1. We assume the
moment functions m1.�/ and m2.�/ are such that

m2.qj/ 
 C0A
j
0m1. j/; j 2 N0; (57)

and

m1. j=q/ 
 C1A
j
1m2. j/; j 2 N0; (58)

for suitable C0;C1;A0;A1 > 0. Let u.t; z/ be a solution of



.@m1;t � �.@m2;z//

ˇu D 0
@
j
m1;t Ou.0; z/ D �j.z/ 2 O.D.0; r//; j D 0; : : : ; ˇ � 1; (59)
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for some r > 0. If there exists a strongly regular sequence of moments m D
.m. j//j2N0 such that:

(i) there exist C;A > 0 with

m. j/ 
 CAjm1. j/; j 2 N0; (60)

(ii) �j 2 Om.1=q/
.OS..d C arg.�//=q C 2k�=�// for every k D 0; : : : ; � � 1 and

j D 0; : : : ; ˇ � 1, and some d 2 R,

then u.t; z/ 2 Om.OS.dC 2n�=�/� D.0; r// for n D 0; : : : ; � � 1.
Remark 7.10 According to Remark 6.19(iii), the sequence .m2.qj//j2N0 (respec-

tively, .m1. j=q//j2N0) is equivalent to m
.q/
2 (resp. to m

.1=q/
1 ). Together with this fact,

the inequalities (57) and (58) amount to the equivalence of m.q/
2 and m1, and so, we

deduce by (43) that

q!.m2/ D !.m1/: (61)

Proof With the help of Lemma 3 in [45], which may be reproduced in our setting
without modification, one can show that the general situation may always be taken
into the case !.m1/ < 2, which will be the only one we consider. The principle
of superposition of solutions allows us to reduce the study of (59) to that of some
problems of the form (54), where �ˇ�1.@m2;z/� in (54) turns out to be a function
belonging to Om.1=q/

.OS..d C arg.�//=qC 2k�=�// for every k D 0; : : : ; � � 1 and
j D 0; : : : ; ˇ � 1. Moreover, Corollary 7.5 and (57) guarantee the existence of a
holomorphic solution u.t; z/ of (59), defined on some neighborhood of the origin in
C
2, which can be written in the form (56). Next, we claim that the function

t 7!
Z 1.�/
�0

E1.t�.�//E2.�z/
e2.�w/

�w
d�; (62)

which is holomorphic in ft 2 C W jtj 
 C2jwjqg for some C2 > 0, can be analytically
continued to the set

� D ft 2 R W arg.t/C 2k� C arg.�/ ¤ .arg.w/C 2n�/q for every k; n 2 Zg:

Indeed, the equality (61) entails that, as long as t 2 �, one can replace � in (62) by
a direction Q� such that

arg.t/C 2k� C arg.�/C q Q� 2 ��!.m1/=2; 2� � �!.m1/=2
�

for some k 2 Z

and

arg.w/C 2n� C Q� 2 � � �!.m2/=2; �!.m2/=2
�

for some n 2 Z;
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what makes the continuation possible by ensuring the adequate asymptotic behavior
of the integrand as � !1, arg.�/ D Q� . The rest of the proof, intended to estimate u,
also follows the arguments in [45, Lemma 5], but estimates will be carefully given in
order to highlight the techniques in this general situation. Suppose z is small relative
to w. We deform the integration path jwj D " in order to write

u.t; z/ D tˇ�1

.ˇ � 1/Š@
ˇ�1
t .u1.t; z/C u2.t; z// ;

with

u1.t; z/ D
��1X
kD0

1

2�i

I
�R2k

�.w/
Z 1.�/
�0

E1.t�.�//E2.�z/
e2.�w/

�w
d�dw;

and

u2.t; z/ D
��1X
kD0

1

2�i

I
�2kC1

�.w/
Z 1.�/
�0

E1.t�.�//E2.�z/
e2.�w/

�w
d�dw:

Here, the path �2kC1 is parameterized by

s 2 I2kC1 WD
	
dC arg.�/

q
C 2k�

�
C ı

3
;
dC arg.�/

q
C 2.kC 1/�

�
� ı
3



7! "eis;

for some small enough ı > 0. On the other hand, for large enough R > 0 the path
�R2k is �R;�2k C �R;12k � �R;C2k , where

�
R;?
2k .s/ D sei

�
dCarg.�/

q C 2k�
� ? ı3

�
D sei�? ; ? 2 f�;Cg; s 2 Œ";R�;

and

�
R;1
2k .s/ D Reis; s 2

	
dC arg.�/

q
� 2k�

�
� ı
3
;
dC arg.�/

q
C 2k�

�
C ı

3



:

We now give growth estimates for u1 and u2 in order to conclude the result. We
first give bounds for u2.t; z/. We take k 2 f0; : : : ; � � 1g. Let t be as above with
jtj � 1, and consider � and w in the trace of the corresponding path defined by the
path integrals in the definition of u2. From the properties of the kernel functions in
Definition 6.2, one has that

ˇ̌
ˇ̌E1.t�.�//E2.�z/e2.�w/

�w

ˇ̌
ˇ̌ 
 C11jE1.t�.�//j

hm2

�
C12j�j"
�

hm2

�
C13j�jjzj
�
j�j"

;
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for some C11;C12;C13 > 0.
Taking into account (5) we have

J1 WD
ˇ̌
ˇ̌
ˇ
I
�2kC1

�.w/
Z 1.�/
�0

E1.t�.�//E2.�z/
e2.�w/

�w
d�dw

ˇ̌
ˇ̌
ˇ


 C11

Z
s2I2kC1

ˇ̌
�."eis/

ˇ̌ Z 1
j�0j

hm2

�
.2/C12
j�j"

�jE1.t�.j�jei� //j hm2

�

.2/C12
j�j"

�
hm2

�
C13j�jjzj
�j�j"dj�jds:

We assume z satisfies jzj 
 C13"=.
.2/C12/. This entails

hm2

	

.2/C12
j�j"




 hm2

	
C13
j�jjzj



:

By the careful choice of the direction � above and because of Proposition 6.8 applied
to E1, we deduce there exists ı > 0 such that the function .t; j�j/ 7! jE1.t�.j�jei� //j
admits a maximum at a point, say .t1; j�1j/, as .t; j�j/ runs over .S.dC2n�=�; ı/\ft W
jtj � 1g/ � Œj�0j;1/. Then, for every such t and j�j � j�0j, one easily obtains
constants C14;C15 > 0 such that

jE1.t�.j�jei� //j 
 jE1.t�.j�1jei� //j 
 C14

hm1

�
C15jtj
� :

Moreover,

Z 1
j�0j

hm2

	

.2/C12
j�j"



1

j�j"dj�j <1;

so

J1 
 C16

hm1

�
C15jtj
�
Z
s2I2kC1

ˇ̌
�."eis/

ˇ̌
ds:

Taking into account that

sup
jwjD"
j�.w/j <1;

one concludes that u2 2 Om1 .OS.d C 2n�=�/ � D.0; r// for some r > 0 and for
n D 0; : : : ; � � 1.
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We now give estimates on u1.t; z/. The inner integral in the definition of each
term in the sum of u1 can be upper bounded as before. We arrive at

J2 WD
ˇ̌
ˇ̌
ˇ
I
�R2k

�.w/
Z 1.�/
�0

E1.t�.�//E2.�z/
e2.�w/

�w
d�dw

ˇ̌
ˇ̌
ˇ


 C21

Z R

"

�j�.sei�C/j C j�.sei��/j� ds 1

hm1

�
C22jtj
�CC23

Z �
C

�
�

j�.Rei� /jd� 1

hm1

�
C22jtj
� ;

for some positive constants C21;C22;C23. Since � 2 Om.1=q/
.OS..d C arg.�//=q C

2k�=�//, it is straightforward to check that the previous expression can be upper
bounded by

C24

hm.1=q/

�
C25
R

�
hm1

�
C22jtj
� ;

for some C24;C25 > 0. Cauchy’s theorem allow us to choose R to be R D jtj1=q. In
addition to this, from property (29) one has

hm.1=q/

	
C25
jtj1=q



D
	
hm

	
Cq
25

jtj


1=q

:

If 0 < q 
 1, one can apply property (5) to obtain

	
hm

	
Cq
25

jtj


1=q

� hm

	
Cq
25


.1=q/jtj


;

and if q � 1, hm.s/ 
 1 for all s 2 .0;1/, so that

	
hm

	
Cq
25

jtj


1=q

� hm

	
Cq
25

jtj


:

These facts entail, for some C26 > 0,

J2 
 C24

hm
�
C26jtj
�
hm1

�
C22jtj
� :
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From the hypothesis (60) we have, by (6), that hm.v/ 
 Chm1.Av/ for every v > 0,
and so, putting C27 D minfC22=A;C26g, one gets that

J2 
 CC24

hm
�
C26jtj
�
hm
�
C22
Ajtj
� 
 CC24�

hm
�
C27jtj
��2 
 CC24

hm
�

C27

.2/jtj

� ;

where (5) has been used in the last inequality. So, one obtains that u1 2 Om.OS.d C
2n�=�/ � D.0; r// for some r > 0 and for n D 0; : : : ; � � 1, and the conclusion is
immediate. ut

Lemmas 6 and 7 in [45] can be easily rewritten in our context, and they lead us
straightforward to the next result, an analogue of Theorem 3 in [45].

Theorem 7.11 Let q D �=� 2 Q, with gcd.�; �/ D 1. Let m1.�/, m2.�/ and m be
as in Lemma 7.9. If u.t; z/ is the solution of (54), then for every d 2 R the following
statements are equivalent:

1. � 2 Om.1=q/
.OS..dC arg.�//=qC 2k�=�// for every k D 0; : : : ; � � 1.

2. u 2 Om.OS.dC 2n�=�/� D.0; r//, for n D 0; 1; : : : ; � � 1.
Although all the treatment of summability in this paper has been limited to

complex valued functions, it can be extended without any difficulty to functions
taking their values in a general complex Banach algebra. In particular, we may
take this algebra to consist of the bounded holomorphic functions in a fixed
neighborhood of the origin in the z plane with the norm of the supremum, and
consider summability of formal power series in the t variable with such coefficients.
The following definition is natural under this point of view.

Definition 7.12 Let Ou.t; z/ D P1
jD0 uj.z/tj be a formal series with coefficients in

O.D.0; r// for some r > 0 (independent of j), and let me D .me. j//j2N0 be the
strongly regular moment sequence of a kernel e. We say Ou is me-summable in
direction d 2 R if

OT�e .t; z/ D
1X
jD0

uj.z/

me. j/
tj 2 Ome.OS.d/ � D.0; r//;

where S.d/ is an unbounded (small) sector bisected by d.

We are now able to establish a characterization of summability for the formal
solutions of (54) and also for the initial problem (45), (46), under appropriate
conditions regarding the moment functions involved.

Proposition 7.13 Let Ou be a formal solution of (54). Let q D �=� 2 Q, with
gcd.�; �/ D 1, and d 2 R. We assume a strongly regular sequence of moments
m D .m. p//p2N0 exists with

m2.qj/ 
 C0A
j
0m. j/m1. j/; j 2 N0; (63)
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and

m. j=q/m1. j=q/ 
 C1A
j
1m2. j/; j 2 N0; (64)

for suitable C0;C1;A0;A1 > 0. Then, Ou is m-summable in direction d C 2n�=�
for n D 0; : : : ; � � 1 if, and only if, � 2 Om.1=q/

.OS..d C arg�/=q C 2k�=�// for
k D 0; : : : ; � � 1.
Remark 7.14 As in the previous Remark 7.10, the inequalities (63) and (64) amount
to the equivalence of m

.q/
2 and m � m1 for some strongly regular sequence of

moments m. The existence of such a sequence m, in turn, is equivalent to the
fact that q!.m2/ > !.m1/, as it may be proved by following the ideas in the
work of Balser [2, Theorem 32]. One may note that in the Gevrey case treated by
Michalik [45], in which the order (in the sense of W. Balser) of a kernel completely
determines the summability method under consideration, one just imposes [instead
of (63) and (64)] suitable conditions on the orders of the kernels e1 and e2. Moreover,
in that situation the summability of Ou is characterized by the analytic continuation
of � with a (constant) order of exponential growth. As explained before [see
Remark 6.19(ii)], this is not enough now, since these constants do not completely
determine the summability method whose application is to be justified.

Proof Let n 2 f0; : : : ; � � 1g. By Definition 7.12, Ou is m-summable in direction
dC 2n�=� if, and only if,

v.t; z/ WD
1X

jDˇ�1

	
j

ˇ � 1


�j.@m2;z/�.z/

m1. j/m. j/
tj 2 Om.OS.dC 2n�=�/�D.0; r//:

If we put Qm D . Qm. p//p�0, with Qm. p/ D m1. p/m. p/, then Qm turns out to be a
sequence of moments, as it may be deduced along the same lines as in the Gevrey
case (see [2, Sect. 5.8]). One can observe that v turns out to be the solution of (54)
when substituting m1 by Qm. From Theorem 7.11, we know that v 2 Om.OS.d C
2n�=�/ � D.0; r// if, and only if, � 2 Om.1=q/

.OS..d C arg�/=q C 2k�=�// for
k D 0; : : : ; � � 1, as desired. ut

Finally, we consider the normalized formal solution for (45) given in (49). We
make the following:

Assumption (A): There exists q D �=� 2 Q with gcd.�; �/ D 1 such that P.�; �/
in (47) satisfies that

lim
z!1

�˛.z/

zq
2 C n f0g;

for every ˛ D 1; : : : ; `, i.e., q 2 Q is the common order pole of �˛ for every
˛ D 1; : : : ; `.
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The previous results lead to the main result of this last section.

Theorem 7.15 Let d 2 R. Suppose a strongly regular sequence of moments m D
.m. p//p2N0 exists such that (63) and (64) hold. Let Ou be the normalized formal
solution of (45), (46). Then, under Assumption (A), Ou ism-summable in any direction
of the form d C 2n�=� for n D 0; : : : ; � � 1 if, and only if, � 2 Om.1=q/

.OS..d C
arg.�˛ˇ//=qC 2k�=�// for every k D 0; : : : ; � � 1, every ˛ D 1; : : : ; ` and every
ˇ D 1; : : : ; n˛ .
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WKB Analysis and Stokes Geometry
of Differential Equations

Yoshitsugu Takei

Abstract In this article we survey the fundamental theory of the exact WKB
analysis, that is, the WKB analysis based on the Borel resummation method.
Starting with the exact WKB analysis for second order linear ordinary differential
equations, we explain its application to the computation of monodromy groups
of Fuchsian equations and its generalization to higher order equations. Some
recent developments of the theory such as the exact WKB analysis for completely
integrable systems are also briefly discussed.

Keywords Borel resummation • Completely integrable system • Connection for-
mula • Exact WKB analysis • Monodromy group • New Stokes curve • Stokes
geometry • Virtual turning point • Wall crossing formula • WKB solution

Mathematics Subject Classification (2000). Primary 34M60; Secondary 34E20,
34M40, 34M30, 34M35

1 Introduction

Since the very beginning of the quantum mechanics, the WKB (Wentzel-Kramers-
Brillouin) approximation has been employed to obtain approximate eigenfunctions
and solve the eigenvalue problems for Schrödinger equations. The (full-order) WKB
approximations provide formal solutions (with respect to the Planck constant) of
Schrödinger equations but, as they are divergent in almost all cases, they were not
so often used in rigorous mathematical analysis. Around 1980, using the Borel
resummed WKB solutions, Voros [36] successfully studied spectral functions of
quartic oscillators and also Silverstone [33] discussed the WKB-type connection
problem more rigorously. After their pioneering works, Pham, Delabaere and others
(cf., e.g., [9, 11–13, 30]) have developed this new kind of WKB analysis (sometimes
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called “exact WKB analysis” or “complex WKB analysis”) based on the Borel
resummation technique with the aid of Ecalle’s theory of resurgent functions ([14–
16], see also [32]). At present it turns out that the exact WKB analysis is very
efficient not only for eigenvalue problems of Schrödinger equations but also for
the global study of differential equations in the complex domain.

In this article, mainly using some concrete and illuminating examples, we explain
the fundamental theory of the exact WKB analysis, its application to the global study
of differential equations in the complex domain, and some recent developments of
the theory.

The explanation will be done basically by following our monographs [27] and
[25]. To be more specific, the article is organized as follows. We first discuss
the exact WKB analysis for second order linear ordinary differential equations of
Schrödinger type

	
d2

dx2
� 
2Q.x/



 D 0; (1)

where Q.x/ is a polynomial or a rational function and 
 denotes the inverse of
the Planck constant (and hence a large parameter). Starting with the definition of
WKB solutions, we introduce the Stokes geometry and explain the fundamental
theorems of the exact WKB analysis, in particular, Voros’ connection formula for
Borel resummed WKB solutions, the most important result in the theory, in Sect. 2.
Then, after illustrating an outline of the proof of the fundamental theorems in Sect. 3,
we discuss its application to the computation of monodromy groups of Fuchsian
equations (Sect. 4) and wall crossing formulas for WKB solutions with respect to
the change of parameters contained in the equation (Sect. 5). In the latter part of the
article, we consider generalizations of the exact WKB analysis to higher order linear
ordinary differential equations of the form

	
dm

dxm
C 
p1.x/ d

m�1

dxm�1
C � � � C 
mpm.x/



 D 0: (2)

In Sect. 6 we discuss the problem of new Stokes curves pointed out by Berk-
Nevins-Roberts [8], which is peculiar to higher order equations, and introduce the
notion of virtual turning points with the help of the theory of microlocal analysis
to treat new Stokes curves in a more intrinsic manner. Finally, in Sect. 7, we
explain some recent developments of the theory such as the exact WKB analysis for
completely integrable systems. These recent developments are also closely related
to the problem of new Stokes curves and virtual turning points for higher order
equations.



WKB Analysis and Stokes Geometry of Differential Equations 265

2 Exact WKB Analysis for Second Order Linear ODEs
of Schrödinger Type

WKB Solutions

Let us first discuss the exact WKB analysis for second order linear ordinary
differential equations of Schrödinger type

	
d2

dx2
� 
2Q.x/



 D 0; (3)

where Q.x/ is a polynomial or a rational function. Throughout this article 
 denotes
a large parameter and is often assumed to be real and positive.

Definition 2.1 A WKB solution of (3) is a formal solution of the following form:

 .x; 
/ D exp.
y0.x//
1X
nD0

 n.x/

�.nC˛/; (4)

where y0.x/ and  n.x/ are suitable analytic functions of x and ˛ � 0 is a constant.

In the case of (3) WKB solutions can be readily constructed in the following way:
Assume that a solution of (3) has the form

 .x; 
/ D exp
Z x

S.x; 
/dx; (5)

then S.x; 
/ should satisfy

S2 C dS

dx
D 
2Q.x/ (“Riccati equation”). (6)

We further suppose that S D S.x; 
/ can be expanded as S D 
S�1.x/ C S0.x/ C

�1S1.x/C � � � . It then follows from (6) that

.S�1/2 D Q.x/; (7)

2S�1SnC1 C
nX

kD0
SkSn�k C dSn

dx
D 0 .n D �1; 0; 1; : : :/: (8)

That is, once S�1 D ˙
p
Q.x/ is fixed, we obtain two solutions S˙.x; 
/ of (6) in a

recursive manner.
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Remark 2.2 Let us denote S˙ as S˙ D ˙SoddC Seven, then the following relation is
readily confirmed.

2SoddSeven C dSodd

dx
D 0; i.e., Seven D �1

2

d

dx
log Sodd: (9)

Thus for Eq. (3) we obtain the following WKB solutions:

 ˙.x; 
/ D 1p
Sodd

exp

	
˙
Z x

x0

Sodddx




D exp
�
˙ 


Z x

x0

p
Q.x/dx

� 1X
nD0

 ˙;n.x/
�.nC1=2/; (10)

where x0 is an arbitrarily chosen reference point.
Unfortunately WKB solutions are, in general, divergent. Concerning the behavior

of Sn.x/ and  ˙;n.x/ for large n, the following holds.

Proposition 2.3

(i) Each Sn.x/ and  ˙;n.x/ are holomorphic on

U WD f x 2 C jQ.x/ is holomorphic near x and Q.x/ ¤ 0 g: (11)

(ii) For any compact set K in U, there exist positive constants AK and CK satisfying

jSn.x/j 
 AKC
n
KnŠ; j ˙;n.x/j 
 AKC

n
KnŠ .x 2 K/ (12)

for any n.

To give an analytic meaning to WKB solutions, we employ the Borel resumma-
tion technique (or the Borel-Laplace method) with respect to a large parameter 
 in
the exact WKB analysis.

Definition 2.4 Let 
 > 0 be a large parameter. For an infinite series f D exp.
y0/P
n�0 fn
�.nC˛/ (˛ > 0, y0, fn : constants), we define

fB.y/ D
1X
nD0

fn
�.nC ˛/.yC y0/

nC˛�1 W Borel transform of f ; (13)

F.
/ D
Z 1
�y0

e�y
fB.y/dy W Borel sum of f ; (14)

provided that they are well-defined. Here �.s/ denotes Euler’s �-function and the
integration path of (14) is taken to be parallel to the positive real axis.

See, e.g., [7, 10] for the details of the Borel-Laplace method. Here we only refer
the following very fundamental properties of the Borel transform and the Borel sum.
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Proposition 2.5

(i) If f is convergent, then .yCy0/1�˛fB.y/ is an entire function of exponential type.
In this case the Borel sum F.
/ of f is well-defined for a sufficiently large 
 > 0
and coincides with the original f .

(ii) If f is Borel summable, that is,

(a)
P fn
�.nC ˛/ .yC y0/n is convergent in a neighborhood of y D �y0,

(b) fB.y/ can be analytically continued along the integration path of the Borel
sum, and

(c)
Z 1
�y0

e�y
fB.y/dy exists for a sufficiently large 
 > 0,

then the following asymptotic formula holds :

exp.�
y0/
˛F.
/ �
1X
nD0

fn

�n .
 > 0; 
!1/: (15)

Proposition 2.6 For  .x; 
/ D exp.
y0.x//
P

n�0  n.x/
�.nC˛/ .˛ > 0; ˛ 62 Z/

the following formulas hold :

(i)
h @
@x
 
i
B
D @

@x
 B.

(ii)
h

m 

i
B
D
� @
@y

�m
 B .m D 1; 2; : : :/.

(iii)
h

�m 

i
B
D 1

.m � 1/Š
Z y

�y0.x/
.y � y0/m�1 B.x; y

0/dy0
�
DW
� @
@y

��m
 B

�
.

Furthermore, for  D P
 n.x/
�.nC˛/ and ' D P

'n.x/
�.nCˇ/ .˛; ˇ > 0/ we
have

(iv)
h
' 

i
B
D 'B �  B WD

Z y

0

'B.x; y � y0/ B.x; y
0/dy0.

WKB Solutions of the Airy Equation and Their Borel
Transforms

To investigate properties of the Borel transform of WKB solutions, we consider
WKB solutions of the Airy equation in this subsection.

Example (Airy Equation) Let us consider the Airy equation

	
d2

dx2
� 
2x



 D 0 (16)



268 Y. Takei

and its WKB solutions normalized at x D 0

 ˙ D 1p
Sodd

exp

	
˙
Z x

0

Sodddx



D exp

�˙
y0.x/�
1X
nD0

 ˙;n.x/
�.nC1=2/; (17)

where y0.x/ D
R x
0

p
xdx D .2=3/x3=2. We compute the Borel transform of (17)

explicitly.
By the recursion formulas (7)–(8) we easily find that each coefficient Sn.x/ of

the formal power series solution of the Riccati equation associated with (16) has
the form Sn D cnx�1�.3=2/n with some constant cn (n D �1; 0; 1; : : :). This implies
that each coefficient ˙;n.x/ of (17) also has the form  ˙;n D d˙;nx�1=4�.3=2/n with
another constant d˙;n (n D 0; 1; 2; : : :). Hence the Borel transform  ˙;B.x; y/ can
be written as

 ˙;B.x; y/ D 1

x

1X
nD0

d˙;n
�.nC 1=2/

	
y

x3=2
˙ 2

3


n�1=2
D 1

x
�˙.yx�3=2/ (18)

with �˙.t/ being an analytic function of one variable t D yx�3=2. On the other hand,
since  ˙ is a solution of (16), it follows from Proposition 2.6, (ii) that  ˙;B.x; y/
should satisfy

	
@2

@x2
� x

@2

@y2



 ˙;B.x; y/ D 0: (19)

Consequently we obtain the following ODE for �˙.t/:
	�
1 � 9

4
t2
� d2
dt2
� 27
4
t
d

dt
� 2



�˙ D 0; (20)

or, employing a change of variable s D 3t=4C 1=2,

	
s.1 � s/

d2

ds2
C
�3
2
� 3s

� d

ds
� 8
9



�˙ D 0: (21)

Equation (21) is nothing but Gauss’ hypergeometric equation (with the parameter
.˛; ˇ; �/ D .4=3; 2=3; 3=2/). Thus we have the following expression for ˙;B.x; y/:

 C;B.x; y/ D
p
3

2
p
�

1

x
s�1=2F .5=6; 1=6; 1=2I s/ ; (22)

 �;B.x; y/ D
p
3

2
p
�

1

x
.1 � s/�1=2F .5=6; 1=6; 1=2I 1 � s/ ; (23)

where F.˛; ˇ; � I z/ denotes Gauss’ hypergeometric function and s D 3yx�3=2=4C
1=2.
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Using this expression (22)–(23), we can deduce the following important proper-
ties of WKB solutions of the Airy equation.

Property (A) In addition to the reference point (singularity) y D �y0.x/ D
�.2=3/x3=2,  C;B.x; y/ has a singularity also at y D y0.x/ D .2=3/x3=2. This
singularity is sometimes called a “movable singularity”, since its relative location
with respect to the reference point moves according as x varies.

Property (B) The Borel sum ‰C.x; 
/ is well-defined as long as = .�y0.x// ¤
= y0.x/, that is, provided that x does not belong to the set f = x3=2 D 0 g, whereas
it is not defined on f = x3=2 D 0 g where the movable singularity is located on the
integration path of the Borel sum.

Property (C) The set f = x3=2 D 0 g defined above consists of three half-lines
emanating from the origin in x-plane. If we consider the analytic continuation of the
Borel sum ‰C.x; 
/ across one of them, say, the positive real axis, then ‰C.x; 
/
becomes the sum of the two Laplace integrals of  C;B.x; y/ along �j (j D 0; 1)
described in Fig. 1.

Property (D) After the analytic continuation across the positive real axis, the Borel
sum ‰C.x; 
/ becomes the following

‰C ‰C C i‰�; (24)

that is, a Stokes phenomenon occurs for‰C.x; 
/ on the positive real axis. Formula
(24) is often called the “connection formula” for ‰C.x; 
/.

The connection formula (24) is a direct consequence of Property (C) and the
following discontinuity formula for the Borel transform  C;B.x; y/:

4yDy0.x/  C;B.x; y/ D i �;B.x; y/; (25)

Fig. 1 Integration paths �0 and �1 (wiggly lines designate cuts to define a multi-valued analytic
function  

C;B.x; y/)
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where the discontinuity (or the “alien derivative” in the sense of Ecalle) of
 C;B.x; y/ is defined as follows:

4yDy0.x/  C;B.x; y/ WD .�C/� C;B.x; y/ � .��/� C;B.x; y/; (26)

where .�˙/� C;B denotes the analytic continuation of  C;B along �˙, that is, the
discontinuity is the difference between the analytic continuations of  C;B.x; y/
above the cut and below the cut (cf. Fig. 1). Note that in the case of the Airy equation
the discontinuity formula (25) immediately follows from the expression (22)–(23)
and Gauss’ formula for hypergeometric functions:

s�1=2F .5=6; 1=6; 1=2I s/ D 1

2
.1 � s/�1=2F .5=6; 1=6; 1=2I 1 � s/

C 1p
3
F .4=3; 2=3; 3=2I 1� s/ (27)

(cf. [17, p. 105, 2.9(1)–2.9(24) and p. 108, 2.10(1)]).

Stokes Geometry and Connection Formula

Taking into account Properties (A)–(D) for the Airy equation observed in the
preceding subsection, we introduce the notion of turning points and Stokes curves
for (3) as follows:

Definition 2.7

(i) A zero of Q.x/ is called a turning point of (3). In particular, a simple zero of
Q.x/ is called a simple turning point of (3).

(ii) A Stokes curve of (3) is, by definition, an integral curve of the vector field (or,
more precisely, the direction field) =pQ.x/dx D 0 emanating from a turning
point, that is, a curve defined by

=
Z x

a

p
Q.x/dx D 0; (28)

where a is a turning point of (3).

In the case of the Airy Eq. (16) the origin is the unique turning point (which is
simple) and the Stokes curves are given by f = x3=2 D 0 g: Examples of the Stokes
geometry for more complicated Q.x/ are shown in (Fig. 2).

In what follows we usually assume the following non-degenerate condition:

Condition (ND) There is no Stokes curve of (3) which connects two turning points.
In other words, every Stokes curve of (3) emanating from a turning point flows into
a singular point of Q.x/.
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Fig. 2 Several examples of
the Stokes geometry

Then, in parallel with the case of the Airy equation, the following fundamental
theorems do hold for a second order Eq. (3) under Condition (ND).

Theorem 2.8 Assume Condition (ND). Then WKB solutions  ˙.x; 
/ are Borel
summable except on Stokes curves.

Theorem 2.9 (Voros [36]) Let x D a be a simple turning point of (3). Then, for
WKB solutions

 ˙.x; 
/ D 1p
Sodd

exp

	
˙
Z x

a
Sodddx



(29)

of (3) normalized at x D a, the following properties hold in a neighborhood of
.x; y/ D .a; 0/:

(i)  ˙;B.x; y/ have singularities at y D ˙y0.x/ D ˙
R x
a

p
Q.x/dx (cf. Fig. 3).

(ii)

4yDy0.x/  C;B.x; y/ D i �;B.x; y/; 4yD�y0.x/  �;B.x; y/ D i C;B.x; y/:
(30)

(iii) On a Stokes curve � emanating from x D a the following connection formula
holds for the Borel sums ‰˙ of  ˙.

Type (C) : When < R x
a

p
Q.x/dx > 0 holds on � , that is,  C is dominant over

 � there, then

‰C ‰C ˙ i‰�; ‰� ‰�: (31)
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Fig. 3 Singularity locus of  
C;B.x; y/ near a simple turning point x D a

Type (�) : When < R x
a

p
Q.x/dx < 0 holds on � , that is,  � is dominant over

 C there, then

‰C ‰C; ‰�  ‰� ˙ i‰C: (32)

Here the sign ˙ depends on which direction one crosses the Stokes curve � . To
be more precise, when one crosses � in an anticlockwise (resp., clockwise) manner
viewed from x D a, we adopt the sign C (resp., �).

3 Proof of the Fundamental Theorems

In this section we explain an outline of the proof of Theorems 2.8 and 2.9.

Outline of the Proof of Theorem 2.8

First, following the argument of Koike-Schäfke [28] and using in part an idea of
Costin [10], we explain the proof of Theorem 2.8.

The central step is to verify the Borel summability of formal power series
solutions of the Riccati equation

S2 C dS

dx
D 
2Q.x/: (33)
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For the sake of simplicity we assume Q.x/ is a polynomial and consider the Borel
summability of S.x; 
/ D SC.x; 
/ only. We now write S.x; 
/ as

S.x; 
/ D 
S�1.x/C S0.x/C T.x; 
/; T.x; 
/ D
1X
nD1

Sn.x/

�n: (34)

Then T.x; 
/ satisfies

dT

dx
C 2S�1.
T � S1/C 2S0T C T2 D 0: (35)

In view of Proposition 2.6, the Borel transform TB of T satisfies

@TB
@x
C 2

p
Q.x/

@TB
@y
C 2S0.x/TB C TB � TB D 0; TB.x; 0/ D S1.x/: (36)

Since holomorphic solutions of (36) are unique near y D 0, it suffices to show
the existence of a global holomorphic solution of (36) near the positive real axis
RC D f y � 0 g.
Definition 3.1 Let K be a compact subset of U D f x 2 C jQ.x/ ¤ 0 g. For a point
x0 2 K we define

�x0 WD f x 2 C j =
Z x

x0

p
Q.x/dx D 0 g;

�.˙/x0
WD f x 2 �x0 j <

Z x

x0

p
Q.x/dx ? 0 g [ f x0 g;

bK WD[
x2K

�x; bK.˙/ WD[
x2K

�.˙/x :

Theorem 3.2 Let Q.x/ be a polynomial of degree d and K be a compact subset of
U D f x 2 C jQ.x/ ¤ 0 g. IfbK.�/ does not contain a turning point in its closure, the
following hold :

(i) TB.x; y/ is holomorphic in � WD bK.�/ � f y j dist.y;RC/ < ı g for a sufficiently
small number ı > 0.

(ii) There exist positive constants C1 and C2 that satisfy

ˇ̌
TB.x; y/

ˇ̌ 
 C1
1C jxjd=2C2 e

C2jyj in �: (37)
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The proof of Theorem 3.2 consists of four steps.

Step 1. We employ the so-called Liouville transformation defined by

z.x/ D
Z x

x0

p
Q.x/ dx: (38)

Writing TB.x; y/ D u.z; y/, we find that u.z; y/ satisfies

@u

@z
C 2 @u

@y
C 2A1.z/uC A2.z/u � u D 0; u.z; 0/ D A0.z/; (39)

where

A0.z.x// D S1.x/; A1.z.x// D S0.x/p
Q.x/

; A2.z.x// D 1p
Q.x/

: (40)

Step 2. By using a linear change of variables s D 2z � y; t D y and integrating
(39) once with respect to the variable t, we can convert (39) into the following
integral equation:

u.z; y/ D A0
�
z � y

2

�
�
Z y

0

A1
�
z � y � y0

2

�
u
�
z � y � y0

2
; y0
�
dy0

� 1
2

Z y

0

A2
�
z� y � y0

2

�
.u � u/

�
z � y � y0

2
; y0
�
dy0: (41)

Step 3. To discuss the existence of solutions of (41), we introduce the following
domains:

��.K; ı/ WD f z 2 C j dist
�
z; z.bK.�//� < ı g; (42)

R WD f .z; y/ 2 C
2 j dist.y;RC/ < ı and the segment Œz; z � y=2�

is contained in ��.K; ı/ g: (43)

Note that R is star-shaped with respect to the variable y (i.e., .z; y/ 2 R implies
.z; �y/ 2 R for any � 2 Œ0; 1�) and that

z.bK.�// � f y 2 C j dist.y;RC/ < ı g � R

holds. Furthermore, if ı > 0 is sufficiently small, we may assume that Aj.z/
(j D 0; 1; 2) are holomorphic and bounded in the closure of ��.K; ı/.
In what follows we solve the integral Eq. (41) in R.
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Step 4. Let

O� WD
n
u.z; y/

ˇ̌
ˇ u is holomorphic in R and

kuk� WD sup
.z;y/2R

Z y

0

ju.z; y0/je��jy0j djy0j <1
o
; (44)

where � > 0 is a parameter. Then we can prove

Proposition 3.3 O� is a Banach algebra with respect to the convolution �, that is,
O� is a Banach space and the following holds :

If u; v 2 O�; then u � v 2 O� and ku � vk� 
 kuk�kvk�: (45)

Proposition 3.4 Let F.u/ denote the right-hand side of (41), that is,

.F.u//.z; y/ D A0
�
z � y

2

�
�
Z y

0

A1
�
z � y � y0

2

�
u
�
z � y � y0

2
; y0
�
dy0

� 1
2

Z y

0

A2
�
z� y � y0

2

�
.u � u/

�
z � y � y0

2
; y0
�
dy0: (46)

Then F.u/ defines a contractive mapping from f u 2 O� j kuk� 
 1 g to itself when
� > 0 is sufficiently large.

Therefore the contractive mapping principle provides us with a (unique) holo-
morphic solution of (41) in R � z.bK.�// � f y 2 C j dist.y;RC/ < ı g. The
exponential estimate (37) for its solution can be obtained by repeating the above
argument after replacing T by QT D .x � x1/d=2C2T (x1 2 bK.�/) and further by
using the boundedness of the norm kuk� of the solution. Note that the use of the
Banach algebra O� and the contractive mapping principle is essentially due to
Costin [10], while successive approximation method is used in Koike-Schäfke
[28].
Theorem 3.2 assures the Borel summability of formal power series solutions
S˙.x; 
/ of the Riccati equation. Once the Borel summability of S˙.x; 
/ is
established, then the Borel summability of WKB solutions

 ˙.x; 
/ D 1p
Sodd

exp

	
˙
Z x

x0

Sodddx




of (3) can be confirmed by the following argument:

1. When the integration path from x0 to x does not cross any Stokes curve, then the
Borel summability of  ˙ immediately follows from Theorem 3.2.
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2. Even when the integration path crosses several Stokes curves, if we deform the
integration path in such a way that

at every crossing point Ox of the integration path with a Stokes curve � ,
we avoid the crossing with � and go to x D1 along one side of � and
then return to x D Ox along the other side of � ,

then the Borel summability of  ˙ is ensured by Theorem 3.2 also in this case.
Note that Condition (ND) guarantees that such a deformation of the integration
path is always possible.

This is an outline of the proof of Theorem 2.8. See [28] for more details of the
discussion.

Outline of the Proof of Theorem 2.9

To prove Theorem 2.9, we make use of the transformation theory to the Airy
equation developed in [1], [27, Chap. 2].

Let us consider

	
d2

dQx2 � 

2 QQ.Qx/



Q D 0 (e47)

and apply a change of variable x D x.Qx/ to (e47). If we further employ a change of
unknown function Q .Qx/ D .dx=dQx/�1=2 .x.Qx//, then (e47) is transformed to

	
d2

dx2
� 
2Q.x/



 D 0 (47)

with

QQ.Qx/ D
�dx
dQx
�2
Q.x.Qx// � 1

2

�2fxI Qxg: (48)

Here fxI Qxg stands for the Schwarzian derivative:

fxI Qxg D d3x=dQx3
dx=dQx �

3

2

�d2x=dQx2
dx=dQx

�2
:

Taking this relation into account, we introduce the following terminology.

Definition 3.5 We say that (e47) is transformed (in the sense of exact WKB analysis)
to (47) at Qx D Qx0 if there exists an infinite series x.Qx; 
/ D P

n�0 xn.Qx/
�n that
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satisfies the following conditions:

(i) xn.Qx/ is holomorphic in a fixed neighborhood QU of Qx D Qx0 (i.e., QU is independent
of n).

(ii) The following relation holds (as formal power series of 
�1):

QQ.Qx/ D
�@x
@Qx .Qx; 
/

�2
Q.x.Qx; 
//� 1

2

�2fx.Qx; 
/I Qxg: (49)

Under this terminology we can prove the following

Theorem 3.6 Let Qx D Qa be a simple turning point of

	
d2

dQx2 � 

2 QQ.Qx/



Q D 0; (e47)

that is, Qa is a simple zero of QQ.Qx/. Then at Qx D Qa (e47) can be transformed (in the
sense of exact WKB analysis) to the Airy equation

	
d2

dx2
� 
2x



 D 0: (50)

Theorem 3.6 is proved by constructing x.Qx; 
/ D x0.Qx/ C x1.Qx/
�1 C � � � that
satisfies

QQ.Qx/ D
�@x
@Qx .Qx; 
/

�2
x.Qx; 
/ � 1

2

�2fx.Qx; 
/I Qxg (51)

in a recursive manner. For example, the top order part x0.Qx/ is given by

x0.Qx/ D
 
3

2

Z Qx
Qa

q
QQ.Qx/ dQx

!2=3
(52)

and the higher order part xn.Qx/ is determined by solving a first order ODE of the
form

	
2x0
�dx0
dQx
��1 d

dQx C 1


xn D (given); i.e.,

	
2z

d

dz
C 1



xn D (given)

degree by degree. Here, for the sake of simplicity of notations, we use z to denote a
new independent variable z D x0.Qx/. Note that xn.Qx/ identically vanishes for an odd
integer n and also that xn.Qx/ satisfies the estimate

jxn.Qx/j 
 ACnnŠ (53)

for some positive constants A;C > 0 in a fixed neighborhood QU of Qx D Qa.
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Thus Eq. (e47) is transformed to the Airy equation (50) near a simple turning point
Qa by the formal coordinate transformation x D x.Qx; 
/. Furthermore, in the current
situation we can verify the following relation between WKB solutions of (e47) and
those of (50) in all orders of 
�1:

Q ˙.Qx; 
/ D
�@x
@Qx
��1=2

 ˙.x.Qx; 
/; 
/; (54)

where Q ˙ and  ˙ are WKB solutions of (e47) and (50) normalized at the turning
points in question, respectively:

Q ˙.Qx; 
/ D 1pQSodd

exp

 
˙
Z Qx
Qa
QSodddQx

!
; (55)

 ˙.x; 
/ D 1p
Sodd

exp

	
˙
Z x

0

Sodddx



: (56)

Theorem 2.9 is proved by considering the Borel transform of both sides of (54). As
a matter of fact, the multiplication operator 
�1 turns out to be an integral operator
.@=@y/�1 via the Borel transformation in view of Proposition 2.6. Thus, using the
Taylor expansion, we find that the Borel transform of (54) is expressed as

Q ˙;B.Qx; y/ D
�X

j�0

@xj
@Qx
� @
@y

��j��1=2 1X
nD0

1

nŠ

�X
j�1

xj.Qx/
� @
@y

��j�n� @n
@xn

 ˙;B
��
x0.Qx/; y

�
: (57)

As [6, Appendix C] shows, if we use .x; y/ D .x0.Qx/; y/ as new independent
variables instead of .Qx; y/, the right-hand side of (57) can be expressed also as

Z y

�y0
K
�
x; y � y0;

@

@x

�
 ˙;B.x; y0/ dy0 DW L

�
x;
@

@x
;
� @
@y

��1�
 ˙;B.x; y/ (58)

with some integro-differential operator L D L.x; @=@x; .@=@y/�1/. Here y0 is an
arbitrarily chosen point (sufficiently close to 0) that fixes the action of .@=@y/�1 as
an integral operator.

Remark 3.7 For the sake of readers’ reference we provide an explicit formula for
the kernel K.x; y � y0; @=@x/ of the operator L.x; @=@x; .@=@y/�1/. Replacing @=@x
and @=@y by � and 
, respectively, we first write the (total) symbol of L (i.e., the
right-hand side of (57)) as

1X
jD0

 1X
kD0

ajk.x/.�

�1/k

!

�j;
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that is,

aj0.x/ D hj.x/; ajk.x/ D
X
˛CˇDj

h˛.x/fk;kCˇ.x/ .k � 1/;

where hj.x/ and fk;l.x/ are defined by

�X
j�0

@xj
@Qx .Qx/

� @
@y

��j��1=2
ˇ̌
ˇ̌
ˇ̌
QxDx�1

0 .x/

D
X
j�0

hj.x/

�j;

	 1X
nD0

1

nŠ

�X
j�1

xj.Qx/
�j
�n
�n

ˇ̌ˇ̌
ˇ̌
QxDx�1

0 .x/

D 1C
X
1�k�l

fk;l.x/�
k
�l:

Then K.x; y � y0; �/ is explicitly given by

K.x; y � y0; �/ D
1X

j;kD0
ajk.x/

.y � y0/jCk�1

. jC k � 1/Š �
k:

Thanks to the estimate (53), we find that the operator L defines what is
called a “microdifferential operator” in the theory of microlocal analysis in a
neighborhood of .x; y/ D .0; 0/ (cf. [31]). As its consequence, it turns out that L
does not change the location of singularities of the operand near .0; 0/. Hence, since
the singular points of  ˙;B.x; y/ are

y D ˙
Z x

0

p
x dx D ˙2

3
x3=2

(cf. Property (A) in section “WKB Solutions of the Airy Equation and Their Borel
Transforms”), the singular points of Q ˙;B.Qx; y/ are also confined to

y D ˙2
3
x3=2

ˇ̌
ˇ̌
xDx0.Qx/

D ˙
Z Qx
Qa

q
QQ.Qx/ dQx D ˙y0.Qx/:

Furthermore, the discontinuity formula (30) of Q ˙;B.Qx; y/ is also confirmed as

4yDy0.Qx/ Q C;B.Qx; y/ D 4yDy0.Qx/ .L C;B/
ˇ̌
ˇ
xDx0.Qx/

D L4yD2x3=2=3  C;B
ˇ̌
ˇ
xDx0.Qx/

D L.i �;B/
ˇ̌
ˇ
xDx0.Qx/

D i Q �;B.Qx; y/: (59)
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Thus we have verified Theorem 2.9, (i), (ii). For more details we refer the reader to
[27, Chap. 2]. Finally, to verify Theorem 2.9, (iii), we need the Borel summability
of the transformation series x D x.Qx; 
/, which has been proved more recently by
Kamimoto and Koike [26]. Thus the connection formula (31)–(32) for the WKB
solutions (29) of (3) is also derived from that of the Airy equation. This completes
the proof of Theorem 2.9.

4 Application: Computation of Monodromy Representations
of Fuchsian Equations

In this section, as an application of the exact WKB analysis, let us compute the
monodromy representations of second order equations of the form

	
d2

dx2
� 
2Q.x/



 D 0 (60)

with

Q.x/ D F.x/

G.x/2
.F.x/;G.x/ : polynomials). (61)

In what follows we assume that

degF D 2gC 2; F.x/ D .x � a0/ � � � .x � a2gC1/;

degG D gC 2; G.x/ D .x � b0/ � � � .x � bgC1/

for some non-negative integer g � 0 and that all aj and bk are mutually distinct.
Then the set of singular points of (60) is given by

S D f b0; : : : ; bgC1; bgC2 D1g

and all singular points become regular singular. Thus Eq. (60) is the so-called
Fuchsian equation.

Remark 4.1 When g D 0 and g D 1, (60) is equivalent to Gauss’ hypergeometric
equation and Heun’s equation, respectively.

For such a Fuchsian equation the monodromy representation is naturally defined:
Take a base point x0 2 P1.C/ n S and a fundamental system of solutions . 0;  1/
around x0. For any closed path � in P1.C/ n S emanating from x0 we consider
analytic continuation of . 0;  1/ along � :

. 0;  1/ near x0  
analytic continuation

along �

.�� 0; �� 1/ D . 0;  1/ 9A� ; (62)
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where A� is an invertible 2�2 constant matrix. Then the monodromy representation
of (60) is, by definition, the algebraic homomorphism

�1.P
1.C/ n S; x0/ 3 Œ�� 7�! A� 2 GL2.C/; (63)

where �1 designates the fundamental group.
From now on we compute the monodromy representation of (60) by making use

of WKB solutions. Before doing the computation, we prepare one proposition which
is concerned with the behavior of WKB solutions at a regular singular point.

Proposition 4.2 At each regular singular point x D bk, Sodd.x; 
/ has a pole of
order 1 and its residue there is explicitly given by

Res
xDbk

Sodd.x; 
/ D ck


s
1C 1

4c2k

�2; (64)

where

ck D Res
xDbk

p
Q.x/ .k D 0; : : : ; gC 1/; cgC2 D Res

�D0

 
�
p
Q.1=�/

�2

!
: (65)

We explain the computation by using the following example discussed in [27,
Chap. 3].

Example Let us consider

	
d2

dx2
� 
2 .x

2 � 9/.x2 � 1=9/
.x3 � exp.i�=8//2



 D 0: (66)

In this case g D 1 and we number turning points and regular singular points as
follows:

a0 D �3; a1 D �1=3; a2 D 1=3; a3 D 3;
b0 D exp.33i�=24/; b1 D exp.i�=24/; b2 D exp.17i�=24/; b3 D 1:

The Stokes geometry of (66) is described in Fig. 4. As is shown in Fig. 4, we take a
base point x0 between a0 and a1 and use (the Borel sums of) WKB solutions

 ˙ D 1p
Sodd

exp

	
˙
Z x

x0

Sodddx



(67)

as a fundamental system of solutions around x0. In Fig. 4, for the later use, we draw
(in blue) a path Ck (0 
 k 
 g C 2) of analytic continuation which starts from x0
and returns to x0 after encircling a regular singular point bk once in an anticlockwise
manner, and also (in red) a path �j (0 
 j 
 2g C 1) which starts from x0 and
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Fig. 4 Stokes geometry of Eq. (66) (wiggly lines designate cuts to define
p
Q.x/)

ends at a turning point aj. Note that the branch of
p
Q.x/ is chosen here so thatp

Q.x/ � 1=x holds near x D 1. This choice of the branch of
p
Q.x/ assures

< c1;< c2 > 0; < c0;< c3 < 0

and hence it follows from Proposition 4.2 that on a Stokes curve flowing into b1 or
b2 (resp., b0 or b3) the connection formula (32) of type (�) (resp., (31) of type (C))
holds. In what follows we also use the following notations:

�k̇ WD exp

	
i�
�
1˙

q
4c2k


2 C 1
�


.k D 0; : : : ; gC 2/; (68)

uj WD exp

 
2

Z
�j

Sodddx

!
; ujk WD u�1j uk . j; k D 0; : : : ; 2gC 1/: (69)

Computation of monodromy matrices Ak along Ck

Since �1.P1.C/ n S; x0/ is generated by Ck, it suffices to compute a monodromy
matrix Ak D ACk along Ck (k D 0; 1; 2; 3). Let us first consider the computation of
A2 along C2.

As is shown in Fig. 4, C2 crosses three Stokes curves and at each crossing point
a Stokes phenomenon described by Theorem 2.9 occurs. For example, at the first
crossing point C2 crosses a Stokes curve emanating from a turning point a1. Note
that on this Stokes curve the connection formula (32) of type (�) holds, as was noted
before. Since (32) is described in terms of the WKB solutions

'
.1/

˙ D
1p
Sodd

exp

	
˙
Z x

a1

Sodddx



(70)
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normalized at the turning point a1 where the Stokes curve in question emanates, we
factorize the WKB solutions (67) as

 ˙ D '.1/˙ exp

	
˙
Z
�1

Sodddx



: (71)

For the WKB solutions '.1/˙ normalized at a1 we have the connection formula (32).
Hence for  ˙ the following holds:

‰C ‰C; ‰�  ‰� � i exp

	
�2

Z
�1

Sodddx



‰C D ‰� � iu�11 ‰C; (72)

that is,

.‰C; ‰�/  .‰C; ‰�/
	
1 �iu�11
0 1



: (73)

The Stokes phenomenon at the second crossing point can be similarly computed by
using the WKB solutions

'
.3/

˙ D
1p
Sodd

exp

	
˙
Z x

a3

Sodddx



(74)

normalized at a3 and the factorization

 ˙ D '.3/˙ exp

	
˙
Z a3

x0

Sodddx



: (75)

However, in this case the integration path �x0;a3 from x0 to a3 is not homotopic
to �3; the closed path �x0;a3 .�3/

�1 encircles two turning points b0, b1 and the cut
connecting a1 and a2. Thus the factorization formula (75) reads as

 ˙ D '.3/˙ exp

	
˙
Z
�3

Sodddx


 �
�0̇
��1�

�1̇
��1�

u21
�˙1

(76)

and the Stokes phenomenon at the second crossing point is described by

.‰C; ‰�/  .‰C; ‰�/

0
@1 �iu�13 u�221

�C0 �
C
1

��0 ��1
0 1

1
A : (77)
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It is now clear how to compute the Stokes phenomenon at the third crossing point
and consequently we obtain

A2 D
	
�C2 0

0 ��2


0
@1 �iu�10

��2
�C2

0 1

1
A
0
@1 �iu�13 u212

�C0 �
C
1

��0 ��1
0 1

1
A
	
1 �iu�11
0 1



: (78)

Note that after the analytic continuation along C2 WKB solutions  ˙ given by (67)
changes to

� 1p
Sodd

exp

	
˙
Z
C2

Sodddx



exp

	
˙
Z x

x0

Sodddx



D �2̇  ˙;

as Sodd has a simple pole at x D b2 and its residue there is given by (64) in view
of Proposition 4.2; this is the reason why the left-most diagonal matrix in the right-
hand side of (78) appears.

The computation of the other matrices Ak is the same as that of A2. The result is
as follows:

A0 D
	
�C0 0

0 ��0


0
@ 1 0

�iu1 �
C
0

��0
1

1
A
0
@ 1 0

�iu2 �
C
0

��0
1

1
A
0
@ 1 0

�iu2 �
C
0 �
C
1

��0 ��1
1

1
A

�
0
@ 1 0

�iu1u212
�C0 �

C
1

��0 ��1
1

1
A
	
1 0

�iu3 1

	

1 0

�iu0 1


; (79)

A1 D
	
�C1 0

0 ��1


0
@ 1 0

�iu1 �
C
1

��1
1

1
A
0
@ 1 0

�iu2 �
C
1

��1
1

1
A

�
0
@1 �iu�12

��1
�C1

0 1

1
A
	
1 0

iu2 1


	
1 0

iu1 1



; (80)

A3 D
	
�C3 0

0 ��3


0
@1 �iu�10

��3
�C3

0 1

1
A
0
@ 1 0

�iu0 �
C
3

��3
1

1
A

�
0
@ 1 0

�iu3u221
��0 ��1 ��2
�C0 �

C
1 �
C
2

1

1
A
	
1 iu�10
0 1



: (81)
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Finally, if we change a fundamental system of solutions as

 ˙ D 1p
Sodd

exp

	
˙
Z x

x0

Sodddx



7�! Q ˙ D exp

	
�
Z
�0

Sodddx



 ˙; (82)

then we find that every Ak can be described solely by f�k̇ g and fujkg (or f�Ck g and
fu01; u12g thanks to Remark 4.3 below).

Remark 4.3 Among f�k̇ g and fujkg we have the following relations:

�Ck �
�
k D 1 .k D 0; 1; 2; 3/;

�C0 �
C
1 �
C
2 �
C
3 u12u30 D 1:

In conclusion we have

Theorem 4.4 Every monodromy matrix can be described in terms of the following
two kinds of quantities :

(i) Characteristic exponents f�k̇ g at regular singular points fbkg.
(ii) Contour integrals fujkg of Sodd on the Riemann surface of

p
Q.x/.

Remark 4.5 In the case of g D 0 Theorem 4.4 implies that the monodromy matrices
of Gauss’ hypergeometric equation are described solely in terms of characteristic
exponents at its regular singular points. This is classically well-known result.
Theorem 4.4 is its generalization to the case of g � 1. It shows the efficiency of
the exact WKB analysis and, thanks to it, the role of the Riemann surface of

p
Q.x/

in the description of monodromic structure of (60) is clarified.

5 Voros Coefficients and Wall-Crossing Formulas

As we have seen so far, the connection formula (or Theorems 2.8 and 2.9) is
very powerful to study the global behavior of solutions of second order ODEs.
The most important analytic ingredient of the connection formula is the movable
singular points y D ˙y0.x/ D ˙

R x
a

p
Q.x/dx of the Borel transform of WKB

solutions. Here we should recall that, in applying the connection formula, we
have assumed Condition (ND), that is, non-existence of Stokes curves connecting
two turning points. In this section we consider the situation where this non-
degeneracy condition (Condition (ND)) is violated. In such a degenerate situation
another kind of singularities of the Borel transform of WKB solutions may play
an important role. The study of this degenerate situation is also related to the so-
called “wall-crossing formula” discussed by Gaiotto-Moore-Neitzke [18]. The
discussion below can be regarded as a WKB-theoretic derivation of the wall-
crossing formula.
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Let us consider the problem by using a simple example.

Example (Weber Equation) We consider the Weber equation

	
d2

dx2
� 
2�c � x2

4

�

 D 0 .c > 0/ (83)

and its WKB solutions

 ˙ D 1p
Sodd

exp

 
˙
Z x

2
p
c
Sodddx

!
: (84)

Equation (83) has two simple turning points x D ˙2pc and they are connected by
a Stokes curve (“Stokes segment”), as is shown in Fig. 2. In what follows we study
the effect of this Stokes segment.

As x D 2pc is a simple turning point, we can apply Theorem 2.9 to find that the
singularity locus of  C;B.x; y/ form a cusp and have two branches y D ˙y0.x/ near
x D 2pc, where

y0.x/ D
Z x

2
p
c

r
c � x2

4
dx

(cf. Fig. 3). These two branches of the singularity locus can be prolonged to x D
�2pc and they form again a cusp near x D �2pc. Repeating this process, we thus
obtain Fig. 5 for the singularity locus of  C;B.x; y/. They become a “ladder-like” set
and, as

2

Z 2
p
c

�2pc

r
c � x2

4
dx D 2�c

holds, the singularities of  C;B.x; y/ for fixed x have the periodic structure with
period 2�c. Among them the singularities �y0.x/ C 2�nc (n 2 Z) are often
called “fixed singularities”, as their relative location with respect to the reference
singularity �y0.x/ does not depend on x.

The existence of fixed singularities can be rigorously confirmed by the following
arguments.

First Approach We can verify the existence of fixed singularities by using the
differential equation that  ˙;B.x; y/ satisfy:

	
@2

@x2
�
�
c � x2

4

� @2
@y2



 ˙;B.x; y/ D 0: (85)
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Fig. 5 Singularity locus of  
C;B.x; y/ for Eq. (83)

According to the general result for the propagation of singularities of solutions for
linear partial differential equations established by the theory of microlocal analysis
(cf. [31]), the singularities of solutions of (85) propagate along a bicharacteristic
flow, that is, a Hamiltonian flow of the principal symbol of (85):

8̂
ˆ̂̂̂
ˆ̂̂̂
<̂
ˆ̂̂̂
ˆ̂̂̂
ˆ̂:

Px D @pB
@�
D 2�;

Py D @pB
@

D �2

�
c � x2

4

�

;

P� D �@pB
@x
D � x

2

2;

P
 D �@pB
@y
D 0;

(86)

where Px D dx=dt etc. and pB.x; y; �; 
/ D �2 � .c � x2=4/
2 denotes
the principal symbol of (85). A solution of (86) with the initial condition
.x.0/; y.0/; �.0/; 
.0// D .2pc; 0; 0; 1/ is explicitly given by

x D 2pc cos t; y D �c.t � sin t cos t/; � D �pc sin t; 
 D 1 (87)
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and its projection to the base space C2.x;y/, i.e.,

x D 2pc cos t; y D �c.t � sin t cos t/ (88)

precisely describes the singularity locus of  ˙;B.x; y/.
In this way the singularities of  ˙;B.x; y/ can be analyzed by tracing the

bicharacteristic flow of the Borel transformed Eq. (85).

Second Approach The second approach is more WKB-theoretic and provides us
with more detailed information about the fixed singularities.

We start with the following factorization of  ˙.x; 
/.

 ˙.x; 
/ D  .1/˙ .x; 
/ exp

 
˙
Z 1
2
p
c
.Sodd � 
S�1/ dx

!
; (89)

where

 
.1/
˙ .x; 
/ D 1p

Sodd
exp˙

 



Z x

2
p
c
S�1dxC

Z x

1
.Sodd � 
S�1/dx

!
(90)

is a WKB solution normalized at x D 1. Thanks to Theorem 3.2, we find that
 
.1/
˙ .x; 
/ is Borel summable near f x 2 R j x > 2

p
c g and hence its Borel

transform  
.1/
˙;B .x; y/ has no singularities near

f y 2 C j y D �y0.x/C 
; 
 > 0 g

for a fixed x > 2
p
c. On the other hand, the second factor or its exponent

V WD
Z 1
2
p
c
.Sodd � 
S�1/ dx; (91)

which is often called the “Voros coefficient”, has fixed singularities on the positive
real axis. As a matter of fact, V has the following expression in terms of the Bernoulli
numbers.

Proposition 5.1

2V D
1X
nD1

21�2n � 1
2n.2n� 1/B2n.ic
/

1�2n; (92)

where B2n stands for the Bernoulli numbers defined by

w

ew � 1 D 1 �
w

2
C
1X
nD1

B2n
.2n/Š

w2n: (93)
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Proposition 5.1 is related to the shift operator with respect to the parameter c and
the explicit form (92) of V is derived from the following difference equation for the
solution SC D SC.x; c; 
/ of the Riccati equation associated with (83). (To clarify
the dependence on the parameter c we here use the notation SC.x; c; 
/.)

SC.x; c � 
�1i; 
/ � SC.x; c; 
/ D d

dx
log

�

�1SC.x; c; 
/� i

x

2

�
: (94)

Eq. (94) is an immediate consequence of the following commutation relation.

	
d

dx
� i

x

2




	
d2

dx2
� 
2�c � x2

4

�
 D
	

d2

dx2
� 
2�c � 
�1i� x2

4

�
	 d

dx
� i

x

2





:

(95)

Using (94), we can verify that 2V satisfies a difference equation

�.� C 1/ � �.�/ D 1C log

	
1C 1

2�



� .� C 1/ log

	
1C 1

�



; (96)

where � D ic
. Since the right-hand side of (92) is the unique formal solution of
the difference equation (96), we obtain Proposition 5.1.

It follows from Proposition 5.1 that

VB.y/ D 1

4y

	
1

ey=.2ic/ � 1 C
1

ey=.2ic/ C 1 �
2ic

y



; (97)

which tells us that VB.y/ has simple poles at y D 2m�c (m 2 Z n f0g) with residues
.�1/m�1=.4�im/. This verifies VB, and hence  ˙;B as well, has fixed singularities.
Furthermore, as the Borel sum of the Voros coefficient can be computed explicitly
by using (97) (in fact, Binet’s formula implies the Borel sum of 2V is given by

log
�.ic
C 1=2/p

2�
� ic
 .log.ic
/ � 1// (98)

for arg c < 0 (cf. [17, Sect. 1.9]) and

� log
�.�ic
C 1=2/p

2�
� ic
 .log.ic
/ � 1//� �c
 (99)

for arg c > 0, respectively), we obtain

Theorem 5.2 Let ‰C.x; 
/ (resp., e‰C.x; 
/) denote the Borel sum of  C.x; 
/ for
x > 2

p
c when arg c < 0 (resp., arg c > 0). Then the following relation holds.

‰C D .1C exp.�2�c
//�1=2 e‰C.x; 
/: (100)
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Thus a kind of Stokes phenomena occurs with WKB solutions of the Weber
equation (83) even when the parameter c varies (“parametric Stokes phenom-
ena”). Formula (100) exactly coincides with the wall-crossing formula discussed
by Gaiotto-Moore-Neitzke [18]. It has been analyzed from the viewpoint of the
resurgent analysis by Pham and his collaborators (cf. [11, 13]). Note that, from the
viewpoint of the resurgent analysis, (100) is equivalent to the following formula for
the alien derivative (in the sense of Ecalle) of  C;B at the fixed singularities:

4yD�y0.x/C2m�c  C;B.x; y/ D
.�1/m
2m

 C;B.x; y � 2m�c/: (101)

For more details we refer the reader to [35].

6 Exact WKB Analysis for Higher Order ODEs

In this section we discuss generalization of the exact WKB analysis to higher order
linear ordinary differential equations

P D
	

dm

dxm
C 
p1.x/ d

m�1

dxm�1
C � � � C 
mpm.x/



 D 0: (102)

Here m � 3 is an integer and 
 denotes a large parameter.

WKB Solutions, Stokes Geometry

Similarly to the case of second order equations, we can construct a WKB solution
of (102) of the form

 j.x; 
/ D exp

	



Z x

x0

�j.x/dx


 1X
nD0

 j;n.x/

�.nC1=2/; (103)

where �j.x/ is a root of the characteristic equation of (102):

�m C p1.x/�
m�1 C � � � C pm.x/ D 0: (104)

For details of the construction of WKB solutions we refer the reader to [3, 4].

Definition 6.1

(i) A point x D a is said to be a turning point of (102) if (104) has a multiple root
at x D a. In other words, a turning point is a zero of the discriminant of (104)
in �. In particular, a simple zero of the discriminant is called a simple turning
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point of (102). When �j.a/ D �k.a/ ( j ¤ k) holds at x D a, the turning point
x D a is said to be of type . j; k/.

(ii) A Stokes curve of type . j; k/ of (102) is, by definition, a curve defined by

=
Z x

a
.�j.x/ � �k.x//dx D 0; (105)

where x D a is a turning point of type . j; k/. Furthermore, if < R x
a .�j.x/ �

�k.x//dx > 0 holds in addition to (105), the Stokes curve is said to be of type
j > k.

In parallel with Theorem 2.9 the following theorem holds also for WKB solutions
of higher order equations.

Theorem 6.2 Let x D a be a simple turning point of (102) of type . j; k/. Then,
for suitably normalized WKB solutions  j and  k of (102), the following properties
hold in a neighborhood of .x; y/ D .a; 0/ :

(i)  j;B.x; y/ and  k;B.x; y/ are singular only along �j [ �k, where

�j D f .x; y/ j y D �
Z x

a
�j.x/ dx g; �k D f .x; y/ j y D �

Z x

a
�k.x/ dx g:

(106)
(ii)

4yD� R xa �k.x/dx  j;B.x; y/ D i k;B.x; y/; 4yD� R xa �j.x/dx  k;B.x; y/ D i j;B.x; y/:
(107)

Theorem 6.2 is proved in the following manner: We first consider the factoriza-
tion of the differential operator P to reduce the problem to that for second order
equations, and then use transformation theory similar to Theorem 3.6. To be more
specific, we prove the following two assertions.

Proposition 6.3 In a neighborhood of a simple turning point x D a, we can find
differential operators Q and R of order .m � 2/ and 2, respectively, that satisfy

P D QR: (108)

Here Q and R have the form

Q D dm�2

dxm�2
C 
q1.x; 
/ d

m�3

dxm�3
C � � � C 
m�2qm�2.x; 
/; (109)

R D d2

dx2
C 
r1.x; 
/ d

dx
C 
2r2.x; 
/; (110)
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where qj.x; 
/ DPn�0 qj;n.x/
�n and rj.x; 
/ D
P

n�0 rj;n.x/
�n are formal power
series in 
�1 with holomorphic coefficients. Furthermore, the following conditions
are also satisfied.

�
�m�2 C q1;0.x/�

m�3 C � � � C qm�2;0.x/
�ˇ̌ˇ
�D�j.x/ or �k.x/

¤ 0; (111)

�2 C r1;0.x/� C r2;0.x/ D .� � �j.x//.� � �k.x//: (112)

Proposition 6.4 In a neighborhood of x D a, after the employment of the gauge
transformation

 7�!
	

exp
�
� 1
2



Z x

a
r1.x; 
/ dx

�

 ;

the second order differential equation R D 0 in Proposition 6.3 can be
transformed (in the sense of exact WKB analysis) to the Airy equation.

For more detailed explanation see [3, 4, 25].

BNR Equation: Appearance of New Stokes Curves

Theorem 6.2 asserts that, as far as the local theory near a simple turning point
is concerned, the behavior of Borel resummed WKB solutions of higher order
equations is the same as that of second order equations. However, the global
behavior is completely different, as Berk et al. [8] pointed out by using the following
example.

Example (BNR Equation)

	
d3

dx3
C 3
2 d

dx
C 2ix
3



 D 0: (113)

The characteristic equation of (113) is �3 C 3� C 2ix D 0. Considering its
discriminant, we find that (113) has two turning points x D ˙1. Figure 6 indicates
the configuration of Stokes curves of (113).

As Fig. 6 shows, there exist crossing points of Stokes curves for (113). Such
crossing points cause the following serious difficulty: We consider the analytic
continuation of the Borel sum of a WKB solution ‰3.x; 
/ near a crossing point
x� of Stokes curves. Assuming the Borel summability, we can expect that a Stokes
phenomenon of the form

‰3 ‰3 C ˛‰2 .resp., ‰2 ‰2 C ˇ‰1/
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Fig. 6 Stokes curves of the
BNR equation (113)

Fig. 7 Paths of analytic
continuation near x

�

with some suitable constant ˛ (resp., ˇ) occurs on a Stokes curve of type 2 < 3

(resp., of type 1 < 2), in view of Theorem 6.2. Hence, by the analytic continuation
along �C (cf. Fig. 7) ‰3 should be changed to ‰3 C ˛.‰2 C ˇ‰1/, whereas by the
analytic continuation along �� ‰3 should become‰3C˛‰2. This is a contradiction
if ˛ˇ ¤ 0, since Eq. (113) does not have any singularity near x�!

To resolve this paradoxical problem Berk et al. [8] proposed to introduce a “new
Stokes curve” of type 1 < 3 that emanates from x� and tends to1 (cf. Fig. 8). As
a matter of fact, if a Stokes phenomenon of the form

‰3 ‰3 � ˛ˇ‰1
occurs on it, the contradiction disappears. Berk et al. confirmed the existence of a
new Stokes curve by investigating an integral representation of solutions of (113)
through the steepest descent method ([8], see also [34]).
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If we consider the structure of singularities of  3;B.x; y/ in y-plane (the so-called
Borel plane) near x�, we find that at x� three relevant singular points �yj.x/ WD
� R x

�j.x/dx (j D 1; 2; 3) of  3;B.x; y/ have the same imaginary part. From the
singularity structure the new Stokes curve is characterized as a curve where the
two distant singular points �y3.x/ and �y1.x/ have the same imaginary part. Note
that on the upper portion of the new Stokes curve �y1.x/ is visible from �y3.x/,
whereas it is not visible on the lower portion, as is indicated in Fig. 8. In this
way a new Stokes curve is also related to the singularities of the Borel transform
 j;B.x; y/ of WKB solutions. Since the sheet structure of the Riemann surface of
 j;B.x; y/ is complicated, a new Stokes curve may become inert on some portion
of it.

Virtual Turning Points

The Borel transform j;B.x; y/ of WKB solutions of the BNR equation (113) satisfies

	
@3

@x3
C 3 @3

@x@y2
C 2ix @

3

@y3



 j;B.x; y/ D 0: (114)

Since the new Stokes curve of the BNR equation is related to the singularities
of  j;B.x; y/, let us investigate the bicharacteristic flow of (114) to understand the
singularity structure of  j;B.x; y/ and a new Stokes curve more thoroughly.

Fig. 8 New Stokes curve passing through x
�

and singularities of  3;B.x; y/ in the Borel plane
near x

�
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The bicharacteristic flow of (114) is defined by

8̂
ˆ̂̂̂
ˆ̂̂̂
<̂
ˆ̂̂̂
ˆ̂̂̂
ˆ̂:

Px D @pB
@�
D 3�2 C 3
2;

Py D @pB
@

D 6�
C 6ix
2;

P� D �@pB
@x
D �2i
3;

P
 D �@pB
@y
D 0;

(115)

where pB.x; y; �; 
/ D �3C3�
2C2ix
3 is the principal symbol of (114). A solution
of (115) with the initial condition .x.0/; y.0/; �.0/; 
.0// D .1; 0;�i; 1/ (note that
�.0/ D �i is a double root of �3 C 3� C 2ix D 0 at x D 1) is given by

x D �4t3 � 6t2 C 1 D �.2tC 1/.2t2 C 2t � 1/;
y D �6it4 � 12it3 � 6it2 D �6it2.tC 1/2;
� D �2it � i; 
 D 1:

(116)

Hence its projection to the base space C
2
.x;y/, which describes the singularities of

 j;B.x; y/, becomes as is visualized in Fig. 9. Near the simple turning points x D ˙1
two branches of singularities coalesce and form a cuspidal singularity. We also
observe that, in addition to these turning points, the singularities make a self-
intersection point at .x; y/ D .0;�3i=2/ and two branches intersect there. In fact, if
we regard this self-intersection point (to be more precise, its x-component x D 0) as
a new kind of turning points and add a Stokes curve

=
Z x

0

�
�1.x/� �3.x/

�
dx D 0

Fig. 9 Bicharacteristic curve
of (114)
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Fig. 10 Complete Stokes geometry of the BNR equation (113). (A dotted line indicates the inert
portion of a new Stokes curve)

emanating from this point to Fig. 6 (i.e., the original configuration of Stokes curves
of (113)), we obtain Fig. 10. Thus we can re-obtain a new Stokes curve of the BNR
equation.

This consideration naturally leads to the following

Definition 6.5 Let

PB B D
	
@m

@xm
C p1.x/

@m

@xm�1@y
C � � � C pm.x/

@m

@ym



 B D 0 (117)

be the Borel transformed equation of (102) and

pB.x; y; �; 
/ D �m C p1.x/�
m�1
C � � � C pm.x/


m (118)

its principal symbol. Then we call the x-component of a self-intersection point
of a bicharacteristic curve of (117) a virtual turning point of (102). Here a
bicharacteristic curve of (117) means the projection of a bicharacteristic flow of
(117) onto the base space C2.x;y/.

We can verify that each singularity of  j;B.x; y/ (or, equivalently, a bicharac-
teristic curve) is locally described by y D � R x

�k.x/dx and at a virtual turning
point two branches of singularities of  j;B.x; y/ (for example, y D � R x

�k.x/dx and
y D � R x

�l.x/dx with k ¤ l) cross by its definition. Thus we can naturally define
a Stokes curve emanating from a virtual turning point (concretely by = R x

.�k.x/ �
�l.x//dx D 0 in the above situation).
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Remark 6.6 A virtual turning point was first introduced in [2] under the name of
“new turning point”.

Remark 6.7 A crossing point of Stokes curves is highly dependent on the way how
the Borel resummation is performed (for example, it heavily depends on arg
),
whereas the definition of a virtual turning point is independent of the way of
resummation. In this sense a virtual turning point is related to the operator P in
(102) more intrinsically than a new Stokes curve.

Once the definition of virtual turning points is provided, we obtain the following
recipe for finding the proper Stokes geometry of a higher order equation (102).

Recipe 6.8

(a) Draw all Stokes curves that emanate from turning points defined in Defini-
tion 6.1.

(b) Draw the new Stokes curve that emanates from a virtual turning point.
(c) As the portion of a new Stokes curve near a virtual turning point is inert, we

draw the new Stokes curve in (b) by a dotted line until it hits a crossing point of
(new) Stokes curves.

(d) When the new Stokes curve in (b) is of type j > l and it hits a crossing point of
a (new) Stokes curve of type j > k and that of type k > l, we use a solid line to
draw the portion of the new Stokes curve in (b) after passing over the crossing
point.

Practically speaking, Recipe 6.8 is powerful enough to discuss the Stokes
geometry (including new Stokes curves) of a higher order equation (102). However,
it is not complete: As there exist in general infinitely many virtual turning points due
to the existence of fixed singularities, it is necessary to exclude redundant virtual
turning points.

Example

	
d3

dx3
� 6.xC 1/
2 d

dx
C .4xC 2i/
3



 D 0: (119)

As discussed in [2, Example 2.5], (119) has infinitely many virtual turning points.
Among them at most three are non-redundant and Fig. 11 describes the complete
Stokes geometry of (119). (In Fig. 11 wiggly lines designate cuts to define a
root �j.x/ of the characteristic equation associated with (119) as a single-valued
function.)

At present no complete criterion is available for the determination of redundant
virtual turning points. This problem is also related to the Borel summability of WKB
solutions of a higher order equation (102). To establish the Borel summability of
WKB solutions of a higher order equation is still an open problem.

For more detailed explanation of virtual turning points and new Stokes curves
including the connection formula on it, we refer the reader to [25].
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Fig. 11 Complete Stokes geometry of Eq. (119)

Remark 6.9 Honda made a detailed study on the efficiency of Recipe 6.8 and gave
a satisfactory answer to the finiteness of non-redundant virtual turning points. See
[23] and [24] for his study.

Remark 6.10 Recently the Stokes geometry of higher order equations including
new Stokes curves (but no virtual turning points) is investigated under the name
of “spectral networks” also by Gaiotto-Moore-Neitzke [19, 20].

7 Some Recent Developments

In the final section we briefly discuss two recent developments of the exact WKB
analysis, both of which are related to the problem of new Stokes curves and virtual
turning points for higher order ODEs.

Borel Summability of Formal Solutions of Inhomogeneous
Second Order Equations

Let us first discuss the Borel summability of formal solutions of the following
inhomogeneous second order equations:

P D
	

d2

dx2
C 
p.x/ d

dx
C 
2q.x/



 D F.x/; (120)
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where p.x/; q.x/;F.x/ are assumed to be polynomials for the sake of simplicity. As
one can easily confirm, Eq. (120) has a unique formal power series solution of the
form

b D 
�2 2.x/C 
�3 3.x/C � � � ; (121)

whose coefficients  n.x/ (n D 2; 3; : : :) are determined by the recursive relation

q 2 D F; q 3 C p 02 D 0; q n C p 0n�1 C  00n�2 D 0 .n � 4/:

In [29] we showed the following result for the Borel summability of b :

Theorem 7.1 Let �˙.x/ be the roots of �2 C p.x/� C q.x/ D 0, i.e., �˙.x/ D
.�p˙pp2 � 4q/=2.
Case I (The Case Where p.x/ � 0) Assume p.x/ � 0. Then, if a curve
= R x

x0

p�q.x/ dx D 0 passing through x0 does not flow into a turning point (i.e.,

x0 is not located on any Stokes curve of P D 0), then b is Borel summable at
x D x0.

Case II (The Case Where p.x/ 6� 0) Suppose that the following three conditions
are satisfied:

(i) x0 is not located on any Stokes curve of P D 0, that is, a curve = R x
x0
.�C �

��/ dx D =
R x
x0

p
p2 � 4q.x/ dx D 0 passing through x0 does not flow into a

turning point.
(ii) A curve �0˙ defined by

=
Z x

x0

.��
/ dx D =
Z x

x0

p˙pp2 � 4q
2

dx D 0; (122)

that is, a steepest descent path of < R x
x0
.��
/ dx passing through x0, can be

extended to x D1.
(iii) When �0˙ crosses a Stokes curve of P D 0 of type ˙ > � at x D x1, then a

bifurcated path �1
 emanating from x D x1 defined by

=
Z x

x1

.��˙/ dx D 0 (123)

is also extensible to x D1.

If these three conditions (i)–(iii) are satisfied, then b is Borel summable at x D x0.

Remark 7.2 In Case II, if �0˙ and/or �1
 cross other Stokes curves of P D 0,
we further consider additional bifurcated paths emanating from crossing points
similarly defined as in (iii) and impose their extensibility to x D 1.
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An inhomogeneous second order equation can be thought of as a special case
of a third order homogeneous equation. (As a matter of fact, (120) can be written
as .d=dx/.F.x/�1P / D 0.) Hence, Theorem 7.1 suggests the difficulty for
characterizing the Borel summability of formal solutions of higher order equations.

WKB Analysis for Completely Integrable Systems

The following equation is a variant of the BNR equation.

	
d3

dx3
C c

2

2

d

dx
C x

4

3


 D 0; (124)

where a parameter c is introduced into the coefficient of the first order term. Note
that the Pearcey integral

Z
exp

�

.t4 C ct2 C xt/

�
dt

gives a particular solution of (124) (for an appropriate choice of the integration
path). If we regard the parameter c as a new independent variable, we find the
Pearcey integral satisfies the following system of differential equations in two
variables .x1; x2/ D .x; c/:

8̂
ˆ̂<
ˆ̂̂:

	
@3

@x31
C x2
2

2

@

@x1
C x1
4

3


 D 0;

	


@

@x2
� @2

@x21



 D 0:

(125)

Equation (125) can be written also in the form of completely integrable systems of
first order equations as follows:

8̂
ˆ̂̂̂
ˆ̂<
ˆ̂̂̂
ˆ̂̂:


�1
@

@x1
‰ D P.x/‰; P D

0
@ 0 1 0

0 0 1

�x1=4 �x2=2 0

1
A ;


�1
@

@x2
‰ D Q.x/‰; Q D P2 C x2

3
� 

�1

4

0
@0 0 00 0 0

1 0 0

1
A ;

(126)

where‰ is an unknown 3-vector. Here the complete integrability condition of (126)
means


�1
@P

@x2
� 
�1 @Q

@x1
C .PQ �QP/ D 0: (127)
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Equation (126) (or, equivalently, (125)) is called the “Pearcey system” as the
Pearcey integral gives a particular solution of it. In what follows, as the first step
toward the exact WKB theory for completely integrable systems (or holonomic
systems in more recent terminologies), we discuss the exact WKB analysis of the
Pearcey system.

For such a holonomic system with a large parameter 
, making use of the
complete integrability condition (127), we can construct a WKB solution of the
form

 . j/ D exp
Z x

!. j/ (128)

(j D 1; 2; 3 in the case of the Pearcey system), where !. j/ D S. j/dx1 C T. j/dx2 is an
infinite series of the closed 1-form:

S. j/ D 
S. j/�1CS. j/0 C
�1S. j/�1C� � � ; T. j/ D 
T. j/�1CT. j/0 C
�1T. j/�1C� � � : (129)

As a matter of fact, the top order part !. j/�1 D S. j/�1dx1 C T. j/�1dx2 is determined by

some algebraic equations (for example, .S. j/�1;T
. j/
�1/ satisfies

.S. j/�1/
3 C x2

2
S. j/�1 C

x1
4
D 0; T. j/�1 D .S. j/�1/2

in the case of the Pearcey system) and, once !. j/�1 is fixed, the higher order parts

!
. j/
n D S. j/n dx1 C T. j/n dx2 (n � 0) are uniquely determined in a recursive manner.

Turning points and Stokes surfaces are defined in parallel with Definition 6.1.

Definition 7.3

(i) A point a D .a1; a2/ 2 C
2 is said to be a turning point of type . j; k/ if

.!
. j/
�1 � !.k/�1/

ˇ̌
ˇ
xDa
D 0; i.e., S. j/�1.a/ D S.k/�1.a/ a nd T. j/�1.a/ D T.k/�1.a/

(130)

hold for some . j; k/ with j ¤ k.
(ii) A Stokes surface of type . j; k/ is, by definition, a real hypersurface defined by

=
Z x

a
.!

. j/
�1 � !.k/�1/ D 0; (131)

where a D .a1; a2/ is a turning point of type . j; k/.

For example, by straightforward computations we find that the set of turning
points of the Pearcey system is explicitly given by

ƒ D f .x1; x2/ 2 C
2 j 27x21 C 8x32 D 0 g: (132)
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Note also that, by the definition, the section of the Stokes surfaces of the Pearcey
system (125) with x2 D c contains the Stokes curves of the BNR equation (124).

The following result of Hirose impressively shows an advantage of considering
the Pearcey system instead of considering the BNR equation.

Theorem 7.4 (Hirose [21]) The Stokes surface of the Pearcey system (125)
contains not only the Stokes curves of the BNR equation (124) but also its new
Stokes curves in their section with x2 D c.

The reason why the Stokes surface of (125) contains the new Stokes curves of
(124) is the following: If we change the parameter c (or x2) in (124), we encounter
the degenerate configuration where a Stokes curve emanating from a turning point
hits another turning point with different type at some value of c. As was discussed
in [5], the role of a new Stokes curve and that of an ordinary Stokes curve are
interchanged through such a degenerate configuration. Otherwise stated, by the
change of the parameter c a new Stokes curve of (124) is continuously deformed
to an ordinary Stokes curve. Thus, in C

2
.x1;x2/

new Stokes curves and ordinary Stokes
curves are connected and hence the Stokes surface of (125) inevitably contains the
new Stokes curves of (124).

Theorem 7.4 strongly suggests that the exact WKB analysis for holonomic
systems or completely integrable systems may play an important role also in the
analysis of new Stokes curves for higher order ODEs.

Another peculiar feature of the Pearcey system is that the set ƒ of its turning
points has a unique cuspidal singularity at the origin .x1; x2/ D .0; 0/. At this
cuspidal singularity two turning points with different types coalesce. Furthermore,
the virtual turning point of the BNR equation (124) also coalesces there.

For this cuspidal singular point of the Pearcey system Hirose proves the following
intriguing result.

Theorem 7.5 (Hirose [22]) Under some genericity condition every completely
integrable system of two independent variables can be transformed (in the sense
of exact WKB analysis) to the Pearcey system at a cuspidal singularity of the set of
turning points.

For the proof of Theorem 7.5 see [22].
To clarify the implication of Theorem 7.5, let us consider, for example, the

following holonomic system:

8̂
ˆ̂<
ˆ̂̂:

	
@3

@x31
C 2

3
x2


@2

@x21
C 1

3
x1
2

@

@x1
� ˛
3

3


 D 0;

	


@

@x2
� @2

@x21



 D 0:

(133)

Equation (133) is the so-called “.1; 4/-hypergeometric system”, an example of
(confluent) hypergeometric systems of two variables. Note that, when x2 is fixed,
(133) is equivalent to (119) discussed in section “6”.
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By a straightforward computation we confirm that the set of turning points of
(133) has three cuspidal singular points. Then Theorem 7.5 tells us that at each
cuspidal singular point the .1; 4/-hypergeometric system (133) can be transformed
to the Pearcey system. In particular, there exists a virtual turning point that coalesces
with two ordinary turning points with different types at each cuspidal singularity.
These three virtual turning points are all non-redundant and play an important role in
describing the complete Stokes geometry of the higher order ODE (119) discussed
in section “Virtual Turning Points”. In this way the cuspidal singularity of the set of
turning points of a completely integrable system is closely related to the problem of
(non-)redundant virtual turning points of a higher order ODE.

These two results of Hirose brings a new insight to the problem of new Stokes
curves and virtual turning points for higher order ODEs. It is the future problem to
develop the exact WKB analysis for completely integrable systems in a systematic
manner.
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Abstract The equation P34 is closely related to the well-known second Painlevé
equation P2 and some properties of its meromorphic solutions are similar to those
of the solutions of P4: We discuss various value distribution properties of solutions
of P34, including growth, the second main theorem and behaviour towards small
target functions.
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1 Preliminaries

Let us start with the basic definitions and results of the Nevanlinna theory. We apply
the following standard notations (see: [9, 12, 14]). Let

N.r; f / D
Z r

0

.n.t; f / � n.0; f //
dt

t
C n.0; f / log r

be the integrated counting function, where n.r; f / counts the number of poles,
including multiplicity, in the disk of radius r, and let

N.r; f / D
Z r

0

.n.t; f / � n.0; f //
dt

t
C n.0; f / log r

count poles of f ignoring multiplicity. Then

N.r; a; f / WD N.r;
1

f � a
/; N.r; a; f / WD N.r;

1

f � a
/ .a 2 C/

count a-points with and without multiplicity respectively. We also put

N1.r; a; f / WD N.r; a; f / � N.r; a; f /:

Next,

m.r; f / D m.r;1; f / WD 1

2�

Z 2�

0

logC j f .rei�/jd�; logC x D max.0; log x/;

is the mean proximity function and

m.r; a; f / WD m.r;
1

f � a
/

denotes the mean proximity to a 2 C: Then T.r; f / WD m.r; f / C N.r; f / is called
the characteristic function of f .

The following theorems are known as the first and the second main theorems of
Nevanlinna theory.

Theorem 1.1 ([14]) For any function f meromorphic in the disc jzj < R 
 1 the
equality

m.r; a; f /C N.r; a; f / D T.r; f /C �.r; a/

holds for each a 2 C; where j�.r; a/j 
 logC jajC j log jcjjC log 2 and c is the first
non-vanishing coefficient of the Laurent expansion of f � a at zero.
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Theorem 1.2 ([14]) Let fakgk�D1 be a finite set of pairwise distinct complex
numbers and let f be a meromorphic function. The inequality

m.r; f /C
kX

�D1
m.r; a�; f / 
 2T.r; f / � .N.r; 1

f 0
/C 2N.r; f /� N.r; f 0//

CO.logT.r; f /C log r/

holds true for all r!1; possibly except for r in a set E of finite linear measure.

In the standard way we define ı.a; f /, the defect of f at a value a 2 C;

ı.a; f / D lim inf
r!1

m.r; a; f /

T.r; f /
D 1� lim sup

r!1
N.r; a; f /

T.r; f /
:

If ı.a; f / > 0 we say that the value a is defective (in the sense of Nevanlinna). As
a result of the first and the second main theorems of Nevanlinna, the set EN. f / of
defective values of a meromorphic function f is at most countable and the following
relations are true:

0 
 ı.a; f / 
 1;
X
a2C

ı.a; f / 
 2:

The order of a meromorphic function f is defined by

%. f / WD lim sup
r!1

logT.r; f /

log r
:

We say that � W .0;C1/! R is S.r; f / if

�.r/ D o.T.r; f // .r!1; r … E/;

where E is a set of finite linear measure. For meromorphic functions a; f , we say
that a is small with respect to f if T.r; a/ D S.r; f /: Meromorphic functions small
with respect to a meromorphic function f are sometimes called small targets of f .
The Nevanlinna functions for small targets are defined similarly as for constants.
Namely, if f is a meromorphic function and a is a meromorphic small target of f ,
then we put

N.r; a; f / WD N.r;
1

f � a
/; m.r; a; f / WD m.r;

1

f � a
/; ı.a; f / D ı.1; 1

f � a
/:

Attempts to prove the second main theorem for small target functions were
initiated by Nevanlinna and his theorem on three small functions. The most
important results belong to Yang, who applied the notion of spread [30], Chuang,
with the estimate for entire functions [1], Osgood, who applied algebraic methods
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[16], Frank and Weissenborn, who applied a Wronskian to obtain the result for
rational small targets [4], and Steinmetz with his result for small targets in general
[25]. The exact analogue of the second main theorem was finally obtained by
Yamanoi in 2004.

Theorem 1.3 ([29]) Let f be a nonconstant meromorphic function on C and let
a1; : : : ; aq be distinct small meromorphic functions of f : Then we have the second
main theorem,

.k � 2/T.r; f / 

kX

�D1
N.r; a�; f /C S.r; f /;

and the defect relation,

X
a2S. f /

.ı.a; f /C �.a; f // 
 2;

where �.a; f / WD lim inf
r!1

N.r;1=. f�a//
T.r;f / and S. f / denotes the set of all small meromor-

phic functions of f :

2 Main Results

The second Painlevé equation is given by

f 00 D 2f 3 C zf C ˛; .P2/

where ˛ is an arbitrary complex parameter and f D f .z/. The solutions of this
equation are meromorphic functions in the sense that every local solution has a
continuation to a function meromorphic in C: For recent proofs see: Hinkkanen
and Laine [10], Steinmetz [26] and Shimomura [23]. The solutions are also known
to be of finite order [20, 22, 27]. The deficiencies and ramification indices of
transcendental solutions have been estimated both in case of P2 and other Painlevé
equations. The estimates of deficiencies for P2 are due to Schubart [17] and
Schubart and Wittich [18]. In case of transcendental meromorphic solutions of P2
the inequality in the second main theorem becomes an asymptotic equality (see:
[7, 12]). There are also estimates concerning defects from small target functions
[19, 21].

In general, the Nevanlinna theory has wide applications in the theory of both
linear and nonlinear ordinary differential equations in the complex plane [12]. There
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are also attempts to study the global behaviour of solutions of nonlinear differential
equations (e.g., [8]).

In this paper we are particularly interested in equation P34; also called equation
XXXIV in [11, Chap. 14]. Equation P34 is the second order nonlinear ordinary
differential equation of the form

f 00 D . f 0/2

2f
C Bf .2f � z/� A

2f
; (1)

where A and B are fixed complex parameters. We shall omit the case B D 0 due to
the integrability of the equation (the solution is polynomial).

Equation (1) is related to the second Painlevé equation P2 in the following way
(see: [5]). Equation P2 admits a Hamiltonian formulation [15]. If

H D 1=2f 2 � .g2 C z=2/f � .˛ C 1=2/g

is a Hamiltonian of the system

dg

dz
D @H

@f
;

df

dz
D �@H

@g
;

then by eliminating the function

f D .zC 2g2 C 2g0/=2; (2)

the function g satisfies P2. By eliminating

g D .2f 0 � 2˛ � 1/=.4f / (3)

between these equations, it is easy to show that the function f satisfies Eq. (1) with
A D .2˛C1/2=4; B D 1: Clearly, since solutions of P2 are meromorphic in C, then
the solutions of P34.A; 1/ are also meromorphic.

Equation P34 has a scaling symmetry: if f .z/ is a solution of P34 with the
parameters A; 1, then B�1=3f .B1=3z/ is a solution of P34 with the parameters A and B.
Thus it follows from the relationship with P2 that for any choice of the parameters
A;B the solutions of P34.A;B/ are meromorphic and of finite order of growth.

Theorem 2.1 The solutions of the equation P34 are meromorphic functions of finite
order of growth.

The order of a solution of the second Painlevé equation is less or equal to 3 (see:
[20, 22, 27]). Thus we may formulate the following statement.

Corollary 2.2 If f is a solution of P34, then %. f / 
 3:
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Let us now present some value distribution properties of the solutions of P34:
First, we reformulate the results concerning the distribution of a-points .a 2 C/ of
a transcendental solution of (1) which we proved in [2]. Here, by Theorem 2.1, we
take into account the finiteness of order of meromorphic solutions of the equation.

Theorem 2.3 ([2]) Transcendental meromorphic solutions of P34.A;B/ satisfy the
following conditions:

1. m.r; f / D O.log r/ and ı.1; f / D 0I
2. m.r; 1=. f � a// D O.log r/ and ı.a; f / D 0 for all a 2 C n f0gI
3. if A ¤ 0; then m.r; 1=f / D O.log r/ and ı.0; f / D 0I
4. if A D 0, then m.r; 1=f / 
 1

2
T.r; f /C O.log r/ and ı.0; f / 
 1

2
:

From point 1 of Theorem 2.3 we easily get the following corollary.

Corollary 2.4 The equation P34 does not admit transcendental entire solutions.

We remark that an arbitrary solution of P34.A;B/, B ¤ 0, has double poles.
Around a pole z D z0 we have the following Laurent series expansion with � D
z � z0:

f .z/ D 2

B�2
C z0
3
C �

2
C a2�

2 C Bz0�3

18
C : : : ; (4)

where a2 is arbitrary. Around a zero z D z0 we have

f .z/ D "pA.z � z0/C a2.z � z0/
2 C : : : ; "2 D 1; (5)

where a2 is an arbitrary constant.
The second main theorem for transcendental meromorphic solutions of P34;

similarly to the second and fourth Painlevé equations, has the form of an asymptotic
equality.

Theorem 2.5 Let f be an arbitrary transcendental meromorphic solution of P34.A;
B/; A;B 2 C: Then

m.r; 1=f /C N.r; 1=f 0/C N1.r; f / D 2T.r; f /C O.log r/ .r!1/:

If, in addition, A ¤ 0, then

N.r; 1=f 0/C N1.r; f / D 2T.r; f /C O.log r/ .r!1/:

The following result gives estimates of defects of a transcendental meromorphic
solution of P34 with respect to small target functions.
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Theorem 2.6 Let a and f be arbitrary transcendental meromorphic solutions of
P34.A; B/; A;B 2 C; such that T.r; a/ D S.r; f /. Then

m.r;
1

f � a
/ 
 1

2
T.r; f /C O.log rC T.r; a// and ı.a; f / 
 1

2
:

If a does not solve P34 and T.r; a/ D S.r; f /, where f is an arbitrary transcendental
meromorphic solutions of P34.A; B/, then

m.r;
1

f � a
/ D O.log rC T.r; a// and ı.a; f / D 0:

3 Auxiliary Results

Before proving the main results, we formulate several necessary well-known
theorems. The lemma on the logarithmic derivative is as follows.

Lemma 3.1 ([6, Chap. 3]) If f is a meromorphic function, then

m.r;
f 0

f
/ D O.log rT.r; f // .r!1/

possibly apart from r in a set E � .0;1/ of finite linear measure. For functions of
finite order the following equality holds:

m.r;
f 0

f
/ D O.log r/ .r!1/:

Lemma 3.2 ([28]) Let f be a meromorphic function in C of order %: Then its
derivative f 0 is also of order %:

In the proofs of the main results we shall use the following version of the original
lemma by Clunie (see: [3]).

Lemma 3.3 ([7, App. B], [12, Chap. 2]) Let f be a transcendental meromorphic
function of finite order such that

f pC1 D Q.z; f /; p 2 N;

where Q.z; u/ is a polynomial in u and its derivatives with meromorphic coefficients
b� .� 2 M/: If the total degree of Q.z; u/ as a polynomial in u and its derivatives
does not exceed p, then

m.r; f / D O.
X
�2M

m.r; b�//CO.log r/ .r!1/:
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Let us now recall the well-known result of A.Z. Mohon’ko and V.D. Mohon’ko.

Lemma 3.4 ([13], [7, App. B]) Let F.z; u/ be a polynomial in u and its derivatives
with meromorphic coefficients b� .� 2 M/: Suppose that f is a transcendental
meromorphic function of finite order such that F.z; f / D 0 and let c 2 C: If
F.z; c/ 6� 0, then

m.r;
1

f � c
/ D O.

X
�2M

T.r; b�//C O.log r/ .r!1/:

Lemma 3.5 ([6, Chap. 1]) Let f be a meromorphic function and f1.z/ D f .Az/,
where A ¤ 0: Then

m.r; f1/ D m.jAjr; f /;
N.r; f1/ D N.jAjr; f / � n.r; 0; f / ln jAj;
T.r; f1/ D T.jAjr; f / � n.r; 0; f / ln jAj;

where n.r; 0; f / is the multiplicity of a pole at zero.

Lemma 3.6 ([7, Chap. 3]) Let f be an arbitrary transcendental meromorphic
function satisfying

m.r; f 0/ D O.log r/ .r!1/ and m.r;
f

f 0
/ D O.log r/ .r!1/:

Then

m.r; 1=f /C N.r; 1=f 0/ D N.r; f 0/C O.log r/:

4 Proofs of the Main Results

Proof of Theorem 2.1

Let g be a transcendental meromorphic solution of P2.˛/ .˛ 2 C/: By (2), the
function

f D g2 C g0 C z

2

is then a transcendental meromorphic solution of P34.A; 1/; where

A D .2˛ C 1/2
4

:
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Applying elementary properties of the characteristic function of the sum and product
of functions, properties of the counting function, and the estimate of growth of
rational functions, we get

T.r; f / 
 T.r; g2/C T.r; g0/C T.r;
z

2
/C O.1/


 2T.r; g/C m.r; g0/C N.r; g0/C O.log r/


 2T.r; g/C m.r; g/C m.r;
g0

g
/C 2N.r; g/C O.log r/:

Now, as g is of finite order, by Lemma 3.1 we obtain

T.r; f / 
 4T.r; g/C O.log r/ .r!1/:

It follows that the order of f is also finite and fulfills the inequality

%. f / 
 %.g/: (6)

By (3) and (2), each solution f of the equation P34.A; 1/ is of the form

f D g2 C g0 C z

2
;

with g being a solution of P2: Thus all solutions of P34.A; 1/ fulfill the inequality (6)
for a certain solution g of P2:

Let us now consider the equation P34.A;B/: If f .z/ is a solution of this equation,
then, by the scaling symmetry, f1.z/ D B1=3f .B�1=3z/ is a solution of P34.A; 1/: Thus
f1 is of finite order. By Lemma 3.5

%. f / D %. f1/

and the function f is also of finite order.

Proof of Theorem 2.5

For the sake of completeness we begin with showing the points 1 and 3 of
Theorem 2.3.

1. Let f be a transcendental meromorphic solution of the equation P34.A;B/. We
write the equation in the form

f pC1 D Q.z; f /;
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where p D 2 and

Q.z; f / D 1

2B
ff 00 � 1

4B
. f 0/2 C 1

2
zf 2 C A

4B
:

We can see that the coefficients of Q.z; f / are constant or polynomial and the
degree of Q.z; f / with respect to f and its derivatives equals 2: Thus, since f is of
finite order, the conditions of Theorem 3.3 are fulfilled, so we obtain

m.r; f / D O.log r/ .r!1/:

3. We put

F.z; f / WD 2ff 00 � . f 0/2 � 4Bf 3 C 2Bzf 2 C A: (7)

The equality F.z; 0/ � 0 is possible only if A D 0: The coefficients of F.z; f / are
constant or polynomial. Thus, if A ¤ 0; then by Lemma 3.4 we get

m.r;
1

f
/ D O.log r/ .r!1/:

The proof of Theorem 2.5 now follows similar lines as the proof of Theorem 11.3
in [7]. Let A;B 2 C be fixed and let us put the equation P34.A;B/ in the form
F.z; f / � 0; where F.z; f / is as defined in (7).

Computing F0

ff 0

, we obtain

f

f 0
D 6f � 1

B

f 000

f 0
� 2z:

Applying the properties of the mean proximity function we get

m.r;
f

f 0
/ 
 m.r; f /C m.r;

f 000

f 0
/C O.log r/


 m.r; f /C m.r;
f 000

f 00
/C m.r;

f 00

f 0
/C O.log r/:

As f is of finite order, it follows from Lemma 3.2 that f 0 and f 00 are of finite order as
well. Applying point 1 of Theorem 2.3 to f and Lemma 3.1 to f 0 and f 00 we get,

m.r;
f

f 0
/ D O.log r/ .r!1/:
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Moreover, by point 1 of Theorem 2.3 and Lemma 3.1 again,

m.r; f 0/ 
 m.r;
f 0

f
/C m.r; f / D O.log r/:

Thus, if f is a transcendental meromorphic solution of P34.A;B/, the conditions
of Lemma 3.6 are fulfilled, so we have

m.r; 1=f /C N.r; 1=f 0/ D N.r; f 0/C O.log r/:

By the expansion (4) a solution f of P34 has only double poles, so

N1.r; f / D N.r; f / � N.r; f / D 1

2
N.r; f /;

N.r; f 0/ D 3

2
N.r; f /:

This way we obtain the equality

m.r; 1=f /C N.r; 1=f 0/C N1.r; f / D N.r; f 0/C N1.r; f /C O.log r/

D 2T.r; f /C O.log r/ .r!1/:

It remains to notice that, if A ¤ 0; by point 3 of Theorem 2.3 for a transcendental
solution of P34.A;B/

m.r;
1

f
/ D O.log r/ .r!1/:

Proof of Theorem 2.6

The proof follows similar lines as in [21] (see also [24]). Let f be a transcendental
meromorphic solution of P34.A;B/ and let a be a meromorphic function such that
T.r; a/ D S.r; f /: We put g.z/ WD f .z/ � a.z/: Then, as the equality (1) holds for f ,
we have for g

g.z/3 D 1

4B
f2.g.z/C a.z//g00.z/ � g0.z/2 � 2a0.z/g0.z/C .2Bz� 12Ba.z//g.z/2

C .2a00.z/� 12Ba2.z/C 4Bza.z//g.z/C F.z; a/g;
(8)

where F is defined as in (7).
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By elementary properties of the mean proximity function and the fact that a is of
finite order,

m.r; an/ D O.m.r; a//; m.r; a.n// D O.m.r; a//C O.log r/ .r!1/:

If we put

Q.z; g/ D 1

4B
f2.g.z/C a.z//g00.z/ � g0.z/2 � 2a0.z/g0.z/C .2Bz� 12Ba.z//g.z/2

C .2a00.z/� 12Ba2.z/C 4Bza.z//g.z/C F.z; a/g;

then by Lemma 3.3 we obtain

m.r; f � a/ D m.r; g/ D O.log rC m.r; a//: (9)

Let us now assume that F.z; a/ 6� 0: Then if we put a constant c D 0 in place of
g.z/ we can see that c does not solve Eq. (8). Thus, by Lemma 3.4, we get

m.r;
1

f � a
/ D m.r;

1

g
/ D O.log rC T.r; a// .r!1/: (10)

Let now F.z; a/ � 0: It means that a.z/ is a solution of P34: In this case we
consider an auxiliary function

G.z/ WD .g0.z/C a0.z//2

.g.z/C a.z//
�2Bg.z/2C2B.z�2a.z//g.z/C Ag.z/

a.z/.g.z/C a.z//
� a
0.z/2

a.z/
:

Then we differentiate and apply the fact that both g.z/C a.z/ and a.z/ are solutions
of (1) to obtain

G0.z/ D 2Bg.z/: (11)

We put

H.z/ WD G.z/

g.z/
: (12)

Then we replace .g0.z/C a.z//2=.g.z/C a.z// and a00.z/ using (1) and get

H.z/ D 2g
00.z/
g.z/

� 6Bg.z/� 12Ba.z/C 4Bz:
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By elementary properties of the mean proximity function,

m.r;H/ 
 m.r;
g00

g
/C m.r; g/C m.r; a/C O.log r/:

As f is of finite order and a is small with respect to f , also g is of finite order. It
follows from Lemma 3.1, that

m.r;
g00

g
/ 
 m.r;

g00

g0
/C m.r;

g0

g
/ D O.log r/ .r!1/:

Moreover, by (9) m.r; g/ D O.log rC m.r; a//: This way we obtain

m.r;H/ D O.log rC m.r; a// .r!1/: (13)

From the expansion (4) we know that all the poles of f and a, as the solutions of
P34, are double, so all the poles of g are also double. Also the expansion (4) shows,
the points where both f and a have poles are not the poles of g: Thus we have poles
of g belonging to two sets:

P D fz W f .z/ D 1; a.z/ ¤ 1g or P0 D fz W f .z/ ¤ 1; a.z/ D 1g:

We put

NP.r; g/ WD
Z r

0

ŒnP.t; g/ � nP.0; g/�
dt

t
C nP.0; g/ log r;

where nP.t; g/ is the number of poles of g in fz W jzj 
 tg \ P; counted with
multiplicity and nP.0; g/ is the multiplicity of a pole of g at zero, if 0 2 P: We also
put

NP0.r; g/ WD
Z r

0

ŒnP0.t; g/ � nP0.0; g/�
dt

t
C nP0.0; g/ log r;

where nP0.t; g/ is the number of poles of g in fz W jzj 
 tg \ P0; counted with
multiplicity and nP0.0; f / is the multiplicity of a pole at zero, if 0 2 P0: It follows
that

N.r; g/ D NP.r; g/C NP0.r; g/ 
 NP.r; g/C T.r; a/: (14)

Moreover,

g0.z/
g.z/

H.z/C H0.z/ D G0.z/
g.z/

D 2B:
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Thus, if z0 is a pole of g and z0 2 P, then H is analytic at z0 with the expansion

H.z/ D �2B.z� z0/C
1X
nD2

bn.z � z0/
n .bn 2 C/:

Notice that, by definition (12), if H.z/ � 0; then also G.z/ � 0: Thus, by (11),
it means that g.z/ � 0; which contradicts the assumption that g is transcendental.
Then, as the zeros of H at the poles of g are simple,

1

2
NP.r; g/ 
 N.r;

1

H
/ 
 T.r;H/C O.1/: (15)

By definition (12), the poles of H may appear only at the poles of G or the zeros of g:
From (11) we can see that the poles of G may appear only at the poles of g:As H has
zeros at the poles of g; we need only to take into account the poles of H at the zeros
of g: The function g has a zero at a point z0 in three cases: if f .z0/ D a.z0/ ¤ 0;1;
if f .z0/ D a.z0/ D 0 or, by the expansion (4), if both f and a have a pole at z0: We
put

S WD fz 2 C W f .z/ D a.z/ D c; c 2 C n f0gg;

S0 WD fz 2 C W f .z/ D a.z/ D 0g;

S00 WD fz 2 C W f .z/ D a.z/ D 1g:

We also put

NS.r;
1

g
/ WD

Z r

0

ŒnS.t;
1

g
/ � nS.0;

1

g
/�
dt

t
C nS.0;

1

g
/ log r;

where nP.t; 1g / is the number of zeros of g in fz W jzj 
 tg \ S; counted with

multiplicity and nS.0;
1
g / is the multiplicity of a zero of g at zero, if 0 2 S: Similarly,

we define NS0.r; 1g / and NS00.r; 1g /: This way we have

N.r;
1

g
/ D NS.r;

1

g
/C NS0.r;

1

g
/C NS00.r;

1

g
/:

It is easy to notice that by (4) and (5),

NS0.r;
1

g
/ D O.T.r; a// and NS00 .r;

1

g
/ D O.T.r; a//:
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Thus we have

N.r;
1

g
/ D NS.r;

1

g
/C O.T.r; a//:

As f and a are solutions of P34, by simple computations we get that unless f � a;
which cannot be as T.r; a/ D S.r; f /; the zeros of f � a in S must be simple. Indeed,
assuming that f .z0/ D a.z0/ D c ¤ 0 and f 0.z0/ D a0.z0/, by (1) we get

2cf 00.z0/ D . f 0.z0//2 C 4Bc3 � 2Bz0c2 � A

and

2ca00.z0/ D .a0.z0//2 C 4Bc3 � 2Bz0c � A:

Subtracting the equations we get

2c. f 00.z0/� a00.z0// D . f 0.z0//2 � .a0.z0//2;

which means that, by our assumption, also f 00.z0/ D a00.z0/: Next, we differentiate
(1) to get

2ff 000 D 12Bf 2f 0 � 4Bzff 0 � 2Bf 2:

By assumption, at z0 we have

2cf 000.z0/ D 12Bc2f 0.z0/ � 4Bz0cf 0.z0/ � 2Bc2

and

2ca000.z0/ D 12Bc2a0.z0/� 4Bz0ca0.z0/� 2Bc2;

which, after subtracting the equations, shows that f 000.z0/ D a000.z0/: The equality of
the higher order derivatives of f and a at z0 follows in a similar way. Thus f � a;
which is a contradiction. Hence the zeros of f � a in S are indeed simple.

By the definition of G and (11), if z0 2 S, then G is analytic at z0: Then the pole
of H at z0 must be simple. Thus, applying the first main theorem, we have

N.r;H/ 
 NS.r;
1

g
/C O.T.r; a// 
 T.r; g/� m.r;

1

g
/C O.T.r; a//: (16)
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It follows from (15) and then (16) that

1

2
NP.r; g/ 
 m.r;H/C N.r;H/C O.1/


 m.r;H/C T.r; g/� m.r;
1

g
/C O.T.r; a//:

By (14) we have

1

2
N.r; g/ 
 1

2
NP.r; g/C 1

2
T.r; a/


 m.r;H/C T.r; g/ � m.r;
1

g
/C O.T.r; a//:

Thus, we get

m.r;
1

g
/ 
 T.r; g/ � 1

2
N.r; g/C m.r;H/C O.T.r; a//

D 1

2
T.r; g/C 1

2
m.r; g/C m.r;H/C O.T.r; a//:

Applying (9), (13) and the fact that g D f � a leads to

m.r;
1

f � a
/ 
 1

2
T.r; f /C O.log rC T.r; a//:

Together with (10) this completes the proof.
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Towards the Convergence of Generalized Power
Series Solutions of Algebraic ODEs

Renat R. Gontsov and Irina V. Goryuchkina

Abstract The aim of this work is to provide another proof of the sufficient
condition of the convergence of a generalized power series (with complex power
exponents) formally satisfying an algebraic (polynomial) ordinary differential
equation. This proof is based on the implicit mapping theorem for Banach spaces
rather than on the majorant method used in our previous proof. We also discuss
some examples of a such type formal solutions of Painlevé equations.

Keywords Algebraic ODE • Convergence • Formal solution • Generalized
power series

Mathematics Subject Classification (2000). Primary 34M25; Secondary 34A25

1 Introduction

Let us consider an ordinary differential equation (ODE)

F.z; u; ıu; : : : ; ımu/ D 0 (1)

of order m with respect to the unknown u, where F.z; u0; u1; : : : ; um/ 6� 0 is a
polynomial of mC 2 variables, ı D z d

dz .
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In the paper we study generalized power series solutions of (1) of the form

' D
1X
nD0

cnz
sn ; cn 2 C; sn 2 C; (2)

with the power exponents satisfying conditions

0 6 Re s0 6 Re s1 6 : : : ; lim
n!1Re sn D C1

(the latter, in particular, implies that a set of exponents having a fixed real part is
finite).

Note that substituting the series (2) into Eq. (1) makes sense, as only a finite
number of terms in ' contribute to any term of the form czs in the expansion of
F.z; ˆ/ D F.z; '; ı'; : : : ; ım'/ in powers of z. Indeed, ıj' DP1nD0 cnsjnzsn , and an
equation s D sn0 C sn1 C : : :C snl has a finite number of solutions .sn0 ; sn1 ; : : : ; snl /,
since 0 6 Re sn ! C1. Furthermore, for any integer N an inequality Re.sn0 C
sn1 C : : : C snl/ 6 N has also a finite number of solutions, so that powers of z
in the expansion of F.z; ˆ/ can be ordered by the increasing of real parts. Thus,
one may correctly define the notion of a formal solution of (1) in the form of a
generalized power series. In particular, the Painlevé III, V, VI equations are known
to have such formal solutions (see [2, 5, 7, 8, 10–13]). Their convergence in sectorial
domains near zero is also proved in some of those papers. Here we are interested in
convergence for an equation of the general form (1).

There is the following sufficient condition [4] of the convergence of a generalized
power series solution of (1).

Theorem 1.1 Let the generalized power series (2) formally satisfy Eq. (1),
@F
@um
.z; ˆ/ ¤ 0, and for each i D 0; 1; : : : ;m one have

@F

@ui
.z; ˆ/ D Aiz

� C Biz
�i C : : : ; Re�i > Re�; Am ¤ 0: (3)

Then for any sector S of sufficiently small radius with the vertex at the origin and of
the opening less than 2� , the series ' converges uniformly in S.

In this paper we propose a shorter proof of Theorem 1.1 based on the implicit
mapping theorem, whereas in the original proof in [4] we used the majorant method.
In the case of integer powers sn D n 2 ZC, Theorem 1.1 was obtained by Malgrange
[9], and in the case of real powers sn 2 R this theorem was formulated in a somewhat
different form in [1, Theorem 3.4].
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2 Auxiliary Lemmas

The proof of Theorem 1.1 is preceded by some auxiliary lemmas which have been
proved in [4].

Lemma 2.1 Under the assumptions of Theorem 1.1, there exists an integer �0 > 0
such that for any integer � > �0 satisfying Re.s�C1 � s�/ > 0, a transformation

u D
�X

nD0
cnz

sn C zs�v (4)

reduces Eq. (1) to an equation of the form

L.ı/v C N.z; v; ıv; : : : ; ımv/ D 0; (5)

where

– L is a polynomial of degree m,
– L.s/ ¤ 0 for any s with Re s > 0, and
– N is a finite linear combination of monomials of the form

zˇvq0 .ıv/q1 : : : .ımv/qm ; ˇ 2 C; Reˇ > 0; qi 2 ZC:

As follows from the form of the transformation (4), the reduced Eq. (5) has a
generalized power series solution  D P1

nD�C1 cnzsn�s� . The second auxiliary
lemma describes a structure of the set of power exponents sn � s� 2 C of this
series.

Let us define an additive semi-group � generated by a (finite) set of power
exponents of the variable z containing in N.z; v; ıv; : : : ; ımv/, and let r1; : : : ; rl be
generators of this semi-group, that is,

� D fm1r1 C : : :C mlrl j mi 2 ZC;
lX

iD1
mi > 0g; Re ri > 0:

Lemma 2.2 All the numbers sn � s�, n > �C 1, belong to the semi-group � .

We may assume that the generators r1; : : : ; rl of � are linearly independent over
Z. This is provided by the following lemma.

Lemma 2.3 There are complex numbers 
1; : : : ; 
� linearly independent over Z,
such that all Re 
i > 0, and an additive semi-group � 0 generated by them contains
the above semi-group � generated by r1; : : : ; rl.
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3 Proof of Theorem 1.1

For the simplicity of exposition we assume that the semi-group � is generated by
two numbers:

� D fm1r1 C m2r2 j m1;m2 2 ZC; m1 C m2 > 0g; Re r1; Re r2 > 0:

In the case of an arbitrary number l of generators all constructions are analogous,
only multivariate Taylor series in l rather than in two variables are involved.

We should establish the convergence of the generalized power series

 D
1X

nD�C1
cnz

sn�s� ;

which satisfies the equality

L.ı/ C N.z;  ; ı ; : : : ; ım / D 0: (6)

According to Lemma 2.2, all the exponents sn � s� belong to the semi-group �:

sn � s� D m1r1 C m2r2; .m1;m2/ 2 M � Z
2C n f0g;

for some set M such that the map n 7! .m1;m2/ is a bijection from N n f1; : : : ; �g
to M. Hence,

 D
X

.m1;m2/2M
cm1;m2z

m1r1Cm2r2 D
X

.m1;m2/2Z2
C

nf0g
cm1;m2z

m1r1Cm2r2

(in the last series one puts cm1;m2 D 0, if .m1;m2/ 62 M).
Now we define a natural linear map � W CŒŒz� ��! CŒŒz1; z2��� from the C-algebra

of generalized power series with exponents in � to the C-algebra of Taylor series in
two variables without a constant term,

� W
X

�Dm1r1Cm2r22�
a� z

� 7!
X

�Dm1r1Cm2r22�
a� z

m1
1 zm22 :

As follows from the linear independence of the generators r1; r2 over Z,

�.
1
2/ D �.
1/�.
2/ 8
1; 
2 2 CŒŒz� ��;
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hence � is an isomorphism. The differentiation ı W CŒŒz� �� ! CŒŒz� �� naturally
induces a linear bijective map � of CŒŒz1; z2��� to itself,

� W
X
�2�

a� z
m1
1 zm22 7!

X
�2�

� a� z
m1
1 zm22 ;

which clearly satisfies � ı � D � ı ı, so that the following commutative diagram
holds:

CŒŒz� ��
ı�! CŒŒz� ��

# � # �
CŒŒz1; z2���

��! CŒŒz1; z2���

Thus we have the representation

Q D �. / D
X
�2�

c� z
m1
1 zm22

of the formal solution  of (5) by a multivariate Taylor series, where c� D cm1;m2
for every � D m1r1 C m2r2. Now we apply the map � to the both sides of the
equality (6) and obtain a relation for Q :

L.�/ Q CeN.z1; z2; Q ;� Q ; : : : ; �m Q / D 0; (7)

where eN.z1; z2; u0; : : : ; um/ is a polynomial such that eN.0; 0; u0; : : : ; um/ � 0.
We conclude the proof of Theorem 1.1 establishing the convergence of the

bivariate Taylor series Q , which represents the generalized power series  and
satisfies the relation (7). We use the dilatation method based on the implicit mapping
theorem for Banach spaces. This was originally used by Malgrange [9] for proving
Theorem 1.1 in the case of integer powers sn D n 2 ZC.

Let us define the following Banach spaces Hj of (formal) Taylor series in two
variables without a constant term:

Hj D
n

 D

X
�2�

a�z
m1
1 zm22 j

X
�2�
j� jj ja� j < C1

o
; j D 0; 1; : : : ;m;

with the norm

k
kj D
X
�2�
j� jj ja� j D k�j
k0:

(The completeness of each Hj is checked in a way similar to that how one checks
the completeness of the space l2; see, for example, [3, Chap. 6, Sect. 4].) One clearly
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has Hm � Hm�1 : : : � H0 and

� W Hj ! Hj�1; j D 1; : : : ;m;

are continuous linear mappings.
We recall below the implicit mapping theorem for Banach spaces (see [3,

Theorem 10.2.1]).
Let E , F , G be Banach spaces, A an open subset of the direct product E �F , and

h W A ! G a continuously differentiable mapping. Consider a point .x0; y0/ 2 A
such that h.x0; y0/ D 0 and @h

@y .x0; y0/ is a bijective linear mapping from F to G.
Then there are a neighbourhood U0 � E of the point x0 and a unique continuous

mapping g W U0 ! F such that g.x0/ D y0, .x; g.x// 2 A, and h.x; g.x// D 0 for
any x 2 U0.

We will apply this theorem to the Banach spaces C, Hm, H0, and to the mapping
h W C � Hm ! H0 defined by

h W .�; 
/ 7! L.�/
C eN.�z1; �z2; 
;�
; : : : ; �m
/;

with L and eN coming from (7). This mapping is continuously differentiable,
moreover h.0; 0/ D 0, and @h

@

.0; 0/ D L.�/ is a bijective linear mapping from

Hm to H0. Indeed,

L.�/ W a� zm11 zm22 7! a�L.�/z
m1
1 zm22 .D 0” a� D 0/;

therefore kerL.�/ D f0g (recall that L.�/ ¤ 0 for any � with Re � > 0). In the
same time, if

P
�2� a�z

m1
1 zm22 2 H0, then

P
�2�.a�=L.�// z

m1
1 zm22 2 Hm, that is, the

image of L.�/ coincides with H0.
Hence, by the implicit mapping theorem, there are a real number 
 > 0 and



 2 Hm such that

L.�/

 C eN.
z1; 
z2; 

;�

 : : : ; �m

/ D 0:

Making the change of variables .z1; z2/ 7! . z1


; z2


/, which induces an automorphism


.z1; z2/ 7! 
. z1


; z2


/ of CŒŒz1; z2��� commuting with �, one can easily see that the

above relation implies that the power series 

.
z1


; z2


/ satisfies the same equality (7)

as Q DP�2� c� z
m1
1 zm22 does. Hence, these two series coincide (the coefficients of a

series satisfying (7) are determined uniquely by this equality) and Q has a non-zero
radius of convergence. This implies (substitute z1 D zr1 , z2 D zr2 remembering that
Re r1, Re r2 > 0) the convergence of the series

X
�2�

c� z
� D

1X
nD�C1

cnz
sn�s�
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for any z from a sector S of sufficiently small radius with the vertex at the origin and
of the opening less than 2� , whence Theorem 1.1 follows.

4 Examples

As was mentioned in Introduction, for the Painlevé III, V, VI equations, their
generalized power series solutions of the form (2) converge in some sectorial
domains near the origin. This is proved in each case mainly by using a kind of
majorant series. Here we give examples of such formal solutions and illustrate how
Theorem 1.1 can be applied to prove their convergence.

Let us consider the Painlevé III equation with the parameters a D b D 0, c D
d D 1:

d2u

dz2
D 1

u

	
du

dz


2
� 1

z

du

dz
C u3 C 1

u
:

Rewritten in the form (1), this becomes

u ı2u � .ıu/2 � z2u4 � z2 D 0 or F.z; u; ıu; ı2u/ D 0; (8)

where

F.z; u0; u1; u2/ D u0u2 � u21 � z2.u40 C 1/:

As known [5, 12], Eq. (8) has a two-parametric family of formal solutions

' D crz
r C

X
s2K

csz
s; (9)

where cr ¤ 0 is an arbitrary complex number and r is any complex number with
�1 6 Re r 6 1. The other coefficients cs are determined uniquely by cr, and the set
K of power exponents is of the form

K D frC m1.1 � r/C m2.1C r/ j m1;m2 2 ZC;m1 C m2 > 0g:

Denote r D 
C i� . There are two essentially different types of formal solutions in
the family above.

1) Solutions with 
 2 .�1; 1/. For any solution of such type there is only a finite
number of exponents s D r C m1.1 � r/ C m2.1 C r/ with a fixed real part
Re s D 
Cm1.1�
/Cm2.1C
/, since 1�
 and 1C
 are positive. Therefore,
such solutions are of the form (2), and we will apply Theorem 1.1 to prove their
convergence.
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2) Solutions with 
 D ˙1. For any solution of such type there are infinitely many
exponents s D rCm1.1�r/Cm2.1Cr/ with a fixed real part Re s D 
Cm1.1�

/Cm2.1C 
/, since the latter depends only on one of the two indexes m1, m2.
Therefore, such solutions are not generalized power series of the form (2), and
Theorem 1.1 cannot be used for studying their convergence. In fact, such series
diverge along some rays coming to the origin, which will be explained below.

Let us consider a formal solution ' of the first type. To prove the convergence
of ' in sectors of small radius, it is sufficient to find the partial derivatives @F

@u0
, @F
@u1

,
@F
@u2

along ' and verify the assumption (3). Note that in this case Re s > 
 for any
s 2 K. One has

@F

@u0
D u2 � 4z2u30;

@F

@u1
D �2u1; @F

@u2
D u0:

Hence,

@F

@u2
.z; ˆ/ D ' D crz

r C
X
s2K

csz
s; cr ¤ 0; Re s > 
 8s 2 K;

@F

@u1
.z; ˆ/ D �2 ı' D �2r crzr �

X
s2K

2s csz
s; Re s > 
 8s 2 K;

@F

@u0
.z; ˆ/ D ı2' � 4z2'3:

To prove the convergence of ', it is remaining to find first terms of the expansion of
@F
@u0
.z; ˆ/. Since

ı2' D r2crz
r C

X
s2K

s2csz
s; Re s > 
 8s 2 K;

z2'3 D c3r z
3rC2 C : : : ; 3
C 2 > 
 .as � 1 < 
 < 1/;

one finally has

@F

@u0
.z; ˆ/ D r2crz

r C B0z
�0 C : : : ; Re�0 > 
;

whence the convergence follows.
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Now we consider a formal solution ' of the second type. Let 
 D �1. Then '
can be written in the form

' D
X

.m1;m2/2Z2
C

cm1;m2z
rCm1.1�r/Cm2.1Cr/ D

D
1X

m1D0
z2m1�1

1X
m2D0

cm1;m2z
i�.1�m1Cm2/ D

1X
lD0

z2l�1yl.z/; (10)

where

yl.z/ D zi�.1�l/
1X

mD0
cl;mz

i�m; l D 0; 1; : : : :

Applying the technique of the Newton–Bruno polygon (see [1]), one can check
that the first term z�1y0.z/ of the series (10) is a solution of the truncated equation

u ı2u � .ıu/2 � z2u4 D 0: (11)

A general solution of (11) has the form

u D z�1
4c21

.c2=zc1 / � 4c21.zc1=c2/
;

where c1; c2 2 C, c2 ¤ 0, are arbitrary constants. This solution coincides with the
first term z�1y0.z/ of the series (10) only if Re c1 D 0. Let c1 D i�, � 2 R n f0g.
Then

u D z�1
�4�2

.c2=zi�/C 4�2.zi�=c2/ ;

which has expansions

z�1
	
�4�

2

c2



zi�

1X
mD0

.�1/m
	
2�

c2


2m
z2i�m; jzi�j < jc2=2�j; (12)

z�1.�c2/z�i�
1X

mD0
.�1/m

	
c2
2�


2m
z�2i�m; jzi�j > jc2=2�j: (13)

These expansions coincide with

z�1y0.z/ D z�1zi�
1X
mD0

c0;mz
i�m; c0;0 D cr ¤ 0;
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if one puts � D � , c2 D �4�2=c0;0 for (12), and � D �� , c2 D �c0;0 for (13).
Thus, the first term z�1y0.z/ of the formal solution (10) converges to the function

u D z�1
4�2

c0;0zi� C .4�2=c0;0/z�i� (14)

in sectors contained in the domain fjzi� j < j2�=c0;0jg with the boundary ray

fjzi� j D j2�=c0;0jg D farg z D .�1=�/ ln j2�=c0;0jg:

The poles of the function (14) accumulate to the origin along this ray. For example,
if c0;0 D 2� , then

u D z�1
2�

zi� C z�i�
D z�1

�

cos.� ln z/
;

whose poles zk D e.�C2�k/=2� accumulate to the origin along the positive real axis.
In this case the series z�1y0.z/ cannot converge in a whole sector containing this ray.

Concerning the formal solution ', in general the points where it diverges do not
coincide with the poles of the solution (14) of the truncated equation, but we guess
that they are asymptotically distributed near those poles (something similar holds
for the pole distribution of some Painlevé VI transcendents near its critical point,
see [6]). This means that the formal solution ' (of the second type) converges not in
any sector of sufficiently small radius and opening less than 2� , but convergence
depends on the bisecting direction of a sector. Such solutions are “of measure
null”, as they form a (real) three-parametric subfamily in the (real) four-parametric
family (9) of formal solutions of (8), whereas “most” solutions (9) converge in any
sector near the origin (which could correspond to the accumulation of poles along
spirals around the origin).
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Connection Problem for Regular Holonomic
Systems in Several Variables

Yoshishige Haraoka

Abstract We formulate the connection problem for regular holonomic systems in
several variables on the basis of local monodromies. As examples, we solve the
connection problem for Appell’s hypergeometric functions F1 and F2.

Keywords Appell’s hypergeometric functions • Local monodromy • Singular
locus

Mathematics Subject Classification (2000). Primary 34M40; Secondary 33C65

1 Introduction

Connection problem for differential equations is a part of the global analysis, and
has decisive meanings both for theories and for applications. In this paper, we study
an intrinsic formulation of the connection problem for regular holonomic systems
in several variables.

So far, connection problem for ordinary differential equations has been inten-
sively studied, and there are many works. On the other hand, as far as I know, con-
nection problem for holonomic systems in several variables has not yet been studied
so intensively even in regular holonomic case. In my knowledge, for Appell’s
hypergeometric functions, connection problem for F2 is studied by Takayama [10],
Sekiguchi [9] and Kato [5], and connection problem for F4 is studied by Kato [4].
For Heckman-Opdam hypergeometric function, Opdam [7] first solved a connection
problem, and then Oshima-Shimeno [8] solved it in a different way.

In extending the Katz theory of Fuchsian ordinary differential equations to
regular holonomic systems, we noticed that the definition of the local monodromy
is basic, and that the local monodromy is attached to each irreducible component of
the singular locus, not to a point [3]. Then it is natural to formulate the connection
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problem as a connection between irreducible components of the singular locus. We
shall proceed in this way.

On this formulation, we solve connection problems for Appell’s hypergeometric
functions F1 and F2 by using integral representations of solutions.

2 Connection Problem for Fuchsian Ordinary Differential
Equations

We formulate the connection problem for Fuchsian ordinary differential equations
in order to clarify the idea of the formulation for regular holonomic case. The con-
nection problem for Fuchsian ordinary differential equations is usually formulated
as a problem of obtaining linear relations among the sets of solutions each of which
is specialized by characteristic exponents at a regular singular point. Note that the
characteristic exponents correspond to the eigenvalues of the local monodromies.
Then in order to formulate the connection problem, we first recall the definition of
the local monodromy.

Let S D fa0; a1; : : : ; apg be a finite subset of the projective line P
1, and set X D

P
1 n S. Take any point b 2 X as a base point. Take a point aj 2 S. Let K be a

circle centered at aj with so small radius that the other points in S are in outside
K. We regard K as a loop with positive direction and with a base point c 2 K.
Take any curve L in X from b to c. We call the loop LKL�1 a monodromy or a
.C1/-loop for aj. In this article we use the latter in order to avoid the confusion
with monodromy representations. By the definition, any two .C1/-loops for aj are
conjugate in �1.X; b/. Let


 W �1.X; b/! GL.V/

be an anti-representation on a vector space V . Then, for a .C1/-loop � for aj, the
conjugacy class Œ
.�/� is independent of the choice of a .C1/-loop, and hence is
uniquely determined by aj. We call the conjugacy class the local monodromy at aj.

Now we proceed to formulate the connection problem. We consider a Fuchsian
ordinary differential equation (E) of rank n with the set of the regular singular points
S D fa0; a1; : : : ; apg. For each aj, we choose a simply connected domainUj in X near
aj and a point bj 2 Uj. Let Vj be the vector space of the solutions of (E) on Uj. Take
a .C1/-loop �j for aj with base point bj. Then we have the local monodromy action

�j� W Vj ! Vj;

which is given by the analytic continuation along �j. By this action, we can
decompose Vj into a direct sum

Vj D
M
˛

V˛j ;
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where ˛ denotes an eigenvalue of �j� and V˛j the generalized eigenspace for the
eigenvalue ˛. For each j; ˛, we denote by

�˛j W Vj ! V˛j

the projection onto the direct sum component V˛j . Note that, if �j� is semi-simple,
all V˛j are eigenspaces. In general, we have a filtration

V˛;0j � V˛;1j � � � � � V˛j ;

where each V˛;rj is stable under the action of �j�. Each V˛;rj consists of solutions
containing .log.x � aj//k with k 
 r. We call this filtration logarithmic filtration.

For each pair . j; k/ of indices, we take a path �jk in X from bj to bk. Analytic
continuations of solutions in Vj along �jk are contained in Vk. Then, for any ˛ and
for any solution u 2 V˛j , we have the decomposition

�jk�u D
X
ˇ

�
ˇ
k .�jk�u/

according to the direct sum decomposition of Vk. The connection problem is to
describe this decomposition. If dimV˛j D 1, this decomposition is intrinsic because
u is unique up to scalar multiplication. When dimV˛j > 1, we are interested in

dim�ˇk
�
�jk�.V

˛
j /
�
;

which does not depend on the choice of a basis of V˛j . More precise version of

the connection problem is to describe the subspace �ˇk
�
�jk�V

˛;r
j

�
\ Vˇ;sk . If we

fix a basis for every V˛j compatible with the logarithmic filtration, the connection
problem is reduced to describing the connection coefficients.

3 Formulation of the Connection Problem

Let '.x/ be a reduced polynomial in n variables. We consider a hypersurface S D
fx 2 C

n j '.x/ D 0g � C
n. We may take any compactification of Cn, and in this

article we take Pn for simplicity. Let H1 be the hyperplane at infinity in P
n. We set

NS D S [ H1, and

X D C
n n S D P

n n NS:

We consider a completely integrable system (H) on X with logarithmic singularities
along NS.
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Compared with the formulation of the connection problem for Fuchsian ordinary
differential equations, which we have recalled in the previous section, we should
solve the following two questions to formulate the connection problem for the
present case.

(i) What is a local monodromy action?
(ii) How can we take a path corresponding to �jk?

We consider the first question. Let

S D
[
j

Sj

be the irreducible decomposition of S. Take an irreducible component Sj. Let p 2 Sj
be a point which is regular in S, i.e. grad'. p/ ¤ 0. We take a complex line H
passing through p in general position with respect to S. We fix a base point b 2 X.
Take a .C1/-loop K for p in H, and a path L in X from b to the base point of K. We
call the loop LKL�1 a .C1/-loop for Sj. The following fact is basic.

Proposition 3.1 Any two .C1/-loops for Sj are conjugate in �1.X; b/.
This proposition can be shown by noting Sj \ Sı is path connected, where Sı

denotes the set of regular points in S. Thanks to this proposition, we can define local
monodromies in a similar way as in the ODE case. Let


 W �1.X; b/! GL.V/

be an anti-representation on a vector space V . For a .C1/-loop � for Sj, the
conjugacy class Œ
.�/� is uniquely determined by Sj. We call the conjugacy class the
local monodromy at Sj. Thus, each irreducible component of the singular locus plays
a similar role as a singular point of an ordinary differential equation. Accordingly,
it is natural to formulate the connection problem as to describe a linear relation
between solution spaces at two irreducible components, not at two points. The local
monodromy action is given by a .C1/-loop for each irreducible component Sj.

Now we find that the question (ii) has a simple solution after solving the question
(i). Since we understand that the problem is between two irreducible components,
and since two irreducible components intersect, there is no need to take a new path
which connect two irreducible components.

Thus we can formulate the connection problem in the following way. Let Sj; Sk
be two irreducible components. We take a simply connected domain Ujk in X near
an intersection point of Sj and Sk. We denote by Vjk the vector space of the solutions
of (H) on Ujk. Take .C1/-loops �j and �k for Sj and Sk, respectively, with a common
base point b0 in Ujk. Then we decompose Vjk into direct sums in two ways. By the
local monodromy action �j�, we have

Vjk D
M
˛

V˛j ;
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and by the local monodromy action �k�, we have

Vjk D
M
ˇ

Vˇk ;

where V˛j (resp. Vˇk ) denotes the generalized eigenspace of �j� (resp. �k�) for the
eigenvalue ˛ (resp. ˇ). According to these decompositions, we have two sets of
projections

�˛j W Vjk ! V˛j ;

�
ˇ
k W Vjk ! Vˇk :

If �j� or �k� is not semi-simple, we may consider logarithmic filtrations as well.
Then the connection problem is to describe the decomposition

u D
X
ˇ

�
ˇ
k .u/

for each ˛ and each u 2 V˛j . When dimV˛j > 1, we are interested in the intrinsic
quantity

dim�ˇk
�
V˛j
�

for each ˛ and each ˇ.
To consider our connection problem, the following result is fundamental.

Theorem 3.2 (Gérard [2], Yoshida-Takano [11]) Let p 2 S be an intersection
point of irreducible components of S at which the intersecting irreducible compo-
nents are normal crossing. By a local coordinate change, we can send p to the origin
and the irreducible components passing through p to x1 D 0; x2 D 0; : : : ; x� D 0

with 2 
 � 
 n. Then there exists a local fundamental matrix solution

U.x/ D F.x/
�Y

jD1
xj
Lj

�Y
jD1

xj
Bj ;

where F.x/ is a matrix function invertible and holomorphic at x D 0, L1;L2; : : : ;L�
diagonal matrices with non-negative integers in the diagonal entries, and
B1;B2; : : : ;B� mutually commutative constant matrices.

The fundamental matrix solution U.x/ in the theorem gives bases of generalized
eigenspaces of the local monodromy actions at x1 D 0; x2 D 0; : : : ; x� D 0

in common. Thus, for a normally crossing point p of S, the connection problem
between the irreducible components passing through p is reduced to the problem of
choosing bases of generalized eigenspaces for each irreducible component from a
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common set of solutions. We call this problem trivialization. Note that, in this case,
we have

�
ˇ
k

�
V˛j
� D V˛j \ Vˇk :

On the other hand, if two irreducible components intersect at a non-normally
crossing point of S, we should solve a “usual” connection problem.

4 Connection Problem for Appell’s Hypergeometric Series

Appell’s F1

As an easiest and illustrative example, we consider the connection problem for
Appell’s hypergeometric series F1. Appell’s F1.a; b; b0; cI x; y/ is a power series
in two variables x; y with parameters a; b; b0; c, and satisfies a system of partial
differential equations. We can transform the system to a Pfaffian system

du D
	
A0

dx

x
C A1

dx

x � 1 C B0
dy

y
C B1

dy

y � 1 C C
d.x � y/

x � y



u; (1)

where A0;A1;B0;B1;C are 3 � 3 constant matrices satisfying

A0 � diagŒ0; 0; b0 � cC 1�; A1 � diagŒ0; 0; c � a� b � 1�;
B0 � diagŒ0; 0; b� cC 1�; B1 � diagŒ0; 0; c � a � b0 � 1�;
C � diagŒ0; 0;�b� b0�; �A0 � A1 � B0 � B1 � C � diagŒa; a; bC b0�:

For simplicity, in this paper we assume that there is no linear relation with coefficient
in Z among a; b; b0; c and 1.

We consider the connection problem of the Pfaffian system (1). We see that the
singular locus is fx D 0g[fx D 1g[fy D 0g[fy D 1g[fx D yg[H1, and that the
eigenvalues of each residue matrix given above are characteristic exponents at the
corresponding irreducible component of the singular locus. We see that .0; 1/ and
.1; 0/ are normally crossing points, and .0; 0/ and .1; 1/ are non-normally crossing
points (Fig. 1).

It is known that any solution of the system (1) can be given by an integral

u.x; y/ D
Z
�

t�1 .1 � t/�2 .1 � xt/�3 .1 � yt/�4 E
;
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Fig. 1 Singular locus for F1

Fig. 2 Twisted cycles for F1

where

E
 D
t	dt

t
;

bt

1 � xt
dt;

b0t
1 � yt

dt



;

and �1 D a; �2 D c � a � 1; �3 D �b; �4 D �b0. The path � of integration
is understood as a twisted cycle on the space Ct n f0; 1; 1=x; 1=yg. We denote the
solution given by the integral over� also by �.

We shall consider the connection problems between fx D 0g and fy D 1g, and
between fx D 0g and fx D yg.
1. Trivialization at .0; 1/.

Since the irreducible components fx D 0g and fy D 1g intersect at the normally
crossing point .0; 1/, the connection problem between them is trivialization. We
consider in a simply connected region U D f.x; y/ 2 R

2 j 0 < x < y < 1g in
R
2. Then the branch points in the integrand are located on the real axis in t-plane

as described in Fig. 2. We define twisted cycles �j .1 
 j 
 5/ by simple chains
connecting two adjacent branch points (Fig. 2).

Let V be the vector space of solutions of (1) on U. Since the characteristic
exponents at x D 0 is 0 of multiplicity 2 and b0 � c C 1 of multiplicity free,
the eigenvalues of the local monodromy at fx D 0g are 1 of multiplicity 2 and
e2� i.b

0�cC1/ DW ˛0 of multiplicity free. Similarly, the eigenvalues of the local
monodromy at fy D 1g are 1 of multiplicity 2 and e2� i.c�a�b0�1/ DW ˇ1 of
multiplicity free. We take a base point q D .x0; y0/ in U. We take a .C1/-loop
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�0 for fx D 0g by a simple circle in the complex line y D y0 with the base point q
which encircles x D 0 in the positive direction, and a .C1/-loop �1 for fy D 1g by a
simple circle in the complex line x D x0 with the same base point q which encircles
y D 1 in the positive direction (Fig. 1). We shall decompose V into direct sums by
the actions of �0� and �1�.

By a usual argument, we obtain eigenfunctions for the local monodromy actions
�0� and �1� by choosing appropriate twisted cycles. Then we have the direct sum
decompositions

V D V1xD0 ˚ V˛0xD0 D h�2;�3i ˚ h�5i;
V D V1yD1 ˚ Vˇ1yD1 D h�1;�5i ˚ h�3i:

(2)

Thanks to Theorem 3.2, we can choose a basis of V which constitutes the
eigenspaces for �0� and the eigenspaces for �1�. In (2), �3 and �5 are common,
while �2 and �1 are not. Then we want to find another eigenfunction contained
in both V1xD0 and V1yD1. We consider the projective line P

1 in t such that the real
axis is the equator. Then the twisted cycles �1; : : : ; �5 are on the equator. We take
as another twisted cycle a circle on P

1 with base point 0 such that 1 and 1=y are
in the inside and 1=x is in the outside. We denote it by �0. Then as illustrated in
Fig. 3, �0 can be written as a linear combination of �2 and �3, and also as a linear
combination of �1 and �5. Thus we can replace �2 in V1xD0 and �1 in V1yD1 by �0

to obtain

V D V1xD0 ˚ V˛0xD0 D h�0;�3i ˚ h�5i;
V D V1yD1 ˚ Vˇ1yD1 D h�0;�5i ˚ h�3i:

(3)

This completes the trivialization.

Fig. 3 Twisted cycle �0
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2. Connection between fx D 0g and fx D yg.
The irreducible components fx D 0g and fx D yg intersect at non-normally

crossing point .0; 0/. We take the same region U, and consider the vector space V
of solutions on U. V is decomposed into a direct sum of the eigenspaces for the
action of �0�. We use bases of the eigenspaces as in (2). Take a .C1/-loop �2 for
x D y as in Fig. 1. The eigenvalues of the action of �2� are 1 of multiplicity 2 and
e2� i.�b�b0/ DW � of multiplicity free. Then we have the direct sum decomposition

V D V1xDy ˚ V�xDy D h�1;�2i ˚ h�4i:

Hence the connection problem between x D 0 and x D y is to obtain linear relations
among two sets f�2;�3;�5g and f�1;�2;�4g.

We determine the branches on �j by the standard loading, which is a way of
assigning branches by using a real structure [6]. By using Cauchy’s theorem, we
have the following two relations among the twisted cycles:

�1 C f1�2 C f12�3 C f124�4 C f1234�5 D 0;
�1 C f�11 �2 C f�112 �3 C f�1124�4 C f�11234�5 D 0;

(4)

where fj D e� i�j .1 
 j 
 4/ and fjk::: D fj fk � � � . Solving the relations (4), we get

�3 D f1234 � f�11234
f�134 � f34

�1 C f234 � f�1234
f�134 � f34

�2 C f3 � f�13
f�134 � f34

�4;

�5 D f12 � f�112
f34 � f�134

�1 C f2 � f�12
f34 � f�134

�2 � f4 � f�14
f34 � f�134

�4:

By using the equality fj � f�1j D 2i sin��j, the above relations are written as

�3 D sin�.bC b0 � c/

sin�.bC b0/
�1 C sin�.aC bC b0 � c/

sin�.bC b0/
�2 � sin�b

sin�.bC b0/
�4;

�5 D sin�c

sin�.bC b0/
�1 C sin�.c � a/

sin�.bC b0/
�2 � sin�b0

sin�.bC b0/
�4:

(5)
Owing to the assumption on a; b; b0; c, we see that no coefficient vanishes.



346 Y. Haraoka

Appell’s F2

Appell’s F2.a; b; b0; c; c0I x; y/ is also a power series in two variables, and satisfies
a system of partial differential equations, which can be transformed to a Pfaffian
system

du D
	
A0

dx

x
C A1

dx

x � 1 C B0
dy

y
C B1

dy

y � 1 C C
d.xC y/

xC y � 1


u; (6)

where A0;A1;B0;B1;C are 4 � 4 constant matrices satisfying

A0 � diagŒ0; 0; 1� c; 1 � c�; A1 � diagŒ0; 0; 0; c � a � bC b0 � 1�;
B0 � diagŒ0; 0; 1� c0; 1 � c0�; B1 � diagŒ0; 0; 0; c0 � aC b � b0 � 1�;
C � diagŒ0; 0; 0; cC c0 � a� b � b0 � 2�;

�A0 � A1 � B0 � B1 � C � diagŒa; a; a; bC b0�:

We assume that there is no linear relation with coefficients in Z among a; b; b0; c; c0
and 1. The irreducible components of the singular locus are fx D 0g; fx D 1g; fy D
0g; fy D 1g; fxC y � 1 D 0g and H1.

It is known that any solution of the system (6) can be given by an integral

u.x; y/ D
Z
�

s�1 t�2 .1 � s/�3 .1 � t/�4 .1 � xs� yt/�5 E
;

where E
 is a 4-vector of twisted cocycles and �1 D b � 1; �2 D b0 � 1; �3 D
c� b� 1; �4 D c0 � b0� 1; �5 D �a. By using this integral representation, we shall
consider connection problems between fx D 0g and fy D 0g, between fx D 1g and
fy D 1g, and between fx D 0g and fy D 1g.
1. Trivialization at .0; 0/.

The intersection point of the irreducible components fx D 0g and fy D 0g is a
normal crossing point of the singular locus, and hence we consider a trivialization.
Let U1 be the simply connected region f.x; y/ 2 R

2 j 0 < x < 1� y < 1g in R
2, and

V1 the vector space of solutions of (6) on U1. For .x; y/ 2 U1, the configuration of
twisted cycles for the integral representation is as in Fig. 4.

In a similar way as in F1’s case, we have

V1xD0 D h�4;�8i; V˛0xD0 D h�10;�14i;
V1yD0 D h�8;�10i; Vˇ0yD0 D h�2;�4i;

where we set e2� i.1�c/ D ˛0; e2� i.1�c
0/ D ˇ0. We need to find a twisted cycle

which is a common element of V˛0xD0 and Vˇ0yD0. For 
 > 1, we have the sections
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Fig. 4 Configuration of twisted cycles for F2 on U1

Fig. 5 Twisted cycles on the line `


of �2;�4;�6;�10;�14 on the line `
 W xs C yt D 
 as in Fig. 5. Define a twisted
cycle�0 whose section by `
 is given by Fig. 5. Then�0 is a linear combination of
�10 and�14, and also a linear combination of �2 and�4.

By using �0, we obtain the trivialization

V1 D V1xD0 ˚ V˛0xD0 D h�4;�8i ˚ h�0;�10i
D V1yD0 ˚ Vˇ0yD0 D h�8;�10i ˚ h�0;�4i:

(7)

2. Trivialization at .1; 1/.

To consider the connection between fx D 1g and fy D 1g, we take a simply
connected region U2 D f.x; y/ 2 R

2 j 0 < 1 � y < x < 1g, and the vector space V2
of solutions of (6) on U2. For .x; y/ 2 U2, the configuration of twisted cycles is as
in Fig. 6. Set e2� i.c�a�bCb0�1/ D ˛1 and e2� i.c

0�aCb�b0�1/ D ˇ1. Then we have the
trivialization

V2 D V1xD1 ˚ V˛1xD1 D h�03;�06;�011i ˚ h�09i
D V1yD1 ˚ Vˇ1yD1 D h�06;�09;�011i ˚ h�03i:

(8)
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Fig. 6 Configuration of twisted cycles for F2 on U2

3. Connection between fx D 0g and fy D 1g.
We combine the above two results to get the connection between fx D 0g and

fy D 1g. For the purpose, we need a path from U1 to U2. Take a point .x0; y0/ 2 U1,
and define a path � starting from .x0; y0/ by

x.�/ D 1 � y0 � re�i� ; y.�/ D y0 .� 2 Œ0; ��/;

where r D 1�y0�x0 > 0. Note that the end point .x.�/; y.�// is in U2. The branch
on each�j; �

0
k is assumed to be defined by the standard loading. Then we have

���4 D �04 C f�14 �05;

���8 D �08 C f�15 �05;

���10 D �010 C f�13 �05;

���14 D �014;

where fj D e� i�j .1 
 j 
 5/. We can express �04;�05;�08;�010;�014 in terms of
�03;�06;�09 and �011 by the way given in [1]. We finally obtain the solution of the
connection problem:

���4 D c4;3�
0
3 C c4;6�

0
6 C c4;9�

0
9 C c4;11�

0
11;

���8 D c8;3�
0
3 C c8;6�

0
6 C c8;9�

0
9 C c8;11�

0
11;

���10 D c10;3�
0
3 C c10;6�

0
6 C c10;9�

0
9 C c10;11�

0
11;

���0 D c0;3�
0
3 C c0;6�

0
6 C c0;9�

0
9 C c0;11�

0
11;

(9)
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where the connection coefficients cj;k are given as follows:

c4;3 D � f1 sin�.c0 � b0/
sin�.c0 � aC b � b0/

; c4;9 D � sin�b0

f4 sin�.c � a � bC b0/
;

c8;3 D f1 sin�a

sin�.c0 � aC b � b0/
; c8;9 D f2 sin�a

sin�.c � a � bC b0/
;

c10;3 D � sin�b

f3 sin�.c0 � aC b� b0/
; c10;9 D f2 sin�.c � b/

sin�.c � aC b � b0/
;

c0;3 D 2if2 sin�b sin�.c0 � b0/
f3 sin�.c0 � aC b � b0/

; c0;9 D 2if2 sin�b0 sin�.c � b/

sin�.c � a � bC b0/
;

(10)

and

c4;6 D . f 24 � 1/.1� f 235 � f 21345 C f 213455 � f 2123455 C f 21233455/

f3f 24 . f
2
5 � 1/. f 2235 � 1/. f 2145 � 1/

;

c4;11 D � f5. f
2
2 � 1/.1 � f 21 C f 214 � f 2145 � f 212345 C f 21123455/

f124. f 25 � 1/. f 2235 � 1/. f 2145 � 1/
;

c8;6 D 1 � f 21345 � f 22345 � f 2123455 C f 21233455 C f 21234455
f345. f 2235 � 1/. f 2145 � 1/

;

c8;11 D f 21 C f 22 � f 212 � f 21235 � f 21245 C f 2112234455
f12. f 2235 � 1/. f 2145 � 1/

;

c10;6 D . f 23 � 1/.1� f 245 � f 22345 C f 223455 � f 2123455 C f 21234455/

f 23 f4. f
2
5 � 1/. f 2235 � 1/. f 2145 � 1/

;

c10;11 D � f5. f
2
1 � 1/.1 � f 22 C f 223 � f 2235 � f 212345 C f 21223455/

f123. f 25 � 1/. f 2235 � 1/. f 2145 � 1/
;

c0;6 D f2. f 23 � 1/. f 24 � 1/.1� f 235 � f 245 C f 213455 C f 223455 � f 2123455/

f 23 f4. f
2
5 � 1/. f 2235 � 1/. f 2145 � 1/

;

c0;11 D � f5. f
2
1 � 1/. f 22 � 1/.1 � f 23 � f 24 C f 21345 C f 22345 � f 2123455/

f13. f 25 � 1/. f 2235 � 1/. f 2145 � 1/
:

(11)

By using the explicit expression (10), we obtain c4;3c8;3c10;3c0;3 ¤ 0 from the
assumption, which implies

dim�ˇ1yD1
�
��V1xD0

� D dim�ˇ1yD1
�
��V˛0xD0

� D 1:
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Although the expression (11) is complicated, we can also derive a similar conclu-
sion. In fact, we have

ˇ̌
ˇ̌c4;6 c4;9
c8;6 c8;9

ˇ̌
ˇ̌ D sin�c0 sin�.cC c0 � a � b0/

f45 sin�.c � a � bC b0/ sin�.c0 � aC b � b0/
;

which does not vanish by the assumption. This implies

rank

	
c4;6 c4;9 c4;11
c8;6 c8;9 c8;11



D 2;

and hence

dim�1yD1
�
��V1xD0

� D 2:
Since we have the trivializations (7) and (8) at .0; 0/ and .1; 1/, the connection

formula (9) can be also regarded as a connection between fx D 0g and fx D 1g, or
between fy D 0g and fx D 1g, or between fy D 0g and fy D 1g.

Acknowledgements This work is supported by the JSPS grants-in-aid for scientific research B,
No. 15H03628.
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On k-Summability of Formal Solutions for
Certain Higher Order Partial Differential
Operators with Polynomial Coefficients

Kunio Ichinobe

Abstract We study the k-summability of divergent formal solutions to the Cauchy
problem for a class of linear partial differential operators of higher order with respect
to t which have polynomial coefficients in t. We obtain a sufficient condition for
the k-summability of formal solutions in terms of a global analyticity and a proper
exponential growth estimate of the Cauchy data.

Keywords Cauchy problem • k-summability • Power series solutions
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1 Result

Let us consider the following linear partial differential operator L with polynomial
coefficients of t

L D @Mt � PM.t; @t; @x/; PM.t; @t; @x/ D
X

1 � j � M;

˛ W finite

a˛j.t/@
M�j
t @˛x ; (1)

where t; x 2 C, M � 2 and a˛j.t/ 2 CŒt� for all ˛ and j.
We consider the following Cauchy problem

8<
:
LU.t; x/ D 0;
@nt U.0; x/ D 0 .0 
 n 
 M � 2/;
@M�1t U.0; x/ D '.x/ 2 Ox;

(CP)
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where Ox denotes the set of holomorphic functions at x D 0. This Cauchy problem
has a unique formal power series solution of the form

OU.t; x/ D
X

n�M�1
Un.x/

tn

nŠ
; UM�1.x/ D '.x/: (2)

Throughout this paper, we assume

˛� �M WD maxf˛ � jI a˛j.t/ 6� 0g > 0: (A-1)

Since this formal solution is divergent in general under this assumption, we shall
study k-summability of the divergent solution under some conditions. We shall
explain the conditions by using the Newton polygon, which is defined as follows.

We define a domain N.˛; j/ by

N.˛; j/ WD f.x; y/I x 
 M � jC ˛; y � i.˛; j/ �M C jg � R
2;

for a˛j.t/ 6� 0, where i.˛; j/ D O.a˛j.t// which denotes the order of zero of a˛j.t/ at
t D 0, and N.˛; j/ WD � for a˛j.t/ � 0. Then the Newton polygon N.L/ is defined by

N.L/ WD Ch

8<
:N.0; 0/[

[
˛;jWfinite

N.˛; j/

9=
; ; (3)

where Chf� � � g denotes the convex hull of the set N.0; 0/ [ [˛;jN.˛; j/ in R
2. Here

N.0; 0/ WD f.x; y/I x 
 M; y � �Mg.
We assume that
N.L/ has only one side of a positive slope with .M;�M/ and .˛�; i.˛�;M//.

(A-2)

We put i� WD i.˛�;M/. Then, we assume that for any .˛; j/ with a˛j.t/ 6� 0 we
have

˛�
i� CM

� ˛

i.˛; j/C j
: (A-3)
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We put ˛
�

i
�

CM D p
q , which is called the modified order of the operator L, where p and

q are relatively prime numbers.
Moreover, for any ˛ .0 
 ˛ 
 ˛�/ and j .1 
 j 
 M/, we assume that

a˛j.t/ D
X

i.˛; j/ � i � Œi
�

j=M�;

i C j 2 qN

a.˛;j/i ti; (A-4)

where Œ�� denotes the integer part of � 2 R and N denotes the set of non-negative
integers. Especially, we have

a˛
�

M.t/ D a.˛�

;M/
i
�

ti� : (4)

In order to state our result, we define a characteristic equation for L with respect
to z by

X
J

a
.
˛

�

j
M ;j/

i
�

j
M

z˛�

j=M � 1 D 0; (5)

where J D f j 2 NI 1 
 j 
 M; i�j=M; ˛�j=M 2 Ng. Let zn .n D 1; 2; � � � ; ˛�/ be
the roots of the characteristic equation.

Finally, we prepare the notation S.d; ˇ; 
/. For d 2 R, ˇ > 0 and 
 .0 < 
 
 1/,
we define a sector S D S.d; ˇ; 
/ by

S.d; ˇ; 
/ WD


t 2 CI jd � arg tj < ˇ

2
; 0 < jtj < 


�
; (6)

where d; ˇ and 
 are called the direction, the opening angle and the radius of S,
respectively. We write S.d; ˇ;1/ D S.d; ˇ/ for short.

Under these preparations, our result is stated as follows.

Theorem 1.1 Let

k D i� CM

˛� �M
: (7)

Let d 2 R be fixed and dn WD qd=p � arg zn for 1 
 n 
 ˛�. We assume that the
Cauchy data '.x/ can be analytically continued in[˛�

nD1S.dn; "/ for some " > 0, and
has the exponential growth estimate of order at most ˛�=.˛� �M/ there, that is,

j'.x/j 
 C exp
�
ıjxj˛�

=.˛
�

�M/� (8)

by some positive constants C and ı. Then under the assumptions (A-1)–(A-4), the
formal solution OU.t; x/ of (CP) is k-summable in d direction.
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We may assume that k � 1 without loss of generality by a change of variable,
e.g. t1=.˛�

�M/ D � . This assumption is only needed for the analysis of convolution
equations (see section “Proof of Proposition 7.2”).

The k-summability of divergent formal solutions of non-Kowalevskian equations
like heat equation has been developed by many mathematicians. Especially there are
many studies for partial differential equation with constant coefficients (e.g. [8] for
the heat equation, [11] for the operator @pt � @qx ; . p < q/, [2] for general equations,
[9] for moment partial differential equations). But, there are not many study for
equations with variable coefficients yet. In the papers [4] and [5], we treated the
equations whose coefficients are monomial of t. In the paper [7], we treated the
first order equations with respect to t, whose coefficients are polynomials of t and
modified order is equal to 1. In this paper, we consider the higher order equations
with respect to t, whose coefficients are polynomials of t and modified order is
general. The paper [6] treated the first order equations with respect to t whose
coefficients are polynomials of t and modified order is general. Our theorem is a
generalization of results in [4–7].

The paper consists of the following contents. We give a review of k-summability
in Sect. 2. In Sect. 3, we give a construction of formal solutions of Cauchy
problem (CP) by employing the method of successive approximation. We give a
result of Gevrey order of formal solutions and its simple proof in Sect. 4. In Sect. 5,
we introduce the moment series associated with formal solutions and the important
result for k-summability of moment series is given and in Sect. 6 we will give a
simple proof of Theorem 1.1. Section 7 is devoted to a proof of the result for k-
summability of moment series given in Sect. 5.

2 Review of k-Summability

In this section, we give some notation and definitions in the way of Ramis or Balser
(cf. Balser [1] for detail).

Let k > 0, S D S.d; ˇ/ and B.�/ WD fx 2 CI jxj 
 �g. Let v.t; x/ 2 O.S �
B.�// which means that v.t; x/ is holomorphic in S � B.�/. Then we define that
v.t; x/ 2 Expkt .S � B.�// if, for any closed subsector S0 of S, there exist some
positive constants C and ı such that

max
jxj��
jv.t; x/j 
 Ceıjtjk ; t 2 S0: (9)

For k > 0, we define that Ov.t; x/ D P1
nD0 vn.x/tn 2 OxŒŒt��1=k (we say Ov.t; x/ is

a formal power series of Gevrey order 1=k) if vn.x/ are holomorphic on a common
closed disk B.�/ for some � > 0 and there exist some positive constants C and K
such that for any n,

max
jxj��
jvn.x/j 
 CKn�

�
1C n

k

�
: (10)
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Here when vn.x/ � vn (constants) for all n, we use the notation CŒŒt��1=k instead of
OxŒŒt��1=k . In the following, we use the similar notation.

Let k > 0, Ov.t; x/ DP1nD0 vn.x/tn 2 OxŒŒt��1=k and v.t; x/ be an analytic function
on S.d; ˇ; 
/� B.�/. Then we define that

v.t; x/ Šk Ov.t; x/ in S D S.d; ˇ; 
/; (11)

if for any closed subsector S0 of S, there exist some positive constants C and K such
that for any N � 1, we have

max
jxj��

ˇ̌
ˇ̌
ˇv.t; x/ �

N�1X
nD0

vn.x/t
n

ˇ̌
ˇ̌
ˇ 
 CKN jtjN�

	
1C N

k



; t 2 S0: (12)

For k > 0, d 2 R and Ov.t; x/ 2 OxŒŒt��1=k , we say that Ov.t; x/ is k-summable in d
direction, and denote it by Ov.t; x/ 2 Oxftgk;d, if there exist a sector S D S.d; ˇ; 
/
with ˇ > �=k and an analytic function v.t; x/ on S�B.�/ such that v.t; x/ Šk Ov.t; x/
in S.

We remark that the function v.t; x/ above for a k-summable Ov.t; x/ is unique if it
exists. Therefore such a function v.t; x/ is called the k-sum of Ov.t; x/ in d direction.

3 Construction of a Formal Solution

Decomposition of PM

We give a decomposition of operator PM.t; @t; @x/.
For ` � 0, we define

K` WD


.i; j; ˛/ I ` D p

q
.iC j/� ˛; a.˛;j/i 6D 0

�

and we put

PM
` .t; @t; @x/ WD

X
.i;j;˛/2K`

a.˛;j/i ti@M�jt @˛x :

In this case, we have

K`D


.i; j; ˛/I 1 
 j 
 M; i.˛; j/ 
 i 
 i�j

M
; iC j 2 qN; 0 
 ˛ D p

q
.iC j/� `

�
;
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and

PM.t; @t; @x/ D
˛

�X
`D0

PM
` .t; @t; @x/ (13)

because of ` D p
q .iC j/� ˛ 
 p

q .i� CM/ D ˛�.

The Successive Approximation Solutions

By employing the decomposition of PM , we consider the following Cauchy
problems for � � 0

8̂
ˆ̂̂<
ˆ̂̂̂
:

@Mt u�.t; x/ D
minf˛

�

;�gX
`D0

PM
` u��`.t; x/;

@nt u�.0; x/ D 0 .0 
 n 
 M � 2/;
@M�1t u�.0; x/ D '.x/ .� D 0/; D 0 .� � 1/:

(E�)

For each �, the Cauchy problem (E�) has a unique formal solution of the form

Ou�.t; x/ D
X
n�0

u�;n.x/
tn

nŠ
: (14)

Then OU.t; x/ D
X
��0
Ou�.t; x/ is the formal solution of the Cauchy problem (CP).

Construction of a Formal Solution Ou�

We give a exact construction of the formal solution Ou�.t; x/.
Lemma 3.1 For each �, we have

u�;n.x/ D A�.n/'
�
p
q .n�MC1/��

�
.x/

	
p

q
.n �M C 1/� � 2 N
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and u�;n.x/ � 0 . p.n � M C 1/=q � � 62 N/. Here fA�.n/g satisfy the following
recurrence formula

8̂
ˆ̂̂<
ˆ̂̂̂
:

A�.nCM/ D
minf˛

�

;�gX
`D0

X
K`

a.˛;j/i Œn�iA��`.nCM � i � j/ .n � 0/;

A�.n/ D 0 .n < M � 1/;
A�.M � 1/ D 1 .� D 0/; D 0 .� � 1/;

(R�)

where the notation Œn�i is defined by

Œn�i D


n.n � 1/ � � � .n � iC 1/ i � 1;

1 i D 0:

4 Gevrey Order of Formal Solution OU

We give the Gevrey order of formal solution OU.t; x/ by employing a result of Gevrey
order of formal solutions Ou�.t; x/ without proof (cf. [4, 5, 7] for detail).

Proposition 4.1 We assume ' 2 Ox. Then for each �, we have Ou�.t; x/ 2 OxŒŒt��1=k ,
k D .i� CM/=.˛� �M/. More exactly, we have

max
jxj��

ˇ̌
ˇ̌u�;n.x/

nŠ

ˇ̌
ˇ̌ 
 AB�Cn

�Š
�
�
1C n

k

�
(15)

with some positive constants A;B and � .

By Proposition 4.1 we see that OU.t; x/ 2 OxŒŒt��1=k . In fact, we put

OU.t; x/ D
1X
�D0
Ou�.t; x/ D

X
�

X
n

u�;n.x/

nŠ
tn D

X
n

P
� u�;n.x/

nŠ
tn DW

X
n

Un.x/

nŠ
tn:

Then we have

max
jxj��

ˇ̌
ˇ̌Un.x/

nŠ

ˇ̌
ˇ̌ 
X

�

max
jxj��

ˇ̌
ˇ̌u�;n.x/

nŠ

ˇ̌
ˇ̌ 
X

�

AB�Cn

�Š
�
�
1C n

k

�

D ABn�
�
1C n

k

�X
�

B�

�Š

 AeBBn�

�
1C n

k

�
:
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5 Preliminaries for Proof of Theorem 1.1

We prepare some results which are employed for proving Theorem 1.1.
First, we give an important lemma for the summability theory (cf. [1, 8]).

Lemma 5.1 Let k > 0, d 2 R and Ov.t; x/ D P1
nD0 vn.x/tn 2 OxŒŒt��1=k . Then the

following statements are equivalent:

i) Ov.t; x/ 2 Oxftgk;d.
ii) We put

vB.s; x/ D . OBk Ov/.s; x/ WD
1X
nD0

vn.x/

�.1C n=k/
sn; (16)

which is called a formal k-Borel transform of Ov.t; x/, that is convergent in a
neighborhood of .s; x/ D .0; 0/. Then vB.s; x/ 2 Expks.S.d; "/� B.�// for some
" > 0 and � > 0.

Now, we introduce three formal series. For � � 0, we define

Of�.t/ WD
X

n�0; pq .n�MC1/��2N
A�.n/t

n D
X.�/

n�0A�.n/t
n; (17)

which are the generating functions of fA�.n/g, and

Og�.t/ WD
X.�/

n�0A�.n/

�
p
q .n �M C 1/� �

�
Š

nŠ
tn 2 CŒŒt��1=k ; (18)

Oh�.t/ WD
X.�/

n�0A�.n/

�
p
q .n �M C 1/

�
Š

nŠ
tn 2 CŒŒt��1=k ; (19)

which are called moment series of Of� . Here,
P.�/ denotes the sum over n � 0

satisfying p.n�MC 1/=q� � 2 N. We note that we can find Og�.t/ in Ou�.t; x/ by the
formal use of the Cauchy integral formula.

Ou�.t; x/ D
X.�/

n�0A�.n/'
�
p
q .n�MC1/��

�
.x/

tn

nŠ

D 1

2�i

I
'.xC �/� p

q .M�1/C��1 Og�
	

t

�p=q



d�:
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Moreover, we have a formal relationship between Og� and Oh� . For � � 1,

Og�.t/ D 1

�.�/

Z 1

0

�
� p

q .M�1/��.1� �/��1 Oh�.�p=qt/d� (20)

and Og0.t/ D Oh0.t/ when � D 0.
Next, we prepare a lemma for the summability of Oh�.t/, whose proof will be

given in Sect. 7. Let sn .n D 1; 2; : : : ; i�CM/ be the roots of the following equation

X
J

a
.
˛

�

j
M ;j/

i
�

j
M

s
i
�

CM
M j � 1 D 0: (21)

This equation is obtained by substituting z D sq=p into the characteristic equa-
tion (5). Then we have the following lemma.

Lemma 5.2 Let k D .i� CM/=.˛� �M/ and h�B.s/ D . OBk Oh�/.s/. Then we obtain
h�B.s/ 2 Expks.S.�; "0//, where � satisfies

� 6� arg sn .mod 2�/ .n D 1; 2; : : : ; i� CM/ (22)

and "0 > 0. Exactly, we obtain the following estimates for � � 0

jh�B.s/j 
 CK� exp.ıjsjk/; s 2 S.�; "0/; (23)

where positive constants C, K and ı are independent of �.

We remark that Lemma 5.2 means that Oh�.t/ 2 Cftgk;� .

6 Proof of Theorem 1.1

By employing Lemmas 5.1 and 5.2, we obtain the following result which means that
Ou�.t; x/ 2 Oxftgk;d whose proof is omitted (cf. [7–11] for detail).

Proposition 6.1 Let d 2 R be a fixed and put u�B.s; x/ D . OBk Ou�/.s; x/. Then if the
Cauchy data '.x/ satisfies the same assumptions as in Theorem 1.1, for all �, we
have

max
jxj��
ju�B.s; x/j 
 C

K�

�Š
exp

�
ıjsjk� ; s 2 S.d; "/ (24)

by some positive constants C;K; ı and � .

We can prove Theorem 1.1 by using this proposition.



360 K. Ichinobe

Proof Let OU.t; x/ D P
��0 Ou�.t; x/ be the formal solution of original Cauchy

problem (CP). We finish the proof of Theorem 1.1 by showing that UB.s; x/ D
. OBk OU/.s; x/ DP��0 u�B.s; x/ 2 Expks.S.d; "/�B.�//. In fact, we obtain the desired
estimate of UB.s; x/

max
jxj��
jUB.s; x/j


X
��0

max
jxj��
ju�B.s; x/j 
 C exp.ıjsjk/

X
��0

K�

�Š
D CeK exp.ıjsjk/:

ut

7 Proof of Lemma 5.2

We shall give a proof of Lemma 5.2. For the purpose, we will obtain the
differential equations of Oh� and their convolution equations. After that, we will
prove Lemma 5.2 by employing the method of successive approximation for the
convolution equations.

Differential Equations of Oh�

We recall that

Oh�.t/ D
X.�/

n�0A�.n/

�
p
q .n �M C 1/

�
Š

nŠ
tn;

where
P.�/ denotes the sum over n � 0 satisfying p.n � M C 1/=q � � 2 N. For

n � 0 satisfying p.n�M C 1/=q 2 N, we put

m.n/ WD
�
p
q .n �M C 1/

�
Š

nŠ
: (25)

For nC 1; nC 1 � i � j 2 qN, we have by using formula nŠ D Œn�i.n � i/Š

m.nCM/

m.nCM � i � j/
D

h
p
q .nC 1/

i
p
q .iCj/

ŒnCM�iCj
:
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By multiplying both sides of (R�) by ŒnCM�Mm.nCM/tnCM and taking sum
P0

n
over n � 0 satisfying p.nC 1/=q� � 2 N, we get

X0
n�0ŒnCM�MA�.nCM/m.nCM/tnCM D

Xminf˛
�

;�g
`D0

X
K`
a.˛;j/i

�
X
n�0

0
ŒnCM�M Œn�i

h
p
q .nC 1/

i
p
q .iCj/

ŒnCM�iCj
A��`.nCM � i � j/m.nCM � i� j/tnCM:

Here we have Œn C M�M Œn�i=ŒnCM�iCj D Œn C M � i � j�M�j and by noticing
` D p.iC j/=q�˛, A��`.n/ D 0 if p.n�MC 1/=q� .�� `/ 62 N or n < M� 1, we
have

P0
n�0 A��`.nCM � i� j/ DP.��`/

n�0 A��`.n/. Finally, we obtain a differential

equation of Oh�.t/. For � � 0, we have

Œıt�M.Oh�.t/ � c� t
M�1/ (26)

D
Xminf˛

�

;�g
`D0

X
K`
a.˛;j/i tiCjŒıt�M�j

�
p

q
.ıt �M C iC jC 1/

�
p
q .iCj/

Oh��`.t/;

where ıt D t.d=dt/ denotes the Euler operator and c0 D 1=.M�1/Š, c� D 0 .� � 1/,
and K` D f.i; j; ˛/I 1 
 j 
 M; i.˛; j/ 
 i 
 i

�

j
M ; iCj 2 qN; 0 
 ˛ D p.iCj/=q�`g.

A Canonical Form for Differential Equation of Oh�

We shall reduce the differential equation of Oh�.t/ to a certain canonical form.

Lemma 7.1 Let a; b 2 R and k > 0. Then for n 2 N, we have

Œaıt C bC n�n D
nX

mD0
dŒa;b�n;m t�km.tkıt/m; (27)

where dŒa;b�0;0 D 1, and for n � 1

dŒa;b�n;m D adŒa;b�n�1;m�1 C .bC n � akm/dŒa;b�n�1;m; 0 
 m 
 n

with dŒa;b�n�1;�1 D dŒa;b�n�1;n D 0. Then we have dŒa;b�n;n D an and dŒa;b�n;0 D ŒbC n�n.
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By multiplying both sides of (26) by tkM and using this lemma, we can
rewrite (26) into the following form for each � � 0

XM

mD0d
Œ1;�M�
M;m tk.M�m/.tkıt/m.Oh�.t/ � c� t

M�1/

D
minf˛

�

;�gX
`D0

X
K`

a.˛;j/i tiCjCkM

p
q .iCj/CM�jX

mD0
Dm;i;jt

�km.tkıt/m Oh��`.t/;

where Dm;i;jD
X

n1Cn2Dm

d
Œ
p
q ;� p

q .M�1/�
p
q .iCj/;n1

� dŒ1;�kn1�MCj�
M�j;n2 . In fact, we calculate as follows;

Œıt�M�j
�
p

q
.ıt�MCiCjC1/

�
p
q .iCj/

D
p
q .iCj/X
n1D0

d
Œ
p
q ;� p

q .M�1/�
p
q .iCj/;n1

t�kn1Œıt�kn1�M�j.tkıt/n1 :

Since we have

X
K`

X
0�m� p

q .iCj/CM�j
D

X
1� j�M

X
0�m� ˛

�

M jCM�j

X
maxfi.˛; j/;

q
p .m � M C j/� jg � i �

i
�

M j

˛ D

p
q .i C j/� `

;

we put for `; j and m with 0 
 ` 
 ˛�; 1 
 j 
 M and 0 
 m 
 ˛�j=M CM � j

AŒ`�jm.t/ WD
X

maxfi.˛; j/;
q
p .m � M C j/� jg � i �

i
�

M j

˛ D

p
q .i C j/� `

a.˛;j/i Dm;i;jt
iCjCk.M�m/:

Then we notice for any ` and j that when 0 
 m < ˛�j=M C M � j, we have
O.AŒ`�jm.t// > 0 and when m D ˛�j=M CM � j DW mj 2 N, we have

AŒ`�j;mj
.t/ � a

.
˛

�

j
M �`;j/

i
�

j
M

	
p

q


 ˛
�

j
M

DW AŒ`�Œ j� :

Because by noticing k D .i� CM/=.˛� �M/ and q=p D .i� CM/=˛�, we have

iC jC k.M � m/ � q
p .m �M C j/C k.M � m/ D q

p jC .M �m/.k � q
p /

D q
p jC .M �m/ qp

M
˛

�

�M D q
p

M
˛

�

�M
˚
˛

�

M jCM � j �m
� � 0:
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Therefore we can obtain the following canonical differential equation of Oh�
"
.tkıt/

M �
X
J

AŒ0�Œ j� .t
kıt/

mj

#
Oh�.t/ D c0� tM�1CkM (28)

C
minf˛

�

:�gX
`D1

X
J

AŒ`�Œ j�.t
kıt/

mj Oh��`.t/C
minf˛

�

;�gX
`D0

X
0�m<˛

�

AŒ`�
m .t/.t

kıt/
m Oh��`.t/;

where mj D ˛
�

j
M C M � j, J D f j 2 NI 1 
 j 
 M; i�jM ;

˛
�

j
M 2 Ng and c0� DPM

mD0 d
Œ1;�M�
M;m kmŒm � 1C M�1

k �m. Here for 0 
 m < ˛� and 1 
 ` 
 ˛�, we put

AŒ`�
m .t/ WD

X
m�M
˛

�

�MM<j�M;j2NA
Œ`�
jm.t/;

and when ` D 0, we put

AŒ0�
m .t/ D

( P
m�M
˛

�

�MM<j�M;j2N AŒ0�jm.t/ � dŒ1;�M�M;m tk.M�m/ .0 
 m 
 M � 1/;P
m�M
˛

�

�MM<j�M;j2N AŒ0�jm.t/ .M 
 m < ˛�/:

Convolution Equations

We shall obtain the convolution equations by operating the Borel transform to the
canonical differential equations which are obtained in the previous subsection.

After operating the formal k-Borel transform to Eq. (28) and differentiating the
both sides, we put w�.s/ D Dsh�B.s/ or h�B.s/ D D�1s w�.s/ for each �, where
Ds D d=ds and D�1s D

R s
0

. Then by noticing OBk.tkıt/ D kD�1s skDs, the convolution
equation for w�.s/ is given by the following expression

"
kMskM �

X
J

AŒ0�Œ j�k
mjskmj

#
w�.s/ D

minf˛
�

;�gX
`D1

X
J

AŒ`�Œ j�k
mjskmjw��`.s/ (29)

C Qc�sM�2CkM C
minf˛

�

;�gX
`D0

X
0�m<˛

�

kmDs

�
AŒ`�

mB.s/ �k D�1s skmw��`.s/
�
;

where Qc� D c0�k=�.M C .M � 1/=k/ and AŒ`�
mB.s/ D . OBkAŒ`�

m /.s/ for 0 
 m < ˛�.
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Here the k-convolution a.s/ �k b.s/ with a.0/ D b.0/ D 0 is defined by the
following integral

.a �k b/.s/ D
Z s

0

a

	
.sk � uk/1=k



d

du
b.u/du: (30)

We remark that if a.0/ D b.0/ D 0, the convolution is commutative. Note that this
formula is same with that in [1, Sect. 5.3] although the expression is a little different
from it.

We put

A�.s/ WD kMskM �
X
J

AŒ0�Œ j�k
mjskmj D kMskM

"
1 �

X
J

AŒ0�Œ j�k
˛

�

j
M �js

i
�

CM
M j

#

and

T�.w�/.s/ WD 1

A�.s/

	
the right hand side of (29)



:

Then we remark that for all �, T� W CŒŒs�� ! CŒŒs��, where CŒŒs�� denotes
the set of formal power series. Therefore for each �, the function w�.s/ D
Dsh�B.s/ D Ds

P.�/
n�0A�.n/m.n/sn=�.1 C n=k/ is a unique holomorphic solution

of the convolution equation (29) in jsj < �� for some positive �� (cf. [5] and [6]
for detail). We have to remark that s D 0 is a removable singularity for solutions of
the convolution equations w D T�.w/. Moreover, we have to remark that for each
�, the solution w� may be continued analytically on S.�; "0/ with � 6� arg sn (mod
2�) with n D 1; 2; : : : ; i� CM and "0 > 0, because the roots of A�.s/ are the only
singular points of the analytic convolution equations w D T�.w/.

Proof of Lemma 5.2

We shall show that w�.s/ has the exponential growth estimate of order at most k
in a sector with infinite radius. This is same as h�B.s/’s having the exponential
growth estimate of order at most k in the sector. For obtaining the estimate of w� , we
consider the convolution equation w D T�.w/ on S1 WD fs 2 S.�; "0/I jsj � ��=2g
(cf. [3]).

Let s0 2 S1 with js0j D ��=2. We modify the operator T� by QT� on S1 by replacing
in w D T�.w/ the convolutions b �k a by b Q� a, where

.b Q� a/.s/ WD
Z s

s0

b
�
.sk � uk/1=k

� d

du
a.u/du; s 2 S1:
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Then we have the convolution equation w� D QT�.w�/ on S1, where

QT�.w�/ D F�.s/C 1

A�.s/

minf˛
�

;�gX
`D1

X
J

AŒ`�Œ j�k
mjskmjw��`.s/

C 1

A�.s/

minf˛
�

;�gX
`D0

˛
�

�1X
mD0

kmDs

�
D�1s skmw��` Q�AŒ`�

mB

�
.s/;

F�.s/D 1

A�.s/

2
4Qc�skMCM�2C

minf˛
�

;�gX
`D0

˛
�

�1X
mD0

km
Z s0

0

AŒ`�
mB

�
.sk � uk/

1
k

�
ukmw��`.u/du

3
5 :

We assume that for s 2 S1,

ˇ̌
ˇ̌ 1

A�.s/

ˇ̌
ˇ̌ 
 B1

.1C jsji�CM/jsjkM ;
ˇ̌
ˇDsAŒ`�

mB.s/
ˇ̌
ˇ 
 B2jsji�CMCk.M�m/�1

jc�j ;
ˇ̌
ˇAŒ`�Œ j�kmj

ˇ̌
ˇ 
 B2;

jsj�
1C jsji�CM


 B3
(31)

with some positive constants B1;B2 and B3 satisfying B WD B1B2B3 � 1 and � 

i� CM for 0 
 m < ˛�, 0 
 ` 
 ˛� � � 0 and j 2 J.

Let S� WD fs 2 CI ��"0=2C� 
 arg.sk�sk0/
1
k 
 �C"0=2��; jsj � ��=2g � S1

for � > 0. Then we notice that F�.s/ are bounded above by B0 in S� for some
B0 > 0, because w��`.s/ are bounded on jsj 5 js0j�.

By employing the method of successive approximation for the convolution
equation w D QT�.w/ on S1, we obtain the desired exponential estimate for w� .

The case � D 0. We define the functions fw0;n.s/g by the following

8̂
<
:̂
w0;0.s/ D F0.s/;

w0;n.s/ D 1

A�.s/
X

0�m<˛
�

kmDs

�
D�1s skmw0;n�1 Q�AŒ0�

mB

�
.s/ .n � 1/:

The case � � 1. We define the functions fw�;n.s/g by the following

8̂
ˆ̂̂̂
ˆ̂̂̂
ˆ̂<
ˆ̂̂̂
ˆ̂̂̂
ˆ̂̂:

w�;0.s/ D F�.s/C 1

A�.s/

minf˛
�

;�gX
`D1

X
J

AŒ`�Œ j�k
mjskmjw��`;0.s/;

w�;n.s/ D 1

A�.s/

2
4minf˛

�

;�gX
`D1

X
J

AŒ`�Œ j�k
mjskmjw��`;n.s/

C
minf˛

�

;�gX
`D0

X
0�m<˛

�

kmDs

�
D�1s skmw��`;n�1 Q�AŒ`�

mB

�
.s/

3
5 .n � 1/:

(32)
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We remark that from the above construction for each �, W�.s/ DP
n�0 w�;n.s/ is a

convergent power series solution of the convolution equation w�.s/ D T�.w�/.s/
in a neighborhood of the origin, and therefore W�.s/ coincides with w�.s/ D
Ds
P.�/

n�0A�.n/m.n/sn=�.1C n=k/.
Now, under the assumptions (31), the following proposition holds.

Proposition 7.2 For each �, we have for all n

jw�;n.s/j 
 C�K
n jsjn
�
�
nC1
k

� ; s 2 S�; (33)

where C0 D B0�.1=k/ C� D ˇC��1 with ˇ � 2.1 C BM/ and K is a positive
constant such that

4B�.1C 1=k/�.˛�/
X

0�m<˛
�

km 
 K: (34)

This proposition means that w�.s/ DPw�;n.s/ has the exponential growth estimate
of order at most k in S.�; "0/ by changing the position of s0. Therefore the estimate
of h�B.s/ in Lemma 5.2 follows from this proposition immediately.

Proof of Proposition 7.2

We shall prove Proposition 7.2 by induction on � and n.

The Case � D 0 When n D 0, it is trivial from the estimate jF0.s/j 
 B0 for
s 2 S�.

When n � 1, we have for s 2 S�

jw0;n.s/j 

ˇ̌
ˇ̌ 1

A�.s/

ˇ̌
ˇ̌ ˛�

�1X
mD0

km
ˇ̌
ˇDs

�
D�1s skmw0;n�1 Q�AŒ`�

mB

�
.s/
ˇ̌
ˇ DW

ˇ̌
ˇ̌ 1

A�.s/

ˇ̌
ˇ̌ ˛�

�1X
mD0

kmIm:

Since

Im D
ˇ̌
ˇ̌Ds

Z s

s0

D�1s .skmw0;n�1.s//jsD.sk�uk/ 1k DuAŒ`�
mB.u/du

ˇ̌
ˇ̌

D
ˇ̌
ˇ̌sk�1

Z s

s0

w0;n�1
�
.sk � uk/

1
k

�
.sk � uk/mC

1
k�1DuAŒ`�

mB.u/du

ˇ̌
ˇ̌ ;
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we get from (31) and the assumption of induction

Im 
 B2C0
Kn�1

�.n=k/
jsjk�1

Z s

s0

jsk � ukj n�1
k CmC 1

k�1juji�CMCk.M�m/�1jduj


 B2C0
Kn�1

�.n=k/
jsjnC.i�CM�1/CkM

Z 1

0

.1 � tk/
n
kCm�1ti�CMCk.M�m/�1dt:

Here, we use the following formulas.

Lemma 7.3 Let p; q > 0, k � 1. Then we have
Z 1

0

.1 � tk/p�1tq�1dt D 1

k

�. p/�.q=k/

�. pC q=k/
;

1

�.n=k/



n
k�.1=k/

�. nC1k /
:

Then we have

jw0;n.s/j 
 C0K
n�1 jsjn

�..nC 1/=k/B
�.1=k/

k
�.˛�/

X
0�m<˛

�

km:

Therefore from the condition (34) of K, we obtain the desired estimate of w0;n.s/.

The Case � � 1 We assume that the estimates (33) hold up to � � 1.
When n D 0, by noticing kmj D i� CM C kM, we have for s 2 S�

jw�;0.s/j 
 B0 C B
�X
`D1

X
J

C��`
1

�.1=k/

 C0

1

�.1=k/
C BM

1

�.1=k/

�X
`D1

C��`:

From C� D ˇC��1, ˇ � 2.1C BM/ � 4 and BM=ˇ 
 1=2, we have

C0 D C�
ˇ�

 C�

4
; BM

�X
`D1

C��` D BM
�X
`D1

C�
ˇ`
D C�

2

�X
`D1

1

4`�1

 2

3
C�:

Therefore we obtain the desired estimate of w�;0.s/.
When n � 1, from the expression (32) we put w�;n.s/ DW J1.s/C J2.s/.
Similarly with the estimate of w�;0.s/, we have

J1 
 2

3
C�K

n jsjn
�..nC 1/=k/ :
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Similarly with the estimates of w0;n.s/ and w�;0.s/, we have

J2 

�X
`D0

C��`
Kn�1jsjn

�..nC 1/=k/B�.1C 1=k/�.˛�/
˛

�

�1X
mD0

km


 1

4

Knjsjn
�..nC 1/=k/

�X
`D0

C��` 
 1

3
C�

Knjsjn
�..nC 1/=k/ :

Therefore we obtain the desired estimate of w�;n.s/.
Under the above observations, the proof of Proposition 7.2 is completed.
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On Stokes Phenomena for the Alternate Discrete
PI Equation

Nalini Joshi and Yoshitsugu Takei

Abstract The alternate discrete PI equation (or alt-dPI) arises from the continuous
second Painlevé equation (PII) through Bäcklund transformations. In this announce-
ment paper we consider Stokes phenomena for (alt-dPI) from the viewpoint of
exact WKB analysis. After constructing transseries solutions and defining the Stokes
geometry of (alt-dPI), we derive explicit connection formulas that describe Stokes
phenomena for transseries solutions of (alt-dPI) on its Stokes curves. The derivation
is based on the computation of Stokes multipliers of the Lax pair associated with
(PII) and (alt-dPI). The detailed proof and computations will be discussed in our
forthcoming paper.

Keywords Connection formula • Discrete Painlevé equation • Exact WKB anal-
ysis • Lax pair • Stokes geometry • Stokes phenomenon • Transseries solution

Mathematics Subject Classification (2000). Primary 34M60; Secondary 34E20,
34M40, 34M55, 33E17, 34K25, 34K26, 39A45

1 Introduction

As is well-known, solutions of the second Painlevé equation

d2u

dz2
D 2u3 C zuC c (PII)
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admit a Bäcklund transformation, that is, if u is a solution of (PII), then u (resp., u)
defined by

u D �u � cC 1=2
u2 C du=dzC z=2

	
resp., u D �u � c � 1=2

u2 � du=dzC z=2



(1)

satisfies the same Eq. (PII) with the parameter c being shifted by 1 (resp., �1).
Hence, regarding u (resp., u) as a shift of u by 1 (resp., �1) with respect to the
parameter c

u D u
ˇ̌
ˇ
c 7!cC1

�
resp., u D u

ˇ̌
ˇ
c 7!c�1

�
(2)

and eliminating du=dz from the defining Eq. (1) of u and u, we obtain a discrete
Painlevé equation known as (alt-dPI):

cC 1=2
uC u

C c � 1=2
uC u

C 2u2 C z D 0: (alt-dPI)

Note that the roles of the variables z and c are interchanged here from the
original Eq. (PII), that is, the independent variable of (alt-dPI) is c and z is just
a parameter there. Now the purpose of this paper is to make an asymptotic study
of solutions of (alt-dPI) for an (arbitrarily) fixed z, in particular, to discuss Stokes
phenomena for (alt-dPI) for fixed z from the viewpoint of exact WKB analysis; To
be more specific, we will present explicit connection formulas that describe Stokes
phenomena for formal transseries solutions of (alt-dPI).

The discrete Painlevé equation (alt-dPI) first appeared in [10] as a contiguity
relation of (PII). Then Fokas et al. [7] discussed (alt-dPI) and (alt-dPII) together
with their continuum limits. Later Ramani et al. [17] considered coalescence limits
of contiguity relations of the sixth Painlevé equation (PVI) and showed how (alt-dPI)
arises from this approach. However, as far as the authors know, studies of solutions
of discrete Painlevé equations are focused mainly on their special solutions and
there are not so many known results about Stokes phenomena for discrete Painlevé
equations. One exception is a joint paper [12] of the first author with Lustri. In [12]
Stokes phenomena for the discrete PI equation were investigated from the viewpoint
of exponential asymptotics or the hyperasymptotic analysis (cf. [4]).

In this paper we employ the exact WKB analysis to analyze Stokes phenomena
for (alt-dPI). To this aim we first introduce a large parameter 
 (i.e., inverse of the
semi-classical parameter) into the equations by scaling of variables

u D 
1=3�; z D 
2=3t; c D 
�: (3)
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This scaling of variables transforms (PII), (1), (2) and (alt-dPI) into


�2
d2�

dt2
D 2�3 C t�C �; (PII)

� D �
ˇ̌
ˇ
� 7!�C
�1

D �� � � C 
�1=2
�2 C 
�1.d�=dt/C t=2

; (4)

�
resp., � D �

ˇ̌
ˇ
� 7!��
�1

D �� � � � 
�1=2
�2 � 
�1.d�=dt/C t=2

;
�

(5)

� C 
�1=2
�C � C � � 
�1=2

�C � C 2�2 C t D 0: (alt-dPI)

(To the scaled equations, for the sake of simplicity, we attach the same symbols (PII)
and (alt-dPI) as to the original ones. We hope there will be no fear of confusions.)
The exact WKB analysis, i.e., WKB analysis based on the Borel resummation
technique, was initiated by Silverstone [18] and Voros [22] for one-dimensional
stationary Schrödinger equations and later developed by the French school and the
Japanese school ([5, 6, 15] and references cited therein). The exact WKB analysis
was generalized also to the continuous Painlevé equations with a large parameter in
a series of papers [2, 13, 14, 19] of the second author with Aoki and Kawai and, as its
consequence, the connection formula for Ablowitz-Segur’s connection problem for
the second Painlevé equation (PII) was reobtained by the exact WKB approach [20].
We should also mention that, by using the exact WKB analysis, Iwaki studied in [9],
which is closely related to this paper, some Stokes phenomena (called “parametric
Stokes phenomena”) for solutions of (PII) that are observed when the parameter �
(or c) changes. In this paper, extending the exact WKB analysis to discrete equations
with a large parameter, we explicitly discuss Stokes phenomena for (alt-dPI). Here
we only make an announcement of our results. The details will be discussed in our
forthcoming paper.

The plan of the paper is as follows: In Sect. 2 we construct formal transseries
solutions of (alt-dPI) that will be used for the description of Stokes phenomena.
Then we define the Stokes geometry, that is, turning points and Stokes curves
of (alt-dPI) in Sect. 3. Finally, in Sect. 4, we present explicit connection formulas
describing Stokes phenomena for the transseries solutions of (alt-dPI) constructed
in Sect. 2.

2 Formal Solutions of (alt-dPI)

The most important ingredients of the exact WKB analysis for differential equations
are formal solutions (e.g., WKB solutions in the case of one-dimensional stationary
Schrödinger equations), Stokes geometry (i.e., turning points and Stokes curves)
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and connection formulas that describe Stokes phenomena on Stokes curves. The
situation is the same also for the discrete Painlevé equation (alt-dPI). Let us start
with the construction of formal solutions of (alt-dPI).

Formal Power Series Solution

We first note that, replacing the shift operators � and � by
P

n�0

�n

nŠ

@n�

@�n
and

P
n�0.�1/n


�n

nŠ

@n�

@�n
, respectively, we can regard (alt-dPI) as an1-order differential

equation of WKB type. Then, in parallel to the case of continuous Painlevé
equations (cf. [13]), we can readily construct the following formal power series
solution of (alt-dPI):

�.0/ D �0.�/C 
�1�1.�/C 
�2�2.�/C � � � ; (6)

where the top order term �0.�/ satisfies

2�30 C t�0 C � D 0 (7)

and the lower order terms �j.�/ (j � 1) are uniquely determined in a recursive
manner. Here, although each �j.�/ depends also on t, we do not specify the
dependence of �j.�/ on t as we are considering (alt-dPI) with keeping t fixed.

For the formal power series solution the following holds.

Proposition 2.1 The formal power series solution �.0/ of (alt-dPI) coincides with
the formal power series solution of (PII).

Proposition 2.1 suggests that we should consider not only (alt-dPI) but also (PII)
simultaneously or, equivalently, we should consider a system of differential equa-
tions

8̂
ˆ̂<
ˆ̂̂:


�2
d2�

dt2
D 2�3 C t�C �;

�

 
defD
1X
nD0


�n

nŠ

@n�

@�n

!
D �� � � C 
�1=2

�2 C 
�1.d�=dt/C t=2
:

(8)

In what follows we deal with this system (8) to construct formal solutions
of (alt-dPI).
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Transseries Solution

It is not possible to describe Stokes phenomena solely in terms of formal power
series solutions as they are almost unique. To describe Stokes phenomena we need
more general solutions, called transseries solutions, which contain free parameters.

Transseries solutions of (8) are solutions of the following form:

� D �.0/ C �.1/ C � � � ; (9)

where �.0/ is a formal power series solution and �.1/ C � � � are assumed to be
exponentially small compared to �.0/. Then the subleading term �.1/ should satisfy
the Fréchet derivative (i.e., variational equation) of (8) along �.0/, that is, �.1/

satisfies

8̂
<̂
ˆ̂:

�2

d2

dt2
�.1/ D �6.�.0//2 C t

�
�.1/;

�.1/ D ��.1/ C
�
� C 
�1

2

� 2�.0/�.1/ C 
�1.d�.1/=dt/
..�.0//2 C 
�1.d�.0/=dt/C t=2/2

:

(10)

In particular, �.1/ is a WKB solution of this linear system (10). Furthermore, the
remainder part (i.e., lower order terms �.k/ (k � 2) of �.0/ C �.1/ C �.2/ C � � � ) are
recursively determined. Thus we obtain

Proposition 2.2 For a given infinite series ˛ specified by (14) below the system (8)
has the following transseries solution:

�.t; �; 
I˛/ D �.0/ C 
�1=2˛ �.1/ C .
�1=2˛/2 �.2/ C � � � ; (11)

where �.0/ is a formal power series solution and �.k/ .k � 1/ is of the form

exp
�
k

Z .t;�/

.t0;�0/
!�1

� 1X
nD0


�n�.k/n .t; �/: (12)

Here !�1 D S�1.t; �/ dtC Z�1.t; �/ d� is a closed 1-form explicitly given by

S�1 D
q
6�20 C t; Z�1 D cosh�1

�8�30 � �
�

�
; (13)

and ˛ is an infinite series of the form

˛ D
1X
lD0

˛le
2� il
� .˛l 2 C/: (14)
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Remark 2.3 (i) �!̨ D .˛0; ˛1; ˛2; : : :/ gives a set of free parameters of a transseries
solution of (8).

(ii) If we fix t and regard �.t; �; 
I˛/ as a formal series depending on the variable
�, then we obtain a formal solution of (alt-dPI).

3 Stokes Geometry of (alt-dPI)

We next consider the Stokes geometry of (alt-dPI). In what follows, as we are
interested in the analysis of (alt-dPI), we let t be fixed.

The transseries solution of (alt-dPI) is provided by (11) (with t being fixed).
There the phase factor of �.1/ (in the �-direction) is given by

Z�1;.˙;l/.�/ D Cosh�1
�8�30 � �

�

�
C 2�il

D Log

	
8�30 � �
�

˙ 4�20
�

q
6�20 C t



C 2�il: (15)

Here we use the suffix .˙; l/ (l 2 Z�0) to specify the branch of Z�1.�/. The Stokes
geometry, that is, turning points and Stokes curves of (alt-dPI) are defined by this
phase factor Z�1;.˙;l/.�/ as follows:

Definition 3.1

(i) A point � Db� is said to be a turning point of (alt-dPI) if there exist two suffices
.�; l/ ¤ .�0; l0/ for which

Z�1;.�;l/.b�/ D Z�1;.�0;l0/.b�/ (16)

holds.
(ii) A Stokes curve of (alt-dPI) is defined by

=
Z �

b� .Z�1;.�;l/ � Z�1;.�0;l0//d� D 0; (17)

whereb� is a turning point at which (16) is satisfied.

Example Let t be fixed at t D e� i=6. Then the Stokes geometry of (alt-dPI) (for
t D e� i=6) is given by Fig. 1. Note that, as turning points and Stokes curves are
defined through the top order term �0 of the formal power series solution and �0
is an algebraic function satisfying (7), Fig. 1 is drawn on the Riemann surface of
�0. To be more precise, Fig. 1 is drawn on �0-plane since �0 itself gives a global
coordinate of the Riemann surface.

When t D e� i=6, there exist seven turning points. Among them p1 and p2 are
turning points where the relation Z�1;.C;l/. pk/ D Z�1;.�;l/.pk/ holds. Such a turning
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p1

p2

q1

q0

q2

r1

r2(I)

(II)

(III)

Fig. 1 Stokes geometry of (alt-dPI) for t D e� i=6

point is said to be of type ..C; l/; .�; l//. Similarly, qk (k D 0; 1; 2) is a turning point
of type ..C; l/; .C; l0// and rk (k D 1; 2) is a turning point of type ..C; l/; .�; lC2//.
Remark 3.2 As is easily seen in Fig. 1, there are several crossing points of Stokes
curves for (alt-dPI). This is because (alt-dPI) is considered to be an 1-order
differential equation. As a matter of fact, such crossing points of Stokes curves
often appear for higher order ordinary differential equations with a large parameter.
Thus some Stokes curves of Fig. 1 can be regarded as nonlinear analogue of “new
Stokes curves” emanating from “virtual turning points” introduced by Berk et al. [3]
and Aoki et al. [1], respectively. We refer the reader to [8] for more details of new
Stokes curves and virtual turning points.

4 Stokes Phenomena for (alt-dPI)

In the preceding section we defined and presented an example (Fig. 1) of the Stokes
geometry of (alt-dPI). On each Stokes curve a Stokes phenomenon is expected to
occur with transseries solutions of (alt-dPI). In this section, using linear differential-
difference equations (“Lax pair”) associated with (PII) and (alt-dPI), we analyze
such Stokes phenomena and seek for connection formulas describing them in an
explicit manner.



376 N. Joshi and Y. Takei

Lax Pair Associated with (PII) and (alt-dPI) and Its Stokes
Geometry

The following system of linear differential-difference equations are associated
with (PII) and (alt-dPI), that is, (PII) and (alt-dPI) describe its compatibility
condition [11, 16]. The system (18)–(20) is often called the “Lax pair”.

	

�2

@2

@x2
�QII



 D 0; (18)


�1
@ 

@t
D AII 


�1 @ 
@x
� 

�1

2

@AII

@x
 ; (19)

 D gII 

�1 @ 
@x
C fII  : (20)

Here the explicit form of the coefficient functions QII, AII, fII and gII is given as
follows:

QII D x4 C tx2 C 2�xC �2 � .�4 C t�2 C 2��/� 
�1 �

x � � C 

�2 3

4.x � �/2 ;
(21)

AII D 1

2.x� �/ ; (22)

gII D
�
.2� C 2�2 C t/.x � �/.x � �/

��1=2
; (23)

fII D
	
x2 � �2 � � C 
�1 1

2.x� �/



gII: (24)

We use this system (18)–(20), especially the first Eq. (18) in the x-variable, to
analyze the Stokes phenomena for (alt-dPI).

The following properties of the Lax pair play an important role in our discussion:

Fundamental properties of the Lax pair

(i) Suppose that analytic solutions of (10), i.e., solutions of the simultaneous
equations (PII) and (alt-dPI) are substituted into the coefficients of the Lax
pair (18)–(20). Then the Stokes multipliers of (18) become analytic functions
of .t; �/. In particular, they are independent of t thanks to the isomonodromic
property.

(ii) Stokes multipliers of (18) can be explicitly computed by applying the exact
WKB analysis to (18). The computation is based (hence heavily depends) on
the Stokes geometry of (18).
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(iii) On each Stokes curve of (alt-dPI) some degenerate configuration is observed
for the Stokes geometry of (18). That is, if �, or more precisely a point �0.�/
on the Riemann surface of �0 corresponding to �, is located on a Stokes curve
of (alt-dPI), there exist two turning points of (18) that are connected by a
Stokes curve of (18).

Among these three properties the third one is crucially important. To see the
relationship between the Stokes geometry of (alt-dPI) and that of (18) more
concretely, let us take three regions (I), (II) and (III) on the Riemann surface of
�0 specified in Fig. 1 and observe the configuration of Stokes curves of (18) when
�0.�/ belongs to each Region .J/ (J D I; II; III). In what follows we take a turning
point as an endpoint .t0; �0/ of the integral in the definition of a transseries solution
�.t; �; 
I˛/ and substitute �.t; �; 
I˛/ thus normalized into the coefficients of the
Lax pair (18)–(20).

Example Figure 2 shows the Stokes geometry of (18) when �0.�/ belongs to each
Region .J/ (J D I; II; III). Equation (18) has one double turning point at x D �0
and two simple turning points at a1 and a2. As is easily surmised from comparison
between (I) and (II) of Fig. 2, two simple turning points a1 and a2 are connected by
a Stokes curve in the transition from Region (I) to Region (II). This degenerate
configuration is observed exactly on a Stokes curve of (alt-dPI) separating two
Regions (I) and (II) in Fig. 1. Similarly, in the transition from Region (II) to Region

(I)

s1

s2

s3

s4

s5

s6

λ0

a1

a2

(III)

λ0

a1

a2

(II)

λ0

a1

a2

Fig. 2 Stokes geometry of (18) in Region .J/ (J D I; II; III)
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(III) a double turning point �0 and a simple turning point a1 are connected on a
Stokes curve of (alt-dPI) separating Regions (II) and (III).

Stokes Multipliers of (18)

Applying the exact WKB analysis to the linear equation (18) or, more specifically,
using the connection formulas for second order linear ordinary differential equations
in view of the configuration of Stokes curves given by Fig. 2, we can compute the
Stokes multipliers of (18). Such computation of Stokes multipliers through the exact
WKB analysis was done in [19] for the linear equation associated with the first
Painlevé equation and in [9] for that associated with the second Painlevé equation.
Adjusting the computations in [19] and [9] to the current situation, we obtain the
following explicit formulas for Stokes multipliers of (18). Note that in the case
of (18) there exist six Stokes multipliers sk (k D 1; : : : ; 6) corresponding to six
Stokes directions along which Stokes curves asymptotically tend to an irregular
singular point x D 1 (cf. Fig. 2, (I)). Since the computations depend on the Stokes
geometry, the expressions for sj differ according as �0.�/ belongs to Region (I),

(II) or (III). Thus in the following formulas we use the notation s.J/k (k D 1; : : : ; 6,
J D I; II; III) to denote the Stokes multipliers when �0.�/ belongs to Region .J/.

Stokes multipliers of (18) when �0.�/ belongs to Region (I)

8̂
ˆ̂̂̂
ˆ̂̂̂
ˆ̂<
ˆ̂̂̂
ˆ̂̂̂
ˆ̂̂:

s.I/1 D ieV.1C e2� i
�/;

s.I/2 D ie�Ve�2� i
� ;

s.I/3 D ieV.1C e�2� i
�/;

s.I/4 D �2
p
�˛Ie�V ;

s.I/5 D 0;
s.I/6 D .2

p
�˛I C i/e�V :

(25)

Stokes multipliers of (18) when �0.�/ belongs to Region (II)

8̂
ˆ̂̂̂
ˆ̂̂̂
ˆ̂<
ˆ̂̂̂
ˆ̂̂̂
ˆ̂̂:

s.II/1 D ieV ;

s.II/2 D ie�V .1C e�2� i
� /;

s.II/3 D ieVe�2� i
� ;

s.II/4 D �2
p
�˛IIe�V ;

s.II/5 D 0;
s.II/6 D .2

p
�˛II C i.1C e2� i
�//e�V :

(26)
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Stokes multipliers of (18) when �0.�/ belongs to Region (III)

8̂
ˆ̂̂̂
ˆ̂̂̂
ˆ̂<
ˆ̂̂̂
ˆ̂̂̂
ˆ̂̂:

s.III/1 D ieV ;

s.III/2 D ie�V.1C e�2� i
�/;

s.III/3 D ieVe�2� i
� ;

s.III/4 D .�2p�˛III C ie2� i
�/e�V ;

s.III/5 D 0;
s.III/6 D .2p�˛III C i/e�V :

(27)

In these formulas ˛J (J D I; II; III) denotes the free parameter of a transseries
solution given by (14) when �0.�/ belongs to Region .J/, and V designates the
following formal series:

V D
1X
nD1

21�2n � 1
2n.2n� 1/B2n.
�/

1�2n; (28)

where B2n stands for the Bernoulli number defined by

w

ew � 1 D 1 �
w

2
C
1X
nD1

B2n
.2n/Š

w2n: (29)

The formal series V is called the “Voros coefficient”, which appears from the
comparison between WKB solutions of (18) normalized at a simple turning point
and those normalized at x D1. For more details see [9]. (See also [21].)

Connection Formula for (alt-dPI)

Let us assume that the two transseries solutions �.t; �; 
I˛J/ in Region .J/
and �.t; �; 
I˛JC1/ in Region .J C 1/ should define the same analytic solution
of (alt-dPI). Then, thanks to the fundamental property (i), s.J/k D s.J/k .˛J/ and

s.JC1/k D s.JC1/k .˛JC1/ should be the same analytic function of �. This gives a
constraint on ˛J and ˛JC1:

s.J/k .˛J/ D s.JC1/k .˛JC1/ .k D 1; 2; : : : ; 6/: (30)

The relation (30) describes the Stokes phenomena for transseries solutions
of (alt-dPI). Making use of the explicit formulas (25)–(27) for s.J/k , we thus obtain
the following connection formula for (alt-dPI).
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Connection formula for (alt-dPI)
Suppose that the transseries solutions �.t; �; 
I˛J/ in Region .J/.J D I; II; III/
should define the same analytic solution of (alt-dPI). Then the following relations
hold among the free parameters ˛J .

˛II D ˛I.1C e2� i
�/; (31)

˛III D ˛II C i

2
p
�
e2� i
� : (32)

Remark 4.1 In terms of �!̨J D .˛
.J/
0 ; ˛

.J/
1 ; ˛

.J/
2 ; : : :/ (cf. Remark 2.3), the formu-

las (31) and (32) can be expressed also as

˛
.II/
l D ˛.I/l C ˛.I/l�1; (33)

˛
.III/
l D ˛.II/l C

i

2
p
�
ıl1 (34)

.l D 0; 1; 2; : : :/, where ıjk denotes Kronecker’s delta and ˛.I/�1 D 0.

Remark 4.2 The formula (32) immediately follows from comparison between (26)
and (27). On the other hand, derivation of (31) is not so straightforward, since
a Stokes phenomenon for the Voros coefficient V also occurs on a Stokes curve
in question. Making comparison between (25) and (26) and taking the effect of a
Stokes phenomenon of V into account, we obtain (31).

We finally remark that the relation (32) between ˛II and ˛III is the same as the
connection formula for Stokes phenomena of the continuous first Painlevé equation
(PI) discussed in [19]. Similarly, the relation (31) between ˛I and ˛II is the same as
the connection formula for parametric Stokes phenomena of the continuous second
Painlevé equation (PII) studied by Iwaki [9]. Thus both Stokes phenomena of (PI)
type and those of (PII) type occur with the discrete Painlevé equation (alt-dPI).
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Abstract The aim of this paper is first to formulate the definition of Frobenius
manifolds and its generalization. Then we study the algebraic solutions to Painlevé
VI obtained by Dubrovin-Mazzocco related with the reflection group of type H3.
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1 Introduction

In this paper, we mainly treat the three algebraic solutions to Painlevé VI obtained
by Dubrovin-Mazzocco [4] and related topics. In the first half, we explain the
definition of potentials of Frobenius manifolds and that of potential vector fields
of flat structure which is a generalization of Frobenius manifold. In our formulation
of flat structure, systems of differential equations of Okubo type play an important
role. In the second half, we construct examples of systems of Okubo type related
with algebraic solutions to Painlevé VI called the icosahedron, great icosahedron
and great dodecahedron solutions in [4].
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2 Free Divisors

Let h.x/ D h.x1; x2; : : : ; xn/ be a holomorphic function defined in a neighbourhood
U of the origin 0 in Cn. Assume that h.x/ is reduced.

Definition 2.1 (cf. K. Saito [11]) h.x/ D 0 is a free divisor if there is an n � n
matrix .vij.x// whose entries are holomorphic functions satisfying the following
conditions (i), (ii).

(i) Put Vi DPn
jD1 vij.x/@j .i D 1; 2; : : : ; n/. Then .Vih/=h is holomorphic.

(ii) det.vij.x// D g.x/h.x/ for a holomorphic function g.x/ such that g.x/ 6D 0

on U.

Example 1 Let V be a real vector space and let W be an irreducible reflection
group generated by reflections of V . Put Vc D V ˝R C and S D CŒVc� is the
polynomial ring over Vc. Then W acts on S. Put R D SW which consists of W-
invariant polynomials. Then it is known that R is also a polynomial ring. Taking
generators x1; x2; : : : ; xn of R, we have R D CŒx1; x2; : : : ; xn�. We may take each xj
as a homogeneous polynomial. Let dj be the degree of xj. We may also assume that
0 < d1 
 d2 
 � � � 
 dn. Then it is known that d1 D 2 < d2; dn�1 < dn and that
dj C dn�jC1 D d1 C dn for all j. A basic anti-invariant is a non-zero homogeneous
polynomial D 2 S such that Ds D �D for any reflection s 2 W and that its degree
is minimal among such polynomials. Then there exists a basic anti-invariant D up
to a non-zero constant and D2 is W-invariant. As a consequence, D2 is regarded
as a polynomial of x1; x2; : : : ; xn. We denote by �W.x1; x2; : : : ; xn/ the polynomial
obtained in this manner.

Basic results obtained by K. Saito [11, 12] are

(1) As a polynomial of xn,

�W D c0x
n
n C c1.x

0/xn�1n C � � � C cn�1.x0/xn C cn.x
0/;

where each cj is a polynomial of x0 D .x1; : : : ; xn�1/ and c0 is a non-zero
constant.

(2) �W D 0 is free.

3 Potentials of Frobenius Manifolds

Let F.x/ D F.x1; x2; : : : ; xn/ be a function of the form

F D
(

1
2
x1x2n C

Pm�1
jD1 xjC1x2m�jC1xn C 1

2
x2mC1xn C F0.x0/ .n D 2mC 1/;

1
2
x1x2n C

Pm�1
jD1 xjC1x2m�jxn C F0.x0/ .n D 2m/;
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where x0 D .x1; : : : ; xn�1/. Assume that F.x/ is weighted homogeneous. This means
that there are non-zero numbers w1;w2; : : : ;wn; d such that

Pn
jD1 wjxj@jF D dF. We

put E DPn
jD1 wjxj@j. E is called an Euler vector field. We also assume that each wj

is a rational number and that1 0 < w1 < w2 < � � � < wn D 1. Using F, we define
gj D @n�jC1F . j D 1; 2; : : : ; n/ and put P D .g1; g2; : : : ; gn/. By differentiating P,
we obtain n-vectors @jP and construct a matrix C D .Cij/ by

C D

0
BBB@

@1P
@2P
:::

@nP

1
CCCA : (1)

In particular Cij D @igj and @nP D .x1; x2; : : : ; xn/. Moreover we put QB.k/ D @kC.
It follows from the definition that . QB.k//ij D @k@igj. As a consequence, . QB.k//ij D
. QB.i//kj. It is clear from the definition that C�xnIn is independent of xn. This implies
that QB.n/ D In. We need the matrix T D EC for later consideration.

Definition 3.1 The function F is a potential if QB. p/ QB.q/ D QB.q/ QB. p/ for all p; q and
x D .x1; x2; : : : ; xn/ is called a flat coordinate.

Remark 3.2 The matrix entries of QB. p/ QB.q/ D QB.q/ QB. p/ are expressed as non-linear
differential equations for F. The collection of such differential equations is called a
WDVV(=Witten-Dijkgraaf-Verlinde-Verlinde) equation. For this reason, a potential
is a solution of WDVV equation.

We put h D detT. It follows from the definition that

h D xnn C c1.x
0/xn�1n C � � � C cn�1.x0/xn C cn.x

0/;

where each cj.x0/ is a function of x0 D .x1; : : : ; xn�1/. An important property of h is
shown by C. Sabbah:

Proposition 3.3 ([10]) The hypersurface of Cn defined by det.T/ D 0 is free.
Example 2 (Continuation of Example 1) The following result is due to Dubrovin
[3]. (See also [14], which treated a prototype of Frobenius manifold.)

(3) Taking the basic invariants x1; x2; : : : ; xn appropriately, we find that there is
a potential F D F.x1; x2; : : : ; xn/ such that the polynomial �W is identified with
det.T/ up to a non-zero constant and basic logarithmic vector fields defined in
Definition 2.1 are obtained by T.

We explain the statement (3) more precisely. In the definition of a potential
one needs the numbers w1; : : : ;wn. We start with taking these numbers so that

1 Sometimes we treat the case where some of w1; : : : ;wn are equal. In this paper we use the notation
@j D @xj for the sake of simplicity.
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wj D dj=dn, where dj are degrees of basic invariants. The next step is to find a
polynomial solution F.x/ of the WDVV equation corresponding to these numbers.
The third step is to define matricesC and T as before. Finally we obtain�W D detT.

Relating with real reflection groups of rank three (cf. [3]), there are three kinds
of polynomial potentials:

A3 case W F D x1x23 C x22x3
2

C x21x
2
2

4
C x51
60
;

B3 case W F D x1x23 C x22x3
2

C x1x32
6
C x31x

2
2

6
C x71
210

;

H3 case W F D x1x23 C x22x3
2

C x21x
3
2

6
C x51x

2
2

20
C x111
3960

:

Remark 3.4 The three polynomials above were already obtained by K. Saito and T.
Yano at the end of 1970s (unpublished).

Remark 3.5 Dubrovin [3] classified polynomial potentials of three variables. It is
interesting to construct potentials defined by algebraic function in three variables.
We will discuss a topic related with this question later.

4 Flat Structures Without Potentials

Some of the arguments so far go well without the existence of potentials. We are
going to explain the idea based on [6, 7].

We start with introducing weighted homogeneous polynomials g1.x/; g2.x/; : : : ;
gn.x/ such that Egj D .wj C wn/gj . j D 1; 2; : : : ; n/ and that

gj D
8<
:
xjxn C g.0/j .x

0/ . j D 1; 2; : : : ; n � 1/;
1

2
x2n C g.0/n .x

0/ . j D n/

with polynomials g.0/j .x
0/ of x0 D .x1; : : : ; xn�1/. Using gj.x/ . j D 1; 2; : : : ; n/,

we define an n � n matrix C such that Cij D @igj. It is easy to see that Cnj D
xj . j D 1; 2; : : : ; n/. We define matrices QB. p/ D @pC . p D 1; 2; : : : ; n/ and T DPn

jD1 wjxj@jC DPn
jD1 wjxj QB. j/:We denote by b. p/ij the .i; j/-entry of QB. p/ and collect

basic properties of QB. p/ . p D 1; 2; : : : ; n/:
1. @p QB.q/ D @q QB. p/ .8p; q/;
2. b.r/pq D b. p/rq .8p; q; r/;
3. b. p/nq D ıpq .8p; q/;
4. QB.n/ D In;
5. @n QB. p/ D O . p D 1; 2; : : : ; n � 1/;
where ıpq is Kronecker’s delta and In is the identity matrix.
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Definition 4.1 If QB. p/ QB.q/ D QB.q/ QB. p/ .8p; q D 1; 2; : : : ; n/, then Eg D
.g1; g2; : : : ; gn/ is called a potential vector field and .x1; x2; : : : ; xn/ is a flat
coordinate.

Remark 4.2 The potential vector field in Definition 4.1 is same as the local vector
potential introduced in Manin [9]. The authors thank P. Lorenzoni for informing
them of the paper [9].

Remark 4.3 Similar to the case of the existence of potentials, the potential vector
field is a solution of a certain system of non-linear differential equations arising
from the commutativity of matrices QB. p/ . p D 1; 2; � � � ; n/. In this sense, QB. p/ QB.q/ D
QB.q/ QB. p/ .8p; q/ is called an extended WDVV equation.

5 A Generalization of Ordinary Differential Equations
of Okubo Type

In this section we freely use the notation in previous sections without any comment.
The matrix T is defined by C and E. We always assume in this section that
.g1; g2; : : : ; gn/ is a potential vector field. Then by definition, QB. p/ QB.q/ D QB.q/ QB. p/
for all p; q.

We introduce a diagonal matrix B.n/1 by B.n/1 D diag.rC w1; rC w2; : : : ; rC wn/

for some constant r 2 C and define n � n matrices B. p/ . p D 1; 2; : : : ; n/ by

B. p/ D �T�1 QB. p/B.n/1 (2)

and a system of differential equations

@pY D B. p/Y . p D 1; 2; : : : ; n/; (3)

where Y D t.y1; � � � ; yn/. The system (3) is rewritten by

dY D �Y; (4)

where� is the 1-form defined by � DPn
pD1 B. p/dxp:

Theorem 5.1 The system (4) is integrable.

Remark 5.2 We put T0 D xnIn � 1

wn
T. Since T �wnxnIn does not depend on xn and

since B.n/ D �T�1B.n/1 , the differential equation

@nY D B.n/Y (5)
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turns out to be

.xnIn � T0/@nY D � 1
wn

B.n/1Y: (6)

Regarding (6) as an ordinary differential equation with respect to the variable xn,
(6) is an ordinary differential equation of Okubo type. In this sense, the system (4)
[or (3)] is one of generalizations of Okubo type ordinary differential equation to
several variables case.

6 Algebraic Solutions of Painlevé VI and Differential
Equations of Okubo Type

In this section we mention a relationship between the system of differential
equations (4) and algebraic solutions of Painlevé VI. Algebraic solutions of Painlevé
VI are studied by many authors. For our purpose we assume that n D 3. Since
h D detT is a cubic polynomial of x3, let zj.x0/ . j D 1; 2; 3/ be defined by

h.x/ D Q3
iD1.x3 � zi.x0// where x0 D .x1; x2/. We consider B.3/ D �T�1 QB.3/B.3/1

as before. It follows from the definition that if i 6D j, the .i; j/-entry of hB.3/ is a
linear function of x3. Noting this, we define zij.x0/ .i 6D j/ by the condition that
x3 D zij.x0/ is the zero of the .i; j/-entry of hB.3/. If each of the diagonal entries of

B.3/1 is not zero, that is, r 6D �wk .k D 1; 2; 3/, then by an easy computation, we

have zij D det.T/.T�1/ij
Tij

ˇ̌
ˇ
x3D0

: This formula holds for j 6D k in the case r D �wk. It

can be shown that if the .k; k/-entry of the diagonal matrix B.3/1 is zero, namely, if

r D �wk and j 6D k, then wij D zij.x0/�z1.x0/

z2.x0/�z1.x0/
is an algebraic solution of Painlevé VI as

a function of t D z3.x0/�z1.x0/

z2.x0/�z1.x0/
:

We stop here the arguments on the relationship between the system of differential
equations (4) and algebraic solutions of Painlevé VI because of space restriction
and we focus our attention to the case treated by Dubrovin and Mazzocco [4] in
the subsequent sections. Dubrovin [3] proved that three dimensional semisimple
Frobenius manifolds correspond to one parameter family of the Painlevé VI
equation. Algebraic solutions by Dubrovin and Mazzocco are included in this one
parameter family. We shall give many examples of potential vector fields related
with algebraic solutions to Painlevé VI equation elsewhere.

7 Frobenius Manifolds Treated by Dubrovin-Mazzocco [4]

We treat in this section three algebraic solutions of Painlevé VI related with the
reflection group of type H3 obtained by Dubrovin-Mazzocco [4]. The first one
is called icosahedron solution. This solution is constructed from the polynomial
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potential introduced in Sect. 3. The second one and third one are called great
icosahedron solution and great dodecahedron solution, respectively. We construct
these two solutions by introducing potentials of algebraic functions. The argument
in this section is mostly owing to [4] and [1]. Our contribution is, if exists, the
construction of potentials of algebraic functions. In the last subsection, we discuss
the relationship between these three solutions and free divisors in C3.

The Case Corresponding to Icosahedron Solution .H3/ in [4]

In this case, we start with the potential

F D t111
3960

C t51t
2
2

20
C t21t

3
2

6
C t22t3

2
C t1t23

2
:

The weights of the variables t1; t2; t3 are given by

w.t1/ D 1

5
; w.t2/ D 3

5
; w.t3/ D 1:

The concrete form of the matrix C [cf. (1)] is then

C D

0
B@
t3

1
2
t41t2 C t1t22

1
36
t91 C t31t

2
2 C 1

3
t32

t2 1
10
t51 C t21t2 C t3 1

2
t41t2 C t1t22

t1 t2 t3

1
CA :

In this case the Euler vector field E is given by

E D 1

5
t1@t1 C

3

5
t2@t2 C t3@t3

and T D EC is given by

T D 1

5

0
B@
5t3 7. 1

2
t41t2 C t1t22/ 9. 1

36
t91 C t31t

2
2 C 1

3
t32/

3t2 5. 110 t
5
1 C t21t2 C t3/ 7. 1

2
t41t2 C t1t22/

t1 3t2 5t3

1
CA :

Putting B.3/1 D diag
��r � 2

5
;�r;�rC 2

5

�
, we define 3 � 3 matrices

B. p/ D �T�1 QB. p/B.3/1 . p D 1; 2; 3/
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and a system of differential equations

@tpY D B. p/Y . p D 1; 2; 3/: (7)

The singularities of this system is contained in the hypersurface defined by
det.T/ D 0. In this case

det.T/ D � 1
1000

t151 � 1
100

t121 t2 C 2
25
t91t

2
2 C 1

50
t61t

3
2 C 23

25
t31t

4
2 C 27

125
t52

� 1
100

t101 t3 � 6
5
t41t

2
2t3 � 9

5
t1t32t3 C 1

10
t51t
2
3 C t21t2t

2
3 C t33

(8)

Remark 7.1 The polynomial (8) is regarded as the discriminant of the reflection
group of type H3.

Substituting t2 D .1�23s2C91s4�5s6/
.1C3s2/3 t31, we find that

det.T/ D .t3 � z1/.t3 � z2/.t3 � z3/;

where

z1 D � .25�585s
2C3530s4�6690s6�3955s8C507s10/t51

10.1C3s2/5 ;

z2 D .7�215s2C1910s4C4096s5�5150s6�20480s7�6125s8C357s10/t51
10.1C3s2/5 ;

z3 D .7�215s2C1910s4�4096s5�5150s6C20480s7�6125s8C357s10/t51
10.1C3s2/5 :

By direct computation, the .3; 2/-entry of the matrix det.T/T�1 is

'32 D 1

50
t2.7t

5
1 C 14t21t2 � 30t3/

Regard '32 D 0 as an equation of t3. Then

w32 D 7

30
.t51 C 2t21t2/ D

7.3� 37s2 C 209s4 C 17s6/t51
30.1C 3s2/3

is its solution. Then

t D z3 � z1
z2 � z1

D .�1C s/5.1C 3s/3.�1C 4sC s2/

.1C s/5.�1C 3s/3.�1 � 4sC s2/
;

w D w32 � z1
z2 � z1

D .�1C s/2.1C 3s/2.3C s2/

3.1C s/3.�1C 3s/.�1 � 4sC s2/
:

As is explained in the previous section, we conclude that w is an algebraic solution
to Painleve VI with respect to the variable t. The solution .t;w/ is equivalent to the
icosahedron solution obtained by Dubrovin-Mazzocco [4].
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The Case Corresponding to Great Icosahedron Solution .H3/
0

in [4]

In this case, we start with introducing an algebraic function z of t1; t2 defined by

t2 C t1zC z4 D 0: (9)

The weights of the variables t1; t2; t3 and the algebraic function z are given by

w.t1/ D 3

5
; w.t2/ D 4

5
; w.t3/ D 1; w.z/ D 1

5
:

Let

F D 1

2
.t22t3 C t1t

2
3/�

1

18
t41z �

7

72
t31z

4 � 17

105
t21z

7 � 2
9
t1z

10 � 64

585
z13

be an algebraic function of t1; t2; t3. In this case, the matrix C of (1) is given by

C D
0
@ t3

1
6
.t1 � 2z3/.t1 C z3/ � 1

84
z.28t21 C 35t1z3 C 16z6/

t2 1
10
.10t3 � 5t1z2 � 8z5/ 1

6
.t1 � 2z3/.t1 C z3/

t1 t2 t3

1
A

Noting that z is an algebraic function of t1; t2, we obtain

QB1.D @t1C/ D
0
@0

1
3
.t1 C z3/ � 1

12
z.4t1 C z3/

0 1
2
z2 1

3
.t1 C z3/

1 0 0

1
A ;

QB2.D @t2C/ D
0
@0

1
2
z2 1

3
.t1 C z3/

1 z 1
2
z2

0 1 0

1
A ;

QB3.D @t3C/ D I3:

Then a direct computation implies that QB1 QB2 D QB2 QB1, which means that F is a
potential.

Since T D 3
5
t1 QB1 C 4

5
t2 QB2 C t3 QB3, it follows that

T D 1

5

0
@ 5t3 .t1 � 2z3/.t1 C z3/ � 1

12
z.28t21 C 35t1z3 C 16z6/

4t2 1
2
.10t3 � 5t1z2 � 8z5/ .t1 � 2z3/.t1 C z3/

3t1 4t2 5t3

1
A :
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Putting B.3/1 D diag
��r � 1

5
;�r;�rC 1

5

�
, we define 3 � 3 matrices

B. p/ D �T�1 QB. p/B.3/1 . p D 1; 2; 3/

and a system of differential equations

@tpY D B. p/Y . p D 1; 2; 3/: (10)

Then the singularities of this system is contained in the hypersurface defined by
det.T/ D 0. In this case

det.T/ D 3
125

t51 C t33 C 3
5
t31t3z � 1

2
t1t23z

2 � 73
50
t41z

3 C 7
20
t21t3z

4 � 4
5
t23z

5

� 173
120

t31z
6 � 4

5
t1t3z7 � 37

25
t21z

9 � 16
25
t3z10 � 56

75
t1z12 � 64

375
z15

(11)

Remark 7.2 By a certain weight preserving change of variables, the polynomial
above coincides with the det.T/ in the case of icosahedron given in (8).

As in the previous case, by the substitution t1 D � 4.1�15s2C75s4C3s6/z3.1C3s2/3 , we find
that

det.T/ D .t3 � z1/.t3 � z2/.t3 � z3/;

where

z1 D 6.5�125s2C930s4�2090s6�1975s8C183s10/z5
5.1C3s2/5 ;

z2 D � 6.3�75s2C430s4C1024s5�870s6�5120s7�545s8C33s10/z55.1C3s2/5 ;

z3 D � 6.3�75s2C430s4�1024s5�870s6C5120s7�545s8C33s10/z55.1C3s2/5 :

By direct computation, the .3; 2/-entry of the matrix det.T/T�1 is

'32 D 3t31 � 20t2t3 � 3t21z3 � 6t1z6:

Regard '32 D 0 as an equation of t3 and t3 D w32 is its solution. Then

w32 D
3.t31 � t21z

3 � 2t1z6/
20t2

D �18.1 � 15s
2 C 75s4 C 3s6/.1 � 7s2 C 59s4 C 11s6/z5

5.1C 3s2/6 :

We define t; w by

t D z3 � z1
z2 � z1

D .�1C s/5.1C 3s/3.�1C 4sC s2/

.1C s/5.�1C 3s/3.�1 � 4sC s2/
;

w D w32 � z1
z2 � z1

D .�1C s/4.1C 3s/2
.1C s/.�1C 3s/.�1 � 4sC s2/.1C 3s2/ :
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Then w is an algebraic solution to Painlevé VI of the variable t equivalent to the
great dodecahedron solution in [4].

To compare with the case .H3/, we rewrite the system (10) by using the variable
.z; t1; t3/. Using the relation (9), we define CM D Cjt2D�t1z�z4 ; TM D Tjt2D�t1z�z4 .
Then

CM D
0
@ t3 1

6
.t1 � 2z3/.t1 C z3/ � 1

84
z.28t21 C 35t1z3 C 16z6/

�z.t1 C z3/ 1
10
.10t3 � 5t1z2 � 8z5/ 1

6
.t1 � 2z3/.t1 C z3/

t1 �z.t1 C z3/ t3

1
A

TM D 1
5

0
@ 5t3 .t1 � 2z3/.t1 C z3/ � 1

12
z.28t21 C 35t1z3 C 16z6/

�4z.t1 C z3/ 1
2
.10t3 � 5t1z2 � 8z5/ .t1 � 2z3/.t1 C z3/

3t1 �4z.t1 C z3/ 5t3

1
A :

As a consequence, we obtain a system of differential equations

8̂
<
:̂
@z QY D �T�1M .@zCM/B

.3/1 QY;
@t1 QY D �T�1M .@t1CM/B

.3/1 QY;
@t3
QY D �T�1M .@t3CM/B

.3/1 QY :
(12)

on the .z; t1; t3/-space.

Remark 7.3 The singularities of the system (12) is contained in the free divisor
defined by det.T/ D 0, where det.T/ is given by (11). It is underlined here
that det.T/ is regarded as the discriminant of the reflection group of type H3 [cf.
Remark 7.2].

Remark 7.4 B. Dubrovin informed the authors that his student Alejo Keuroghlanian
computed the algebraic Frobenius manifold for the case of the great icosahedron in
his master thesis “Varieta di Frobenius algebriche di dimensione 3” (2008).

The Case Corresponding to Great Dodecahedron Solution .H3/
00

in [4]

In this case, we start with introducing an algebraic function z of t1; t2 defined by

� t21 C t2 C z2 D 0: (13)

The weights of the variables t1; t2; t3 and the algebraic function z are given by

w.t1/ D 1

3
; w.t2/ D 2

3
; w.t3/ D 1; w.z/ D 1

3
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Let

F D 4063

1701
t71 C

1

2
.t22t3 C t1t

2
3/C

19

135
t51z

2 � 73
27

t31z
4 C 11

9
t1z

6 � 16
35

z7:

be an algebraic function of t1; t2; t3. In this case, the matrix C of (1) is given by

C D
0
@ t3 C12 C13
t2 C22 C23
t1 t2 t3

1
A ;

where

C12 D C23 D 1
9
.t1 C z/.91t31 � 91t21zC 105t1z2 � 33z3/;

C13 D 4
405
.8281t51 � 4410t31z2 � 1620t21z3 C 585t1z4 � 324z5/;

C22 D 1
27
.�146t31 C 27t3 C 198t1z2 � 108z3/:

Then by direct computation, we conclude that QB1 D @t1C; QB2 D @t2C; QB3 D @t3C D
I3 are commutative and therefore F is a potential.

Since T D 1
3
t1 QB1 C 2

3
t2 QB2 C t3 QB3, it follows that

T D 1

3

0
@3t3 4C12 5C132t2 3C22 4C23

t1 2t2 3t3

1
A :

Putting B31 D diag
��r � 1

3
;�r;�rC 1

3

�
, we define 3 � 3 matrices

B. p/ D �T�1 QB. p/B.3/1 . p D 1; 2; 3/
and a system of differential equations

@tpY D B. p/Y . p D 1; 2; 3/: (14)

Then the singularities of this system are contained in the hypersurface defined by
det.T/ D 0. In this case

det.T/ D t33 C K1t
2
3 C K2t3 C K3; (15)

where

K1 D � 2
27
.73t31 � 99t1z2 C 54z3/;

K2 D � 4
729
.11557t61 � 7182t41z2 C 972t31z3 � 1107t21z4 � 2916t1z5 C 1188z6/;

K3 D 8
19683

	
902629t91 � 1473381t71z2 C 535626t61z3 C 693063t51z4
�12636t41z5 � 169155t31z6 � 39366t21z7 C 12636t1z8 � 5832z9



:
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We introduce u by the relation

u2 D s.8 � 11sC 8s2/: (16)

Then substituting t1 D .�1�12sC12s2�4s3/z
5.�1C2s/2 , we find that

det.T/ D .t3 � z1/.t3 � z2/.t3 � z3/;

where

z1 D
32z3

 
724� 6336sC 16704s2 � 27276s3 C 17514s4 C 10026s5

�21489s6 C 12996s7 � 3924s8 C 436s9
!

3375.�1C2s/6 ;

z2 D �
32z3

 
76� 864sC 3096s2 � 5424s3 C 1161s4 C 8649s5 � 11211s6

C6804s7 � 3276s8 C 364s9 C 675.�1C s/su3

!

3375.�1C2s/6 ;

z3 D �
32z3

 
76� 864sC 3096s2 � 5424s3 C 1161s4 C 8649s5 � 11211s6

C6804s7 � 3276s8 C 364s9 � 675.�1C s/su3

!

3375.�1C2s/6 :

By direct computation, the .3; 2/-entry of the matrix det.T/T�1 is

'32 D 2

81
.144t51 C 104t31t2 � 66t1t22 � 27t2t3 C 144t41z � 144t21t2z/:

Regard '32 D 0 as an equation of t3 and t3 D w32 is its solution. Then

w32 D 2.72t51 C 52t31t2 � 33t1t22 C 72t41z � 72t21t2z/
27t2

:

We define t; w by

t D z1 � z2
z3 � z2

; w D w32 � z2
z3 � z2

:

Then

t D 1
2
C .1Cs/.32�320sC1112s2�2420s3C3167s4�2420s5C1112s6�320s7C32s8/

54.�1Cs/su3
;

w D 1
2
� .8�28sC75s2C31s3�269s4C318s5�166s6C56s7/

18.�1Cs/s.3�4sC4s2C2s3/u :
(17)

The transformation .s; u/ ! .1=s1;�u1=s21/ leaves Eq. (16) invariant and write t;w
by s1; u1, we find that t;w defined in (17) coincide with t; y of Theorem C in [1]. As
a consequence, .t;w/ is equivalent to the great dodecahedron solution of [4].

Remark 7.5 Historically, the great dodecahedron solution given in [4] was defined
by a solution curve F.t; y/ D 0 which took about ten pages to write down. Later
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Boalch [1] obtained the solution .t;w/ given in (17) which is equivalent to the one
by Dubrovin-Mazzocco and is quite simple. Our interest is to construct a system of
linear differential equations of three variables related with an algebraic solution to
Painlevé VI. Starting from the solution given in Theorem C in [1], we accomplished
this purpose and finally reached at the position of finding the algebraic potential
given at the first place of this subsection.

Remarks on Fundamental Groups

In this section, we constructed three holonomic systems of (linear) differential
equations (7), (10), (14) on C3 which correspond to icosahedron solution, great
icosahedron solution and great dodecahedron solution, respectively. In particular
we rewrite (10) to (12).

We now discuss a relationship between the monodromy groups of the systems
(7), (12), (14) and the reflection group W.H3/.

It is known that W.H3/ is generated by three reflections on R3. One choice of
generating reflections is

R1 D
0
@�1 0 00 1 0

0 0 1

1
A ; R2 D 1

2

0
@ Na 1 �a
1 a �Na
�a �Na 1

1
A ; R3 D

0
@1 0 0

0 1 0

0 0 �1

1
A ;

where a D 1Cp5
2
; Na D 1�p5

2
. It is easy to show that

R2j D I3 . j D 1; 2; 3/; .R1R2/5 D I3; .R2R3/
3 D I3; .R1R3/

2 D I3:

Then GA D hR1;R2;R3i is a realization of W.H3/ as a subgroup of O.3/. To
show a relationship between GA and the realization of W.H3/ as the quotient
group of a binary icosahedral group defined by F. Klein [8], we introduce a matrix

M D
0
@ .� � 1/�

2 0 �.� � 1/�2
� C �4 p

2 �� � �4
�1 p

2.� C �4/ 1

1
A and define QRj D M�1RjM . j D 1; 2; 3/

where � D e2
p�1�=5. Then the group GK D h QR1; QR2; QR3i is a realization as the

quotient group of the binary icosahedral group introduced by F. Klein [8, p. 41] (see
also [5, p. 197]). It is underlined here that GK has an action � ! �2.

We return to the systems (7), (12). Each of the systems has a parameter r. The
monodromy groups of (7), (12) depend on the parameter r. Consider the case r D
1=2. In this case, it can be shown that monodromy groups of the systems (7), (12) are
finite. In particular, the monodromy group of (7) is isomorphic to the group GK and
the monodromy group of (12) is realized by changing QRj to the matrix QR0j D QRjj�!�3
. j D 1; 2; 3/.
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The treatment of the remaining case (14) is different from (7), (12). We first note
the relationship between the algebraic solution given in (17) and the solution 27 in
[1]. Since the solution 27 case was discussed in [6, Sect. 8.1] in detail, we start with
reviewing the argument there. In the solution 27 case, the weights of flat coordinates
.t1; t2; t3/ are given by

w.t1/ D 1

15
; w.t2/ D 1

3
; w.t3/ D 1

and a potential vector field is defined by .g1; g2; g3/, where

g1 D � 1
33
t1.3t101 t2 C 11t32 � 33t3/;

g2 D 1
76
.�5t201 C 114t101 t22 C 19t42 C 76t2t3/;

g3 D 1
870
.100t301 C 1740t201 t22 � 5220t101 t42 C 116t62 C 435t23/:

From g1; g2; g3, we can introduce the matrices C, T. In this case we write Cs27; Ts27,
respectively. Then det.Ts27/ D 0 defines a free divisor in C3 related with the solution
27. For our purpose, we change t1 D �

1=10
1 ; t2 D �2; t3 D �3 and write det.Ts27/ by

� D .�1; �2; �3/ which we denote by Fs27.�/. The result is

Fs27.�/ D 1
135
.300�41�2 C 560�31�32 C 8328�21�52 � 4560�1�72 � 20�92
C75�31�3 C 1395�21�22 �3 � 4455�1�42 �3 C 105�62�3
�270�1�2�23 � 90�32�23 � 135�33/:

(18)

We note here that the polynomial Fs27.�/ coincides with FB;6 introduced in [15] by
a certain coordinate change and that the fundamental group �1.C3 � fFB;6 D 0g/
is computed by Saito and Ishibe [13]. In fact, �1.C3 � fFB;6 D 0g/ is generated by
three generators a; b; c with the relations

aba D bab; aca D bac; acaca D cacac:

On the other hand, by the substitution

�1 D � 5

4	31=3 .t1 C z/2;
�2 D � 1

2	32=3 .5t1 � 3z/;
�3 D 1

9
.�19t31 C 9t3 � 15t21zC 27t1z2 � 9z3/

the polynomial det.T/ in (15) coincides with Fs27.�/. This suggests that there is a
relationship between �1.C3�fFB;6 D 0g/ and �1.C3�fdet.T/ D 0g/. We now treat
the system (14). It is a conjecture that in the case r D 1=2, the monodromy group
of this system is finite and is isomorphic to W.H3/. This implies, in particular, that
there is a group homomorphism of �1.C3�fdet.T/ D 0g/ to W.H3/, which matches
the argument in [2, Sect. 6.1].
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Remark 7.6 The system (7) is obtained in [5]. But it is not expressed in a flat
coordinate system.

After the work was done, one of the authors of this chapter (Mitsuo Kato) proved
the conjecture in page 397 affirmatively.
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Relation of Semi-Classical Orthogonal
Polynomials to General Schlesinger Systems via
Twistor Theory

Hironobu Kimura

Abstract We study the relation between semi-classical orthogonal polynomials and
nonlinear differential equations coming from the isomonodromic deformation of
linear system of differential equations on P

1. There are many works establishing this
kind of relations between the Painlevé equations and semi-orthogonal polynomials
with the weight functions taking from the integrands for hypergeometric, Kummer,
Bessel, Hermite, Airy integrals. Some extension of these results is obtained for
the semi-classical orthogonal polynomials with the weight functions coming from
the general hypergeometric integrals on the Grassmannian G2;N . To establish the
desired relations, we make use of the Atiyah-Ward Ansatz construction of particular
solutions for the 2 � 2 Schlesinger system and its degenerated ones.

Keywords Isomonodromic deformation • Semi-classical orthogonal polynomial •
Twistor theory

Mathematics Subject Classification (2000). Primary 34M56; Secondary 33C45

1 Introduction

In this note we discuss a relation of semi-classical orthogonal polynomials to the
nonlinear systems of partial differential equations obtained from the theory of
isomonodromic deformation of linear differential equations on the projective line
P
1.

First we explain our motivation. Let w.t/ be a positive weight function on some
subset I � R and let . f ; g/ D RI f .t/g.t/w.t/dt be the inner product for polynomials
with respect to the measure w.t/dt. By the process of orthogonalization we have
a series of monic orthogonal polynomials pn.t/ of degree n 2 Z�0: One of the
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important features of orthogonal polynomials is the three-term recurrence relations

tpn.t/ D pnC1.t/C ˛npn.t/C ˇnpn�1.t/:
It is important to know the coefficients ˛n; ˇn: These quantities can be expressed
using the determinants

Dn D det

	Z
I
tjCkw.t/dt


n�1

j;kD0

of the Hankel matrix whose .i; j/ entry is the i C j th moment of w.t/. It is known
that ˇn can be expressed as

ˇn D Dn�1DnC1
D2n

and ˛n is also computable in terms of fDng. For the classical orthogonal polynomi-
als, namely, Jacobi, Laguerre and Hermite polynomials, we take w.t/ D t˛.1�t/ˇon
Œ0; 1�; t˛e�ton Œ0;1/ and e�t2 on .�1;1/ as the weight function, respectively. Evi-
dently, we impose the condition ˛; ˇ > �1 so that the inner product can be defined
for polynomials. In these cases, Dn are constants depending on the parameters ˛; ˇ
contained in the weight function. It should be noted here that, these weight functions
are integrands of Beta, Gamma and Gaussian integrals, respectively:

B.˛C 1; ˇC 1/ D
Z 1

0

t˛.1� t/ˇdt; �.˛C 1/ D
Z 1
0

t˛e�tdt;
p
� D

Z 1
�1

e�t2dt:

Several semi-classical orthogonal polynomials are defined using the weight
functionsw.t; x/ depending on a parameter x. In these cases the Hankel determinants
Dn depend on x, so we denote them as Dn.x/. A numerous works are devoted to
clarify how Dn.x/ are related to the Painlevé equations P2,. . . ,P6. For example, Dai
and Zhang [3] considered the semi-classical orthogonal polynomials attached to the
weight function w.t; x/ D t˛.1 � t/ˇ.t � x/� and showed that the function

Hn.x/ WD x.x � 1/ d
dx

logDn.x/C d1xC d2

with

d1 D �n.nC ˛ C ˇ C �/� .˛ C ˇ/
2

4
;

d2 D �1
4
Œ2n.nC ˛ C ˇ C �/C ˇ.˛ C ˇ/ � �.˛ � ˇ/�

satisfies the Okamoto’s �-form equation for the sixth Painlevé equation P6. This
result indicates that Dn.x/ is the �-function for some particular solution of P6.
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Similar connection of semi-classical orthogonal polynomials of other type to the
Painlevé equations was also discussed [1, 2, 4, 9]. The form of weight functions and
the related Painlevé equations are listed in the following table.

w.t; x/ Painlevé Special function

t˛.1� t/ˇ.t � x/� P6 Gauss

t˛.1� t/ˇe�x=t P5 Kummer

.1C t/˛.1� t/ˇe�xt ” ”

jt � xj˛e�t2 P4 Hermite-Weber

t˛e�t2Cxt ” ”

jt2˛C1je�t4Cxt2 ” ”

t˛e�t�x=t P3 Bessel

et
3=3Cxt P2 Airy

In the third column of the above table, we listed the name of special functions,
where the weight function, or rather the measure w.t; x/dt, is essentially the
integrand of the integral representation of the corresponding special function.

It is natural to ask if it is possible to extend the above story by taking an appropri-
ate class of weight functions and a class of nonlinear differential equations. Here we
take, as a weight function w, the integrand of integral representation of the general
hypergeometric function (GHGF) on the Grassmannian manifold G2;N consisting of
2-dimensional subspaces in C

N , see [6]. As is explained in Sect. 2, GHGF is defined
as a Radon transform of a character of the universal covering group of a maximal
abelian subgroup H� � GLN.C/ indexed by a partition � of N. We observe that
the Beta, Gamma and Gaussian integral are regarded as GHGF on G2;3 for the
partitions � D .1; 1; 1/; .2; 1/; .3/, respectively, and the special functions listed
above, namely, Gauss, Kummer, Bessel, Hermite-Weber and Airy are GHGF on
G2;4 for the partitions � D .1; 1; 1; 1/; .2; 1; 1/; .2; 2/; .3; 1/ and .4/, respectively.

The nonlinear differential equations which we consider are those obtained from
the isomonodromic deformation of systems of linear differential equations on P

1

with regular and irregular singular points for 2 � 2 unknowns, so the nonlinear
equations are equivalent to the Garnier system [5] and the systems of its confluent
type. We call these systems as general Schlesinger system (GSS). The twistor
theoretic approach is used to describe the isomonodromic deformation, where the
deformation parameters live in the subspace Z�of Mat2;N.C/ whose quotient space
GL2.C/ n Z� is a Zariski open subset of G2;N ; and the infinitesimal action of the
group H� on Z� plays an important role.

A connection of the Hankel determinants to GSS is a consequence of the result
due entirely to Shah and Woodhouse [10] on the construction of particular solutions,
so called Ward ansatz solutions, for GSS.

This note is of expository nature and serves as a remark on the recognition of a
possible extension of the connection between the theory of semi-classical orthogo-
nal polynomials and nonlinear systems coming from isomonodromic deformation.



402 H. Kimura

This note is organized as follows. In Sect. 2, we recall the definition of general
hypergeometric functions (GHGF) on the Grassmannian manifold G2;N . Then we
review the twistor theoretic treatment of isomonodromic deformation in Sect. 3
following [10] and [8]. In Sect. 4, we explain the construction of Ward ansatz
solution of the generalized anti-self-dual Yang-Mills equation (GYM) and of
the related GSS in terms of general hypergeometric functions, which say that
the determinant of the Hankel matrix, whose entries are moments of integrand
of general hypergeometric integral on the Grassmannian, describes a particular
solution of GSS. This establishes an extension of the results on the relation of semi-
classical orthogonal polynomial theory to Painlevé equations.

2 Hypergeometric Function on G2;N

Maximal Abelian Subgroup

We shall recall the definition of general hypergeometric functions (GHGF). Let N
be a positive integer and � D .n1; : : : ; n`/ be a partition of N. For �, we associate a
maximal abelian subgroup of complex general linear group GLN.C/ defined by

H� WD J.n1/ � � � � � J.n`/;

where J.n/ � GLn.C/ is the abelian subgroup obtained as a centralizer of the shift
matrix ƒ D .ıiC1;j/0�i;j<n and is called the Jordan group of size n. Explicitly we
have

J.n/ D ˚h D h0I C h1ƒC � � � C hn�1ƒn�1 j h0 ¤ 0
� � GLn.C/;

from which we can know the isomorphism J.n/ ' CŒX�=.Xn/ as multiplicative
groups, where CŒX� is the ring of polynomials in X and .Xn/ is the ideal generated
by Xn. The Lie algebras for H� and J.n/will be denoted by h� and j.n/, respectively.

Character

Let QH� be the universal covering group ofH� and consider a character of QH�; namely
a group homomorphism � W QH� ! C

�: Explicit description is as follows. Let
�m.x/ .m � 0/ be the functions of x D .x0; x1; : : : / defined by

X
0�m<1

�m.x/T
m D log.x0 C x1T C x2T

2 C � � � /: (1)

D log x0 C
1X

mD1

.�1/m�1
m

	
x1
x0
T C x2

x0
T2 C � � �


m

: (2)
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Then we see that �0.x/ D log x0 and

�1.x/ D x1
x0

�2.x/ D x2
x0
� 1
2

	
x1
x0


2

�3.x/ D x3
x0
�
	
x1
x0


	
x2
x0



C 1

3

	
x1
x0


3

:::

Since the correspondence QJ.n/ ! j.n/, given by h 7! .�0.h/; �1.h/; : : : ; �n�1.h//,
defines the identification of QJ.n/with its Lie algebra j.n/, exponentiating a character
of j.n/ and using this correspondence, we have a character �n W QJ.n/ ! C

� as
�n.hI˛/ D exp

�P
0�i<n ˛i�i.h/

�
with a weight ˛ D .˛0; ˛1; : : : ; ˛n�1/ 2 C

n: Since
QH� is a direct product of QJ.nk/, the characters � of QH� are given by

�.hI˛/ D
Y
1�k�`

�nk .h
.k/; ˛.k// D

Y
1�k�`

exp

0
@ X
0�i<nk

˛
.k/
i �i.h

.k//

1
A ;

for h D .h.1/; : : : ; h.`// 2 QH�; h.k/ 2 QJ.nk/. Here ˛ D .˛.1/; : : : ; ˛.`// 2 C
N ,

˛.k/ D .˛.k/0 ; : : : ; a.k/nk�1/ 2 C
nk is a weight.

General Hypergeometric Function

The general hypergeometric function (GHGF) is defined as a Radon transform of the
characters � of QH� as follows. Let Z� be the open subset of Mat2;N.C/ consisting of
matrices z D .z.1/; : : : ; z.`//; z.k/ D .z.k/0 ; : : : ; z.k/nk�1/ 2 Mat2;nk .C/ satisfying

det.z.k/0 ; z
.k/
1 / 6D 0; .if nk � 2/

det.z.k/0 ; z
.l/
0 / 6D 0; .k ¤ l/:

Definition 2.1 Assume that the weight of a character � of QH� satisfies the condition

X
1�k�`

˛
.k/
0 D �2: (3)
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Then the general hypergeometric function of type � is defined by

F.z; ˛/ D
Z
C
�.Etz; ˛/dt .z 2 Z�/ (4)

where Et D .1; t/, Etz D .Etz.1/0 ; : : : ; Etz.1/n1�1; : : : ; Etz
.`/
0 ; : : : ; Etz.`/n`�1/ and C is a one

dimensional cycle in C of the homology group defined by the integrand. We do
not enter in detailed explanation for the homology group.

On the space Z�, the groups GL2.C/ and H� act from left and right, respectively, by
the matrix multiplication GL2.C/�Z��H� 3 .g; z; h/ 7! gzh 2 Z�. Then we know
the following results.

Proposition 2.2 F.z; ˛/ satisfies

F.gz; ˛/ D .det g/�1F.z; ˛/ .g 2 GL2.C//;

F.zh; ˛/ D �.h; ˛/F.z; ˛/ .h 2 QH�/ (5)

.@0i@1j � @1i@0j/F.z; ˛/ D 0 .8i; j/ (6)

Roughly speaking, the last equation (6) comes from the fact that GHGF is defined
as a Radon transform of a function on QH�.

Relation to the Classical Special Functions

We explain how the integral representation for the classical special functions is
obtained as GHGF on the Grassmannian manifold G2;4. We list up the following
data:

1. the character of QH�,
2. GHGF of type �,
3. a subspace X� of Z� which is a realization of GL2.C/nZ�=H�,
4. restriction of GHGF to X� with a normalization of parameters.

Gauss HGF(� D .1; 1; 1; 1/)

1. �.h/ D h˛11 � � � h˛44 with ˛1 C ˛2 C ˛3 C ˛4 D �2,
2. F.z; ˛/ D RC.z01 C z11t/˛1 � � � .z04 C z14t/˛4dt,

3. X.1;1;1;1/ D


x D

	
1 0 1 �x
0 1 �1 1



j x ¤ 0; 1

�
;

4. F.x; ˛/ D RC t˛2 .1 � t/˛3 .t � x/˛4dt.
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Kummer’s Confluent HGF(� D .2 ; 1; 1/)

1. �.h/ D h˛11 exp.˛2
h2
h1
/h˛33 h˛44 with ˛1 C ˛3 C ˛4 D �2; ˛2 D �1

2. F.z; ˛/ D RC.z01 C z11t/˛1 exp
�
˛2

z02Cz12t
z01Cz11t

�Q
iD3;4.z0i C z1it/˛i dt,

3. X.2;1;1/ D


x D

	
1 0 0 1

0 x 1 �1


j x ¤ 0

�
;

4. F.x; ˛/ D RC e�xtt˛3 .1 � t/˛4dt.

Hermite-Weber(� D .3; 1/)

1. �.h/ D h˛11 exp
�
˛2

h2
h1
C ˛3. h3h1 � 1

2
. h2h1 /

2/
�
h˛44 with ˛1 C ˛4 D �2; ˛2 D

0; ˛3 D 1,

2. F.z; ˛/ D RC.z01 C z11t/˛1 exp
�
z03Cz13t
z01Cz11t

� 1
2
. z02Cz12t
z01Cz11t

/2
�
.z04 C z14t/˛4dt,

3. X.3;1/ D


x D

	
1 0 0 0

0 1 x 1



j x 2 C

�
;

4. F.x; ˛/ D RC exp.xt � 1
2
t2/t˛4dt.

Bessel(� D .2 ; 2/)

1. �.h/ D h˛11 exp
�
˛2

h2
h1

�
h˛33 exp.˛4

h4
h3
/ with ˛1 C ˛3 D �2; ˛2 D 1; ˛3 D 1,

2. F.z; ˛/ D RC.z01 C z11t/˛1 exp
�
z02Cz12t
z01Cz11t

�
.z03 C z13t/˛3 exp

�
z04Cz14t
z03Cz13t

�
dt,

3. X.2;2/ D


x D

	
1 0 0 �x
0 1 1 0



j x ¤ 0

�
;

4. F.x; ˛/ D RC exp.t � x
t /t

˛3dt:

Airy(� D .4/)

1. �.h/ D h˛11 exp

	
˛2

h2
h1
C ˛3. h3h1 � 1

2
. h2h1 /

2/C ˛4. h4h1 �
�
h2
h1

� �
h3
h1

�
C 1

3

�
h2
h1

�3
/




with ˛1 D �2; ˛2 D ˛3 D 0; ˛4 D 1,

2. F.z; ˛/ D RC.z01 C z11t/˛1 exp
�
z04Cz14t
z01Cz11t

� z02Cz12t
z01Cz11t

� z03Cz13t
z01Cz11t

C 1
3
. z02Cz12t
z01Cz11t

/3
�
dt,

3. X.4/ D


x D

	
1 0 0 0

0 1 0 x



j x 2 C

�
;

4. F.x; ˛/ D RC exp.xtC 1
3
t3/dt:
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3 General Schlesinger System and the Result

Schlesinger System

Consider a family of linear differential equations on P
1

dy

d�
D
0
@N�1X

jD1

Aj.x/

� � xj

1
A y; Aj.x/ 2 sl2.C/ (7)

where Aj.x/ depends holomorphically on x in some open subset of .P1/N�1. Assume
that AN WD �PN�1

jD1 Aj.x/ D diag.a;�a/:
Definition 3.1 The Eq. (7) gives an isomonodromic family if there exists a funda-
mental system of solutions Y.�; x/ such that the associated monodromy representa-
tion is invariant under the variation of xjs.

Assume here that, for each j, 2 eigenvalues of Aj do not differ by an integer. Then
we know the following result.

Proposition 3.2 The family of Eqs. (7) gives an isomonodromic family with
a fundamental system of solutions Y.�; x/ which has the form Y.�; x/ D
.
P1

mD0 Ym��m/diag.�a; ��a/ at � D 1 with Y0 D I2 , if and only if (7) together
with

@y

@xj
D � Aj.x/

� � xj
.1 
 j < N/

form an integrable system. This condition can be written as the Schlesinger system:

dAj D
X
i.¤j/

ŒAi;Aj�d log.xi � xj/ .1 
 j < N/: (8)

General Schlesinger System

For a given partition � D .n1; : : : ; n`/ of N, let us consider the system of linear
differential equations of the form

dy

d�
D
0
@X̀

kD1

nk�1X
jD0

A.k/j .z/
d�j.E�z.k//

d�

1
A y (9)
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where �j are those defined in (1), z D .z.1/; : : : ; z.`// varies in some open subset

U � Z� and A.k/j .z/ 2 sl2.C/ depends holomorphically on z 2 U and satisfyP`
kD0 A

.k/
0 .z/ D 0: The equation has the singular points fx1; : : : ; x`g, where xk D

� z
.k/
00

z
.k/
10

.1 
 k 
 `/: Since d�j.E�z.k//
d� has a pole of order nk; the Eq. (9) has in general an

irregular singular point at xk when nk � 2. Roughly speaking, the family (9) gives
an isomonodromic family if there is a fundamental system of solutions such that
the associated monodromy representation is independent of z and the connection
matrices among canonical solutions at irregular singular points(including Stokes
matrices) are also independent of z. We refer Sect. 4 of [10] for the detailed
explanation for it. The nonlinear system for A.k/j .z/ governing the isomonodromic
deformation is called the general Schlesinger system (GSS). We remark that when
the partition of N is � D .1; : : : ; 1/, the GSS coincides with the Schlesinger system.
Note also that the Schlesinger system is known to be completely integrable, but the
integrability of GSS is checked in a particular case [7].

Result

Here we present a particular solution of GSS given in terms of the Hankel
determinants of moments associated with the general hypergeometric function of
type �.

As above, take a partition � D .n1; : : : ; n`/ of N, a character �.h; ˛/ of QH�. For
any fixed n0 2 Z, consider moments of �.Etz; ˛/:

�n.z/ D
Z
C
tnCn0�.Etz; ˛/dt; (10)

where C is a cycle and the Hankel determinant �pm.z/ D det.�iCjCp�mC1.z//m�1i;jD0,
where m is a size of matrix and p denotes the index of moment which is arrayed in
the main anti-diagonal entries. For example when p D 0,

�0m.z/ D

ˇ̌
ˇ̌
ˇ̌
ˇ̌
ˇ̌
ˇ

�1�m �2�m : : : �0
�2�m �0
::: : :

: :::

�0 �m�2
�0 : : : �m�2 �m�1

ˇ̌
ˇ̌
ˇ̌
ˇ̌
ˇ̌
ˇ
;

where �0 is arrayed along the main anti-diagonal line.
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Put

f0.z/ D .�1/m
�0m

	
�1m �0mC1
�0m�1 ��1m



(11)

We know that f0.z/ belongs to SL2.C/ by virtue of Sylvester’s formula of determi-
nants.

Theorem 3.3 For any positive integer m, we have an isomonodromic family (9) of
the form

A.k/j .z/ D �
1

2

 
˛
.k/
j

�˛.k/j

!
C
X
0�i

z.k/1i
@f0

@z.k/1;iCj

� f�10 .1 
 k 
 `; 0 
 j < nk/

and hence a particular solution to GSS expressed in terms of Hankel determinants
associated with GHGF of type �.

This theorem is just a rephrase of the result due to Shah and Woodhouse [10].
It relies on the description of isomonodromic deformation via twistor theory and
on the construction of particular solution of generalized anti-self-dual Yang-Mills
equation on G2;N using Ward ansatz. It is not yet known that �0m is so called the �-
function for the isomonodromy problem. In the following sections, we explain how
the above solution can be obtained.

4 Twistor Theory and Isomonodromic Deformation

In this section, we explain how the Schlesinger system and its confluent type systems
can be obtained from the twistor theoretic point of view following [8, 10].

Generalized Yang-Mills Equation

Let Z D fz 2 Mat2;N.C/ j rk z D 2g with the coordinates z D .zij/0�i�1;1� j�N .
Let U � Z be an open set and consider a holomorphic connection D on the trivial
bundle U � C

2 with connection matrices in sl2.C/. Then D can be written as

D D dC
X
i;j

ˆij.z/dzij D
X
ij

Dijdzij;

where

Dij D @

@zij
Cˆij.z/; ˆij.z/ 2 sl2.C/:



Orthogonal Polynomials and Schlesinger Systems 409

Definition 4.1 A holomorphic connection D is called the generalized (anti-self-
dual) Yang-Mills (GYM) connection, if we have

Œ�D0j � D1j; �D0k � D1k� D 0 .j ¤ k; � 2 C/: (12)

Equivalently, we have the nonlinear equations forˆij.z/:

ŒD0j;D0k� D 0; ŒD1j;D1k� D 0; ŒD0j;D1k�C ŒD1j;D0k� D 0; (13)

1 
 j; k 
 N, which we call the generalized Yang-Mills equation.

Ward-Penrose Transform

The important feature in treating GYM equation is to encode its solutions in terms of
some class of vector bundles on the twistor space PN�1. Consider a double fibration

PC

�1 . & �2

P
N�1 Z

where PC WD f.Œt0; t1�; z/ 2 P
1 � Z j .t0; t1/ ¤ .0; 0/g with the homogeneous

coordinates .t0; t1/ of P1 and the maps �1 and �2 are defined by

�1.Œt0; t1�; z/ D Œt0 Ez0 C t1 Ez1�; z D
	Ez0
Ez1



�2.Œt0; t1�; z/ D z:

PC is called the correspondence space and P
N�1 the twistor space. The above double

fibration gives the correspondence from Z to the twistor space PN�1 by

Z 3 z 7! Oz WD �1.��12 .z// D fŒt0 Ez0 C t1 Ez1� j .t0; t1/ ¤ .0; 0/g � P
N�1:

Here Oz is a projective line in P
N�1 joining two points ŒEz0�; ŒEz1� and is called the twistor

line determined by z. On the other hand, it gives a correspondence from P
N�1 to Z

by

P
N�1 3 p D Œx� 7! Qp WD �2.��11 .Œx�// D fz 2 Z j Ez0 ^ Ez1 ^ x D 0g;

where Qp is a plane in Z of dim D N � 1 called the twistor surface.
It is known that a connection D on U�C2 is GYM if and only if DjQp is integrable

for 8p 2 OU D �1.��12 .U// � P
N�1:
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The Ward-Penrose transform is the correspondence between the following two
sets



holomorphic SL2.C/-vector bundles
E! OU; trivial on twistor lines Oq.q 2 U/

�
$



solutions D of
GYM on U

�

We call an element of the left-hand side a twistor bundle. We shall explain the Ward-
Penrose transform from a twistor bundle to a solution of GYM.

Let E! OU be a SL2.C/-twistor bundle, and ��1 E be the lift of E to ��11 . OU/ D
P
1 � U. If F 2 SL2.C/ is a patching function for E, then that for ��1 E is F� D

F. Ez0 C �Ez1/; where � D t1=t0 is the affine coordinates of P1. Let fV; QVg be an open
covering of ��11 . OU/ defined by

V D fj�j < rg �U; QV D fj�j > Qrg � U; Qr < r:

We may assume that F� is defined on the intersection V \ QV . Since E is trivial on
twistor lines, there is a Birkhoff decomposition F� D Qf�1 � f , where f ; Qf 2 SL2.C/
are holomorphic respectively on V and QV such that Qf .1; z/ D 12. Combining this
with the fact that F� is a lift of F, we have .�@0j�@1j/F� D .�@0j�@1j/.Qf�1 � f / D 0
for any j. It implies

�@0jf � f�1 � @1jf � f�1 D �@0jQf � Qf�1 � @1jQf � Qf�1: (14)

The left-hand side and the right-hand side are defined on V and QV , respectively. By
Liouville Theorem, both sides define a polynomial function in � with a simple pole
at � D 1. From Qf .1; z/ D 12, we see that � D 1 is not a pole of both sides, and
hence (14) defines a sl2.C/ valued function depending only on z, which we denote
as ˆ1j.z/ 2 sl2.C/. Then we have

Œ�.@0j C 0/� .@1j Cˆ1j.z//� f D 0; Œ�.@0j C 0/� .@1j Cˆ1j.z//�Qf D 0:

This implies that the connection r D d C P
jˆ1j.z/dz1j is a solution to GYM

equation.
Note that, if f D f0.z/C f1.z/� C � � � , then ˆ1j can be determined only from f0;

ˆ1j.z/ D �@1jf0 � f�10 .1 
 j 
 N/: (15)

Isomonodromic Deformation

First we introduce some notation. Let x D .x1; : : : ; xN/ be the homogeneous
coordinates of PN�1. We denote by Œx� (or sometimes by x) a point of PN�1. For
� 2 h�; define a vector field X� on P

N�1 and Y� on PC by

X�g WD d

ds
g.Œx exp s��/jsD0; Y�h WD d

ds
h..Œt0; t1�; z exp s�//jsD0:
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Sometimes we use also the notation x D .x.1/; : : : ; x.`//; x.k/ D .x.k/0 ; : : : ; x
.k/
nk�1/ 2

C
nk for the homogeneous coordinates of PN�1.

Definition 4.2 SL2.C/-twistor bundle E ! OU is said to be symmetric with respect
to H�, if the infinitesimal action of H� on OU � P

N�1 can be lifted to E, in other
terms, if there is a Lie derivation L� for any � 2 h�, which acts on local sections of
E, such that � 7! L� is a Lie algebra homomorphism.

Note that the Lie derivation L� can be written locally as L� D X� C B�.x/ with
B�.x/ 2 sl2.C/. Since X� spans a tangent space TxPN�1at any points x such that

x.k/0 ¤ 0 for any k, symmetry of the twistor bundle implies the integrable connection
r on OU whose connection form can be written locally as

X̀
kD1

nk�1X
jD0

B.k/j .x/d�j.x
.k//; (16)

B.k/j 2 sl2.C/ is B� for � D E.k/j WD 0 ˚ � � � ˚ .ƒ.k//j ˚ � � � ˚ 0/ 2 h�, where

ƒ.k/ D .ıiC1;j/ 2 j.nk/ is the shift matrix of size nk.
We want to get an isomonodromic family of linear differential equations on P

1

by restricting the connectionr on twistor lines, orr� on the lines P1�fzg � PC. To
get a such family, we trivialize the twistor bundle, which is symmetric with respect
to H�, on twistor lines. Let r� be the lift of r to the pullback bundle ��1 E !
��11 . OU/ � PC whose connection form on V; QV are of the forms

! D
X̀
kD1

nk�1X
jD0

B.k/j .�; z/d�j.E�z.k//; Q! D
X̀
kD1

nk�1X
jD0
QB.k/j .�; z/d�j.E�z.k//

and let F� be the patching function for the bundle ��1 E on V \ QV . Then it is known
that the symmetry is assured if F� satisfies the condition

Y�F
� D F�B� � QB�F� .8� 2 h�/; (17)

where B� and QB� are holomorphic on V and QV respectively which comes from the
local form of L� on V and QV . Since ��1 E is trivial on P

1 � fzg for any z 2 U; we can
find f ; Qf 2 SL2.C/, holomorphic respectively on V and QV , such that F� D Qf�1f with
Qf .1; z/ D 12: Then the integrable connection r� on the product bundle:

r� D dC� WD dC f!f�1 � df � f�1 D dC Qf Q! Qf�1 � dQf � Qf�1 (18)

gives an isomonodromic deformation and the integrability condition .r�/2 D 0 is
a nonlinear system of differential equations. This nonlinear equation is the general
Schlesinger system(GSS) of type �. We want to express � more explicitly. Put
‚�.z/ WD fB� f�1�Y� f � f�1 D Qf QB� Qf�1�Y� Qf � Qf�1. Then we can show the following.
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Proposition 4.3 The connection form� for the connection r� is given by

� D �
X̀
kD1

nk�1X
jD0

A.k/j .z/d�j.E�z.k//Cˆ; (19)

where A.k/j .z/ WD ‚
E
.k/
j
.z/ � iY

E
.k/
j

ˆ, iY
E
.k/
j

being the interior product with respect to

the vector field Y
E
.k/
j
, and ˆ WD P

ˆ1j.z/dz1j is a solution of GYM given by (15)

corresponding to the twistor bundle E:

The integrability of the connection r� D d C � describes the isomonodromic
deformation of the linear differential equation (9).

5 Ward Ansatz Solution of GYM

We explain the construction of particular solutions of GSS of type � following the
description of [10], which gives Theorem 3.3.

Ward Ansatz Solution

Let U � Z be an open set as in the previous section, and put OU D �1.��12 .U//. We
set the following Ansatz:

(i) SL2.C/-twistor bundle E on OU corresponds to a solution of GYM equation,
(ii) the patching function F� of ��1 E has the form

F� D
	
�m �.�; z/

��m



on V \ QV: (20)

Let �.�; z/ D P1
nD�1 �n.z/��n be the Laurent expansion with respect to �. Then

we follow the process of Ward-Penrose transform explained above. We can construct
the Birkhoff decomposition

F� D Qf�1 � f (21)

uniquely under the condition Qf .1; z/ D 12 using linear algebra. Especially the
constant term f0 in the Taylor expansion of f at � D 0 can be given by (11). Hence
if we can find the twistor bundle E such that the lifted patching function F� satisfies
the ansatz (i), (ii) and the condition (17) of symmetry with respect to H�; we can get
a particular solution of GSS by the process of previous section.
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First we consider the condition for �.�; z/ so that F� has the form (20). Since F�
is a lift of a transition F of E, we have .�@0j � @1j/F� D 0; equivalently, .�@0j �
@1j/� D 0 for any j. Substituting the Laurent expansion of �.�; z/ with respect to �,
we get

@0j�n D @1j�n�1 .1 
 j 
 N; n 2 Z/: (22)

Notice that (22) implies

.@0j@1k � @0k@1j/�n D 0 .j ¤ k; n 2 Z/; (23)

which are just the Eqs. (6) used in characterizing the image of Radon transform.

Particular Solutions for GSS

In the construction of Ward ansatz solution described in the previous subsection,
let us determine �n.z/ so that the resulting twistor bundle becomes symmetric with
respect to H� and as a result, it gives a particular solution to GSS of type �.

Let � W QH� ! C
� be a character with a weight ˛ 2 C

N . Take a fixed n0 2 Z and
define

�n.z/ D
Z
C
tnCn0�.Etz; ˛/dt; (24)

where C is a cycle of the homology group associated with �.Etz; ˛/. This choice of
C assure the exchange of differentiation with respect to z and integration. We can
check easily that �n.z/ satisfies contiguous relation (22) and �n.zh/ D �n.z/�.h; ˛/.
The last identity implies

Y��n.z/ D h�; ˛i �n.z/ .� D
X
j;k

�
.k/
j E.k/j 2 h�/

where h�; ˛i DPj;k �
.k/
j ˛

.k/
j : It follows that F�, given by (20) and (24), satisfies the

condition (17) for the symmetry of the twistor bundle with

B�.z/ D �QB�.z/ D 1

2

	 h�; ˛i
� h�; ˛i



: (25)

Finally, putting in ‚�.z/ the expression (25) for QB�.z/ and ˆ D �P @1jf0 � f�10 with
f0 given by (11) with (24), Proposition 4.3 produces a particular solution of GSS in
terms of GHGF given in Theorem 3.3.
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Some Notes on the Multi-Level Gevrey Solutions
of Singularly Perturbed Linear Partial
Differential Equations
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Abstract This paper is a slightly modified, abridged version of the work (Lastra
and Malek, Adv Differ Equ 21:767–800, 2016). It deals with some questions made
to the authors during the conference Analytic, Algebraic and Geometric Aspects
of Differential Equations, held in Będlewo (Poland) during the second week of
September, 2015.

We study analytic and formal solutions related to a singularly perturbed partial
differential equation and relate them by means of a multi-level Gevrey order
asymptotic behavior, with respect to the perturbation parameter.
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1 Introduction

The main aim of the present work is to give answer to certain questions and fruitful
mathematical discussions held with some participants of the conference Analytic,
Algebraic and Geometric Aspects of Differential Equations (AAGADE), held in
Będlewo (Poland) during the second week of September, 2015, where we presented
the work [7]. For the sake of completeness and clarity, we provide an sketch of the
results in that work.
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The main purpose in [7] is to study a family of singularly perturbed linear partial
differential equations of the form

.�r2 .tkC1@t/s2 C a2/.�
r1 .tkC1@t/s1 C a1/@

S
zX.t; z; �/

D
X

.s;�0;�1/2S
b�0�1.z; �/t

s.@�0t @
�1
z X/.t; z; �/; (1)

for given initial conditions

.@ j
zX/.t; 0; �/ D �j.t; �/; 0 
 j 
 S � 1; (2)

where r1 stands for a nonnegative integer (i. e. it belongs to N D f0; 1; : : :g), and
r2; s1; s2 are positive integers. We also fix a1; a2 2 C

?. S consists of a finite subset of
elements .s; �0; �1/ 2 N

3. We assume that S > �1 for every .s; �0; �1/ 2 S, and also
that bs;�0;�1 .z; �/ belongs to the space of holomorphic functions in a neighborhood
of the origin in C

2, denoted by Ofz; �g.
The initial data consist of holomorphic functions defined in a product of finite

sectors with vertex at the origin.
The case for complex perturbation parameter � has also been studied when

solving partial differential equations; in particular, when dealing with solutions
belonging to spaces of analytic functions for singularly perturbed partial differential
equations which exhibit several singularities of different nature. On this direction,
one can cite the work by Canalis-Durand, Mozo-Fernández and Schäfke [2],
Kamimoto [4], the second author [8, 9], and the first and the second author
and Sanz [5]. In this last work, the appearance of both, irregular and fuchsian
singularities in the problem causes that the Gevrey type concerning the asymptotic
representation of the formal solution varies with respect to a problem in which only
one type of such singularities appears.

The asymptotic behavior of the solution in the problem (1), (2) distinguish both
singularly perturbed irregular operators located at the head of the main equation,
in the sense that different Gevrey orders would appear relating asymptotically the
analytic and the formal solution in the perturbation parameter �. The main purpose
of this work is to exhibit this interesting behavior of the asymptotics related. For this
reason, we do not consider an Eq. (1) in which nonlinear terms have been taken into
consideration. In our opinion, the relevant asymptotic phenomenon coming from the
problem would not change, but computations would become tedious and unclear.

We construct actual holomorphic solutions X.t; z; �/ of (1), (2) which are
represented by the formal solution

OX.t; z; �/ D
X
ˇ�0

Hˇ.t; z/
�ˇ

ˇŠ
2 EŒŒ���; (3)
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where E is an adequate complex Banach space. The solution is holomorphic in a
domain of the form T �U �E , where T and E are sectors of finite radius and vertex
at the origin, and U is a neighborhood of the origin. In the asymptotic representation
several Gevrey orders will appear.

In these notes, we also present some improvements with respect to the restrictions
made on the coefficients appearing in the equation, and the geometry in which the
problem rests. Moreover, we provide some details on the appearance of a higher
number of operators appearing at the head of the equation and the asymptotic
dependence on this data.

2 Summary of the Strategy Followed and Main Results

In this section, we present the main results in [7] giving only some detail on the
crucial points for this notes. We refer to [7] for the complete details.

Let S � 1 be an integer. We also consider a nonnegative integer r1 and positive
integers r2; s1; s2; k. Let r WD r2

s2k
. We fix a1; a2 2 C

? and a finite subset S of N3.
For every .s; �0; �1/ 2 S, let b�0�1.z; �/ be a holomorphic and bounded function in a
product of discs centered at the origin.

The problem (1) is studied for � in each of the elements in a good covering in C
?.

Definition 2.1 Let .Ei/0�i���1 be a finite family of open sectors such that Ei has its
vertex at the origin and common finite radius rEi WD rE > 0 for every 0 
 i 
 ��1.
We say this family conforms a good covering in C

? if Ei\EiC1 ¤ ; for 0 
 i 
 ��1
(we put E� WD E0) and[0�i���1Ei D U nf0g for some neighborhood of the origin U .

Definition 2.2 Let .Ei/0�i���1 be a good covering in C
?. For every 0 
 i 
 � � 1,

we assume

Ei D f� 2 C
? W j�j < rE ; �1;Ei < arg.�/ < �2;Eig;

for some rE > 0 and 0 
 �1;Ei < �2;Ei < 2� . We write dEi for the bisecting direction
of Ei, .�1;Ei C �2;Ei/=2. Let T be an open sector with vertex at 0 and finite radius,
say rT > 0. We also fix a family of open sectors

Sdi;�;rrE rT D


t 2 C

? W jtj 
 rrErT ; jdi � arg.t/j < �

2

�
;

with di 2 Œ0; 2�/ for 0 
 i 
 ��1, and � > �=k, under the following properties:

1. Assumption (A): one has di ¤ �.2jC1/Carg.a2/
ks2

, for every j D 0; : : : ; ks2 � 1.
2. Assumption (B): one has s1r2 � s2r1 > s2 > 0 and jdi � dEi;jj > ı2i, for j D
0; : : : ; ks1 � 1, where ı2i WD s1r2�s2r1

2ks1s2
.�2;Ei � �1;Ei/, and dEi;j D 1

ks1
.�.2jC 1/C

arg.a1/C s1r2�s2r1
s2

�
�1;EiC�2;Ei

2

�
/.

3. for every 0 
 i 
 � � 1, t 2 T and � 2 Ei, one has �rt 2 Sdi;�;rrE rT .
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Under the previous settings, we say the family f.Sdi;�;rrE rT /0�i���1; T g is associated
to the good covering .Ei/0�i���1.

Assumption .A/ in the previous definition is concerned with the existence of
di 2 Œ0; 2�/ such that the argument of every root of the polynomial � 7! .k� k/s2Ca2
has positive distance to di, for every 0 
 i 
 � � 1.

The first part in Assumption .B/ is motivated by the next

Assumption (C):

�2;Ei � �1;Ei <
2�s2

s1r2 � s2r1
;

which guarantees the existence of possible choices for directions di 2 Œ0; 2�/
compatible with Assumption .B/, in the sense that

di … 1

ks1

�
�.2jC 1/C arg.a1/C s1r2 � s2r1

s2
arg.�/

�
;

for every � 2 Sdi;�;rrE rT , j D 0; : : : ; ks1 � 1, � 2 Ei and 0 
 i 
 � � 1.
The second part in Assumption .B/ is related to the existence of di 2 Œ0; 2�/

such that the argument of every root of the polynomial � 7! �r1�s1rk.k� k/s1 C a1 has
positive distance to di, for every 0 
 i 
 � � 1, independently of � 2 Ei.

We also make the further assumption that for every .s; �0; �1/ 2 S, one has �0 �
1, S > �1, and there exists an integer ı�0;s � k such that s D �0.k C 1/C ı�0;s, and

that S >
j
b
�
ı�0;s

k C �0
�k
C 1, for some b > 1. Observe that S > �0.

This last assumption allows to write the operators Ts@
�0
T in such a way that the

initial problem is transformed into an auxiliary equation via a slightly modified
formal Borel transform (see [10] for the source of this idea and [6] for the properties
held by this transformation).

Let .Ei/0�i���1 be a good covering, and let f.Sdi;�;rrE rT /0�i���1; T g be a family
associated to that good covering. For every 0 
 i 
 � � 1, we study the Cauchy
problem

.�r2 .tkC1@t/s2 C a2/.�
r1 .tkC1@t/s1 C a1/@

S
zXi.t; z; �/

D
X

.s;�0;�1/2S
b�0�1.z; �/t

s.@�0t @
�1
z Xi/.t; z; �/; (4)

for given initial conditions

.@ j
zX/.t; 0; �/ D �i;j.t; �/; 0 
 j 
 S � 1; (5)

where the functions �i;j are constructed as follows: for every 0 
 i 
 � � 1 and all
0 
 j 
 S�1, let Wi;j.�; �/ 2 O..Sdi[D/�Ei/, for some neighborhood of the origin
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D, and Sdi D ft 2 C
? W jdi � arg.t/j < �=2g. Moreover, we make the assumption

that

jWi;j.�; �/j 
 M0

ˇ̌
ˇ �
�r

ˇ̌
ˇ 1

1C ˇ̌ �
�r

ˇ̌2k exp

	
�
ˇ̌
ˇ �
�r

ˇ̌
ˇk


; .�; �/ 2 .Sdi[D/�Ei; (6)

for some M0; � > 0. Also, we assume Wi;j � WiC1;j in the domain .Sdi [D/� .Ei\
EiC1/, for all 0 
 i 
 � � 1 and every 0 
 j 
 S � 1. Let Ldi D Œ0;1/e

p�1di . For
every 0 
 i 
 � � 1 and all 0 
 j 
 S � 1, we define

�i;j.t; �/ D k
Z
Ldi

Wi;j.u; �/e
�. u

�r t /
k du

u
;

for .t; �/ 2 T � Ei. �i;j turns out to be a holomorphic function in T � Ei.
Under these settings, one is able to construct the solution of (4) with initial

conditions (5). We have Xi.t; z; �/ 2 O.T � D0 � Ei/, for some neighborhood of
the origin D0 in the form

Xi.t; z; �/ D
X
ˇ�0

Xi;ˇ.t; �/
zˇ

ˇŠ
; (7)

where

Xi;ˇ.t; �/ D k
Z
Ldi

Wi;ˇ.u; �/e
�. u

�r t /
k du

u
: (8)

The elements .Wi;ˇ.�; �//ˇ�0 are constructed by a recurrence relation provided

that the formal power series Wi.�; z; �/ DPˇ�0Wi;ˇ.�; �/
zˇ

ˇŠ
is a formal solution of

..k� k/s2 C a2/.�
r1�s1rk.k� k/s1 C a1/@

S
zWi.�; z; �/ (9)

D
X

.s;�0;�1/2S
b�0�1 .z; �/�

�r.s��0/
2
4 �k

�
�
ı�0;s
k

�
Z �k

0

.�k � h/
ı�0;s
k �1.kh/�0@�1z Wi.h1=k; z; �/

dh

h

C
X

1�p��0�1
A�0;p

�k

�
�
ı�0;sCk.�0�p/

k

�
Z �k

0
.�k � h/

ı�0;sCk.�0�p/
k �1.kh/p@�1z Wi.h1=k; z; �/

dh

h

3
5 ;

for given initial data

.@ j
zWi/.�; 0; �/ D Wi;j.�; �/; 0 
 j 
 S � 1: (10)
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Here, A�0;p 2 C. The previous equation is the result of applying formal Borel
transform to both sides in (4), bearing in mind its properties, and taking into account
Assumption (C) in order to rewrite the right-hand side of the main equation. More
precisely, the form of formal Borel transform under use in this work is given by

B. OX/.�/ D
1X
nD1

an
�
�
n
k

��n 2 �EŒŒ� ��;

for any OX.T/ D P1
nD1 anTn 2 TEŒŒT��; where E is a complex Banach space. The

concrete properties satisfied by this transformation are the following: let Of .t/ DP
n�1 fntn 2 EŒŒt��, where .E; k�k

E
/ is a Banach algebra. Let k;m � 1 be integers.

One has

B.tkC1@t Of .t//.�/ D k� kB. Of .t//.�/;

B.tmOf .t//.�/ D � k

�
�
m
k

�
Z �k

0

.� k � s/
m
k �1B. Of .t//.s1=k/ds

s
:

One can observe from Eq. (9) that a small denominator phenomenon appears
when calculating the coefficients Wi;ˇ.�; �/. The domain of definition depends on �
and has to avoid the roots of the two polynomials at the head of the equation. This
implies the domain of definition of the function � 7! Wi;ˇ.�; �/ depends on � 2 Ei.
Indeed, it is defined for � 2 �.�/ D Sdi [ .D n �1.�//, where �1.�/ turns out to
be a finite collection of sets of the form f� 2 C W j� j > 
.j�j/; j arg.�/ � dij < ı2g,
where x 2 .0; rE/ 7! 
.x/ is a monotone increasing function with 
.x/ ! 0 when
x! 0 (see Fig. 1).

A fixed point technique allow us to conclude the existence of M;Z0 > 0 such
that

jWi;ˇ.�; �/j 
 MZˇ0 ˇŠ
ˇ̌
ˇ �
�r

ˇ̌
ˇ 1

1C ˇ̌ ��r
ˇ̌2k exp

	
�rb.ˇ/

ˇ̌
ˇ �
�r

ˇ̌
ˇk


; .�; �/ 2 .Sdi [D/ � Ei;

(11)

Fig. 1 Roots of the polynomials at the head of (9) and domain �.�/
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with rb.ˇ/ D Pˇ
nD0 1=.nC 1/b. The estimates in (11) yield (8) is well-defined for

.t; �/ 2 T � Ei.

Theorem 2.3 Under Assumptions (A)–(C), the hypotheses made on the elements
involved in (1), and the construction of the initial conditions described through this
section, there exist K;M > 0 (not depending on �), such that

sup
t2T ;z2D0

jXiC1.t; z; �/ � Xi.t; z; �/j 
 K exp

	
� M

j�jOri


;

for every � 2 Ei \ EiC1, and some positive real number Ori which depends on i.

Proof This result corresponds to Theorem 2 in [7]. We give some detail at certain
steps of the proof. There are three different situations when estimating the difference
of two solutions defined in consecutive elements in the good covering (Fig. 2).

1. If there are no singular directions �.2jC1/Carg.a2/
ks2

for j D 0; : : : ; ks2 � 1 (we will

refer to such directions as singular directions of first kind) nor Qd with j Qdi�dEi;jj 

ı2i for j D 0; : : : ; ks1 (we will say these are singular directions of second kind) in
between di and diC1, then one can deform the path d�iC1

�d�i to a point by means
of Cauchy theorem so that the difference XiC1 � Xi is null. In this case, one can
reformulate the problem by considering a new good covering combining Ei and
EiC1 in a unique sector.

2. If there exists at least a singular direction of first kind but no singular directions
of second kind in between di and diC1, then the movable singularities depending
on � do not affect the geometry of the problem, whereas the path can only be
deformed taking into account those singularities which do not depend on �. In
this case Ori WD r2=s2.

3. If there is at least a singular direction of second kind in between di and diC1, then
the movable singularities depend on �, and tend to zero. As a consequence, this
affects the geometry of the problem, and the path deformation has to be made
accordingly. In this case, Ori WD r1=s1.

Fig. 2 First case (left), second case (center) and third case (right) to be considered in Theorem 2.3
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Regarding the situation in which only singular directions of first kind appear, one
can deform the integration path for the integrals along direction di and diC1 in (8).

For every � 2 Ei \ EiC1 and t 2 T one has

XiC1;ˇ.t; �/ � Xi;ˇ.t; �/ D k
Z
L
0=2;diC1

WiC1;ˇ.u; �/e�.
u
t�r /

k du

u

� k
Z
L
0=2;di

Wi;ˇ.u; �/e
�. u

t�r /
k du

u
C
Z
C.
0=2;di;diC1/

Wi;iC1;ˇ.u; �/e�.
u
t�r /

k du

u
:

Here, 
0 > 0 such that 
0 2 D0, L
0=2;diC1
WD Œ


0
2
;C1/e

p�1diC1 , L
0=2;di WD
Œ

0
2
;C1/e

p�1di andC.
0=2; di; diC1/ is an arc of circle with radius 
0=2 connecting


0=2e
p�1diC1 and 
0=2e

p�1di with a well chosen orientation. Moreover, Wi;iC1;ˇ
denotes the function Wi;ˇ in an open domain which contains the closed path
.LdiC1

n L
0=2;diC1
/ � C.
0=2; di; diC1/ � .Ldi n L
0=2;di /, in which Wi;ˇ and WiC1;ˇ

coincide. This is a consequence of the construction of the initial data in our problem.
In the third situation, an analogous argument can be followed. One has to

substitute 
0 by the function � 7! 
.j�j/.
The result follows from here after usual estimates. ut
The classical definition of Gevrey asymptotics on functions with values in

complex Banach space are considered to describe the asymptotic behavior relating
the analytic and the formal solution of the main problem under study.

Definition 2.4 Let .E; k�k
E
/ be a complex Banach space and E be an open and

bounded sector with vertex at 0. We also consider a positive real number ˛.
We say that a function f W E ! E, holomorphic on E , admits a formal power

series Of .�/ DPk�0 ak�k 2 EŒŒ��� as its Gevrey asymptotic expansion with the order
˛ if, for any closed proper subsector W � E with vertex at the origin, there exist
C;M > 0 such that

����� f .�/ �
N�1X
kD0

ak�
k

�����
E


 CMNNŠ˛j�jN ;

for every N � 1, and all � 2W .

For the existence of a formal power series in � and the asymptotic relation to
the analytic solutions, we make use of a novel version of Ramis-Sibuya theorem in
two levels and Theorem 2.3, in order to conclude with the main result in [7]. For a
classical reference on this result, we provide [3] as a reference.

Theorem 2.5 Under the previous assumptions, there exists a formal power series

OX.t; z; �/ D
X
ˇ�0

Hˇ.t; z/
�ˇ

ˇŠ
2 EŒŒ���; (12)
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where E stands for the Banach space of holomorphic and bounded functions on the
set T �D0 equipped with the supremum norm, which formally solves the equation

.�r2 .tkC1@t/s2 C a2/.�
r1 .tkC1@t/s1 C a1/@

S
z
OX.t; z; �/

D
X

.s;�0;�1/2S
b�0�1.z; �/t

s.@�0t @
�1
z
OX/.t; z; �/: (13)

Moreover, OX can be written in the form

OX.t; z; �/ D a.t; z; �/C OX1.t; z; �/C OX2.t; z; �/; (14)

where a.t; z; �/ 2 Ef�g is a convergent series on some neighborhood of � D 0 and
OX1.t; z; �/, OX2.t; z; �/ are elements in EŒŒ���. Moreover, for every 0 
 i 
 � � 1, the
E-valued function � 7! Xi.t; z; �/ constructed in (7) is of the form

Xi.t; z; �/ D a.t; z; �/C X1i .t; z; �/C X2i .t; z; �/; (15)

where � 7! Xj
i.t; z; �/ is a E-valued function which admits OXj

i.t; z; �/ as its Ori-Gevrey
asymptotic expansion on Ei, for j D 1; 2.
Corollary 2.6 Observe that r1=s1 < r2=s2. If one assumes the existence of i0 2
f0; : : : ; ��1g such that Ei0 has opening larger than �s2=r2, such that every index in
the set Iı1;i;ı2 D fi0� ı1; : : : ; i0; : : : ; i0C ı2g satisfies 2. in the proof of Theorem 2.3,
for some ı1; ı2 � 0 and also

Ei0 � S�s1=r1 � [h2Iı1;i;ı2Eh;

where S�s1=r1 stands for a sector with vertex at 0 and opening larger than �s1=r1,
then the decomposition in (14) and (15) is unique. In terms of [1], OX.t; z; �/, as a
formal power series in �, with coefficients in E is .r2=s2; r1=s1/-summable on Ei0 ,
and its .r2=s2; r1; s1/-sum is the function Xi0 .t; z; �/ on Ei0 .

A practical situation has been considered in [7].

3 Some Additional Comments and Further Work

We focus our attention on Assumption (B), which is considered for geometric
reasons, as we pointed out before. We now provide an alternative approach to avoid
the assumption s1r2 � s2r1 > s2, following different strategies.

Case 1: Assumption (B.1) s1r2 � s2r1 < �s1.
Under Assumption (B.1), one can interchange the roles of the operators involved

at the head of the main equation in (4), namely �r2 .tkC1@t/s2Ca2 and �r1 .tkC1@t/s1C
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a1. We consider r WD r1
ks1

and put T WD �rt. After this change of variable, one rewrites
the equation obtained by means of the idea in [10], as before. The operators Ts@

�0
t

can be rewritten so that the properties of formal Borel transform applied at both sides
of the transformed equation lead to an auxiliary problem within the Borel plane. We
omit all the details here because they follow analogous arguments as in the former
construction. After this procedure, one gets the next problem, instead of (9):

.�r2�s2rk.k�k/s2 C a2/..k�
k/s1 C a1/@

S
zWi.�; z; �/ (16)

D
X

.s;�0;�1/2S
b�0�1 .z; �/�

�r.s��0/
2
4 �k

�
�
ı�0;s
k

�
Z �k

0
.�k � h/

ı�0;s
k �1.kh/�0@�1z Wi.h

1=k; z; �/
dh

h

C
X

1�p��0�1
A�0;p

�k

�
�
ı�0;sCk.�0�p/

k

�
Z �k

0
.�k � h/

ı�0;sCk.�0�p/
k �1.kh/p@�1z Wi.h

1=k; z; �/
dh

h

3
5 :

Regarding Assumption (B.1), parallel results to Lemmas 1 and 2 in [7] can be
proved. More precisely, Lemma 2 in [7] reads as follows:

Lemma 3.1 Let 0 
 i 
 � � 1 and � 2 Ei. Under Assumption (B.1), there exists a
constant C2 > 0, not depending on �, such that

ˇ̌
ˇ̌ 1

�r2�s2rk.k� k/s2 C a2

ˇ̌
ˇ̌ 
 C2;

for every � 2 �.�/.
Indeed, this lemma holds under the less restrictive condition s1r2 � s2r1 < 0. By
means of a fixed point argument (analogous to that in Sect. 3 in [7]) we guarantee
a formal solution of (16) under initial conditions (10) in the form Wi.�; z; �/ DP

ˇ�0Wi;ˇ.�; �/
zˇ

ˇŠ
, and such that (11) holds.

In Theorem 2.3, the situations to handle differ. Indeed, the singularities of first
kind and of second kind interchange their roles: singular directions �.2jC1/Carg.a1/

ks1
for j D 0; : : : ; ks1 � 1 become fixed singular directions not depending on � 2 Ei for
any fixed i, i.e. of first kind; whilst directions Qdi 2 Œ0; 2�/ with j Qdi � dEi;jj 
 ı2i for
j D 0; : : : ; ks2 turn into movable singular directions with respect to � 2 Ei. If there
exist a singular direction of first kind but no singular directions of second kind in
between di and diC1, we define Ori WD r1=s1. If there is at least a singular direction of
second kind in between di and diC1, then we put Ori WD r2=s2.

Then, Theorem 2.5 holds under Assumption (B.1) with the same enunciate.

Case 2: Assumption (B.2) s1r2 � s2r1 D 0.

It is worth mentioning this particular case because under Assumption (B.2),
the geometry of the problem changes. There is no longer a distinction between
singularities depending on the perturbation parameter and fixed singularities, only
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remaining the fixed ones. Indeed, r WD r2
s2k
D r1

s1k
. The same procedure leads to the

auxiliary equation

..k�k/s2 C a2/..k�
k/s1 C a1/@

S
zWi.�; z; �/ (17)

D
X

.s;�0;�1/2S
b�0�1 .z; �/�

�r.s��0/
2
4 �k

�
�
ı�0;s
k

�
Z �k

0
.�k � h/

ı�0;s
k �1.kh/�0@�1z Wi.h

1=k; z; �/
dh

h

C
X

1�p��0�1
A�0;p

�k

�
�
ı�0;sCk.�0�p/

k

�
Z �k

0
.�k � h/

ı�0;sCk.�0�p/
k �1.kh/p@�1z Wi.h

1=k; z; �/
dh

h

3
5 ;

which can be solved by a fixed point theorem, leading to a unique Gevrey order
appearing in the asymptotic representation of the solution of (4). More precisely,
one has

Theorem 3.2 There exists a formal power series OX.t; z; �/ in the form of (12) which
formally solves (13). Moreover, for every 0 
 i 
 � � 1, the E-valued function
� 7! Xi.t; z; �/ constructed in (7) admits OX.t; z; �/ as its r1=s1-Gevrey asymptotic
expansion on Ei.

Corollary 2.6 is reduced to the existence of an index 0 
 i0 
 � � 1 such that
the opening of the sector Ei0 is larger than �s1=r1. In this case, OX, as a formal power
series in � with coefficients in E is r1=s1-summable in Ei0 by Watson’s lemma.

Case 3: Assumption (B.3) 0 < s1r2 � s2r1 < s2.

As it has been pointed out, the condition s2 < s1r2 � s2r1 in Assumption (B) is
of geometric nature. It is imposed to guarantee the existence of rays from the origin
which do not cross the movable singularities appearing at the head of the equation.
One may substitute the good covering by any other consisting of sectors with small
enough openings.

Case 4: Assumption (B.4) �s1 < s1r2 � s2r1 < 0. Can be studied in the same
way as Case 3.

Regarding the geometry of the problem involved, one can consider a more
general problem under study, which can be solved analogously. A first approach
could be to study the equation

.�r2 .tkC1@t/s2 C a2/
m2 .�r1 .tkC1@t/s1 C a1/

m1@SzX.t; z; �/

D
X

.s;�0;�1/2S
b�0�1.z; �/t

s.@�0t @
�1
z X/.t; z; �/;

for any positive integers m1;m2.
This more general consideration does not change the configuration of the

problem. Indeed, one can follow the same arguments to arrive at the auxiliary
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equation (9) in which the head of the equation has been substituted by

..k� k/s2 C a2/
m2 .�r1�s1rk.k� k/s1 C a1/

m1@SzWi.�; z; �/:

It is straight to check that no additional assumptions have to be added, because the
roots of the polynomials ..k� k/s2Ca2/m2 coincide for any positive integer m2. Also,
the same holds for the polynomial .�r1�s1rk.k� k/s1 C a1/m1 for any positive integer
m1. The direction di at positive distance to the roots of both polynomials can be
chosen independently of m1 nor m2. The problem can be solved following the same
arguments as in [7]. The main result can be rewritten word by word.

A more general approach to this one could be to consider more than two
singularly perturbed terms at the head of the equation. More precisely, one may
consider the equation

.�rh.tkC1@t/
sh C ah/

mh .�rh�1 .tkC1@t/
sh�1 C ah�1/

mh�1 : : : .�r1 .tkC1@t/
s1 C a1/

m1 @Sz Xi.t; z; �/

D
X

.s;�0;�1/2S
b�0�1 .z; �/t

s.@�0t @
�1
z Xi/.t; z; �/;

for some integer h � 2, aj 2 C
?, and where rj stands for a nonnegative integer

whilst sj;mj are positive integers for every j D 1; : : : ; h. Under this situation, one
chooses the indices fh1; : : : ; h`g � f1; : : : ; hg such that rh�=sh� coincide for every
� D 1; : : : ; ` and rh�=sh� > rp=sp for every p 2 f1; : : : ; hg n fh1; : : : ; h`g. We write
r=s WD rh�=sh� for any � 2 f1; : : : ; `g.

An analogous procedure can be followed in this situation. We do not enter into
details for the sake of clarity, but it is worth mentioning that, under an appropriate
geometry for the problem, several Gevrey orders appear in the asymptotic study of
the equation. More precisely, the analytic solution can be split in several terms, in the
shape of (15) and the formal solution can be written in the form of a sum of the same
number of terms as the formal one. One of the terms in the analytic solution admits
the corresponding one in the formal solution, as its Gevrey asymptotic expansion
of order r=s in each of the domains of definition of the perturbation parameter. The
asymptotic expansions have to be considered as in Theorem 2.5, with coefficients of
the formal power series, and functions with values in the Banach space E. This term
corresponds to the fixed singularity appearing in the auxiliary equation, in the Borel
plane. The roots to be avoided are all the roots of the polynomials .k� k/sh�Ca� D 0,
for � D 1; : : : ; `.

Regarding the remaining terms at the head of the equation, corresponding
to .�rp.tkC1@t/sp C ap/mp , for p 2 f1; : : : ; hg n fh1; : : : ; h`g, one observes the
phenomenon of movable singularities described in Theorem 2.5 at each term. The
geometry becomes more complicated and one has to choose the direction di so that
it avoids all singularities.

More precisely, Assumption (A) and Assumption (B) are substituted by the
following ones.
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Assumption (A): For every 0 
 i 
 � � 1 and � 2 f1; : : : ; `g one has di ¤
�.2jC1/Carg.ah� /

ksh�
for every j D 0; : : : ; ksh� � 1.

Assumption (B): For every p 2 f1; : : : ; hg n fh1; : : : ; h`g and � D 1; : : : ; `, one
has sprh� � sh�rp > sp > 0 and jdi � dEi;j;p;�j > ı2;i;p;� for j D 0; : : : ; ksp � 1,

where ı2;i;p;� WD sprh��sh� rp
2ksh� sp

.�2;Ei��1;Ei/, and dEi;j;p;� D 1
ksp
.�.2jC1/Carg.ap/C

sprh��sh� rp
sh�

�
�1;EiC�2;Ei

2

�
/.
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Reducibility of Hypergeometric Equations

Toshio Oshima

Abstract We study a necessary and sufficient condition so that hypergeometric
equations are reducible. Here the hypergeometric equations with one variable mean
the rigid Fuchsian linear ordinary differential equations. If the equations with one
variable have more than four singular points, they naturally define hypergeometric
equations with several variables including Appell’s hypergeometric equations. We
also study the reducibility of such equations with several variables and we find a new
kind of reducibility, which appears, for example, in a decomposition of Appell’s F4.

Keywords Hypergeometric function • Middle convolution • Monodromy repre-
sentations • Pfaffian system

Mathematics Subject Classification (2000). Primary 34M03; Secondary 34A30,
34M35, 33C65

1 Introduction and Preliminary Results

The Gauss hypergeometric equation

x.1 � x/u00 C �c � .aC bC 1/x�u0 � abu D 0 (1)

is reducible if and only if at least one of the numbers

a; b; a � c; b � c (2)

is an integer. An elementary proof of this result using neither an integral representa-
tion nor a connection formula of the solution is given in [9]. Here the linear ordinary
differential equation with coefficients in rational functions is said to be reducible
if and only if the equation has a non-zero solution satisfying a linear ordinary
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differential equation with coefficients in rational functions whose order is lower
than the original equation. Note that the reducibility of the equation is equivalent to
the reducibility of the monodromy group of the solutions if the equation is Fuchsian.

The Riemann scheme of the Gauss hypergeometric equation is

8<
:
x D1 0 1

a 0 0

b 1 � c c � a � b

9=
; ; (3)

which is a table of singular points of (1) and the characteristic exponents at each
singular point. The characteristic exponents 0 and 1 � c at x D 0 mean that (1) has
solutions u.x/ satisfying u.x/ � x0 and u.x/ � x1�c, respectively, when x ! 0. If
the parameters a, b and c are generic, the differential equation with this Riemann
scheme is (1). Since the coefficients of the equation are polynomial functions of the
parameters a; b and c, Eq. (1) is naturally and uniquely defined by this Riemann
scheme for any values of parameters.

In [8] we define a (generalized) Riemann scheme

f�mg D
�
Œ�j;� �.mj;� /

�
0� j�p
1���nj

D

8̂
ˆ̂<
ˆ̂̂:

x D c0 D1 c1 � � � cp
Œ�0;1�.m0;1/ Œ�1;1�.m1;1/ � � � Œ�p;1�.mp;1/

:::
:::

:::
:::

Œ�0;n0 �.m0;n0 / Œ�1;n1 �.m1;n1 / � � � Œ�p;np �.mp;np /

9>>>=
>>>;

(4)

for a general Fuchsian ordinary differential equation Pu D 0 of order n. Here
c0; c1; : : : ; cp are singular points of the equation and the sets of characteristic
exponents of the equation at x D cj are

f�j;� C i j i D 0; 1; : : : ;mj;� � 1; � D 1; : : : ; njg; (5)

respectively, and moreover the local monodromies of the solutions of the equation
at x D xj are semisimple if �j;� � �j;�0 … Z for 1 
 � < �0 
 nj and j D 0; : : : ; p.
We say that f�mg is the Riemann scheme of P and the . pC 1/ tuples of partitions

m D .mj;1; : : : ;mj;nj/jD0;:::;p (6)

of n is called the spectral type of the equation Pu D 0 or the operator P and we put
ordm D n which equals mj;1 C � � � C mj;nj . If there is no confusion, m is shortly
expressed by m0;1 � � �m0;n0 ; � � � ;mp;1 � � �mp;np and for example, the spectral type of
Gauss hypergeometric equation is 11; 11; 11.
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The existence of such equation implies the Fuchs relation

jf�mgj WD
pX

jD0

njX
�D1

mj;��j;� � ordmC 1
2

idxm D 0: (7)

Here the index of rigidity of m is defined by Katz [7] as follows.

idxm WD
pX

jD0

njX
�D1

m2j;� � .p � 1/.ordm/2: (8)

On the other hand, we say that m is irreducibly realizable if there exists an
irreducible Fuchsian equation Pu D 0 with the Riemann scheme (4) for generic
parameters�j;� under the Fuchs relation. A characterization of irreducibly realizable
spectral types m is given in [8]. Moreover if m is irreducibly realizable, then the
equation Pu D 0 with the Riemann scheme (4) satisfying (7) has .1 � 1

2
idxm/

accessory parameters and the differential operator P is polynomial functions of the
parameters �j;� and the accessory parameters, which is the universal operator in [8,
Theorem 6.14]. If an irreducibly realizable spectral type m satisfies

idxm D 2; (9)

then m is called rigid. In this case the Fuchsian differential equation with the
Riemann scheme (4) has no accessory parameters and hence the equation is uniquely
determined by local structure, namely, by characteristic exponents and conjugacy
classes of local monodromies at the singular points.

The middle convolution for a Fuchsian system

du

dx
D

pX
jD1

Aj

x � cj
u (10)

with constant square matrices A1; : : : ;Ap of size n is introduced by Katz [7] and
Dettweiler and Reiter [2] to analyze the rigid local system (cf. Sect. 3). Denoting
@ D d

dx and # D x@, we define in [8] the middle convolution mc�.P/with a complex
number � by

mc�.P/ D @�k
X
i; j

ci;jx
i.# � �/j; (11)

@NP D
X
i; j

ci;j@
i# j (12)
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for an element P of the ring WŒx� of linear ordinary differential operators with
polynomial coefficients. Here N is a sufficiently large integer so that @NP is of the
form (12) with ci;j 2 C and then k is the maximal integer so that mc�.P/ 2 WŒx�.

Theorem 1.1 ([8]) Suppose that the equation Pu D 0with the Riemann scheme (4)
is irreducible and the coefficients of P are polynomials without a common zero and
moreover suppose

�j;1 � �j;� … Z or mj;1 � mj;� .� D 1; : : : ; nj; j D 0; : : : ; p/ (13)

and

�j;1 D 0 . j D 1; : : : ; p/: (14)

If �j;� are generic (see [8, Theorem 5.2] for the precise condition) or the number

d1.m/ WD m0;1 C � � � C mp;1 � . p � 1/ ordm D 2 ordm �
pX

jD0

njX
�D2

mj;� (15)

is positive, the Riemann scheme f�0m0

g of P0 D mc�0;1�1.P/ is determined by

8̂
ˆ̂̂̂
ˆ̂̂̂
<
ˆ̂̂̂
ˆ̂̂̂
:̂

�0j;� D

8̂
ˆ̂̂<
ˆ̂̂̂
:

2 � �0;1 . j D 0; � D 1/;
0 . j D 1; : : : ; p; � D 1/;
�j;� � �0;1 C 1 . j D 0; � D 2; : : : ; n0/;
�j;� C �0;1 � 1 . j D 1; : : : ; p; � D 2; : : : ; nj/;

m0j;� D
(
mj;1 � d1.m/ . j D 0; : : : ; p; � D 1/;
mj;� . j D 0; : : : ; p; � D 2; : : : ; nj; /

(16)

and P D mc1��0;1 ımc�0;1�1.P/. Moreover mc�0;1�1.P/ is irreducible if d1.m/ � 0.
Here we allow that some mj;1 are 0.

Remark 1.2

i) If d1.m/ > 0, then mj;1 > 0 for j D 0; : : : ; p in the theorem.
ii) Suppose P0 D mc�0;1�1.P/ is defined when the values of the parameters �j;�

are generic. Then we define P0 for other values of the parameters by the analytic
continuation of the parameters. In this case P and P0 may be reducible for certain
values of the parameters.

We define

@1.m/ WD m0 (17)
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by (15) and (16). Since

d1.m/ � ordm D idxmC
pX

jD0

njX
�D1
.mj;1 � mj;�/mj;� ; (18)

we have d1.m/ > 0 if idxm D 2 and moreover m is monotone, namely

mj;1 � mj;� .� D 1; : : : ; nj; j D 0; : : : ; p/: (19)

The equation Pu D 0 is called rigid if it is irreducible and it has rigid spectral type.
By the gauge transformation u.x/ 7! v.x/ D Qp

iD1.x � ci/�i u.x/, the characteristic
exponents of the Riemann scheme are changed from �j;� to �0;� �Pp

iD1 �i and
�j;� C �j according to j D 0 and j D 1; : : : ; p, respectively. The corresponding
transformation of P is called addition and we denote the transformation of P by
RAd�1;:::;�p.P/. Here

RAd�1;:::;�p.P/ 2 WŒx� \W.x/
pY

jD1
.x � cj/

�j � P �
pY

jD1
.x � cj/

��j

and the coefficients of the differential operator RAd�1;:::;�p.P/ has no common zero.
We put R.P/ D RAd0;:::;0.P/. The addition keeps the order of P 2 WŒx�.

Hence if the equation Pu D 0 is rigid and ordP > 1, then we have ord.mc� ı
RAd�1;:::;�p.P// < ordP with suitable numbers �;�1; : : : ; �p. By a successive
application of suitable additions and middle convolutions, the rigid equation Pu D 0
is transformed into the equation du

dx D 0. Since additions and middle convolutions
are invertible, we can construct any rigid Fuchsian equation Pu D 0 by a successive
application of suitable additions and middle convolutions to the equation du

dx D 0.
The combinatorial aspect of additions and middle convolutions are well inter-

preted by a star-shaped Kac-Moody root system .W;…/ as follows, which was
introduced by Crawley-Boevey [1] to analyze irreducible Fuchsian systems. The
set of simple roots is

… D f˛0; ˛j;� j j D 0; 1; : : : ; � D 1; 2; : : :g D f˛i j i 2 Ig (20)

with

I WD f0; . j; �/ j j D 0; 1; : : : ; � D 1; 2; : : :g (21)
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and the inner product of the roots are given by

.˛0j˛0/ D 2; .˛0 j ˛j;�/ D �ı�;1;

.˛j;� j˛j0 ;�0/ D

8̂
<̂
ˆ̂:
2 . j D j0; � D �0/;
�ıj;j0 .j� � �0j D 1/;
0 . j ¤ j0 or j� � �0j > 1/:

(22)

The Weyl group W is generated by the simple reflection

s˛.x/ D si.x/ D x � .˛jx/˛ .˛ D ˛i 2 …; i 2 I; x 2
X
˛2…

R˛/: (23)

The set of positive real roots †reC and the set of negative real roots†re� are

†reC D
˚X
˛2…

k˛˛ 2 W˛0 j k˛ � 0
�
; †re� D

˚� ˛ j ˛ 2 †reC
�

(24)

and then W… D †reC [ †re�. For a tuple of partition m, [1] attached an element ˛m
of the root lattice

P
˛2… Z˛ by

˛m D ordm � ˛0 C
pX

jD0

njX
�D1

njX
sD�C1

mj;s˛j;� : (25)

Then idxm D .˛mj˛m/, s˛0 .˛m/ corresponds to the middle convolution because
.˛0j˛m/ D d1.m/ and s˛j;� .˛m/ corresponds to the transposition between mj;� and
mj;�C1. Moreover we have

Theorem 1.3 ([1, 8]) The spectral typem is rigid if and only if ˛m 2 †reC.

Remark 1.4

i) This theorem is given by Oshima [8, Chap. 7] and the corresponding theorem
for the first order system of Schlesinger canonical form is proved by Crawley-
Boevey [1].

ii) There exist positive real roots which do not correspond to the rigid spectral type.
In fact we have

†reC D f˛m j m are rigid spectral typesg
[ f˛j;� C ˛j;�C1 C � � � C ˛j;�0 j 1 
 � 
 �0; j D 0; 1; : : :g: (26)

We will examine the condition of irreducibility of the rigid equation Pu D 0 with
the Riemann scheme (4). For an element w 2 W, the expression w D sˇ1sˇ2 � � � sˇ`
with the reflections sˇi with respect to simple roots ˇi 2 … is called minimal if `
is smallest among this product expression and in this case the number ` is called
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the length of w and denoted by L.w/. For a positive real root ˛ 2 †reC, an element
w˛ 2 W is uniquely determined by the conditions w˛˛ D ˛0 and L.w˛/ is minimal.
Moreover we put

�.w/ WD †reC \ w�1†re� and �.m/ WD �.w˛m/ (27)

for a rigid spectral type m. Note that the number j�.w/j of elements of�.w/ equals
L.w/ and if w D sˇ1sˇ2 � � � sˇL is a minimal expression, we have

�.w/ D fˇL; sˇLˇL�1; : : : ; sˇL � � � sˇ2ˇ1g; (28)

�.wsˇ/ D
(
sˇ
�
�.w/ n fˇg� .ˇ 2 �.w/ \…/;

sˇ�.w/ [ fˇg .ˇ 62 �.w/ \…/: (29)

For a rigid spectral type m, the set of positive integers

Œ�.m/� WD f.˛j˛m/ j ˛ 2 �.m/g (30)

is a partition of the non-negative integer h.˛m/�1 which is called the type of�.m/,
where

h.˛/ WD k0 C
X
j�0

X
��1

kj;� for ˛ D k0˛0 C
X
j�0

X
��1

kj;�˛j;� : (31)

Suppose m is rigid and monotone and ordm > 1. Let �j be the maximal integers
satisfying mj;1 � d1.m/ < mj;�jC1 for j D 0; 1; : : :. Then [8, Proposition 7.9] shows

�.m/ D s0
�Y

j�0
�j>0

sj;1 � � � sj;�j
�
�.s@1m/[ f˛0g

[
p[

jD1
f˛0 C ˛j;1 C � � � C ˛j;� j 1 
 � 
 �jg;

Œ�.m/� D Œ�.s@1m/� [ fd1.m/g

[
p[

jD1
fmj;�C1 � mj;1 C d1.m/ 2 Z>0 j 1 
 � 
 �jg:

(32)

HereZ>0 is a set of positive integers and sm0 is a monotone spectral type obtained by
permutations of the sequences .m0j;1; : : : ;m0j;n0

j
/ of integers. The transformation s is

realized by an element of a subgroupW 0 of W generated by fsj;� j j D 0; 1; : : : ; � D
1; 2; : : :g.
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Theorem 1.5 ([8, Theorem 10.14]) A rigid Fuchsian differential equation Pu D 0
with the Riemann scheme (4) is reducible if and only if at least one of the numbers

pX
jD0

njX
�D1

m.ˇ/j;��j;� .ˇ 2 �.m// (33)

is an integer. Here

m.ˇ/j;� D kj;��1 � kj;� .� D 1; : : : ; nj; j D 0; : : : ; p/ (34)

by putting

(
ˇ D k0˛0 CPp

jD0
Pnj�1

�D1 kj;�˛j;� ;
kj;0 D k0 and kj;� D 0 if � � nj:

(35)

For example, suppose m D 11; 11; 11, namely, the spectral type of Gauss
hypergeometric equation. Then ˛m D 2˛0 C ˛0;1 C ˛1;1 C ˛2;1 and we have

2˛0 C ˛0;1 C ˛1;1 C ˛2;1 s0�! ˛0 C ˛0;1 C ˛1;1 C ˛2;1
s0;1��! ˛0 C ˛1;1 C ˛2;1

s1;1��! ˛0 C ˛2;1
s2;1��! ˛0;

w˛m D s2;1s1;1s0;1s0;

�.m/ WD f˛0; s0˛0;1; s0s0;1˛1;1; s0s0;1s1;1˛2;1g
D f˛0; ˛0 C ˛0;1; ˛0 C ˛1;1; ˛0 C ˛2;1g:

We rewrite the above in terms of tuples of partitions as follows.

11; 11; 11
@1�! 01; 01; 01

s0;1�! 10; 01; 01
s1;1�! 10; 10; 01

s2;1�! 10; 10; 10

10; 10; 10  �
01; 10; 10  �11; 00; 00  �
10; 01; 10  00;�11; 00  00;�11; 00  �
10; 10; 01  00; 00;�11  00; 00;�11  00; 00;�11  �

and

f10; 10; 10; 01; 10; 10; 10; 01; 10; 10; 10; 01g D fm.ˇ/ j ˇ 2 �.11; 11; 11/g:

Then for the Riemann scheme (3) we have

˚P2
jD0

P2
�D1m.ˇ/j;��j;� j ˇ 2 �.m/

� D fa; b; 1C a � c; c � bg

and the condition for the reducibility of (1) by Theorem 1.5 [cf. (3)].
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For a rigid spectral type m let w˛m D si1si2 � � � siL be a minimal expression with
respect to simple reflections. Put w. j/ D si1si2 � � � sij and ˛. j/ D w. j/�1˛0 for
j D 1; : : : ;L. Then we have the expressions of ˛. j/ inductively as follows.

˛. j/ D k�ˇ. j; �/C �. j; �/ .� D 1; : : : ; j/;
ˇ. j; �/ D sijˇ. j � 1; �/; �. j; �/ D sij�. j� 1; �/; .� D 1; 2; : : : ; j � 1/;
ˇ. j; j/ D ˛ij ; �. j; j/ D ˛. j � 1/;

kj D �.˛. j � 1/j˛ij/ D .˛. j/j˛ij / 2 Z>0;

�.w. j// D fˇ. j; �/j� D 1; : : : ; jg:
(36)

Then we have

�.m/ D fˇ� WD ˇ.L; �/ j � D 1; : : : ;Lg: (37)

A successive application of s@1 to a rigid monotone spectral type m, we have a
sequence

m
s@1�! m.1/ s@1�! m.2/ s@1�! � � � s@1�! m.k/ D 10 � � � ; 10 � � � ; 10 � � � ; : : : (38)

with a non-negative integer k. Then rewriting each transformation s as a product
of transpositions defined by sj;� , we have a diagram as above to get �.m/. In the
diagram each arrow corresponds to an element of �.m/, which is expressed by

m D m.L/! � � � ! m. jC1/ sijC1���! m. j/
sij�! m. j�1/ !

k`n.L;j/  � � �  k`n. jC1;j/  k`n. j;j/  �
(39)

for j D 1; : : : ; j�.m/j and we have

kjn. j;j/ D m. j/ �m. j�1/; ˛n. j;j/ 2 …; kj D .˛mj˛n.L;j/ /;
˛n.`C1;j/ D si`C1

˛n.`;j/ ;

�.m/ D f˛n.L;j/ j j D 1; : : : ; j�.m/jg;
(40)

and kj is a greatest common divisor of m. j/i;� �m. j � 1/i;� with i � 0 and � � 1.

2 Condition for Reducibility

In this section we will further examine the condition of reducibility of Fuchsian
ordinary differential equations with a rigid spectral type. First we show a general
lemma assuring that if the rank of the equation does not depend on the parameter,
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the condition for the reducibility does not depend on the realization of the equation
nor an integral shift of the parameter. Then we will classify the numbers (33) giving
the condition for the reducibility into three types, which is related to the reducibility
of a Pfaffian system studied in Sect. 3. In particular we show that we may omit some
numbers among them. Lastly in Theorem 2.7 we give a condition that a reducible
equation has a non-trivial quotient without an apparent singularity, which is a ground
state for the reducibility in view of a shift operator.

Put x D .x1; : : : ; xn/ and denote the ring of differential operators of x with
polynomial coefficients by WŒx�, which is called a Weyl algebra. The ring of
differential operators with coefficients in the field C.x/ of rational functions of x
is denoted by W.x/. We identify a system of linear differential equation

M W
NX
jD1

Pi;juj D 0 .i D 1; : : : ;M/ (41)

with a left W.x/-module. Here Pi;j 2 W.x/ and u1; : : : ; uN are generators of the
left W.x/-module and (41) defines fundamental relations among the generators. The
rank of M is the dimension of the vector space of M over the field W.x/ and we
denote it by rankM. If n D 1, the rank of the equation Pu D 0 with P 2 W.x/
equals ordP, the order of P. Suppose rankM <1. Then M is said to be reducible
if M has a quotient left W.x/-module M0 satisfying 0 < rankM0 < rankM.

Lemma 2.1 Let Mt and Nt are systems of linear differential equations with
holomorphic parameter t 2 D WD ft 2 C j jtj < 1g. Suppose there exist a positive
integer K such that rankMt D rankNt D K for any t 2 D and a homomorphism �t
of Mt to Nt . Here it means a homomorphism between left W.x/-modules. Assume
that �t is holomorphically depend on t and �t is an isomorphism if t ¤ 0. ThenM0

is reducible if and only if N0 is reducible.

Proof Replacing �t by tm�t with a suitable integer m, we may assume �0 ¤ 0. Then
�0 is also a non-zero homomorphism of M0 to N0 by analytic continuation. If �0
is an isomorphism, the claim of the theorem is clear. If �0 is not bijective, then the
kernel and the image of �0 is non-trivial proper invariant W.x/-submodules of M0

and N0, respectively, and hence we have the lemma. ut
Hereafter in this section we examine the reducible condition for a Fuchsian

ordinary differential equations with a rigid spectral type. Let

P.�/u D 0 (42)

be a differential equation with the Riemann scheme (4) satisfying (7). We assume
that the spectral type m of the equation is rigid. Then we have the following remark,
which also follows from Theorem 1.5.

Remark 2.2 Let �j;� be integers satisfying
P

j;� mj;��j;� D 0. Then [8, Theo-
rem 11.2] shows that there exists a homomorphism �� of the equation P.�/u D 0 to
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the equation P.�C �/v D 0. Since �� is holomorphically depend on �, the theorem
implies that P.�/u D 0 is reducible if and only if P.�C �/v D 0 is reducible.

Lemma 2.3 Let P.�/ be the universal operator with a rigid Riemann scheme f�mg.
Suppose that the characteristic exponents �j;� holomorphically depend on t 2 D.
Assume that P.�.t//u D 0 is irreducible if t ¤ 0 and

d1.m/ WD mj;0 C mj;1 C � � � Cmj;p � . p � 1/ ordm > 0:

Put

�.t/ D �0;1.t/C �1;1.t/C � � � C �p;1.t/;
QP.�.t// D RAd�1;1.t/;:::;�p;1.t/ P.�.t//;

Q.�.t// D mc1��.t/ QP.�.t//

and let m0 be the spectral type of Q.�.t//.

i) If �.0/ D 1, P.�.0//u D 0 has a quotient RAd��1;1.0/;:::;��p;1.0/ Q.�.0//u D 0.
ii) Let d0 be a positive integer satisfying 1 
 d0 
 d1.m/. If �.0/ D 1 � d0,

P.�.0//u D 0 has solutions r.x/
Qp

jD1.x � cj/�j;1 , where r.x/ are arbitrary

polynomials of degree < d0 and in particular
Qp

jD1.x � cj/�j;1 is a solution.

Proof We may assume Q.�.t//u D 0 is irreducible if t ¤ 0. Put n D ordm.
Note that ordQ.�.t// D n � d1.m/ and the Riemann scheme of QP.�.t// is

8<
:

x D c0 D 1 cj . j D 1; : : : ; p/
Œ
Pp

iD0 �i;1�.m0;1/ Œ0�.mj;�/

Œ�0;� CPp
iD1 �i;1�.m0;� / .� D 1; : : : ; n0/ Œ�j;� � �j;1�.mj;� / .� D 1; : : : ; nj/

9=
; :

If �.0/ D 1, the definition of mc1��.t/ implies that Q.�.0// is a quotient of QP.�.0//,
which proves i).

Put f .x/ D Qp
jD1.x � cj/n�mj;1 . Then the Riemann scheme of P_u D 0 with

P_ D . f .x/�1 QP/� equals

8<
:

x D c0 D1 cj . j D 1; : : : ; p/
Œ2 � n � m0;1 �Pp

iD0 �i;1�.m0;1/ Œn � mj;1�.mj;�/

Œ2 � n � m0;� � �0;� �Pp
iD1 �i;1�.m0;� / Œn �mj;� � �j;� C �j;1�.mj;�/

9=
;

as was given in [8, Theorem 4.19 ii)] and that of QP�u D 0 equals

8<
:

x D c0 D1 cj . j D 1; : : : ; p/
Œ2� d1 �Pp

iD0 �i;1�.m0;1/ Œ0�.mj;� /

Œ2� d1 � m0;� C m0;1 � �0;� �Pp
iD1 �i;1�.m0;� / Œmj;1 � mj;� � �j;� C �j;1�.mj;� /:

9=
; :
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Here d1 D d1.m/. Note that P.�.t//� is the universal operator with the above
Riemann scheme and 2 � d1 � Pp

iD0 �i;1.0/ D 1 C d0 � d1. Then in the case
d0 D d1.m/, the claim ii) follows from the definition of P_ and mc1��.t/.

We may split the characteristic exponent Œ�0;1�.m0;1/ to

Œ�0;1 C d1 � d0�.m0;1�d1Cd0/ and Œ�0;1�.d1�d0/:

Then m0;1, d1.m/ and n0 changed into m0;1 � d1.m/ C d0, d0, n0 C 1, respectively,
and the same argument as above proves ii). ut
Definition 2.4 The elements ˇ 2 �.m/ are classified into three types

(Type 1) ord sˇ˛m > 0;

(Type 2) ord sˇ˛m D 0;
(Type 3) ord sˇ˛m < 0:

Putting � WD sˇ˛m, we have � D ˛m � kˇˇ with kˇ D .˛mjˇ/ and therefore

˛m D kˇˇ C �: (43)

Here we put ord � D n0 if � DPi2I ni˛i.

Proposition 2.5

i) We have ordˇ > 0 for any ˇ 2 �.m/.
ii) If kˇ D 1, then ˇ is of Type 1.

iii) The numbers (33) for ˇ 2 �.m/ of Type 3 may be omitted for Theorem 1.5.

Proof Under the notation in the preceding section, we have ˇ D ˇ.L; �o/ with a
certain �o in (36).

i) Since m is monotone, if ˛ 2 †reC satisfies .˛j˛m/ > 0, then ord˛ > 0.
ii) The claim is given in [8, Proposition 7.9 iv)].

iii) Note that the condition
P

j;� m.ˇ/j;��j;� 2 Z implies
P

j;� m.�/j;��j;� 2 Z

because of the Fuchs relation. Since �.�o; �o/ 2 †reC, there exists j > �o
satisfying ˇ. j; j/ D ˛ij D �. j � 1; �o/ D ��. j; �o/ 2 …. Then ˇ.L; j/ D
��.L; �o/ 2 �.m/. Hence the condition for the number (33) with ˇ.L; �o/ can
be omitted for Theorem 1.5.

Put ˇ� D ˇ.L; �/, �� D �.L; �/ and k� D kˇ� for simplicity. Then

˛m D k�oˇ�o C ��o with k�o D .˛mjˇ�o/

and

kj D .˛mjˇj/ D .˛mjk�oˇ�o � ˛m/ D k2�o � 2 > 1:
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If ˇ.L; j/ is of Type 3, we repeat the same way and this procedure ends in finite
steps because �o < j 
 L.

Remark 2.6

i) There always exists ˇ 2 �.m/ of Type 1 and kˇ D 1 in (43) if ordm > 1

(cf. [8, Proposition 10.7]). In this case we have

jf�m.ˇ/gj C jf�m.�/gj D 1

and the condition
P

m.ˇ/j;��j;� 2 Z is equivalent to
P

m.�/j;��j;� 2 Z.
ii) Type 2 appears only in the case when there exist jo and 1 
 �o < �0o 
 n such

that mjo;�o C mjo;�0

o
and mj;� with . j; �/ 62 f. jo; �o/; . jo; �0o/g are divisible by a

common integer k larger than 1. There is an example of Type 2 in Sect. 3.
iii) There is an example of Type 3 in Sect. 3.

Theorem 2.7 Let P.�/ be the universal operator with the Riemann scheme (4) with
rigid spectral typem. Let ˇ 2 �.m/. Then if

1 
 d0 WD ordˇ �
pX

jD0

njX
�D1

m.ˇ/j;��j;� 
 .˛mjˇ/; (44)

P.�/ 2 W.x/Q.�/. Here Q.�/ is the universal operator with the spectral typem.ˇ/
and if d0 D 1, the Riemann scheme of Q.�/ equals f�m.ˇ/g. Here 0 < ordQ.�/ D
ordˇ < ordP.

If .˛mjˇ/ D 1, then replacing ˇ by � D ˛m �ˇ, the above statement also holds.
Proof First note that the condition d0 D 1 for ˇ is the Fuchs relation of Q.�/written
by jf�m.ˇ/gj D 0 and hence this number d0 is invariant under the action of W.

We will prove the theorem by the induction with respect to the number k in (38).
Suppose ˇ D ˛0 or ˛0 C ˛j;1 C � � � C ˛j;� in (32). Applying Lemma 2.3 ii) with
d0 D 1 to P after the transposition of the indices . j; � C 1/ and . j; 1/ if necessary,
we have the claim of the theorem for ˇ. We have also the claim of the theorem for
� by Lemma 2.3 i).

Put w0 D .
Q

j�0
�j>0

sj;1 � � � sj;�j /s0 in (32) and let ˇ 2 w0�1�.s@1m/. Then ˇ

corresponds to an element ˇ0 2 �.s@1m/ with ˇ0 D w0ˇ and w0 2 W corresponds
to the map s@1, which corresponds to  D RAd�1;:::;�p ımc�, the combination of a
middle convolution and an addition.

Here we note that ˇ; ˇ0 2 †reC, ordˇ > 0 and ordˇ0 > 0.
Then the statement for ˇ is obtained by applying  �1 to the operator  .P/ and

the operator corresponding to ˇ0 2 �.s@1m/ whose existence is assured by the
hypothesis of the induction.

If ˇ is of Type 1, then � 0 WD w0� 2 †reC and ord� 0 > 0, we have also the last
claim. ut
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3 Hypergeometric Equations with Several Variables

Any four points t0; t1; t1; tx in the Riemann sphere P
1
C

can be transformed to
0; 1; 1; x by the fractional transformation defined by

x D .tx � t0/.t1 � t1/

.t1 � t0/.t1 � tx/
:

Hence Gauss hypergeometric function F.a; b; cI x/ is naturally considered as a
hypergeometric function on the configuration space of four points in P1

C
by

F.a; b; cI tx�t0t1�t0
t
1

�t1
t
1

�tx /:

Then the Riemann scheme of this function is

8<
:
tx D t0 tx D t1 tx D t1 t0 D t1 t0 D t1 t1 D t1
0 0 a a 0 0

1 � c 1 � a � b b b 1 � a � b 1 � c

9=
; :

The solutions of the universal rigid Fuchsian equations Pu D 0 with a rigid
spectral type m have natural integral representations (cf. [8]). When m is a
. p C 1/ tuples of partitions, P has . p C 1/ singular points. We may specialize
the points as 0; 1; 1; y1; : : : ; yp�2 and then the solutions u.x; y1; : : : ; yp�2/ has
.p � 1/ variables by the integral representation. These functions are a kind of
hypergeometric functions with several variables and also they can be considered
hypergeometric functions on the configuration space of . pC 2/ points in P

1
C

.
For these hypergeometric functions with several variables, it will be convenient

to use the differential equations of Pfaffian form satisfied by the functions. They
have been studied by Dettweiler and Reiter [2] for the case of single variable and
by Haraoka [3] for several variables. We will shortly explain it in the case of two
variables x and y as an example. Then the Pfaffian system is

M� W du D
	
A1

dx

x
C A2

d.x � y/

x � y
C A3

d.x � 1/
x � 1 C A4

dy

y
C A5

d.y � 1/
y � 1



u:

(45)

Here Aj are square matrices of size n. They are called the residue matrices along
the corresponding hypersurfaces. If the eigenvalues of Aj are �j;� with multiplicity
mj;� for � D 1; : : : ; nj and Aj are semisimple, the set of characteristic exponents
corresponding to Aj is defined by fŒ�j;1�mj;1 ; : : : ; Œ�j;nj �mj;nj

g, and we can define the
generalized Riemann scheme for this Pfaffian system. For example, the set of
characteristic exponents at x D 0, x D y and x D 1 are these sets for j D 1,
j D 2 and j D 3, respectively, and the set of characteristic exponents at x D 1 is
define by the matrix A0 D �.A1 C A2 C A3/.
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The addition with parameters �1; �2; �3 (for x-variable) is defined by

Ad�2;�2;�3.A1;A2;A3;A4;A5/ 7! .A1 C �1;A2 C �2;A3 C �3;A4;A5/:

The middle convolution mc� to these matrices is defined by

mc�.Aj/ WD QAj mod K� WD
	

kerA1
kerA2
kerA3



˚ ker. QA1 C QA2 C QA3/ (46)

with

QA1 D
0
@A1 C � A2 A3

0 0 0

0 0 0

1
A ; QA2 D

0
@ 0 0 0

A1 A2 C � A3
0 0 0

1
A ; QA3 D

0
@ 0 0 0

0 0 0

A1 A2 A3 C �

1
A ;

QA4 D
0
@A4 C A2 �A2 0

�A1 A4 C A1 0

0 0 A4

1
A and QA5 D

0
@A5 0 0

0 A5 C A3 �A3
0 �A2 A5 C A2

1
A :

Here QAj are considered to be linear maps on the vector space C
3n and the space

K� are invariant by these maps and then we represent Aj as square matrices of size
3n� dimK�.

Considering y as a parameter and forgetting A4 and A5, the above definition is
due to [2]. In this case, x D 0; 1; y; 1 are regular singular points of the differential
equation with the variable x. The above operation for A4 and A5 is defined and
studied by Haraoka [3], where x and y are equally considered as variables.

When we regard y as a parameter, the structure of operations of additions and
middle convolutions are compatible to the corresponding operations of Fuchsian
ordinary differential equations, which are briefly explained in the previous sections.
Moreover any rigid monodromy group is equally realized by solutions of both
type of equations. Assume that the spectral type m is rigid. Then there is a
homomorphism � of the universal Fuchsian differential equation P.�/u D 0 to the
rigid Pfaffian system M�, where  � is meromorphically depend on � and it defines
an onto isomorphism between two equations for generic �, which follows from the
fact that they are constructed from the trivial equation by successive applications of
additions and middle convolutions.

Table 1 is the number of rigid spectral types of order at most 15 whose numbers
of singular points are smaller than 7.

It is well-known that the integral representation of the solution of Jordan-
Pochhammer equation, which is characterized by rigid spectral type 21; 21; 21; 21,
gives a solution of Appell’s F1 (in general, Lauricella’s FD with more variables).
As is given in the table, the rigid Pfaffian system corresponding to the spectral
type 31; 31; 22; 211 corresponds to Appell’s F2 and F3 and that to 31; 22; 22; 22
corresponds to Appell’s F4 as was shown in [3]. Hence we have a plenty of
generalizations of Appell’s hypergeometric functions.
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Table 1 Hypergeometric equations with less than six variables

Order 2 3 4 5 6 7 8 9 10 11 12 13 14 15

One variable 1 1 3 5 13 20 45 74 142 212 421 588 1004 1481

Two variables 1 2 4 11 16 35 58 109 156 299 402 685 924

Three variables 1 1 3 5 12 17 43 52 104 135 263 327

Four variables 1 0 1 3 5 8 14 24 39 60 79

Five variables 1 0 0 2 3 4 6 6 14 20

Table 2 Hierarchy of rigid quartets (cf. [8])

21, 21, 21, 21

31, 22, 31, 211

31, 22, 22, 22

41, 32, 311, 311
41, 41, 221, 221

41, 32, 32, 221

32, 32, 32, 32

51, 222, 33, 411

33, 42, 33, 411

42, 33, 411, 411

51, 33, 411, 3111
51, 51, 222, 2211

411, 42, 411, 411

51, 42, 321, 321

51, 42, 33, 2211

51, 33, 33, 222

42, 42, 42, 321

42, 33, 33, 33

11, 11, 11 21, 111, 111 22, 211, 1111

31, 1111, 1111

211, 211, 211

31, 31, 31, 31, 31

H2 H3

H4

EO4

F1

F2 , F3

F4

FD

I5

J5

P4,5

I6

J6

P4,6

Remark 3.1

i) The number of parameters of the equation with a rigid spectral type after a
suitable addition is given by

#parameters D
X�

# blocks at singular points� 1� D
pX

jD0
.nj � 1/ (47)

as in the case of the Gauss hypergeometric function.
ii) In Table 2, the arrow shows that two spectral types are connected by an addition

and a middle convolution. Moreover in Table 2 we see that F2 and F3 are
obtained by restrictions of a Pfaffian system to different complex lines and the
pair of I5 and J5 has the same property.

iii) It follows from [8, Theorem 11.2] that there exists a non-zero homomorphism
realizing any integral shift of characteristic exponents in the Pfaffian system
corresponding to a rigid Fuchsian ordinary differential equation. Lemma 2.1
assures that the irreducibility of the system is invariant under the integral shift.
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iv) There exists a universal Fuchsian equation with a rigid spectral type as is stated
in Sect. 1. But in the case of a Pfaffian system the extension to a special value of
� which corresponds to a reducible monodromy group is not unique. Consider

the Gauss hypergeometric system with the Riemann scheme



�0;1 �1;1 �2;1
�0;2 �1;2 �2;2

�

for generic values of parameters under the condition�0;jC�1;jC�2;j D 0 for j D
1 and 2. Then the Riemann scheme of its irreducible quotient is f�0;1 �1;1 �2;1g
or f�0;2 �1;2 �2;2g. But there is no natural way to determine it and it depends on
its construction using additions and middle convolutions.

Theorem 3.2 Let

du D
	 nX

iD1

qX
kD1

Ai;k
dyi

yi � ck
C

X
1�i<j�n

Bi;j
d.yi � yj/

yi � yj



u (48)

be a completely integrable Pfaffian system with variables y1; : : : ; yn, where Ai;k and
Bi;j are constant N � N matrices and c1; : : : ; cq are mutually different complex
numbers. Suppose

du

dx
D
	 qX

kD1

A1;k
x � ck

C
nX

jD2

B1;j
x � yj



u (49)

is an irreducible rigid Fuchsian system with mutually different complex numbers
c1; : : : ; cq; y2; : : : ; yn. Then (48) is irreducible and it is obtained by a successive
application of additions and middle convolutions extended by Haraoka for the
variable x D y1 to a Pfaffian differential equation

dv D
	 nX

iD2

qX
kD1

˛i;k
dyi

yi � ck
C

X
2�i<j�n

ˇi;j
d.yi � yj/

yi � yj



v (50)

of the first order. Here ˛i;k and ˇi;j are complex numbers. Note that the solution
of (50) is a constant multiple of

Qn
iD2

Qq
kD1.yi � ck/˛i;k �Q2�i<j�n.yi � yj/ˇi;j .

Proof This theorem is not clearly stated in [3] but it is essentially obtained in or
easily obtained by Haraoka [3].

Since (49) is rigid, it is reduced to the trivial equation du D 0 by a successive
application of additions and middle convolutions. Then we get an equation of the
form (50) by the successive application of the corresponding operations for y1
variable to (48). Since these operations are invertible, we obtain (48) from (50) by
these operations.

Since (49) is irreducible, the monodromy group of the solutions of (48) is
irreducible even if y2; : : : ; y2 are fixed. Hence Eq. (48) is irreducible. ut
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Theorem 3.3 Let m be a rigid spectral type and let (49) be the Fuchsian system
with the rigid spectral type m. Let

˚
Œ�j;� �mj;�

�
0�j�p
1���nj

be the Riemann scheme of the

Fuchsian system (49) with p D qC n� 1. Let (48) be the corresponding completely
integrable Pfaffian system of rank N D ordm.

i) Suppose any one of the numbers (33) is not an integer, the Pfaffian system (48)
is irreducible.

ii) Suppose there exists ˇ 2 �.m/ such that
pX

jD0

njX
�D1

m.ˇ/j;��j;� 2 Z: (51)

If ˇ is of Type 1 or Type 3 (cf. Definition 2.4), then (48) is reducible.
Suppose (48) is irreducible. Fix a suitable base of local solutions of (48) in a

neighborhood of a generic point yo D .y01; : : : ; yon/ of Cn. Then

QA� D QA0� ˝ Ir .1 
 � 
 p/ (52)

are the corresponding monodromy matrices along the closed loops �� starting from
yo in the y1-plane and r is an integer larger than 1. Here putting cqCj�1 D yj for
2 
 j 
 n, we denote by �� the closed loops starting from yo in the y1-plane which
satisfy 1

2�
p�1

R
��

dy1
y1�c�0

D ı�;�0 with �; �0 2 f1; 2; : : : ; pg.
Proof The claim i) follows from Theorem 3.2.

Fix ˇ 2 �.m/. We may fix generic �j;� satisfying (51) and the Fuchs relation.
Then (49) is reducible. Let u.y/ be a local solution of (48) in a neighborhood of yo

such that a component of u.x; y2; : : : ; yn/ is a solution of an irreducible Fuchsian
ordinary differential equation with the variable x so that the order R of the equation
is smaller than N. Since the coefficients of the equation are rational functions of
.x; y/, the analytic continuations of the component satisfy the same equation.

Suppose (48) is irreducible. Then the dimension of the linear span V of the local
solutions obtained by analytic continuations of u.y/ with respect to the variables
y1; : : : ; yn equals N. Hence there exist u`;1.y/; : : : ; u`;R.y/ in V for 1 
 ` 
 r with
N D rR such that the spaces spanned by u`;1.y/; : : : ; u`;R.y/ are stable under the
analytic continuation along the loops �� and moreover the dimension of the spacePr

`D1
PR

iD1Cu`;i.y/ equals N. We may moreover assume that the monodromies
along �� with respect to the base fu`;1.y/; : : : ; u`;R.y/g do not depend on `. Then the
multiplicity of the eigenvalues of local monodromy matrices at each singular points
of (49) is divisible by r. This never happens if ˇ is of Type 1 nor Type 3 because of
the genericity condition for the values �j;� . Hence ˇ is of Type 2 and we have the
theorem. ut
Remark 3.4 Under the notation in Theorems 1.5, 3.2 and 3.3 the ordinary differ-
ential equation (49) is reducible if and only if at least one of the numbers (33) for
ˇ 2 �.m/ of Type 1 or Type 2 is an integer. But it seems that the system (48) is
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reducible if and only if at least one of the numbers (33) for ˇ 2 �.m/ of Type 1
is an integer (cf. Sect. 3). We note that for most rigid spectral types m there is no
ˇ 2 �.m/ of Type 2 [cf. Remark 2.6 ii)] and in this case the system (48) is reducible
if and only if so is Eq. (49).

We will examine all of our Pfaffian systems with two variables corresponding to
a rigid spectral type m whose ranks are at most 5 (cf. [10]). The Pfaffian systems
satisfied by Appell’s hypergeometric functions are described in [4].

Computer Algebra

A computer algebra Risa/Asir with the library [11] calculates �.m/ and mc�
in (11) and (46) and in particular the examples given in this section.

Appell’s F1

m D 21; 21; 21; 21 : rankD 3 with four parameters and Œ�.m/� D 14 � 21
21; 21; 21; 21 ! 01; 01; 01; 01 H2 W 11; 11; 11; 20 (by a middle convolution)
D 10; 10; 10; 01˚ 11; 11; 11; 20 .reducibility: 4 cases by the symmetry/
D 2.10; 10; 10; 10/˚ 01; 01; 01; 01 .1 case/

The generalized Riemann scheme for the two variables .x; y/ is

8<
:
x D 0 x D 1 x D y x D 1 y D 0 y D 1 y D1
Œ0�2 Œ0�2 Œ0�2 Œe�2 Œ0�2 Œ0�2 Œ�c � e�2
a b c d aC cC 2e bC cC 2e d

9=
;

with the following Fuchs relation.

aC bC cC dC 2e D 2; 0 (Fuchs rel.)
10; 10; 10; 01 W d 62 Z (irred. cond.)
10; 10; 01; 10 W cC e … Z

10; 01; 10; 10 W bC e … Z

01; 10; 10; 10 W aC e … Z

10; 10; 10; 10 W e 62 Z

t1 t0 ty t1 tx idx
t1 21 21 21 21 2
t0 21 21 21 21 2
ty 21 21 21 21 2
t1 21 21 21 21 2
tx 21 21 21 21 2

In the Fuchs relation, “D 2” is valid for a single Fuchsian differential equation
and “D 0” is valid for the corresponding Pfaffian system.

The set of five points ft0; t1; t1; tx; tyg in P
1
C

is transformed into f0; 1;1; x; yg.
Hence a Pfaffian system with five variables t0; t1; t1; tx; ty is defined through this
map and the spectral type at each singular hypersurface is given in the above.
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The above five conditions for the irreducibility are obtained by the following
procedure, which is explained in Sect. 1.

21; 21; 21; 21
�2)
2
01; 01; 01; 01!

1
10; 01; 01; 01!

1
10; 10; 01; 01!

1
10; 10; 10; 01&

1

10; 10; 10; 102.10; 10; 10; 10/
C2( �

01; 10; 10; 10
C1(�11; 00; 00; 00 �

10; 01; 10; 10
C1( 00;�11; 00; 00 00;�11; 00; 00 �

10; 10; 01; 10
C1( 00; 00;�11; 00 00; 00;�11; 00 00; 00;�11; 00 �

10; 10; 10; 01
C1( 00; 00; 00;�11 00; 00; 00;�11 00; 00; 00;�11 00; 00; 00;�11 �

The Pfaffian system corresponds to the hypergeometric function

F1.˛Iˇ; ˇ0I � I x; y/ D
1X

m;nD0

.˛/mCn .ˇ/m .ˇ
0/n

.�/mCn mŠ nŠ
xmyn

with

a D ˇ0 � � C 1; b D � � ˛ � ˇ � 1; c D �ˇ � ˇ0; d D ˛; e D ˇ
and then the necessary and sufficient condition for the irreducibility is

f˛; ˇ; ˇ0; ˛ � �; ˇ C ˇ0 � �g \ Z D ;: (53)

Appell’s F2; F3

211; 22; 31; 31 : rankD 4, 5 parameters, (16 	 22)
! F1 W 201; 21; 21; 21 H2 W 011; 02; 11; 11D 010; 01; 10; 10˚ 201; 21; 21; 21 .4/
D 101; 11; 11; 20˚ 110; 11; 20; 11 .2/
D 2.100; 01; 10; 10/˚ 011; 20; 11; 11 .2/
These are of Type 1.

t
1

t0 ty t1 tx idx
t
1

211 211 211 211 �8
t0 211 31 31 22 2
ty 211 31 22 31 2
t1 211 31 22 31 2
tx 211 22 31 31 22aC bC cC 2dC eC f D 3; 08̂

<̂
ˆ̂:

x D 0 x D y x D 1 x D1 y D 0 y D 1 y D1 x D y D1
Œ0�2 Œ0�3 Œ0�3 Œd�2 Œ0�3 Œ0�2 Œ�a� b� e� d�2 Œf �3
Œa�2 b c e aC bC 2d Œe� f �2 f �a� b� e

f aC f

9>>=
>>;

211; 22; 31; 31
�2)
2
011; 02; 11; 11! 101; 02; 11; 11!110; 02; 11; 11!110; 20; 11; 11)

2.100; 10; 10; 10/
C2( �

010; 10; 10; 10
C1(�110; 00; 00; 00 �

001; 10; 10; 10
C1(�101; 00; 00; 00 0�11; 00; 00; 00 �
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2.100; 01; 10; 10/
C1(2.000;�11; 00; 00/ 2.000;�11; 00; 00/ 2.000;�11; 00; 00/

010; 01; 10; 10
C0( 010; 01; 10; 10  100; 01; 10; 10  100; 01; 10; 10  100; 10; 10; 10

001; 01; 10; 10
C0( 001; 01; 10; 10  001; 01; 10; 10  110; 01; 10; 10  010; 10; 10; 10

110; 11; 11; 20
C1( 010; 01; 01; 10  100; 01; 01; 10  100; 01; 01; 10  100; 10; 01; 10

110; 11; 20; 11
C1( 010; 01; 10; 01  100; 01; 10; 01  100; 01; 10; 01  100; 10; 10; 01

The condition for the irreducibility is

fd; e; aC d; aC e; aC bC dC e; aC cC dC e; f ; aC f g \ Z D ;: (54)

This system corresponds to the equation satisfied by F2.˛Iˇ; ˇ0I �; � 0I x; 1� y/ with

F2.˛Iˇ; ˇ0I �; � 0I x; y/ D
1X

m;nD0

.˛/mCn .ˇ/m .ˇ
0/n

.�/m .� 0/n mŠ nŠ
xmyn;

a D 1 � �; b D � C � 0 � ˛ � ˇ � ˇ0 � 2; c D � � ˛ � ˇ C ˇ0 � 1;
d D ˇ; e D ˛ � � 0 C 1; f D ˛

and (54) equals

f˛; ˇ; ˇ0; ˛ � �; ˛ � � 0; ˇ � �; ˇ0 � � 0; ˛ � � � � 0g \ Z D ;: (55)

Appell’s F4

t1 t0 ty t1 tx idx
t1 211 22 211 22 �4
t0 211 22 211 22 �4
ty 22 22 22 31 2

t1 211 211 22 22 �4
tx 22 22 31 22 2

22; 22; 31; 22 : rankD 4, 4 parameters,
(18 � 21) ! F1 W 12; 12; 21; 12

D 01; 01; 10; 01˚ 21; 21; 21; 21 .8/

D 2.11; 11; 20; 11/˚ 00; 00; .�1/1; 00 .1/

The last one is of Type 2.
aC 2bC 2cC 2dC 2e D 3; 0

8̂
<̂
ˆ̂:

x D 0 x D 1 x D y y D 0 y D 1 x D1 y D1 x D y D1
Œ0�2 Œ0�2 Œ0�3 Œ0�2 Œ0�2 Œd�2 ŒbC cC d�2 bC cC 2d
Œb�2 Œc�2 a Œ�b�2 Œ�c�2 Œe�2 ŒbC cC e�2 bC cC 2e

Œ0�2

9>>=
>>;
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The addition corresponding to u 7! yb.1 � y/cu changes the above into

8̂
<̂
ˆ̂:

x D 0 x D 1 x D y y D 0 y D 1 x D1 y D1 x D y D 1
Œ0�2 Œ0�2 Œ0�3 Œ0�2 Œ0�2 Œd�2 Œd�2 2d
Œb�2 Œc�2 a Œb�2 Œc�2 Œe�2 Œe�2 2e

Œ�b � c�2

9>>=
>>;
:

31; 22; 22; 22
�1)
1
21; 12; 12; 12 ! 21; 21; 12; 12 ! 21; 21; 21; 12! 21; 21; 21; 21)

10; 10; 10; 10
C1( �

10; 01; 10; 10
C1( 00;�11; 00; 00  �

10; 10; 01; 10
C1( 00; 00;�11; 00  00; 00;�11; 00  �

10; 10; 10; 01
C1( 00; 00; 00;�11  00; 00; 00;�11  00; 00; 00;�11 �

2.20; 11; 11; 11/
C1( 2.10; 01; 01; 01/ 2.10; 10; 01; 01/ 2.10; 10; 10; 01/ 2.10; 10; 10; 10/

21; 21; 21; 21
C2( 01; 01; 01; 01  01; 01; 01; 01  01; 01; 10; 01  01; 10; 10; 10

10; 10; 01; 01
C0( 10; 10; 01; 01  10; 01; 01; 01  10; 01; 10; 01  10; 01; 10; 10

10; 01; 10; 01
C0( 10; 01; 10; 01  10; 10; 10; 01  10; 10; 01; 01  10; 10; 01; 10

10; 01; 01; 10
C0( 10; 01; 01; 10  10; 10; 01; 10  10; 01; 10; 10  10; 10; 10; 01

Kato [5, 6] gives the equation

8̂
<̂
ˆ̂:
x.1 � x/

@2u

@x2
C �� � .˛ C ˇ C 1/x�@u

@x
� ˛ˇuC � y � 1

x � y

�
x
@u

@x
� y

@u

@y

�
D 0;

y.1 � y/
@2u

@y2
C �� � .˛ C ˇ C 1/y�@u

@y
� ˛ˇuC � x � 1

y � x

�
y
@u

@y
� x

@u

@x

�
D 0

satisfied by u.x; y/ D F4
�
˛; ˇI �; � 0I xy; .1 � x/.1 � y/

�
with

F4.˛; ˇI �; � 0I x; y/ D
1X

mDnD0

.˛/mCn .ˇ/mCn

.�/m .� 0/n mŠ nŠ
xmyn;

� D � C � 0 � ˛ � ˇ � 1: (56)

We note that when � D 0, the above equation has the solution

u.˛; ˇ; � I x; y/ D F.˛; ˇ; � I x/ � F.˛; ˇ; � I y/: (57)
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Hence the monodromy group defined by the space of solutions is irreducible when
� D 0 (generally 2� 2 Z by Lemma 2.1 or by the Riemann scheme) and ˛, ˇ and �
are generic. The corresponding Pfaffian system (45) is given by

A1 D

0
BB@
0 1 0 0

0 1� � 0 0

0 � 0 1

0 0 0 1� �

1
CCA ; A4 D

0
BB@
0 0 1 0

0 0 � 1

0 0 1� � 0

0 0 0 1� �

1
CCA ; A2 D

0
BB@
0 0 0 0

0 � �� 0
0 �� � 0

0 0 0 0

1
CCA ;

A3 D

0
BB@

0 0 0 0

�˛ˇ �� 0 � 0

0 0 0 0

0 0 �.˛C �/.ˇ C �/ �� 0

1
CCA ; A5 D

0
BB@

0 0 0 0

0 0 0 0

�˛ˇ � �� 0 0

0 �.˛ C �/.ˇC �/ 0 �� 0

1
CCA ;

with

a D 2�; b D 1 � �; c D �� 0; d D ˛; e D ˇ:

Then the condition for the irreducibility is

fd; e; bC d; bC e; cC d; cC e; bC cC d; bC cC eg \ Z D ; (58)

or equivalently

f˛; ˇ; ˛ � �; ˇ � �; ˛ � � 0; ˇ � � 0; ˛ � � � � 0; ˇ � � � � 0g \ Z D ;: (59)

Note that Theorem 1.5 says that under the condition (58) the differential equation
du
dx D

�
A1
x C A2

x�y C A3
x�1
�
u is irreducible if and only if a … Z.

Rank 5 with Six Parameters

I5 41; 32; 311; 311; J5 41; 41; 221; 221: (16 � 24)
41; 41; 221; 221 ! F1 W 21; 21; 021; 021
41; 32; 311; 311 ! H2 W 11; 02; 011; 011
41; 41; 221; 221

D 10; 10; 001; 010˚ 31; 31; 220; 211 .4/

D 20; 11; 110; 110˚ 21; 30; 111; 111 .2/

D 2.10; 10; 100; 100/˚ 21; 21; 021; 021 .4/

t1 t0 ty t1 tx idx
t1 311 311 221 221 �10
t0 311 32 311 41 2
ty 311 32 311 41 2
t1 221 311 311 221 �10
tx 221 41 41 221 2
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Rank 5 with Five Parameters

t1 t0 ty t1 tx idx
t1 311 322111 32 �6
t0 311 322111 32 �6
ty 32 32 221 41 2
t1 21112111 221 221 �18
tx 32 32 41 221 2

41; 32; 32; 221 : (17 � 23)
! 31; 22; 22; 220 F2 W 31; 22; 31; 121
F1 W 21; 12; 12; 021
D 10; 10; 10; 001˚ 31; 22; 22; 220 .1/

D 10; 01; 10; 010˚ 31; 31; 22; 211 .4/

D 20; 11; 11; 101˚ 21; 21; 21; 120 .2/

D 2.10; 10; 10; 100/˚ 21; 12; 12; 021 .2/

D 2.20; 11; 11; 110/˚ 01; 10; 10; 001 .1/

Rank 5 with Four Parameters

P4;5 32; 32; 32; 32 : (18 � 22)
! F4 W 22; 22; 22; 31 F1 W 12; 12; 12; 12
D 10; 10; 10; 01˚ 22; 22; 22; 31 .4/

D 21; 21; 21; 12˚ 11; 11; 11; 20 .4/

D 2.10; 10; 10; 10/˚ 12; 12; 12; 12 .1/

D 2.21; 21; 21; 21/˚�.10; 10; 10; 10/ .1/

t1 t0 ty t1 tx idx
t1 221 221 211 32 �10
t0 221 221 221 32 �10
ty 221 221 221 33 �10
t1 221 221 221 32 �10
tx 32 32 32 32 2

The last one is of Type 3 and then 10; 10; 10; 10 appears in the preceding
decomposition [cf. Proposition 2.5 iii)].
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Parametric Borel Summability of Partial
Differential Equations of Irregular Singular
Type

Masafumi Yoshino

Abstract The parametric Borel summability of formal series solutions of a system
of ordinary differential equations is fairly well understood due to Balser, Schäfke,
Mozo-Fernández and so on. In this paper, we shall study the parametric Borel
summability of formal solutions of a semilinear system of partial differential
equations of irregular singular type.

Keywords Irregular singular • Parametric Borel summability • Semilinear sys-
tem
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1 Introduction

In [1, 2] and [3], the parametric Borel summability of a formal power series solution
of a system of ordinary differential equations was extensively studied. In our
preceding paper [4], we showed the parametric Borel summability for a semilinear
system of partial differential equations of Fuchsian type. In this chapter, we extend
the result in [4] to the equations containing irregular singular and Fuchsian variables.

We first construct two different formal power series solutions expanded in the
independent variable x or in the perturbative parameter 
. We then observe that
they coincide with each other as a formal power series of x and 
. After having
shown the Gevrey estimate of the formal power series, we discuss the parametric
Borel summability. When proving the summability, we make use of the method
of characteristics in order to show the analytic continuation of the formal Borel
transform of the formal series. Finally we remark that no Diophantine phenomena
enter in the present situation because we assume Poincaré condition in our argument.
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This paper is organized as follows. In Sect. 2, we state the main theorem,
Theorem 2.1. In Sect. 3, we construct two different types of formal series solutions
and show the Gevrey estimate. In Sect. 4, we prepare lemmas of the convolution. In
Sect. 5, we give the proof of our main result, Theorem 2.1 after the preparation of
lemmas.

2 Statement of Results

Let x D .x1; : : : ; xn/ 2 C
n, n � 1 be the variable in C

n. For an integer m with
1 
 m < n, let sj 2 Z .1 
 j 
 n/ be integers such that sj � 2 if 1 
 j 
 m, and
sj D 1 if j > m. Let �j 2 C, �j ¤ 0 . j D 1; 2; : : : ; n/ and N � 1 be an integer.

We shall study the solution u of the equation


Lu D f .x; u; 
/; (1)

such that u.0/ D 0, where 
 2 C is a complex parameter,

L WD
nX

jD1
�jx

sj
j

@

@xj
(2)

and u D .u.1/; : : : ; u.N//. Here f .x; u; 
/ D . f .1/.x; u; 
/; : : : ; f .N/.x; u; 
// is a
holomorphic vector function in some neighborhood of the origin of x 2 C

n, 
 2 C

and u 2 C
N .

We write x D .x0; x00/, x0 D .x1; : : : ; xm/, x00 D .xmC1; : : : ; xn/, ˛ D .˛0; ˛00/,
˛0 D .˛1; : : : ; ˛m/, ˛00 D .˛mC1; : : : ; ˛n/. We assume

f .x; 0; 
/jx00D0 � 0; for all x0; 
; det.ru f .0; 0; 0// ¤ 0 (3)

where ru f .0; 0; 0/ denotes the Jacobi matrix of f .x; u; 
/ with respect to u at the
point x D 0; u D 0; 
 D 0. Moreover, we assume

ru f .0; 0; 
/ � ru f .0; 0; 0/; for all 
; (4)

ru f .x; 0; 0/ is a diagonal matrix. (5)

Hence one may assume that ru f .0; 0; 0/ is the diagonal matrix with diagonal
components given by �1; : : : ; �N in this order. Moreover, we assume

�j > 0; <�k > 0; . j D mC 1; : : : ; n; k D 1; : : : ;N/; (6)

where <�k means the real part of �k.
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First we construct a formal power series solution of (1) in the space variable. We
consider

u.k/.x; 
/ D
X

˛2Zn
C

;˛¤0
u.k/˛ .
/x

˛ D
X

˛002Zn�m
C

;˛¤0
u.k/˛00

.x0; 
/.x00/˛00

; k D 1; 2; : : : ;N:

(7)
If we assume the nonresonance condition




nX
jDmC1

�j˛j � �k ¤ 0; for all ˛ D .˛mC1; : : : ; ˛n/ 2 Z
n�mC ; 1 
 k 
 N; (8)

then we can determine the formal series solution u.x; 
/. Moreover, every coefficient
u.k/˛ .
/ in u.k/.x; 
/ is analytic at 
 D 0. By inserting the expansion of u.k/˛ .
/ into (7)
we obtain the formal power series expansion of u.x; 
/ in x and 
. For simplicity we
denote it with u.x; 
/ if there is no fear of confusion.

Next, we construct the solution v.x; 
/ of (1) in the form

v.x; 
/ D
1X
�D0


�v�.x/ D v0.x/C 
v1.x/C � � � ; (9)

where the series is a formal power series of 
 with coefficients v�.x/’s being
holomorphic vector functions of x in some open set independent of �. We set
v�.x/ � v� D .v

.1/
� ; : : : ; v

.N/
� /. We denote by �0 the neighborhood of the origin

on which every coefficient v�.x/ is defined. (cf. Sect. 3). Expand v�.x/ into the
power series of x and insert it into v.x; 
/. Then we obtain the formal power series
expansion of v.x; 
/ in x and 
. For simplicity we denote the formal expansion with
the same v.x; 
/. By Lemma 3.2 which follows we see that u.x; 
/ D v.x; 
/ as a
formal power series of x and 
.

Therefore, we shall consider the Borel summability of v.x; 
/ with respect to 
.
In order to state our results we recall some definitions from the summability theory.
( cf. [1]). The formal Borel transform of v.x; 
/ is defined by

B.v/.x; y/ WD
1X
�D0

v�.x/y
�=�.� C 1/; (10)

where�.z/ is the Gamma function. For an opening � > 0 and the bisecting direction
�, define the sector S�;� by

S�;� D fz 2 CI jarg z � �j < �=2g : (11)

We say that v.x; 
/ is 1-summable in the direction � with respect to 
 if B.v/.x; y/
converges in some neighborhood of .x; y/ D .0; 0/, and there exist a neighborhood
U of x D 0 and a � > 0 such that B.v/.x; y/ can be analytically continued to the set
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f.x; y/ 2 U�S�;�g and of exponential growth of order 1 with respect to y in S�;� . For
the sake of simplicity we denote the analytic continuation with the same notation
B.v/.x; y/. The Borel sum V.x; 
/ of v.x; 
/ is, then, given by the Laplace transform

V.x; 
/ WD 
�1
Z 1ei�

0

e�y
�1

B.v/.x; y/dy: (12)

Let C0 be the convex closed positive cone with vertex at the origin containing
�k .k D 1; : : : ;N/. Write

C0 D fz 2 CI ��2 
 arg z 
 �1g (13)

for some 0 
 �1 < �=2 and 0 
 �2 < �=2. Define � D � C �1��2
2

and � D
� � �1 � �2. We observe that S�C�;� is equal to C n C0. Then we have

Theorem 2.1 Suppose (3)–(6). Then there exists a neighborhood U of x D 0

such that v.x; 
/ is 1-summable in the direction arg
 with 
 2 S�;� when x 2 U.
Moreover, there exists a neighborhood W of 
 D 0 in C such that V.x; 
/ is
holomorphic and satisfies (1) when .x; 
/ 2 U � .W \ .C n C0//.
Remark 2.2 We briefly state the similar results in the case sk � 2 for k D 1; 2; : : : ; n
in (2). The following theorem can be proved by the similar argument as in the proof
of Theorem 2.1.

Let ! D .!1; : : : ; !n/ 2 R
n be given and assume 0 < !0 < � . We define

the multi-sector †!0;! by †!0;! WD
Qn

jD1 S!0;!j , where S!0;!j is given by (11).
We assume (6) except for the condition �j > 0. Let � and � be the ones given
in Theorem 2.1. Then we have

Theorem 2.3 Suppose (3)–(6). Then there exist a neighborhood U of x D 0 and
!0 > 0 such that v.x; 
/ is 1-summable in the direction arg 
 with 
 2 S�;� when x 2
U\†!0;! . Moreover, there exists a neighborhoodW of 
 D 0 in C such that V.x; 
/
is holomorphic and it satisfies (1) when .x; 
/ 2 .U \†!0;!/ � .W \ .C n C0//.

3 Formal Power Series Solution and Gevrey Estimates

As we stated in Sect. 2 there are two formal solutions u.x; 
/ and v.x; 
/ of (1). In
this section we study their properties and relations.

Expansion in the space variable. By substituting (7) into (1) we obtain
recurrence relations for u.k/

˛00

’s. First we consider the relation for u.k/0 with ˛00 D 0




mX
jD1

�jx
sj
j .@=@xj/u

.k/
0 � �ku

.k/
0 D Qf .k/.x0; u0; 
/ � �ku

.k/
0 ; (14)
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where Qf .k/ D f .k/jx00D0 and f .k/ is the k-th component of f . We can see that the
solution of (14) such that u.k/0 .0; 
/ D 0 vanishes identically. Indeed, we have
Qf .k/.x0; 0; 
/ � 0 by (3). Recalling that �k D ru f .k/.0; 0; 
/ we have

Qf .k/.x0; u0; 
/ � �ku
.k/
0 D

�
ru Qf .k/.x0; 0; 
/ � ru f

.k/.0; 0; 
/
�
u.k/0 CO.ju0j2/:

We expand u.k/0 in the power series of x0. In the right-hand side of (14) there appears

no term containing the linear term of the expansion of u.k/0 . On the other hand, the
first term of the right-hand side of (14) consists of higher order terms because sj � 2.
Hence the linear term in the expansion of u0 vanishes because �k ¤ 0 by (8). In the
same way, by calculating higher order terms recurrently one can show that u0 D 0.

Next, we consider the recurrence relation for u.k/˛00

, .˛00 ¤ 0/




mX
jD1

�jx
sj
j .@=@xj/u

.k/
˛00

C
0
@


nX
jDmC1

�j˛j � �k

1
A u.k/˛00

(15)

D R.x; u.�/� 00

I j� 00j < j˛00j; 1 
 � 
 N/; 1 
 k 
 N:

Here the term in the right-hand side of (15) is a known term when we determine
u.k/˛00

inductively in ˛00. Every coefficient u.k/˛ .
/ in u.k/.x; 
/ is analytic at 
 D 0.

By inserting the expansion of u.k/˛ .
/ into (7) we obtain the formal power series
expansion of u.x; 
/ in x and 
.

Expansion in the parameter 
. We substitute (9) into (1) with u D v. The left-
hand side is given by


Lv D
1X
�D0

Lv�.x/
�C1: (16)

By the partial Taylor expansion of f with respect to 
, f .x; u; 
/ DP1`D0 f`.x; u/
`,
the right-hand side of (1) is written as

f .x; v; 
/ D
1X
`D0


`f`.x; v0 C v1
C v2
2 C � � � / (17)

D f0.x; v0/C 
.ru f0/.x; v0/v1 C 
f1.x; v0/C O.
2/:

By comparing the coefficients of 
, we obtain for 
0 D 1

f0.x; v0.x// D 0 (18)
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and for 


Lv0 � f1.x; v0/ D .ru f0/.x; v0/v1: (19)

We can solve (18) with the condition v0.0/ D 0 on some neighborhood�0 in terms
of the implicit function theorem by the assumption (3) and f0.0; 0/ D f .0; 0; 0/.
Next we solve v1 from (19) on �0 where we may assume det.ru f0.x; v0.x/// ¤ 0

on �0 since det.ru f .0; 0; 0// ¤ 0 by shrinking�0 if necessary.
In order to determine v�.x/ .� � 2/ we compare the coefficients of 
� in both

sides of (1). Indeed, we differentiate (17) .�� 1/-times with respect to 
 and we put

 D 0. Then we obtain

Lv��1 D .ru f0/.x; v0/v� C .terms consisting of vk; k < �/: (20)

We observe that the second term in the right-hand side appear from the terms

`f`.x; v0 C v1
 C v2


2 C � � � / for ` � 0 in (17), which are products of terms
of the form vij


ij and 
` such that

i1 C i2 C � � � C ik C ` D �; i1 � 0; : : : ; ik � 0; ij ¤ 0

for some k � 2 and j 
 k. It follows that all terms in the second term have the form
vj for some j < �. Therefore one can write (20) in the following way

ru f0.x; v0/v� D H�.x; v0; v1; : : : ; v��1/ for all � � 2:

Since det.ru f .x; v0.x/; 0// ¤ 0 on �0, one can inductively determine v� . The next
theorem gives the existence of a formal solution.

Proposition 3.1 Assume (3). Then there exists a neighborhood of the origin x D 0
such that every coefficient of (9) is uniquely determined as a holomorphic function
on �0.

We shall study the relation between u.x; 
/ and v.x; 
/.

Lemma 3.2 Assume that (8) holds. Then we have u.x; 
/ D v.x; 
/ as a formal
power series of x and 
.

Proof Because every u˛.
/ is analytic at 
 D 0, the limit lim
!0 u˛.
/ exists for
every ˛. We define lim
!0 u.x; 
/ WDP

˛ lim
!0 u˛.
/x˛ . The right-hand side is a
well-defined formal power series of x. Set u0.x/ WD lim
!0 u.x; 
/. By letting 
! 0

in (1) we have f .x; u0; 0/ D 0, which is identical with (18). Because the solution
of (18) such that v0.0/ D 0 is unique, it follows that u0 D v0. Hence we have
u.x; 0/ D v.x; 0/. Next we define u1 D lim
!0.@=@
/u.x; 
/j
D0. The right-hand
side exists as a formal power series. Differentiate (1) by 
 and set 
 D 0. One can
verify that u1 satisfies (19) with v1 D u1. By the uniqueness of the analytic solution
of (19) we see that u1 D v1. In the same way, by differentiating (1) appropriately
many times in 
 and by setting 
 D 0 we have the assertion of the lemma. ut
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Gevrey estimate of formal series solutions. Let �j . j D 0; 1; 2; : : : ; n/ be
nonnegative numbers. Set � WD .�0; �1; : : : ; �n/. We define the formal Borel
transform B� .v/.�; y/ of a power series v WDP�;˛�0;˛¤0 v�;˛
�x˛ by

X
�;˛�0;˛¤0

v�;˛
y��˛

�.1C �0� C �1˛1 C � � � C �n˛n/ ;

where � denotes the Gamma function and y and � are dual variables of 
 and x,
respectively. Similarly we define the partial Borel transform by putting some �j to
be zero. Then we have

Proposition 3.3 Let �0 D 1 and �j D 0 for j D 1; 2; : : : ; n. Then, there exist a
neighborhoodU of x D 0 and a neighborhoodW of y D 0 in C such that the partial
Borel transform B� .v/.x; y/ converges in .x; y/ 2 U �W.

This proposition is proved by the same argument as the proof of Proposition 3.2 in
[4]. As for the estimate of the series containing space variables we have

Proposition 3.4 Suppose that sj � 2 for j D 1; 2; : : : ; n. Let �0 D 1, �j D 1=.sj�1/
for j D 1; 2; : : : ; n. Then, there exist a neighborhoodU of � D 0 and a neighborhood
W of y D 0 in C such that B� .v/.�; y/ converges in .�; y/ 2 U �W.

4 Convolution Estimate

For 0 < � < � and r0 > 0 let � be an open set containing the sector S�;� and the
disk fjzj < r0g such that if z 2 �, then < z < r0, z � t 2 � for every t � 0 and
z� 2 � for every 0 
 � 
 1. For c > 0, we define the space Hc.�/ as the set of
those h 2 H.�/ such that there exists K � 0 for which

jh.z/j 
 Ke�c< z.1C jzj/�2 for all z 2 �; (21)

where H.�/ is the set of holomorphic functions in �. Obviously, Hc.�/ is the
Banach space with the norm

khk�;c WD sup
z2�
jh.z/j.1C jzj/2ec< z: (22)

The convolution f � g ( f ; g 2 Hc.�/) is defined by

. f � g/.z/ WD d

dz

Z z

0

f .z� t/g.t/dt D d

dz

Z z

0

f .t/g.z � t/dt: (23)

Write f 0.z/ D .df=dz/.z/. Then we have the next proposition. (cf. Proposition 4.2 of
[4]).
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Proposition 4.1 For every f ; g 2 Hc.�/ such that f .0/ D g.0/ D 0 and f 0; g0 2
Hc.�/ we have f � g 2 Hc.�/ with the estimate

k f � gk�;c 
 8k f 0k�;ckgk�;c; k f � gk�;c 
 8k fk�;ckg0k�;c: (24)

For f 2 Hc.�/ we define D�1z f .z/ WD R z
0
f .t/dt, where the integration is taken on

the straight line connecting the origin and z. Then we have

Lemma 4.2 D�1z is a continuous linear operator defined onHc.�/ intoHc.�/.

Proof Let f 2 Hc.�/. By definition we have

ec< z.1C jzj/2jD�1z f .z/j 

Z z

0

j f .t/jec< z.1C jzj/2jdtj (25)


 k fkc
Z z

0

e�c< .t�z/
.1C jzj/2
.1C jtj/2 jdtj:

If < t � .1� �/< z, then we have< .t � z/ � ��< z. Hence we have e�c< .t�z/.1C
jzj/2 
 ec�< z.1 C jzj/2. Because < z < r0 for z 2 � we see that the right-hand
side is bounded by some constant K0 independent of z and f . Moreover, the integralR
< t�.1��/< z.1Cjtj/�2jdtj is bounded by

R1
�1.1Cjtj/�2jdtj. Hence it is bounded by

some constant K1. It follows that

Z
< t�.1��/< z

e�c< .t�z/
.1C jzj/2
.1C jtj/2 jdtj 
 K0K1: (26)

Next we shall estimate

Z
< z�< t�.1��/< z

e�c< .t�z/
.1C jzj/2
.1C jtj/2 jdtj: (27)

Because (27) is bounded if z moves in a bounded set in �, we may assume that
z lies in the left-half plane and jzj is sufficiently large. It follows that there exists
0 < c0 < 1 such that j< zj � c0jzj for such z. Because j< tj � .1� �/j< zj, we have

.1C jtj/2 � .1C j< tj/2 � .1C .1 � �/c0jzj/2 � .1 � �/2c20.1C jzj/2:

Therefore (27) is bounded by

.1 � �/�2c�20
Z
< z�< t�.1��/< z

e�c< .t�z/jdtj D .1 � �/�2c�20
Z
0�< s���< z

e�c< sjdsj;

where we set s D t� z. Therefore, by (26) there exists K3 > 0 independent of f such
that the right-hand side of (25) is bounded by K3k fkc. ut
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5 Proof of Theorem 2.1

First we define a function space. Let D and � be the open connected set in a
neighborhood of the origin of Cn and the set given in (21), respectively. Let H.D; �/
be the set of holomorphic functions in .x; y/ 2 D��. Then we define Hc.D; �/ as
the set of those h � h.x; y/ 2 H.D; �/ such that there exists K0 � 0 for which

sup
x2D
jh.x; y/j 
 K0e

�c< y.1C jyj/�2 for all y 2 �: (28)

The space Hc.D; �/ is a Banach space with the norm khkc D inf K0 where K0 is
given in (28).

Proof of Theorem 2.1. We first show the summability of v.x; 
/ in the direction
arg 
 D � when x 2 U, where U is given in Proposition 3.3. One may assume
�n D 1 without loss of generality by dividing the equation with �n ¤ 0. In terms of
(1) with u replaced by v0 C u, f0.x; v0/ D 0 and

f`.x; v/ D f`.x; v0/Cru f`.x; v0/ � uC
X
jˇj�2

rˇ;`.x; v0/u
ˇ; ` D 0; 1; 2; : : :

we obtain

Lu D �Lv0 C 
�1ru f0.x; v0/uC 
�1
X
jˇj�2

rˇ;0.x; v0/u
ˇ (29)

C
X
`�1


`�1
0
@ f`.x; v0/Cru f`.x; v0/ � uC

X
jˇj�2

rˇ;`.x; v0/u
ˇ

1
A :

Let Ou.y/ WD B.u/ be the Borel transform of u with respect to 
, where y is the dual
variable of 
. By the Borel transform of (29) and by recalling that 
�1 corresponds
to @=@y, we obtain

LOu D �Lv0 Cru f0.x; v0/.@Ou=@y/C .@=@y/
X
jˇj�2

rˇ;0.x; v0/.Ou/�ˇ (30)

C
X
`�1

D1�`y

0
@ f`.x; v0/Cru f`.x; v0/ � OuC

X
jˇj�2

rˇ;`.x; v0/.Ou/�ˇ
1
A ;

where .Ou/�ˇ D .Ou1/�ˇ1 � � � .OuN/�ˇN , ˇ D .ˇ1; : : : ; ˇN/, and .Ouj/�ˇj is the ˇj-
convolution product, .Ouj/�ˇj D Ouj � � � � � Ouj. Here D1�`y D .D�1y /`�1 and D�1y is
the integration, D�1y g.y/ D R y

0
g.t/dt.
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Let v be the formal solution given by Proposition 3.1 and let B.v/ be the formal
Borel transform of v. Define Ou.x; y/ WD B.v/ � v0. Then Ou.x; y/ is analytic when
.x; y/ 2 U � W, and is the solution of (30) in some neighborhood of y D 0 such
that Ou.x; 0/ � 0 in x. We see that every solution of (30) being analytic at y D 0

and satisfying Ou.x; 0/ � 0 is uniquely determined from the recurrence relation in
the expansion of y because ru f0.x; v0/ is invertible. Therefore, if we can show the
existence of the solution of (30) being analytic in .x; y/ 2 U�W and of exponential
growth with respect to y in �, then we have the analytic continuation of the formal
Borel transform of v which is of exponential growth in y 2 �. Hence we have the
summability of v. Therefore, it is sufficient to prove the following theorem.

Theorem 5.1 There exist c > 0, a neighborhood D of the origin x D 0, and � as
in (22) such that (30) has a solution Ou in Hc.D; �/.

For the proof of Theorem 5.1 we prepare six lemmas. Let c > 0, D and � be
given. We may assume that D is contained in an open ball centered at the origin. In
order to prove the solvability of (30) when x is in a neighborhood of the origin and
y 2 � we first solve

Lw � .ru f0/.x; 0/.@w=@y/ D g.x; y/; (31)

where w D .w1; : : : ;wN/ and g D g.x; y/ D .g1; : : : ; gN/, gj 2 Hc.D; �/ is a given
vector function and f0.x; u/ D f .x; u; 
/j
D0.

In view of the assumption (5), for every j; 1 
 j 
 N we denote the j-th diagonal
component of .ru f0/.x; 0/ by .ru f0/j.x; 0/. We use the method of characteristics in
order to solve (31). Namely, we consider

d�

�
D dxk
�kx

sk
k

D � dy

.ru f0/j.x; 0/
; k D 1; 2; : : : ; n � 1: (32)

Let b 2 C, b ¤ 0 be sufficiently small and y0 2 � be given. By integrating (32) we
have

xk D xk.�/ D ..sk � 1/.ck � �k log �//1=.1�sk/ .k D 1; 2; � � � ;m/ (33)

xk D xk.�/ D ck�
�k .k D mC 1; : : : ; n � 1/; y D y0 �ˆj.�; b/;

where

ˆj.�; b/ D
Z �

b
.ru f0/j.x1.s/; � � � ; xn�1.s/; s; 0/s�1ds; (34)

and the integral is taken along the non self-intersecting curve which does not
encircle the origin. Then we make analytic continuation around the origin. Here
y0 WD y.b/ 2 � is the initial value of y D y.�/ at � D b and ck’s are chosen so
that the initial point x.0/ WD .x1.b/; : : : ; xn�1.b/; b/ lies in D and < .ck=�k/ > 0 if
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1 
 k 
 m. The last condition implies that ck � �k log � ¤ 0 when � is in a small
neighborhood of the origin. Define ˆ.�; b/ WD .ˆ1.�; b/; : : : ; ˆN.�; b//. Then we
have

Lemma 5.2 Let �0 2 D n f0g. Then, for every j, 1 
 j 
 N there exists a curve ��0;j
which passes �0 and tends to the origin such that =ˆj.�; b/ D =ˆj.�0; b/ for every
� 2 ��0;j, where =ˆj denotes the imaginary part of ˆj.

Proof The condition =ˆj.�; b/ D =ˆj.�0; b/ is equivalent to =ˆj.�; �0/ D 0. We
shall look for the curve ��0;j satisfying the latter condition. By the assumption (5)
there exists a neighborhood of the origin x D 0, �0 such that .ru f0/j.x; 0/ D �j C
O.jxj/ when x 2 �0. Then we have

ˆj.�; �0/ D
Z �

�0

s�1.ru f0/j.x; 0/ds D �j log .�=�0/C R.�/; (35)

where x D x.s/ is given by (33) and R.�/ corresponds to the O.jxj/ term. Clearly,
R.�/ is a multi-valued analytic function of � in some neighborhood of the origin
except for � D 0. We shall study the behavior of R.�/ modulo bounded functions
when � ! 0 because R.�/ is not bounded in general. In view of (33) with � D s,
R.�/ is given by the sum of constant times of the integral

Z �

�0

s�1
mY
jD1
.cj � �j log s/˛j=.1�sj/

nY
jDmC1

s˛j�j ds (36)

where �n D 1 and ˛j � 0 is an integer. If we assume that s tends to the origin
from some sector with vertex at the origin, then we may assume that < log s !
�1 and = log s is bounded as s tends to the origin. Because we take cj such that
< .cj=�j/ > 0, it follows that cj� �j log s does not vanish and tends to infinity when
s! 0 from some sector. It follows from the assumption on �j that, if ˛j > 0 holds
for some j > m, then the integral (36) is bounded when � ! 0. Therefore, in order
to estimate the growth of R.�/ when � ! 0 we assume that ˛j D 0 for j > m.
If there exists j; 1 
 j 
 m such that 
 � ˛j=.sj � 1/ > 1, then we consider the

integral
R �
�0
.cj � �j log s/�
s�1ds, because the other factors in the integrand of (36)

are bounded by some constant. By setting � D log s, we may consider the integralR log �
log �0

.cj � �j�/�
d� . Clearly the term is bounded when � ! 0 because 
 > 1.
Therefore we find that unbounded terms in R.�/ could appear from

Z �

�0

s�1
mY
jD1
.cj � �j log s/˛j=.1�sj/ds (37)

where

0 
 ˛j

sj � 1 
 1; ˛j 2 ZC 1 
 j 
 m; ˛1 C � � � C ˛m ¤ 0: (38)
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We see that there exist only finite number of pairs .˛1; � � � ; ˛m/ which satisfy (38).
Because we will use the estimate in the later argument, we shall calculate the integral
I � R log �

log �0
.cj � �j�/�
d� . By simple computations it is equal to

1

�j.
 � 1/
�
.cj � �j log �/1�
 � .cj � �j log �0/

1�
� D f .1/� f .0/

�j.
 � 1/ ; (39)

where

f .t/ WD �cj � �j.t log � C .1 � t/ log �0/
�1�


: (40)

The right-hand side of (39) is equal to

.log � � log �0/
Z 1

0

�
cj � �j.t log � C .1 � t/ log �0/

��

dt: (41)

If � and �0 move in some sector at the origin, then there exists 
 > 0 such that the
growth of I when � ! 0 from a sector is bounded by

log .�=�0/O..j log �j C j log �0j/�
/: (42)

Therefore (36) and R.�/ also have the same estimate like (42).
We shall prove the existence of the curve ��0;j. By (35) the relation =ˆj.�; �0/

D 0 is written as

= .�j log �/C=R.�/� = .�j log �0/ D 0: (43)

By setting Q� WD �j log �, Q�0 WD �j log �0, and QR. Q�/ WD R.eQ�=�j/ (43) is written as

= Q� C= QR. Q�/� = Q�0 D 0: (44)

Set Q� D Qx C iQy and Q�0 D Qx0 C iQy0. We shall determine Qy D Qy.Qx/ from (44) such
that Qy.Qx0/ D Qy0. We remark that (44) holds if Q� D Q�0. On the other hand, we have
QR. Q�/ D O. Q�1�
/ by (39). Hence, if jQx0j is sufficiently large and Qx 
 Qx0 
 0, then the
derivative with respect to Qy of (44) does not vanish. Hence, by the implicit function
theorem one can determine Qy D Qy.Qx/ as an analytic function of Qx, if jQx0j is sufficiently
large and Qx 
 Qx0 
 0. We denote the curve by Q�Q�0;j.

We transform Q�Q�0;j in the Q�-space to ��0;j in the �-space by expressing Q� in terms
of � . Set �j D �j;0 C i�j;1 with �j;0 > 0. Then we have

Q���1j D j�jj�2
�Qx�j;0 C Qy�j;1 C i.Qy�j;0 � Qx�j;1/

�
: (45)
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We recall that Qy.Qx/ is a bounded function of Qx and its derivative tends to zero as Qx!
�1 by definition. Because�j;0 > 0 and Qx! �1, we see that � D exp. Q�=�j/! 0.

ut
Lemma 5.3 Let c ¤ 0 and �0 ¤ 0 be in some neighborhood of the origin. Then,
for every j, 1 
 j 
 N, <ˆj.�; c/ is monotone decreasing when � approaches to the
origin along the curve ��0;j.

Proof Because the curves ��0;j and Q�Q�0;j have a one-to-one correspondence by

the relation � D exp. Q�=�j/ it is sufficient to show that <ˆj.�; �0/ is monotone
decreasing when Q� tends to �1 along Q�Q�0;j. In terms of (35) we have

<ˆj.�; �0/C< .�j log �0/ D < Q� C< QR. Q�/ D QxC< QR. Q�/: (46)

By virtue of (39) we have QR. Q�/ D R.�/ D O. Q�1�
/ for some 
 > 0. Thus, with
Q� D QxCiQy and Qy D Qy.Qx/, we see that

ˇ̌
ˇ.d=dQx/< QR. Q�/

ˇ̌
ˇ is arbitrarily small if Qx 
 Qx0 
 0

for sufficiently small Qx0.Therefore we have .d=dQx/<ˆj.�; �0/ > 0.

Lemma 5.4 Let g D g.x; y/ D .g1; : : : ; gN/, gj 2 Hc.D; �/. Then the solution
of (31) is given by

w D P0g WD .P0;1g1; : : : ;P0;NgN/: (47)

Here, for every j, 1 
 j 
 N and � ¤ 0 in a neighborhood of the origin we take �0
such that � 2 ��0;j and P0;j is given by

P0;jgj WD
Z �

�0

gj.x1.s/; � � � ; xn�1.s/; sI y0 �ˆj.s; b//s
�1ds; (48)

where the integral is taken along the curve ��0;j from �0 to � 2 ��0;j and xj.s/ is given
by (33) with � D s. The independent variables xk and y in (48) are related to ck and
y0 via (33).

Proof We show that the integrand in (48) is well defined. By (33) and (34) we have

y0 �ˆj.s; b/ D y �ˆj.s; b/Cˆj.�; b/ D yCˆj.�; s/: (49)

By Lemma 5.2 we see that =ˆj.�; s/ D 0 if s 2 ��0;j because � 2 ��0;j. On the other
hand, by Lemma 5.3 we see that <ˆj.�; s/ is a monotone decreasing function of
� 2 ��0;j when � approaches the origin. Hence we have <ˆj.�; s/ 
 0 on ��0;j. In
view of the assumption on � we have yC<ˆj.�; s/ 2 � for every y 2 �.

Next we take the neighborhood U0 of the origin such that the formal solution is
holomorphic in U0. Consider the substitution xk D xk.s/ into the integrand of (48)
where xk.s/ is given by (33) with � D s. We want to show that this is possible for s
which is on the segment of ��0;j between �0 and �. Indeed, we first observe that s�k ck
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can be made arbitrarily small if ck is taken sufficiently small. We observe

s�j D exp
�
�j.log jsj C i arg s/

�
: (50)

Because �j > 0, the absolute value of the right-hand side of (50) is monotone
decreasing when r D jsj tends to zero, namely s tends to the origin along ��0;j.
This proves the assertion. Next we consider the case xk.s/ D ..sk � 1/.ck �
�k log s//1=.1�sk/. Clearly, the right-hand side is small if s tends to zero because
< .ck=�k/ > 0 by assumption. Hence the right-hand side of (48) is well defined.

Next we shall show that wj WD P0;jgj . j D 1; 2; : : : ;N/ satisfies Eq. (31). Indeed,
by (32) and (33) we have

gj.x; y/x
�1
n D

dwj

d�
D

nX
kD1

@xk
@�

@wj

@xk
C @y

@�

@wj

@y
(51)

D
nX

kD1

�kx
sk
k

�

@wj

@xk
� .ru f0/j.x; 0/

�

@wj

@y
:

Multiplying both sides with � and setting � D xn we have the assertion. ut
Let �0 satisfy j�0j D r0 > 0. Let "0 > 0 be a given small constant. In the following
we take D such that j�j=j�0j � "0 for � and �0 in D, where � and �0 are related by
� 2 ��0;j.
Lemma 5.5 There exists a constant c1 such that, for every 1 
 j 
 N, gj 2
H.D; �/, we have

kP0;jgjkc 
 c1kgjkc;
��.@=@y/.P0;jgj/��c 
 c1kgjkc: (52)

The constant c1 is independent of �0, j�0j D r0 > 0.

Proof We shall prove the estimate of P0;jgj in (52). The latter one can be proved
similarly. Let � 2 ��0;j and consider the integral (48). Noting that y0 � ˆj.s; b/ D
yCˆj.�; s/ we make the change of the variable � D yCˆj.�; s/ in (48) from s to � .
We have d� D �.ru f /js�1ds. Observe that the right-hand side is independent of y.
We have � D y for s D � and � D yC Q�0 for s D �0, where Q�0 D ˆj.�; �0/. Clearly,
s 2 ��0;j is expressed as � 2 y C Q��0;j, where Q��0;j is the straight line connecting 0
and Q�0. Then (48) is written as

w D �
Z
yC Q��0;j

g.x1.s/; � � � ; xn�1.s/; sI �/ d�

.ru f0/j
; (53)

where .ru f0/j is bounded from the below by the assumption (3).
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We next estimate the growth of y0 �ˆj.s; b/. In terms of (49) we have

exp
��c< .y0 �ˆj.s; b//

� D exp
��c< .yCˆj.�; s//

�
: (54)

By Lemma 5.3 <ˆj.�; s/ is decreasing in � as � tends to the origin along ��0;j. It
follows that <ˆj.�; s/ 
 <ˆj.s; s/ D 0. Hence we need to estimate e�c<ˆj.�;s/,
namely we shall estimate <ˆj.�; s/ from the below.

Because R.�/ in (35) has the estimate (42) ˆj.�; s/ has the behavior

ˆj.�; s/ D �j log.�=s/ .1CO..j log �j C j log �0j/�
// ; (55)

for every s 2 ��0;j if j log �0j is sufficiently large. Set log.�=s/ D x C iy and �j D
˛C iˇ with ˛ > 0. Then we have< .�j log.�=s// D ˛x�ˇy and = .�j log.�=s// D
˛yCˇx. It follows that 0 � <ˆj.�; s/ � �0.˛x�ˇy/ for some �0 > 0 if j log �0j is
sufficiently large. The condition holds if � and �0 are in a sector in a neighborhood
of the origin. Thus we have e�c<ˆj.�;s/ 
 e�c�0.˛x�ˇy/.

By (55) there exist �1 > 0 and �2 > 0 such that

�1.˛yC ˇx/ 
 =ˆj.�; s/ 
 �2.˛yC ˇx/; (56)

if j log �0j is sufficiently large. Because =ˆj.�; s/ is constant when � 2 ��0;j, there
exist Q�1 > 0 and Q�2 > 0 such that Q�2 
 ˛y C ˇx 
 Q�1, if � 2 ��0;j. Suppose that
ˇ > 0. Then, by (56) we have �ˇy � ˇ2˛�1x � ˇ˛�1 Q�1. we have

˛x � ˇy � .˛ C ˇ2˛�1/x � Q�1ˇ˛�1:

Noting that x D log.j�j=jsj/ > log.j�j=j�0j/ > log "0, we have

exp.�c�0.˛x � ˇy// 
 exp.�c�0.˛ C ˇ2˛�1/xC c�0 Q�1ˇ˛�1/

 exp

�
c�0.˛ C ˇ2˛�1/ log "�10 C c�0 Q�1ˇ˛�1

� DW K0:
This proves

exp
��c< .y0 �ˆj.s; b//

� 
 K0 exp .�c< y/ : (57)

We have the same estimate (57) in case ˇ 
 0 by (56).
We shall estimate jy0 � ˆj.s; b/j D jy C ˆj.�; s/j from the below. Because

=ˆj.�; s/ D 0 and <ˆj.�; s/ 
 0 on ��0;j, there exists C1 > 0 independent of �
and s such that

.1C jy0 �ˆj.s; b/j/�2 
 C1.1C jyj/�2 for all y 2 �: (58)
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Therefore, by (57) and (58) there exist C2 > 0 and C3 > 0 such that

kwjkc 
 (59)


 sup

 
.1C jyj/2 exp .c< y/

Z
kgjkc

exp
��c< .y0 �ˆj.s; b//

�
.1C jy0 �ˆj.s; b/j/2 jd� j

!


 C2kgjkc
Z
jd� j 
 C3kgjkc:

ut
We shall solve (30) in Hc.D; �/. First we note

ru f0.x; v0/
@Ou
@y
D ru f0.x; 0/

@Ou
@y
C .ru f0.x; v0/� ru f0.x; 0//

@Ou
@y
: (60)

We note kru f0.x; v0/ � ru f0.x; 0/k D O.kv0k/ when kv0k ! 0. We denote
by R.x; Ou/ the fourth term of the right-hand side of (30). Then we define the
approximate sequence Ouk .k D 0; 1; 2; : : :/ by Ou0 D 0 and

Ou1 D �P0Lv0 (61)

Ou2 D P0
X
jˇj�2

rˇ.x; v0/
@

@y
.Ou1/ˇ� � P0Lv0 C P0R.x; Ou1/ (62)

C P0.ru f0.x; v0/ � ru f0.x; 0//
@Ou1
@y
;

:::

OukC1 D P0
X
jˇj�2

rˇ.x; v0/
@

@y
.Ouk/ˇ� � P0Lv0 C P0R.x; Ouk/ (63)

C P0.ru f0.x; v0/ � ru f0.x; 0//
@Ouk
@y
;

where k D 1; 2; : : : We note that the term P0R.x; Ouk/ can be estimated by
Lemmas 4.2 and 5.5. Then we have

Lemma 5.6 Let D be as in Lemma 5.5. Then there exists a constant K3 > 0

independent of k such that

kOukkc 
 C"K3; k.Ouk/ykc 
 C"K3; k D 0; 1; 2; : : : (64)

Lemma 5.7 Under the same assumptions as in Lemma 5.6 Ouk .k D 1; 2; : : :/

converges inHc.D; �/.
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Lemmas 5.6 and 5.7 are proved by exactly the same argument as in the proofs of
Lemmas 5.6 and 5.7 of [4], respectively. We observe that Lemma 5.7 implies the
solvability of (30) in Hc.D; �/.

Proof of Theorem 5.1. If one proves Lemmas 5.2, 5.3, 5.4, 5.5, 5.6 and 5.7 in the
above, then one can prove Theorem 5.1 by the argument as in the proof of Theorem
5.1 in [4].

End of the Proof of Theorem 2.1. We shall prove the summability in the direction

 2 S�;� . By multiplying (1) with e�i� we see that 
, �k, �j are replaced by 
e�i� ,
�k and �je�i� , respectively. Since (6) holds for 0 
 � < �=2� �2, the summability
follows for 
 D ei.�C�/ with 0 
 � < �=2 � �2. Hence the summability holds for
� 
 arg 
 < 3�=2� �2.

Next we set u D vei� , and consider the equation of v. Clearly, 
 and �k are
replaced by 
ei� and �kei� , respectively. �k does not change. On the other hand, we
see that (6) is satisfied for the new equation when 0 
 � < �=2 � �1. Hence the
summability holds for �=2C �1 < arg 
 
 � . Therefore, the summability follows
for �=2C �1 < arg 
 < 3�=2� �2. In view of the definition of Borel sum we have
the latter half of the assertion. This ends the proof of Theorem 2.1.
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