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Preface

Advancements in information and communications technology have paved the way for
new business models, markets, networks, services, and players in the financial services
industry. In the interest of further research advancements in this field of study, we
organized FinanceCom 2016 in Frankfurt to help us understand, develop, and utilize the
underlying systems, technologies, challenges, and opportunities. We invited leading
academics from a broad range of disciplines, including computer science, business
studies, media technology, and behavioral science, to discuss recent advances in their
respective fields. This workshop also welcomed cross-disciplinary research work stem-
ming from different backgrounds.

FinanceCom is part of an extremely successful workshop series that has taken place
in different locations throughout the world, such as Regensburg (2005), Montreal
(2007), Paris (2008), Frankfurt (2010), Barcelona (2012), and Sydney (2014). Its recent
proceedings have been published as part of Springer’s Lecture Notes in Business
Information Processing (LNBIP) in order to reach a widespread audience. All papers
accepted for inclusion have undergone a double-blind peer review process with sub-
sequent mandatory revisions.

The 2016 workshop in Frankfurt was especially devoted to “The Analytics Revo-
lution in Finance.” Hence, submissions from the following areas of research were
particularly welcomed:

Networks and business models

• Technology-driven transformation of the financial industry: - towards banking
value networks

• Business process outsourcing/offshoring and information systems
• New e-finance business models enabled by IT
• New bank business models and challenges in a post-financial crisis
• Approaches to evaluating operational and credit risks as well as banking and

market performance

Financial markets

• Electronic markets design and engineering
• Algorithmic and high-frequency trading/post-trading systems and infrastructures
• Analysis of intraday market data and news
• Regulation of electronic financial markets (e.g., MiFiD, EMIR or Dodd-Frank)
• Private equity and venture capital investments

IT and implementations

• Role of new technologies (e.g., Web services, cloud, big data, and grid computing)
• Implementation experiences and case studies
• Enabling decision support systems in banking and financial markets



• Enterprise communication in banking and financial services
• Interoperability of heterogeneous financial systems and evolving international

standards

“New” emerging digital and virtual financial markets

• Virtual currencies (Bitcoin, Amazon, etc.)
• Alternative banking, loan, and financial market models
• New customer contact trends
• Crowdfunding, crowdsourcing, and B2B/B2C social media
• Loyalty card and smart card markets
• New banking and payment trends
• Banking, payments, and currencies in emerging countries

Conference theme: “The Analytics Revolution in Finance”

• Algorithms for automated and high-frequency trading
• Novel analytics approaches to risk modeling, e.g., Bayesian learning
• Utilizing big data for applications in finance
• Machine learning to support decision-making in financial markets
• New methodological approaches to deriving empirical results in finance research

Here, we provide a brief overview of the accepted publications.

• In their work “News Sentiment Impact Analysis (NSIA) Framework,” Islam Qudah
and Fethi A. Rabhi develop a system for news analytics activities. Their underlying
goal is to quantify the impact of news sentiment from an arbitrary domain on the
stock market. This work presents a combined approach that covers models, pro-
cesses, and a corresponding software architecture.

• Ali Behnaz, Aarthi Natarajan, Fethi A. Rabhi, and Maurice Peat develop a semantic
ontology for statistical learning. Their paper, “A Semantic-Based Analytics Archi-
tecture and Its Application to Commodity Pricing,” demonstrates the ontology’s
capabilities in a case study in commodity pricing. The work thereby contributes to
the standardization and model-driven work flow in data science.

• Qudamah Quboa, Brahim Saadouni, Azar Shahgholian, and Nikolay Mehandjiev
suggest a path toward increasing underwriter profitability as part of their paper
“Detecting Underwriters Stabilization Trades: A Clinical Study.” In their study, the
authors investigate the stabilization of shares in two large stock exchanges with the
help of high-frequency tick data. Their empirical results provide an estimate of the
profit from those trades.

• Petr Hajek, Vladimir Olej, and Ondrej Prochazka present the manuscript entitled
“Predicting Corporate Credit Ratings Using Content Analysis of Annual Reports –
A Naïve Bayesian Network Approach,” wherein the authors utilize the financial
statements of corporations in order to predict their credit ratings. For this purpose,
they use naïve Bayesian network and latent semantic analysis in order to signal a
low credit rating.
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• Dorina Palade, Simon Alfano, and Dirk Neumann investigate the timing of
corporate disclosures in their paper “Say It at the Right Time: Publication Time of
Financial News.” Since companies have the freedom to schedule the release of
disclosures, their timing can provide valuable information regarding the content
of the message and subsequent stock market returns.

• Liudmila Zavolokina, Mateusz Dolata, and Gerhard Schwabe prepared the manu-
script on “FinTech Transformation: How IT-Enabled Innovations Shape the Financial
Sector.” This publication investigates the FinTech phenomenon from the perspective
of information technology based on a collection of Swiss companies. Their results
provide insights into the nature of FinTech innovations and outline the need for future
research in this field of study.

• Florian Förschler and Simon Alfano examine the predictive relationship between
financial news and the stock market as part of their work “Reading Between the
Lines: The Effect of Language on Economic Indicators.” For this purpose, they
create a sentiment index based on ad hoc announcements and measure the direc-
tional influence based on Granger causality tests.

• Niklas Arvidsson, Jonas Hedman, and Björn Segendorf elaborate on “Cashless
Society: When Will Merchants Stop Accepting Cash in Sweden—A Research
Model.” They suggest a research approach by which to study why shops accept or
reject cash in Sweden, where it is left to the shop owners to choose which forms of
payment they will accept. This can help to better understand potential shifts toward
cashless payments in the future.

• Erika Matsak’s “Credit Scoring and the Creation of a Generic Predictive Model
Using Countries’ Similarities Based on European Values Study” presents a data
science approach to classifying credit scores. Here, the author studies transnational
similarities and describes the benefits of using the generic predictive model in
practice.

We would like to thank Peter Gomber and Florian Glaser (both of the University of
Frankfurt, Germany) as part of the local organization team. In addition, we are grateful
for the extraordinary work of all reviewers, authors, as well as the Program Committee.

If you are interested in joining this community centered around the study of financial
markets, please feel free to join our mailing list or browse through the workshop
website. To post to the e-mail list, please use the following address: finance-
com@ambientmediaassociation.org; if you would like to subscribe to the e-mail list,
please visit the following website: http://mail.ambientmediaassociation.org/mailman/
listinfo/financecom_ambientmediaassociation.org.

November 2016 Stefan Feuerriegel
Dirk Neumann
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News Sentiment Impact Analysis (NSIA)
Framework

Islam Qudah(&) and Fethi A. Rabhi

School of Computer Science and Engineering, University of New South Wales,
Sydney 2052, Australia

{ialqudah,fethir}@cse.unsw.edu.au

Abstract. News analysis activities have been the focus of many research
studies across various life domains. So often, the goal of these studies is to
automatically, analyze the meaning of news, and to gauge their impact on a
particular domain. In this paper, we focus on studying sentiment analysis
impact, on financial markets. Current studies, lack systematic approaches to
evaluate the impact of a given sentiment dataset, in different financial contexts.
We introduce a framework that encompasses models, processes, and a sup-
porting software architecture for defining different financial contexts and con-
ducting sentiment data-sets evaluation. The paper, describes a prototype
implementation of the framework and a case study, which investigates the
efficacy of the framework in evaluating the impact of a particular news senti-
ment dataset. The results demonstrate the capability of the framework in
bridging the gap between producing a sentiment dataset and evaluating its
impact in various financial contexts.

1 Introduction

News analysis activities have been the focus of many research studies across various
life domains. So often, the goal of these studies is firstly, to automatically grasp the
meaning of the news, and secondly to gauge their impact in a particular domain. To
achieve the goal, various news analysis techniques were tested, ranging from simple to
more sophisticated techniques. Among these techniques is text mining [11, 15] and
sentiment analysis or opinion mining, which produces sentiment scores testifying the
strength of the sentiment expressed in the text [12]. Our research project focuses on
studying sentiment analysis in the context of financial markets. Reviewing the literature
reveals to us a double facet problem. From one angle, we found inconsistencies in
conducting impact analysis activities of any given sentiment dataset. Users follow
different processes and routines to conduct impact analysis studies, and so often, the set
of tools and applications used, are also different. Thus, clear and concise steps are
needed, to enable users to conduct impact analysis activities in systematic way. From
another angle, the existing impact analysis studies, evaluate their solutions in a fixed
context setting. Varying the setting, could imply different results. Overall, this leads to
the following two research questions. The first one is how to model an impact analysis
framework, where users can conduct evaluation of any sentiment dataset. The second
one, is how to enable studying impact analysis in various financial contexts.

© Springer International Publishing AG 2017
S. Feuerriegel and D. Neumann (Eds.): FinanceCom 2016, LNBIP 276, pp. 1–16, 2017.
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The paper is structured as follows. The next section gives some background on
sentiment analysis and presents various approaches for measuring the impact on
financial markets. Section 3, spells out the proposed News Sentiment Analysis
Framework, designed for the purpose of carrying out impact analysis evaluation of any
given sentiment dataset. Section 4, describes a prototype of the framework and its
application to a case study. Finally, Sect. 5 concludes this paper.

2 Background and Related Work

Researchers on sentiment analysis and its impact on financial markets have primarily
approached this area from two perspectives. The first group of researchers usually focus
on aspects related to financial markets modelling and evaluation, while the second one
centers the majority of their efforts in crafting and validating new sentiment analysis
techniques, and less attention paid to financial markets impact models.

Surveying literature in the first group of studies shows the majority of the
researchers have produced sentiment scores by analyzing existing news sources (e.g.
EDGAR [24, 25]) and measuring sentiment in news corpus using a range of sentiment
analysis techniques. Most sentiment datasets were based mainly on using existing
lexicons [8, 11, 13], while [2, 6] sourced sentiment datasets from third parties such as
Thomson Reuters [26]. Perhaps, the main challenge this group of researchers faced was
the technical challenge, i.e. the lack of technical computing knowledge have con-
strained them in the range of computing techniques they can employ to determine
sentiment. This group investigated the impact of news sentiment scores on financial
markets by applying different statistical analysis techniques (e.g. regression analysis
tests) and in some cases, simulating trading strategies. The majority of the sampled
studies have used daily stock returns, but other measures such as volatility, future
earnings, and/or trading volumes have also been used. For instance, Tetlock et al. in
[25] applied over 20 regression tests, factoring not only sentiment index, but a range of
other variables to understand the impact on stock returns, firm earnings and trading
volume. In general, understanding the behavior of financial markets is far more com-
plicated and some researchers have explained the underlying complexity [3, 15].

In the second group, the focus was chiefly bent towards proposing innovative
sentiment analysis techniques. These techniques were often rendered into the devel-
opment of a prototype, which encapsulates processes to automatically analyze senti-
ment for specific text source. These studies, often engage a range of text mining
approaches, or natural language processing techniques to analyze text and construct
sentiment indices, such as [4, 8, 14, 20–22, 27]. These studies also applied regression
analysis and in some cases trading strategies to measure the impact computed sentiment
indices had on financial markets. However, these activities were limited and lacked
intricate financial modelling knowledge found in the first group. Therefore, limited
impact analysis is carried out. For instance, Schumaker et al. in [20] applied limited
statistical significance tests to predict stock returns.

In summary, all the studies share some of the analysis processes and differ on some
others. The first group used simple techniques, principally based on lexicons. the
second group, devoted much more time to trial machine learning, and natural language

2 I. Qudah and F.A. Rabhi



processing approaches. On the other hand, the first group conducted comprehensive
regression analysis tests, whereas limited impact analysis activities have been carried
out by the first group. All studies lack a systematic approach, that assimilates the role of
financial context, in evaluating the effectiveness of a given sentiment dataset.
Researchers who wish to reuse part, or all of a particular evaluation process in a
different financial context, or for a different news corpus hit a roadblock. The literature
shows there is a gap in defining systematic and reusable evaluation processes that could
be used by a wide range of users, to automatically conduct impact analysis of sentiment
datasets in different financial contexts. To address this gap, this paper introduces a
framework called News Impact Analysis (NSIA) framework, devoted to enable users to
transparently conduct impact studies, where systematic approaches are presented,
preserved and results are reproducible.

3 News Sentiment Impact Analysis (NSIA) Framework

In this section, we address the research gap identified in Sect. 2, by proposing a
model, which consists of three components. These components are: the financial
context in which the impact analysis is being conducted, the sentiment data selection
criteria that been used in filtering the news, and the financial market impact measure
used as indicator of reaction to news sentiment. Almost all studies reviewed have
incorporated these components informally. The proposed model formally represents
these components, and formalizes set of processes to guarantee impact analysis studies
are conducted in a systematic and consistent way. The proposed News Sentiment
Impact Analysis (NSIA) framework consists of three main components: NSIA Com-
parison Parameters Model (CPM), NSIA software architecture to support the model
implementation and a set of NSIA processes to guide users in conducting evaluation
studies.

3.1 Defining Comparison Parameters Model (CPM) Parameters

The Comparison Parameters Model (CPM) divides the contextual parameters into three
sets: Financial market context parameters (C), Sentiment extraction parameters (SN)
and Impact Measure parameter (IM). In Table 1, C parameters are defined as a context
vector where C ¼ ðE; Ev; B; Bv; PÞ.

In Table 2, sentiment extraction parameters, defined by sentiment vector SN, where
SN ¼ ðX; FA; TnÞ.

Finally, the IM parameters represent the impact magnitude, of the news sentiment
scores for a given set of C parameters as shown in Table 3. An earlier version of CPM
parameters can be found in [18].

3.2 NSIA Architecture

The NSIA architecture is designed to support the evaluation of a sentiment dataset as
defined by the CPM parameters. The NSIA architectural design follows the ADAGE

News Sentiment Impact Analysis (NSIA) Framework 3



Table 1. Financial context parameters (C)

Parameter
name

Definition Example

Entity E Entity being impacted by the news Company, an industry sector, the
economy of a country as a whole.

Entity
Variable Ev

Variable associated with the entity
in question whose value is
impacted

Closing share price, an index, GDP
etc.

Benchmark
B

Benchmark against which the
impact will be measured

List of companies, an industry sector,
the economy of a country as a whole.

Benchmark
Variable Bv

Value indicative of the selected
benchmark

Closing share price, an index, GDP
etc.

Study
Period P

The period during which the
evaluation takes place

Days, Months, years…etc.

Table 2. Sentiment extraction parameters (SN)

Parameter name Definition Example

Sentiment Dataset
M

Name of sentiment dataset being
evaluated

AlchemyAPI [1], Semantria
Lexalytics [10], Quandl [17]
and RavenPack [19]

Filtration
functions FA

Selecting records of interest based
on the attributes (fields) of a news
sentiment record denoted as
fa1; a2. . .ang

(Sentiment class = positive),
(sentiment score > 0), (news
type = Alert) …etc.

Extreme
Sentiment
Extraction (ESE)
Algorithms

Ranking algorithms, that define the
basis for selecting “extreme” news
sentiments

For example, extract top 5%
negative news records

Table 3. Impact measure parameters (IM)

Parameter
name

Definition Example

Impact
Measure
Parameter
IM

Specifies how to measure the impact of
news sentiment on the entity (E),
relative to the benchmark (B)

Mean Accumulative Abnormal
Returns, Intraday returns, trading
volume, market depth …etc.

Estimation
Period EP

The estimation period used to measure
impact

Hours, Days, Months..etc.

4 I. Qudah and F.A. Rabhi



Framework guidelines [7, 9]. It is a service oriented architecture, which encompasses
three layers: User layer, Service layer and Data layer as illustrated in Fig. 1. The User
layer mediates the interactions between users and the Service layer, based on user
selections. The Service layer consists of, number of web services, which encapsulate
majority of the framework’s business logic, these services can be described as follows:

1. Market Data Import Service (MDIS): based on user selection of CPM parameters,
via the user interface, this service imports market data like, stock prices from
heterogeneous data sources (web based, excel, flat files) and commit them to the
Market Dataset (MD) component of the Data Layer.

2. News Sentiment Import Service (NSIS): similar to MDIS, this service imports a
sentiment dataset according to relevant CPM parameters from a range of sources,
and loads them into the News Sentiment Dataset (NSD).

3. Process Sentiment Service (PSS): based on CPM parameters, this service reads the
NSD, applying the user selection parameters and generates a subset of NSD called
Extreme News Dataset (END).

4. Data Integration Service (DIS): merges extreme news and market data into Impact
Measures Dataset (IMD).

Fig. 1. NSIA architecture overview

News Sentiment Impact Analysis (NSIA) Framework 5



5. Impact Analysis Service (IAS): responsible of executing impact analysis models
defined in CPM, reading IMD and generating results, which get saved into Results
Dataset (RD).

The Data Layer comprises five datasets which preserve all impact studies related
data from raw data to processed data.

3.3 NSIA Processes

NSIA includes a set of well-defined processes that are designed to guide users to
conduct evaluation studies:

• Loading market data: this process reads the CPM parameters then invokes the
Market Data Import Service (MDIS), which is responsible of loading the market
data related to the context (C).

• Loading news sentiment datasets: this process reads the CPM parameters then
invokes News Sentiment Import Service (NSIS) to import any given sentiment
dataset.

• Identifying extreme news records: based on CPM parameters, this process invokes
Process Sentiment Service (PSS), which processes NSD and produce END.

• Conducting impact analysis: based on CPM parameters, this process performs
impact analysis using the Impact Analysis Service (IAS), Fig. 2 shows an example
of impact analysis process sequence diagram.

As we are using Service Oriented Architecture (SOA), all these processes can be
automated using Business Process Modelling (BPM) or workflow technologies.

Fig. 2. NSIA impact analysis sequence diagram

6 I. Qudah and F.A. Rabhi



4 Case Study

4.1 NSIA Prototype Implementation

To enable testing the usability and functionality of NSIA framework, we have devel-
oped a prototype, which implements the components described earlier in Sect. 3.2
(NSIA architecture). The implementation has been carried out as follows:

• Market Data Import Service (MDIS) we have reused an existing implementation of
this service available on the ADAGE framework [7]. This implementation loads
market data from Thomson Reuters Tick History (TRTH) API into the Market
Dataset (MD). Market data loaded is constrained by the Financial Context
Parameters (C), defined in next section.

• News Sentiment Import Service (NSIS) used to import commercially published
sentiment dataset in (csv format) into News Sentiment Dataset (NSD). The dataset
used in the prototype is Thomson Reuters News Analytics (TRNA) [26]. The web
service implemented using Java programming language, Web Service Definition
Language (WSDL) and Simple Access Object Protocol (SOAP). NSIS imported
TRNA into NSD dataset.

• Processing Sentiment Service (PSS) and Data Integration Service (DIS): were all
built using the Java programming language and made accessible via a Web Service
Definition Language (WSDL) interface and Simple Access Object Protocol (SOAP)
calls.

• Impact Analysis Service (IAS): we have reused an existing implementation of this
service available on the ADAGE framework that uses Eventus [5].

The Data Layer encompassing all the datasets has been implemented using Oracle
11 g database management system to preserve data related to the experiments
conducted.

The first objective of the prototype is to evaluate CPM via two experiments, one to
evaluate the financial context component (C) of the model, and the other is to evaluate
the sentiment extraction component (SN) of the model. The Impact Measure parameter
(IM) will be fixed to Daily Mean Accumulative Returns MCAR across all the experi-
ments. Estimation Period EP parameter will be set to (–30 days to +30 days) before and
after an extreme event day. The second objective is to evaluate the user experience
aspect of NSIA framework.

4.2 Setting Financial Context Parameters C

The initial CPM model introduced in [18] was tentatively evaluated using 2 stocks
listed on the Australian financial market. The results of the study concluded that further
testing is needed to understand the impact of sentiment datasets in various financial

News Sentiment Impact Analysis (NSIA) Framework 7



contexts. This case study broadens the financial context by selecting 377 stocks listed
on 8 financial market indices, in 4 countries.

In this first experiment we define and test the CPM model in multiple financial
contexts C settings. The set of financial context parameters are defined in Table 4.

4.3 Setting Sentiment Extraction Parameters ðSNÞ
This section describes how sentiment extraction parameters are set. The goal is to
understand how impact results are affected by the way we identify extreme negative
news records provided by TRNA dataset. The sentiment extraction is conducted in two
phases: Filtration Functions ðFAÞ and then Extreme Sentiment Extraction ðESEÞ
algorithms. The notation fn1; n2. . .nag represent all attributes of a given sentiment
dataset n. TRNA attributes and filtration values are defined in Table 5.

We define two extreme sentiment extraction algorithms ESEVOLand ESETot.
ESEVOLand ESETOT. We also define an additional algorithm (referred to as ALLNEWS)
which selects all news records of an entity E, this algorithm is used for benchmarking
against ESEVOL and ESETOT.

Table 4. Financial contexts parameters

Ctx C Entity
E (Ev = Daily
closing value)

Benchmark B
(Bv = Daily
closing value)

Benchmark Description Study Period P

C1.1 {ATLI}1\
{AORD}

ATLI ATLI = Australia’s
ASX top 20 leaders

(1/01/20110,31/12/2011)

C1.12 {ATLI} \
{AORD}

AORD AORD = Australia’s
All Ordinaries Index

(1/01/20110,31/12/2011)

C2.1 {GDAXI} \
{CXKNX}

CXKNX CXKNX = Germany’s
Industrial Index

(1/01/20110,31/12/2011)

C2.2 {GDAXI} \
{CXKNX}

GDAXI GDAXI = Germany’s
DAX Index

(1/01/20110,31/12/2011)

C3.1 {GTSX} \
{SPTSE}

GTSX GTSX = Canada’s
healthcare index

(1/01/20110,31/12/2011)

C3.2 {GTSX} \
{SPTSE}

SPTSE SPTSE = S&P Toronto
Stock Exchange

(1/01/20110,31/12/2011)

C4.1 {DJI}
\ {HWI}

DJI DJI = Dow Jones
Industrial Average
Index

(1/01/20110,31/12/2011)

C14.2 {DJI}
\ {HWI}

HWI HWI = NYSE Arca
Computer HW index

(1/01/20110,31/12/2011)

1{ATLI} means all the constituents of market index ATLI, and likewise, all other market indices,
Ev is the daily closing price for every constituent in entity E.
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The first algorithm ESEVOL: which is a volume based algorithm, computes the ratio
of number of positive news with number of negative news within a day, if the ratio
below the threshold parameters, then the news record is tagged as extreme news record.
Assuming a function countðnaÞ, which will return the number of news records in
dataset na,. this algorithm is described as follows:

Table 5. TRNA attributes and filtration values

Attribute
no.

TRNA
attributes

FA filtration values Description

1 RIC RIC must be equal to
Entity (E) found within
Context (C)

Reuters Instrument Code (RIC),
stores stock code as listed on
the financial market index, for
instance DAX Industrial index
had 36 stocks listed between
2010 and 2011 study period.
FA will filter news records
related to entity E

2 RELEVANCE 1 News record must be of high
relevance to the entity E in
question, values range from 0
to 1.

3 NO_COMP 1 The news record talks about
one single stock, which should
be the Entity E related to the
experiment. Values can
be � 1.

4 LNKD_CNT5 0 News record is novel, and
never been reported in any
other news stories, up to a week
from the day of news story
release.

5 SENT_CLASS {-1,0,1} Sentiment Class parameter, -1
for negative class, 0 for neutral
and 1 for positive class.

6 SENT_SCORE [0,1] Sentiment Scores attribute,
defines the weight of sentiment
class. Value ranges from 0 to 1

7 StoryDate
(dd/mm/yyyy)

[1/01/20110,31/12/2011] Date when news took place.

News Sentiment Impact Analysis (NSIA) Framework 9



The second algorithm ETOT , which takes into consideration sentiment scores,
computes the ratio of the total sentiment scores of positive news with total sentiment
scores of negative news within a day, if the ratio is below the threshold parameters,
then the news record is tagged as an extreme news record. Assuming a function sum
(n = SENT_CLASS) that will return the sum of sentiment scores, of attribute
SENT_CLASS within a TRNA news record, this algorithm can be described as
follows:
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ESEVOLand ESETOT both make use of user defined threshold parameters, to rank
news records in dataset (see Table 6 for values used in our experiments).

4.4 Experiments and Results

As stated earlier, the objective of these experiments is evaluating two components of
the Comparison Parameters Model (CPM), the first component is the financial context
(C) and the second component is the sentiment extraction (SN) parameters. We only
investigated the impact of negative tagged news in TRNA using Mean Accumulative
Abnormal Returns (MCAR). We conducted 24 experiments; where each context
parameters set (C) defined in Table 4 (Sect. 4.2), was tested against the extreme

News Sentiment Impact Analysis (NSIA) Framework 11



sentiment extraction algorithms defined in Sect. 4.3. The TRNA dataset used in this
case study contains 4,359,099 distinct news items. The experiments examined news
records related to 377 stocks, listed on 8 financial market indices, located in 4 countries
{Australia, Canada, Germany, USA}. The experiment results are shown in Table 7.

Table 7. Experiments‘ Parameters and Impact Results

Exp. no. Fin.
context.
(C)

Sentiment data SN Impact results
|NSD| ESE Algo. |END| MCAR Precision

weighted
(CAAR)%

Patell Z Generalized
sign Z

1 c1.1 1333 ESE_VOL 30 –0.18% –0.03% –0.078 –0.126
2 c1.1 1333 ESE_TOT 28 –0.84% –1.05% –4.601d –1.870b

3 c1.1 1333 ALL_NEWS 1333 –0.05% –0.06% –1.571a –0.007
4 c1.2 1333 ESE_VOL 30 –0.25% –0.12% –0.381 0.265
5 c1.2 1333 ESE_TOT 28 –0.82% –1.05% –4.496d –1.383a

6 c1.2 1333 ESE_VOL 1333 –0.04% –0.06% –1.635a –0.284
7 c2.1 776 ESE_VOL 37 –0.39% 0.01% 0.027 0.200
8 c2.1 776 ESE_TOT 34 0.07% 0.13% 0.619 –0.661
9 c2.1 776 ALL_NEWS 776 0.16% 0.15% 2.792c 2.016b

10 c2.2 776 ESE_VOL 37 –0.31% 0.00% –0.020 0.926
11 c2.2 776 ESE_TOT 34 0.28% 0.36% 1.066 0.622
12 c2.2 776 ALL_NEWS 776 0.11% 0.08% 2.254b 1.453a

13 c3.1 119 ESE_VOL 2 –0.84% –0.84% –0.711 –1.022
14 c3.1 119 ESE_TOT 10 –0.22% –0.15% –0.597 –0.473
15 c3.1 119 ALL_NEWS 119 0.02% 0.05% 0.223 0.315
16 c3.2 119 ESE_VOL 2 –1.23% –1.23% –0.753 –0.874
17 c3.2 119 ESE_TOT 10 –0.07% –0.10% –0.114 1.353a

18 c3.2 119 ALL_NEWS 119 –0.02% –0.01% –0.502 –0.291
19 c4.1 1183 ESE_VOL 28 –0.10% –0.29% –1.289a 0.575
20 c4.1 1183 ESE_TOT 15 0.69% 0.22% 0.507 –0.265
21 c4.1 1183 ALL_NEWS 1183 –0.02% –0.03% –0.991 1.833b

22 c4.2 1183 ESE_VOL 28 0.32% 0.30% 1.140 2.953c

23 c4.2 1183 ESE_TOT 15 0.95% 0.76% 1.649b 1.482a

24 c4.2 1183 ALL_NEWS 1183 –0.03% –0.04% –1.091 0.501

The symbols a, b, c, and d denote statistical significance at the 0.10, 0.05, 0.01 and 0.001 levels,
respectively, using a generic one-tail test. |END| represents the number of extreme news records returned
by ESE algorithms. |NSD| represents the number of distinct news items retrieved by FA function.

Table 6. Extreme Sentiment Extraction (ESE) parameters

ESE
(Pr, Ps,
NSD)

ESEVOL ESETOT Description

Pr 0.2 0.3 Threshold parameter to define the ratio between negative
and positive news for a day.

Ps 0.5 0 Threshold parameter multiplied by the standard deviation
to define how far we want the algorithm to deviate from
the mean.
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4.5 Discussion

The impact of negative sentiment scores is tested on the stock returns (MCAR column)
shown in Table 7. Thus, filtering sentiment datasets with negative scores, should infer
lower returns. The lower MCAR figures, the better the results and vice versa. NSIA
framework implemented two ESE algorithms, we discuss how these algorithms per-
formed, and in which financial context (C) they make more sense.

The results in Fig. 3 aggregates the MCAR figures by ESE algorithm. it shows that
returns do in fact react news volume more than other filtering techniques. The results
(experiments 1,4,7,10,13,16,19,22) show high drop of almost 3% of accumulated
abnormal returns. Drilling down by country, to verify if news volume had the same
effect across all the financial contexts. The results illustrated in Fig. 4, show that
sentiment scores filtration technique, ðESETOTÞ, performed better than news volume
filtration technique ðESEVOLÞ in the context of the Australian markets. Experiments 2

Fig. 3. Sum of all MCARs for the 24 experiments by ESE Algorithms

Fig. 4. Impact grouped by country and Extreme Sentiment Extraction Algorithms
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and 5, show an accumulative drop of 1.66% below 0. The results disclose, that the
Australian and Canadian markets were the best responsive to TRNA dataset, as
compared to the US and German markets. The results demonstrated the varying effect
filtration techniques, played in implying different impact results.

The news sentiment dataset TRNA impact results, entail news volume based
trading strategy, works well in Canadian markets, and not recommended to other
markets (Australian, American and German) markets. The Australian markets, seems to
be more responsive to the subjectivity of the news, more than the volume of negative
news. a conclusion we can make, when looking up the ðESETOTÞ MCAR figures for
Australia. The benchmark algorithm ALLNEWS (experiments 3,6,9,12,15,18,21,24),
which naively selects all news records regardless of it is sentiment score, show MCAR
figures have not been affected by this filtration technique.

The second aspect investigated in this case study was the user experience in run-
ning the impact studies. All the experiments, involved users had some background
knowledge in conducting impact analysis studies. All the processes were manually
executed by the users, and it took only few hours for the users to conduct the 24 impact
analysis experiments. All the experiments are replicable, as the experiments’ raw data,
filtered data, and the sets of parameters used are preserved inside the prototype, and can
be recalled at any time. All processes can be easily automated using workflow tech-
nology, such as TAVERNA [16], from import marketing data, importing sentiment
data, to processing sentiment data and impact analysis.

The case study successfully demonstrated the functionality and capability aspects
of the NSIA framework as well as opportunity for automation. The case study suc-
cessfully demonstrated how it implemented a prototype, to test the efficacy of a
commercially available sentiment dataset (TRNA), not only in one fixed setting, but
rather in multiple financial context settings.

5 Conclusion and Future Work

This paper proposed a News Sentiment Impact Analysis (NSIA) framework to guide
users in conducting evaluation studies of sentiment datasets. To enable testing the
usability and functionality of NSIA framework, we have developed a prototype and
validated its performance using a case study.

NSIA framework demonstrated a design methodology, that enables evaluating the
impact of any given sentiment dataset in a systematic way. A set of contextual
parameters representing the financial context chosen, the sentiment-related parameters
and the impact measure parameter were together incorporated within the framework.
To support the researchers in using the methodology, a service oriented architecture
and associated prototype are proposed. The experiments, and the results we present in
the case study are just a testimony and proof of concept, to demonstrated the func-
tionality of the framework. The results of the case study, reveal to certain extent the
importance of considering multiple financial contexts, when evaluating a given senti-
ment dataset. One main conclusion is that the choice of the daily MCAR as an impact
measure does conceal a lot of volatilities that could impact the financial context during
the day. Changing the impact measure to more news sensitive measures, such as,
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intraday returns, liquidity, and price jumps could vary the results significantly. So, this
will be carried out as part of the next round of validation of NSIA framework. We are
also in the process of incorporating more sentiment datasets, to validate the frame-
work’s ability in adapting to different types of news and sentiment measures.

The experiments also show some limitations of the prototype that could be
improved in future work, such as improving the GUI to include visualizations of
results. Automating the processes using workflow technology is another area of
improvement as it would allow users to conduct thousands of experiments that cor-
respond to different combinations of CPM parameters.

Acknowledgments. We are grateful to Sirca [23] and Thomson Reuters [26] for providing
access to the data used in this research. We are also grateful to Brahim Saadouni from the
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Abstract. Over the past decade, several sophisticated analytic techniques such
as machine learning, neural networks, and predictive modelling have evolved to
enable scientists to derive insights from data. Data Science is characterised by a
cycle of model selection, customization and testing, as scientists often do not
know the exact goal or expected results beforehand. Existing research efforts
which explore maximising automation, reproducibility and interoperability are
quite mature and fail to address a third criterion, usability. The main contribution
of this paper is to explore the development of more complex semantic data
models linked with existing ontologies (e.g. FIBO) that enable the standardis-
ation of data formats as well as meaning and interpretation of data in automated
data analysis. A model-driven architecture with the reference model that capture
statistical learning requirement is proposed together with a prototype based
around a case study in commodity pricing.

Keywords: Ontologies � Semantic � Analytics � Commodity � Statistical
learning � FIBO � Architecture � ADAGE � Model-driven engineering � Big
data � Data science

1 Introduction

Many areas of science such as geo-sciences, astronomy, genomics and computational
physics are confronted with the exponential growth of data. This data presents a vital
opportunity to research scientists to understand the behaviour of complex systems and
gain fundamental insight. The advent of e-commerce has produced similar growth in
economic and business data e.g., security market data, sales forecasts, economic
forecasts, inventory studies, workload projection, utility studies, budget analysis, etc. In
this paper, we are particularly interested in the analysis of data which consists of
observations measured sequentially at discrete points of time, commonly known as
time series, e.g., interest rates and exchange rates recorded daily. This data is temporal
in nature, it can be modelled deterministically with functions of time and analysed to
extract meaningful information that help to better understand the dynamics and
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distribution of the data, e.g., draw statistical inferences from the observed data to guide
decision making or make predictions about future values of the data based on the
previously observed values (forecasting).

Regardless of scientific domain, data analysts are confronted by a number of
challenges. Firstly, data analysis is a complex, time-consuming process requiring data
analysts to combine several independent steps; accessing distributed data sources, local
and remote custom software components (e.g. algorithms and scripts) and specialised
tools (e.g., statistical tools, mathematical packages) into a larger analysis “pipeline” or
process. At a high-level, this pipeline can be divided broadly into four phases: data
acquisition, data preparation, data analysis and visualisation [27] (see Fig. 1).

Over the past decade, sophisticated analytic tools and multidisciplinary techniques
such as machine learning, neural networks, predictive modelling and data-mining have
evolved to enable analysts to derive the needed insights from data [11]. Even though
these techniques have emerged as popular strategies for complex analytics, they do not
provide an overall solution to analysts conducting in-sillico data-intensive analysis.
These techniques constitute one element of the overall analysis pipeline, analysts
require a broader solution that captures all the phases of data analysis into a “integrated
whole”. The primary focus in most research efforts has been the creation of new
theories, techniques and software to deal with the complex characteristics of data,
practical analytic challenges as perceived by a domain-user have received little or no
attention. As data-processing tools and applications are largely developed by software
developers, often written in proprietary formats with competing specifications, stan-
dards and frameworks the learning curve for domain users is steep and the task of
choosing and interacting with the right tools is highly difficult. Data analysis also
requires that a data-analyst possess an integrated skill set spanning mathematics,
computer-science, machine-learning, artificial-intelligence, statistics and a deep domain
knowledge and understanding of the craft of problem formulation [27].

Another challenge that arises in the analysis of temporal data is in the inherent
nature of the analytic process itself, which is typically a computational, quantitative
process. A domain-user typically detects a pattern in the data (e.g., price jump) through
computation of measures (e.g., stock return) and then applies these computed variables
to several mathematical models and techniques. Analytic dilemma arises in the plan-
ning of the analytic pipeline when there is a choice of competing variables or measures
that can be computed to detect a similar outcome and the choice of the measure dictates
the computation tasks of the analysis pipeline. Translation of the complex computation
and analytic model in the minds of the domain user into an analytic process is not a
trivial task [27]. Data analysis can also be described as an exploratory science char-
acterised by a cycle of model selection, customization and testing as scientists often do

Fig. 1. Different phases in the analytics pipeline

18 A. Behnaz et al.



not know the exact goal or expected results beforehand. Data analysts cannot simply
look at data and let the data speak for itself. They need to build models to interpret and
gain the insight from the data. For example, an investment manager will be relying on a
mathematical model to construct an optimal portfolio at a particular point in time. This
model will use some underlying time-series variables that represent variations of asset
risks and returns over time. The model can be back-tested by “populating variables”
with data e.g. historical returns data. Depending on the performance and the accuracy
of the model predictions, the user has several options: adjust the mathematical model,
change some of the underlying variables or change the way data is mapped into the
variables. The entire process is iterative in nature, characterised by repeated evaluations
on new data-sets or by “tweaking” experimental parameters.

In light of the above challenges, the purpose of this paper is to propose a software
architecture that facilitates analytics in a friendly, coherent and technology-agnostic
manner. The rest of the paper is structured as follows. Section 2 provides the back-
ground and related work. Section 3 presents our solution which is based on a semantic
reference model. In Sect. 4, we will apply the proposed model to enable analysts to
identify price indicators of commodities. Section 5 concludes this paper.

2 Background and Related Work

Data analytics solutions have evolved from simple analytic techniques, along with
supporting analytic tools, to sophisticated problem solving environments for data
analysts. There are a wide range of analytic tools, techniques and problem-solving
environments at the disposal of analysts. At one end of the spectrum software libraries
provide programmers simple building blocks for building sophisticated analysis models
and running experiments. There are a multitude of packages and libraries to leverage
statistics, machine learning, text-mining, sentiment analysis, etc. [12]. A developer can
build a program tailored to their needs utilizing libraries built using programming
languages such as Java or Python or use “pre-packaged modules” such as those offered
by the R programming language. It has been long argued that many end-users do not
have, nor do they wish to, acquire programming skills just to use software packages
effectively [13]. Data analysts have valuable skills and should spend their time doing
science and not programming or data management. At the other end, application
packages such as Microsoft Excel, Google Spreadsheets [20], Gnumeric [19], etc. offer
simple, user-friendly interfaces which can be used to conduct elementary to interme-
diate level analyses. However, there are many shortcomings in such application
packages; limited functions, rounding errors, miscalculations, etc. Overall, application
packages are very handy tools for building models based on “clean data”, but fail to
cater to more sophisticated needs in data analysis.

In this paper, we take a higher level view, looking at high level design i.e. an
architecture of solutions instead of specific solutions. A complete survey of existing
approaches is presented in [11], where it has been noted that service-oriented and
scientific workflow based environments are two key architectural approaches that have
been extensively used by data scientists in coordinating processes for complex data
analysis. Service-oriented architectures represent a strategy for the composition of
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distributed applications that propagates encapsulation of software artefacts as
standards-based services. Workflow based approaches model work as a sequence of
well-defined steps with a goal of providing a business service or performing a scientific
experiment. In this approach each step corresponds to a single unit of work e.g., BPEL
[15] and scientific workflow management systems such as Taverna [16], Kepler [17],
Wings [18]. These existing approaches have focused on addressing essential criteria to
support the activities of analysts, namely (1) automation and reproducibility (2) inter-
operability [27]. Most architectural strategies have aimed to provide support for a high
level of automation in order to increase the efficiency and productivity of scientists by
helping them to lower the effort and/or reduce time taken to complete tasks. The
automation algorithms and code used by scientists contain concise information and
instructions that are viewed as an accurate record of the research undertaken. The
archived record of these instructions becomes a useful artefact for provenance tracking
and ensures reproducibility of analysis processes. To enable the seamless interoper-
ability of diverse tools and packages and enable the execution of process models on
multiple platforms, interoperability has become another key focus. From this survey, it
can be concluded that existing research efforts aimed at maximising automation,
reproducibility and interoperability are quite mature, and have helped to mitigate
analytic complexity. These approaches still fall short of addressing a third criterion,
usability, the focus of which is to deliver an analytic approach to enable end-users to
work in a more friendly and coherent manner in the face of extreme heterogeneity.

The closest related work to ours is ADAGE [9, 10, 14] which is an architectural
framework that aims to achieve user-driven execution of processes through the com-
position of analysis functions as services, providing a reference event data model that
enables ADAGE services to process data in a consistent manner. Design concepts
underlying ADAGE aim to support data analysts by bringing together existing toolsets
and data-sources, but are not adapted to capture the user’s mental models and translate
them into analytic pipelines. The ADAGE framework has been extended in [27], where
a reference model was proposed to capture an event model and the user’s analytic model
with a specific domain. However, the reference model was not implemented using any
standard formalisation. The main contribution of this paper is to explore the develop-
ment of more complex semantic data models linked with existing ontologies that enable
the standardisation of data formats as well as meaning and interpretation of data [13].

3 Proposed Approach

To support the design of analytic solutions tailored to the needs of non-technical data
analysts we propose an architecture based on Model Driven Software Development and
ADAGE principles, at the core of which lies a semantic reference model that represents
an abstraction of the computational model to be applied on the data in order to gain
insight. In this section, we first provide an overview of the design principles underlying
our proposed architecture. Then, we describe semantic and statistical learning concepts.
Finally, we present our ontology for modelling statistical learning algorithms.
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3.1 Overview of Proposed Architecture

The proposed architecture can be seen as an application of the principles of Domain
Driven Design (DDD) [21] and Model Driven Software Development (MDSD) [22]
which emphasise that the heart of software development is knowledge of subject matter
or domain. DDD is a design approach introduced by Eric Evans which focuses on
creating a model of the domain, rather than the technology, using a high level of
abstraction. This model should not just be a data schema or class diagram, but rep-
resents distilled knowledge about the domain and accurately expresses the behaviour of
the domain through identifying important domain concepts and relationships between
these concepts. The model shows how the domain users think of their domain problems
in terms of these concepts. A domain model articulates domain problems and provides
a practical approach to software design. It is equally important that the domain model is
crafted carefully to enable it to be translated to practical implementations. A do-
main-driven design naturally leads to a model driven software development approach,
which provides a software development approach to realise software systems from
domain models. MDSD is currently a highly regarded software development paradigm,
and a good fit for our proposed approach because of its “consumer-centric” or “end-
user-centric” focus. MDSD approaches a software solution from the domain per-
spective, specifying that needed application functionality and behaviour be modelled
formally in terms of the problem domain, without tainting it with technological con-
cerns. MDSD focuses on models as central artefacts, where a model is a formal
platform-independent module (PIM) that provides an abstract representation of a
real-world application and applies model transformations to realise software systems
from these PIMs. In our architecture, these models are defined as an ontology, captured
using an appropriate semantic technology such as OWL [23], FIBO [24] etc.

Our proposed architecture defines an analytic stack that comprises of four main
tiers, depicted in Fig. 2. At the lowest level of the stack is the data tier, which com-
prises different types of raw data to be analysed, such as structured and semi-structured
data. The next tier is the semantic reference model, which is represented using an
appropriate semantic technology such as OWL [23]. The semantic reference model
encapsulates an event model and an analytic model. While the event model provides a
standardisation of the representation of data from heterogeneous data-sources within a
target domain, the analytic model captures the complex computation model in the
minds of the domain user that is to be applied on the domain data. The tier above is the
analytics platform layer, which encompasses the analytic tools that can be used to
apply the analytic techniques embodied in the semantic reference model tier. The top
tier is the higher-level application layer which can range from simple user interfaces
and custom applications that produce visualisation results by running tools in the layer
beneath to more sophisticated platforms such as scientific workflow management
systems, which orchestrate a pipeline of analytic tasks to compose a single analytic
process.

A Semantic-Based Analytics Architecture 21



3.2 Semantic Reference Model: Basic Principles

The word semantic stands for ‘meaning’; a semantic concept is a name used by the
domain user to identify a domain object within a specific domain. For example stock
price is a domain concept in the context of a financial application. Ontology describes a
body of knowledge about a specific domain by defining the semantic concepts and
semantic relationships between these concepts. Semantic relationships model the
behaviour of the domain by capturing different kinds of associations between semantic
concepts. To provide a formalisation to the vocabularies used in defining an ontology,
W3C offers a large range of standard formats such as RDF and RDF schemas, Web
Ontology Language (OWL) etc. For example, RDF represents information about the
domain as triples which are a tuple of the form <Subject, Predicate, Object>, where
subject and object represent two domain semantic concepts and predicate is a semantic
relationship between these resources [28].

According to OASIS (Organization for the Advancement of Structured Information
Standards) a reference model is:

“an abstract framework for understanding significant relationships among the entities of some
environment, and for the development of consistent standards or specifications supporting that
environment. A reference model is based on a small number of unifying concepts and may be
used as a basis for education and explaining standards to a non-specialist. A reference model is
not directly tied to any standards, technologies or other concrete implementation details, but it
does seek to provide a common semantics that can be used unambiguously across and between
different implementations [2].”

The semantic reference model constitutes the core of our analytic stack. As previ-
ously noted, a vast amount of research and development has been directed towards
analysing heterogeneous datasets, applying fragmented analytic techniques and building

Fig. 2. Reference architecture
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analytic models to unravel patterns. However, no generic model has been proposed to
link the scattered knowledge in the data and the computational model in the minds of the
domain-users. In proposing a semantic reference model we try to fill a major method-
ological gap, defining the semantics of a complex analytics model. As stated earlier, the
semantic reference model comprises an event model and an analytic model. This paper
focuses on defining an ontology to represent the complex analytic model and will rely on
the event model proposed in [26]. Further, for the purposes of this paper, we limit the
scope of our semantic analytic model to the analysis of data using statistical learning
methods. The analytic model can be easily extended in the future to support other
analytic techniques. Statistical learning addresses the general problem of function
estimation based on empirical data, encompassing a wide array of popular algorithms
and techniques for data analysis, pattern recognition and prediction [8].

Before we define our ontology for modelling statistical learning methods, we also
define what statistical learning is using a simple example, as described by [25]. Sup-
pose a researcher is interested to determine if the % change in inflation and the increase
in population have an effect on beef consumption. In this context, the % inflation
change and population increase are independent variables or predictors while beef
consumption is the dependent variable or response. If the predictors are denoted as X1,
X2..Xn and the response is denoted as Y and Y is affected by the predictors, then we
can define Y = f(X), where f is the function that connects the predictors X1, X2..Xn to
the response Y. This function, f, is generally unknown and one must estimate f based on
observed data points. Statistical learning is a set of methods for estimating this function
f. The two primary reasons for estimating f are prediction and inference. Prediction is
about the using the estimated function f on a set of predictors, X, to calculate a
predicted value for Y. Inference is concerned with how the response Y is affected as the
predictors {X1, X2..Xn} change. There are many linear and non-linear methods for
estimating f and these methods can be broadly categorised as parametric and non-
parametric methods [25]. We briefly provide an overview of parametric methods.

Given a set of data points or observations, these observations are referred to as
training data as these observations will be used to train the method selected to estimate
f. A parametric approach involves a two-step model based approach [25].

1. First, an assumption is made about the functional form or model of f, if f is linear in
X it can be defined as:1

f Xð Þ ¼ b0 þ b1X1 þ b2X2 þ b3X3 þ . . .:þ bpXp:

2. Once a model has been selected, the next step is to fit or train the model. In the
previous step, if a linear model has been chosen the model estimator simply needs
to estimate the parameters b0,b1,b2….bp, once values of these parameters have been
estimated the function f is defined as,

1 Function is multiple linear regression, which is a widely used form in statistical learning.
.
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Y ¼ f Xð Þ ¼ b0 þ b1X1 þ b2X2 þ b3X3 þ . . .:þ bpXp:

One possible and quite commonly used approach to fitting the linear model is
referred to as ordinary least squares. For our example, once the parameters have been
estimated, we have a fitted linear model of the form:

beef consumption ¼ b0 þ b1 � % inflation changeð Þþ b2 � %population changeð Þ

3.3 A Semantic Ontology for Modelling Statistical Learning

We now define our reference model which represents the key entities in statistical
learning based on a parametric method. Tables 1 and 2 respectively define key
semantic Classes and Properties used in the ontology.

This reference model is compatible with the Financial Industry Business Ontology
(FIBO) [3]. The Financial Industry Business Ontology (FIBO) is a business conceptual
ontology developed by the members of the Enterprise Data Management Council
(EDM Council). FIBO provides a description of the structure and contractual obliga-
tions of financial instruments, legal entities and financial processes. FIBO is expressed

Table 1. Semantic classes for statistical learning ontology

Semantic ontology for statistical learning
Semantic
classes

Description

Functional
form

The first step in a parametric based method is to assume a functional form or
model for the function f e.g., a linear model or a non-linear model such as
thin-plate spline

Measure A variable e.g. beef consumption which could either be a predictor
(independent variable) or a response (dependent variable)

Model
estimator

A technique which given some measures, produces a function capable of
predicting the values of one measure (dependent variable) based on the value
of other measures (independent variables).
So for our case study, the model estimator used is shown below e.g., Ordinary
Least Squares estimator used to estimate parameters b0,b1,b2

Fitted model The fitted model obtained after the parameters have been estimated using an
appropriate model estimator e.g., for our example, after applying the least
squares estimator,
beef consumption = b0 + b1* (% inflation change) + b2*(%population
change) and if b0,b1,b2 = 2,3, 4 respectively then
beef consumption = 2 + 3* (% inflation change) + 4*(%population change)
It can be seen for a given functional form assumed (e.g. Linear Model),
different kinds of estimators (Least Squares, Lasso, etc.) can yield different
fitted models

Function Represents general functions such as 2 + 3x + 4y in the example above.
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in the RDF language of the Web (RDF/OWL) for machine readable interface pro-
cessing and UML for human reading [3].

As shown in Fig. 3 our proposed Reference Model has five key classes: Measure,
FunctionalForm, Function, ModelEstimator and FittedModel. These five classes
together with ontologies that are part of FIBO capture key concepts of the reference
model. The main concepts borrowed from FIBO include the entity Measure which
represents an amount or degree of something; the dimensions, capacity or amount of
something ascertained by measuring [5]. Measure is a subclass of the Reference
ontology in FIBO. Reference is a concept that refers to (or stands in for) another
concept. Every Measure is also a subclass of a FIBO Thing [4] which is a set theory
construct.

Table 2. Semantic properties for statistical learning ontology

Semantic properties Description

generatesFittedModel Definition: a predicate indicating any fitted model that is
generated from model estimator by applying measures
(training sets)

FMMeasureBinding (functional
Model measure binding)

Definition: a predicate indicating the link between fitted
model and the measure(s) in the fitted model.

MEMeasureBinding (model
estimator measure binding)

Definition: a predicate indicating the link between model
estimator and the measure(s) used it to estimate
parameters.

determinesME Definition: a predicate of Functional Form which
indicates the form that is used for predicting a measure.

useFunction Definition: a predicate that uses any function in
mathematical definition.

Fig. 3. Reference model in Jalapeno
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The semantic reference model is implemented using the CAPSICUM framework,
which provides meta-models, methods and tooling for developing dynamic, interactive
business blueprints [6]. Users are able to maintain the reference model using Jalapeno,
which is an interactive modelling platform for building CAPSICUM models. The
models can be exported in a variety of formats (e.g. Turtle, RDF, XML, JSON,
Marklogic Entity Model). FIBO ontologies have been imported into Jalapeno and are
integrated in our reference model.

4 Commodity Pricing Case Study

This section describes a case study in which we explain the context (commodity
pricing) and associated reference model, then describe a prototype implementation built
following MDE principles.

4.1 Business Area and Associated Reference Model

The case study was inspired by a Hackathon organised at University of New South
Wales in partnership with ANZ Bank in Australia. The motivation is that the future
success of agribusiness will be reliant on informed decisions about capacity, investment
and other driving factors. Many of the banks’ customers are interested in questions like
“which countries and consumers will buy our products? what prices and economic
value is likely to be generated from this? what primary or processed food products
should Australia seek to produce in future?”. The idea of the competition was to use
public and private data on this sector – macro-economic indicators, production vol-
umes, weather patterns, prices, etc. to investigate what will drive this industry going
forward [1].

Based on the available data, an instance of the analytics reference model was
created to allow heterogeneous datasets to be analysed. Table 3 shows a sample of the
measures used in the case study, the reference model would allow thousands of such
measures to be defined (Table 4).

For example, applying a functional form “Multiple linear regression” to the mea-
sure Beef and Veal export (dependent variable) and the measures Export of goods and
Employment in agriculture (independent variables) would produce a linear function of
the form:

Beef and Veal export ¼ FðExport of goods;Employment in agricultureÞ
¼ b0 þ b1Export of goodsþ b2Employment in agriculture

We have restricted ourselves to regression model estimators, so the models pro-
duced are regression functions (characterised by regression factors). Each of the models
produced by a model estimator is an instance of a FittedModel. Given that there are
potentially thousands of measures, it is possible to create millions of models each
predicting a particular measure as a function of other measures. The measures them-
selves are connected (via FIBO ontologies) to other entities. For example, the Measure
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“China Beef and Veal Export” is linked to entities “Export” (FIBO Thing), “Beef and
Veal” (FIBO EconomicResource) and “China” (FIBO Country). These are represented
outside the scope of our case study but can be imported to enable more sophisticated
usage of the reference model.

4.2 Prototype Implementation

Based on the general architecture presented in Sect. 3, we have built an analytics tool
for identifying price indicators of commodities. The structure of the prototype is
illustrated in Fig. 4. The tool has been developed in R and built using libraries such as
Shiny and ShinyBS for the User Interface, MASS library to perform stepwise
regression, Quandl to get data from quandl.com and XLConnect to read local dataset
saved as excel files [28].

Table 3. A sample of measures used in the case study

Measures

China - Beef and Veal export (KT)
China - Beef and Veal import (KT)
China - Beef and Veal Global Consumption
Beef price (us cents per pound)
China - Beef and veal global production (KT)
China - GDP per capita (Yuan)
China - Population (millions)
China - Import of goods (% change)
China - Export of goods (% change)
China - Inflation change (% change)
China - Gross national saving (% of GDP)
China - Per capita beef sold by rural household (kg)
China - Natural growth rate
China - Unemployment rate
Brent crude oil spot rate (USD per barrel)
China - Employment in agriculture (% of total employment)
China - Agricultural land (% of land area)
China - Urban population (% of total)

Table 4. Functional forms used in the case study

Functional form

Multiple linear regression
Multiple exponential regression
Multiple polynomial regression (second degree)
Stepwise regression
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The tool works in two steps:

• A modelling step: where the user selects a variable to predict (dependent variable)
and several possible explanatory variables (independent variables) in order to find
the regression equation (model’s equation) that describes the variations of the
dependent variable.

• A forecasting step: using the equation of the first step and her own views on the
independent variables, the user can forecast the dependent variable by inputting
values for each of the independent variables which are fed into the model’s equation
to find a predicted value of the dependant variable.

In Fig. 5 we have provided a snapshot of the tool. The user interface is designed to
enhance user interaction, we have grouped the measures by country and commodity.
We have also provided an option for selecting models (or Model Estimator) to deploy
an analytics model. The tool is equipped with a predictive section which uses the
outcome of the analytics model to generate different scenarios. To analyse scenarios,
the user can tweak the tolerance of the measures (Forecast Parameters) and select the
type of forecasting model.

The structure of the user interface in the model leverages our Semantic Reference
Model. All measures shown to users are the result of querying the reference model. In
addition, R code is automatically generated from a user query. For example, the snippet
below shows generic code in R that implements multiple linear regression once the user
has selected the dependent and independent variables.

Fig. 4. Structure of the prototype
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Scalability is a property of this tool. Additional datasets can be added by modelling
the appropriate measures in the reference model and such measures will be immediately
available to the user via the User Interface. This architecture allows the user to create
and add more analytics models or model estimators.

5 Conclusions and Future Work

This paper proposes a model-driven architecture that empowers domain experts to
control and guide analytics processes in an exploratory way in the face of heterogeneity
and complexity. The focus of this paper is a reference model which encompasses two
main features: (1) a semantic model that captures the concepts in statistical learning
algorithms and explicitly defines the relationships between variables, functional forms
and model estimators, (2) leveraging statistical learning packages (e.g. R), semantic

Fig. 5. Snap shots of commodity analytics tool
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technologies (e.g. RDF) and existing ontologies (e.g. FIBO) in an innovative fashion to
facilitate predictive modelling and automatic code generation.

The work presented in the paper is still in its early stages. Future work will
concentrate on three areas. Firstly, the reference model will be generalized so that other
analytics techniques such as text processing, sentiment analysis etc. can be incorpo-
rated. An important part of this work will include modelling parametric and
non-parametric statistical learning techniques. Secondly, the reference model has to
take into consideration how the measures are linked to the raw data. For this part, we
intend to create an event ontology based on the work in [26]. Finally, we need to
leverage all the constructs offered by semantic ontologies, like the ability to make
inferences. In particular, the FIBO Relation ontology defines a rich set of relationships
between measures that could be exploited, such as the relationship “isCausedBy” to
indicate cause-effect relationships. For example, if a measure A “isCausedBy” measure
B, and measure B “isCausedBy” measure C, it can be inferred that measure C
“isCausedBy” measure A although this is not defined explicitly in the model.
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Abstract. In this study, we examine the stabilisation trades of United Rusal
Company IPO’s shares listed on the Hong Kong Stock Exchange (HKEx) and of
its Global Depository Shares (GDS) that were simultaneously listed on Euronext
Paris. Using both Thomson Reuters Tick History data and the HKEx rules and
regulation relating to stabilisation, we identify and analyse the trades that were
very likely to have been executed by the stabilisation manager (Credit Suisse) on
both markets. We identify nearly 95% of the stabilisation trades on the Euronext
Paris, with somewhat less accurate results for Hong Kong. Our results show that
the stabilisation trades generated a profit equivalent to about 2.72% of the gross
proceeds for the two lead underwriters, a profit which is bigger than their total
underwriting commission of 2.31%.

Keywords: Ipos � Stabilisation � Underwriters � Process modelling � High
frequency trades

1 Introduction

Price manipulation can be defined as artificially inflating or deflating the value of a
security which is an illegal activity in all well-regulated and functioning stock markets,
except the highly regulated price manipulation when underwriting banks stabilise
prices during initial public offerings (IPOs). There is very limited research in this area
despite the fact that price manipulation is viewed by regulators (both in developed and
emerging markets) as very harmful since it adversely affects market integrity and
distorts the allocation of capital. The misallocation of capital arises as the inflated or
deflated stock prices no longer reflect the supply and demand for the affected securities.
Stabilisation is highly regulated and hence permitted form of price manipulation as it
allows the underwriter to limit the IPO market price falling well below the offer price.

Detecting trade-based manipulation during stabilisation period is very challenging
for regulators. This is simply due to the uniqueness of executing buy or sells orders for
securities without using asymmetric information.
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Using High Frequency Trading (HFT) algorithms is a key current development in
Financial Markets. This makes the detection of price manipulation much more
complex [1]. HFT data is time stamped transaction-by-transaction or tick-by-tick data [2]
which enable the discovery of prices and gains in spread and allow faster flow of infor-
mation into prices. HFT data has unique characteristics which make the analysis of these
data an interesting research challenge, especially the large volume of data to be processed,
the existence of erroneous data and even disordered sequences and unspecified trade
directions. These challenges impede the detection of the underwriters’ trades during the
stabilisation period of an IPO.

The study presented here focuses on identifying and analysing stabilisation trades
using Thomson Reuters Tick History data and the Hong Kong rules and regulation
concerning the stabilisation of the market prices of the shares of the IPO firms. The
paper examines the stabilisation trades of one reputable underwriter (Credit Suisse
acting as the stabilising manager) following the dual listing of United Rusal Company
on the HKEx and Euronext Paris markets. The primary aim is to explore why the two
main underwriters started with a short position of about 19% of the GDS and
over-allocated about 13% of the Hong Kong shares despite the fact that the offering
was not over-subscribed. We also aim to quantify the profits that the two lead
underwriters generate from the stabilisation trades in the two markets.

The HKEx stock market disclosure requirements allow us to identify almost 95% of
the underwriters (stabilisation) trades on Euronext Paris. However, our results for the
Hong Kong market show that about 155% of the seller initiated trades could be classed
as underwriters (stabilisation) trades. Further, we show that the underwriters profit from
stabilisation amounts to about 2.72% of the gross proceeds raised by the IPO firm. This
is over and above the 2.31% underwriting commission-gross spread- (including the
incentive fee of 0.5%) earned by the two lead underwriters.

The rest of the paper is organised as follows. The next section briefly discusses the
literature on IPO of securities and after market stabilisation. Section 3 introduces the
methodology followed by detailed discussion of the relevant data of the case, then
pre-processing and modelling steps are explained and finally, the discussion and the
interpretation of the results are provided. Section 4 concludes the paper.

2 Literature Review

The consensus in the literature suggests that, on average, Initial Public Offerings (IPOs)
are underpriced [3]. The IPO is one of the most important events in capital markets for
any firm seeking listing. By providing access to public markets, the IPO is both the
conduit for new capital to flow to fledgling companies and the mechanism for the
existing owners to realize a return for their efforts [4]. One of the main IPO processes
relates to the aftermarket trading activities of the lead underwriters after the official IPO
listing. This is mainly concerned with price support (stabilisation) and overallotment
option (OAO) which are the main focus of this study.

Regulators allow underwriters to stabilise the market prices of the shares of the IPO
firms during the first thirty days of trading. The stabilisation enables the lead under-
writers to delay or limit market prices to fall below the IPO offer prices. This facilitates

Detecting Underwriters Stabilisation Trades 33



the distribution of the shares of the IPO firms. In our paper, we focus on the main type
of stabilisation. This involves the lead underwriter(s) often starting with a short position
by over-allocating up to 15% more shares than what the issuing IPO firm wishes to sell.
To protect the lead underwriters against market price being above the offer price, the
over-allocation is always covered by the over-allotment option (OAO)1 that the IPO
firm grants to the underwriters prior to the first day of trading. The over-allotment
option must be exercised within thirty days starting from the first day of trading.
The OAO will only be exercised if the market price of the shares of the IPO firm is
above the offer price. However, if the market price is equal to or below the offer price,
the lead underwriter(s) can cover their short positions through market purchases. This
form of stabilisation is the most prevalent in the vast majority of equity markets
including for example, Hong Kong, Singapore, the UK and the US2.

The Hong Kong Securities and Futures Commission (SFC) is responsible for the
regulation relating to the market misconduct of the Hong Kong Stock Exchange. In
Hong Kong, the regulation that prohibits stock market manipulation is the CAP 571
Securities and Futures Ordinance (Hong Kong) (‘SFO’). This is defined under
Sect. 245 of the SFO3. The Hong Kong Securities and Futures Commission (Price
Stabilizing) Rules under the Securities and Futures Ordinance (SFO) permits the sta-
bilizing manager (underwriter) to buy IPO shares in the secondary market in order to
prevent or delay/limit possible decline of the market prices of the shares of the IPO firm
during the first 30 days following official listing.

The empirical evidence relating to stabilisation provides several explanations for
aftermarket price support. One paper [5] argues that IPO investors often base their
investment decisions on their private information and the actions of other investors.
Some investors may renege on their indications of interest if the market price of the
IPO firm is below the offer price. Another source [6] argues that both stabilisation and
underpricing can be used to prevent investors from cancelling their orders or reneging
on their purchases by insuring that IPOs always start trading at or above their offer
prices. There is also an argument [7] that uninformed investors face the “winner’s
curse”4 as they are unable to distinguish between ‘good’ and ‘bad’ IPOs as informed
investors do not bid if they believe the shares of the IPO firm are overpriced.

1 In the US, the overallotment option is known as Green Shoe option after the first IPO firm to grant
over-allocation powers to its underwriters (Green Shoe Manufacturing).

2 In some other markets (e.g., the US) two other types of stabilisation might be used. These are:
(1) Pure stabilisation: Underwriters are required to signal their intention to stabilise by posting a
stabilising bid with a flag which can be identified by other market participants. Pure stabilisation is
hardly used by US underwriters as it would reveal that the underwriters were unable to allocate all of
the shares on offer; (2) the lead underwriters use what is known as penalty bids. This allows the lead
underwriters not to pay selling concessions to the syndicate member(s) whose clients flip the shares
of the IPO firm soon after listing.

3 The rule covers insider dealing, false trading, price rigging, disclosure of false or misleading
information and stock market manipulation.

4 It is the retail (uninformed) investors who face this as the informed (institutional) investors will only
apply for the shares of the IPO firms if the offer price is less than the intrinsic value of the stock.
Thus, IPO shares must be offered at a discount to ensure that uninformed investors do not withdraw
from the IPO market.
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This results in the uninformed investors being allocated higher proportions of the
shares of poor IPOs5. Therefore, underpricing6 is used to compensate uninformed
investors for adverse selection costs. The authors in [8] suggest that stabilization is
more efficient than underpricing in compensating uninformed investors for the winner’s
curse. They argue that while both informed and uninformed investors benefit from
underpricing, the benefits of stabilization tend to be targeted towards retail (unin-
formed) investors. Benveniste and Spindt [9] argue that rewarding investors who show
strong indications of interest in the pre-offering stage with a higher allocation of
underpriced stocks reduces information asymmetry among investors. However,
receiving indications of interest also allows underwriters to gain an information
advantage over investors. This new information asymmetry between underwriters and
investors may provide underwriters with the incentive to overstate investor interest at
the IPO. Benveniste et al. [10] argue that the information asymmetry problem that
exists between underwriters and investors is mitigated if underwriters commit to
supporting IPO prices in the aftermarket. Thus, their model indicates that underwriters
stabilize IPO prices in order to protect their credibility with investors. In addition, in
[11] the role of stabilization in protecting an underwriter’s reputation with investors is
emphasised. Overpricing an issue can damage an underwriter’s reputation and decrease
his future income (see [12]). Underwriters for this reason may choose to stabilize their
offerings in order to mitigate investors’ losses from purchasing overpriced IPOs.
Finally, Fishe [13] argues that underwriters stabilize IPOs in order to maximize their
own profits. Selling pressure from flippers7 may cause the aftermarket price of an issue
to drop below its offer price. Underwriters can respond to flippers by lowering the offer
price, a strategy that reduces underwriting revenues. Alternatively, they may choose to
begin trading with a short position and bring the issue to market, fully expecting its
aftermarket price to decrease. This strategy allows an underwriter to make a profit by
covering his short position at the lower aftermarket price. Fishe’s model shows that
underwriters respond to stock flippers by taking short naked positions during the
pre-IPO period. Although these short positions allow underwriters to stabilize their
offerings, the true purposes of stabilization, according to Fishe’s model, are to maxi-
mize underwriters’ profits and to penalize flippers rather than reduce investors’ losses.
Several studies show that underwriters stand ready to stabilise IPO prices by buying
back shares in the aftermarket. The authors in [14] report that the level of underpricing
associated with stabilised IPOs is lower than what it would have been in the absence of
stabilisation. This finding suggests that stabilisation increases the benefits to the issuing
firms in the form of lower underpricing. They also show that stabilisation is a signif-
icantly a valuable source of profitability for the underwriters. More specifically, they
show that stabilisation enhances the overall profitability of the underwriters by an

5 Poor IPOs are those firms that start trading at market prices below their offer prices.
6 Underpricing is measured as the closing market price on the first day of listing minus the offer price
divided by the offer price.

7 This is the case of successful applicants who sell their allocated shares on the first few days of the
IPO listing.
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average of 29%. Overall, their results suggest that stabilisation is a better substitute for
underpricing as it protects IPO investors from purchasing overpriced IPOs and brings
benefits to both issuers and underwriters. In [11], stabilisation induces price rigidity at
and below the offer price.

The paper examines the stabilisation trades of two lead underwriters in the Hong
Kong and Euronext Paris markets. The Hong Kong regulation allows the stabilising
manager to buy the IPO shares in the secondary market at or below the offer price in
order to prevent or minimise a decline of the market price of the IPO firm. The
regulation allows the underwriters to over-allocate (start with a short position) a
maximum of 15% of the total issue size, exercise over-allotment option (OAO) to cover
any short-position and liquidate any net long position in the IPO shares. The regulation
also allows the underwriters to take a long position in the IPO firm providing that they
can liquidate in an orderly fashion without distorting market prices. The rules allow a
maximum period of 30 days for stabilization actions, which runs from the first day of
the official listing and ends 30 days after either the closing date for subscription or the
first day of trading whichever is the earlier.

Unlike the US where underwriters are not required to disclose whether they have
stabilised the offering, the rules in Hong Kong compel the stabilising underwriters to
disclose the following information within seven days from the expiry date of the
stabilisation period: (1) if the offering was stabilised; (2) the expiry date of the sta-
bilisation period; (3) the price range at which underwriters repurchased the shares
(assuming there were more than one purchase for the purpose of stabilisation); (4) the
extent to which the overallotment options were exercised; (5) the date of the last
stabilisation trade and the price at which it was carried out. The Hong Kong regulation
only allows stabilisation trades to be executed at or below the offer price. Furthermore,
the stabilisation manager is not permitted to buy at a price above the previous stabil-
isation price; (6) Announcement concerning the OAO. The OAO announcement should
specify the date and the size if exercised; and (7) Underwriters and the issuing IPO
Company are required to disclose full details as to whom (retail and institutional
investors) the IPO shares are allocated and the extent to which the offer was
over/undersubscribed (demand multiple). The IPOs company and its underwriters are
also required to disclose the name(s) of major investors (e.g., sovereign wealth funds,
cornerstone and strategic investors); amounts they have committed to invest; number of
shares they will be allocated and their lock-up periods8. This latter disclosure is critical
as it enables the lead underwriters to quantify the proportion of shares offered that
cannot be sold within the first six months of trading. This was particularly important for
the Rusal IPO case as the figures reported in Table 1 show that the top four investors
acquired just over 39% of the shares offered. These investors had lock-up period of
six-months.

8 These three groups of investors tend to lock-up their investments for a minimum period of six
months.
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3 Proposed Approach

The proposed approach is following SEMMA data analysis method that is being
developed by SAS Institute Inc. [15], including the processing steps of Sample,
Explore, Modify, Model and Assess.

3.1 Sample and Explore: Data Understanding

United Company Rusal Limited IPO is selected as a case study. The company was
listed on the HKEx and Euronext Paris stock market on the 27 January 2010. The lead
underwriters were BNP Paribas & Credit Suisse where the latter was the main sta-
bilising manager. The data relating to stabilisation and overallotment option
announcements, the allocation/allotment of the shares and the company’s prospectus
are extracted from the HKEx website. The transaction and market depth data for the
period 27th Jan 2010 through 19th Feb 2010 are obtained from Thomson Reuters Tick
History database. Thomson Reuter’s data is available in millisecond format. The initial
sample includes 26,622 records of transactions for the IPO shares listed on the HKEx
and 7,877 trades for the GDS listed on Euronext Paris.

The allocation data show that there are a total of 229 investors. 178 investors are
allocated Hong Kong shares only, 48 investors are allocated GDS only and 3 investors
are allocated both shares and GDS units. Details relating to the compensation of the
underwriters were extracted from the company’s prospectus. The data show that the
underwriters are paid a fixed commission of about HK$315 million (this is equivalent
to about 1.81% of the gross proceeds of HK$17.39 billion). The underwriters are also
granted an incentive fee of 0.5% of the gross proceeds (this is worth about HK$87
million), the payment of which is at the discretion of the client company (in this case
Rusal). Assuming the incentive fee is paid, the total underwriting commission is about
2.31%9.

The Lead underwriters agreed to sell just over 1.6 billion of the company shares.
The shares were sold in the form of ordinary shares in Hong Kong and Global
Depository Shares in Euronext Paris. There are 20 shares per one GDS. The shares are
priced at HK$10.80 each in Hong Kong and each GDS is priced at 19.91 Euros. Also,
the underwriters are granted an OAO to sell an additional 225 million shares over and
above the 1.6 billion shares on offer. The OAO gives the underwriters the option to sell
an additional 225 million shares. In practice, the underwriters would over-sell (take a
short position; in this case sell more than 1.6 billion shares, this is usually done when
the demand is very strong) and then if (a) market price on the first 30 days after listing
is above the offer price (HK$10.80 for the Hong Kong shares and Euros 19.91 in
Euronext Paris) the underwriters would exercise the OAO (request the company to
issue the additional 225 million shares); (b) if the market prices were below the offer
price the underwriters would buy the 225 million shares (the underwriter is short) from

9 The total commission of 2.31% (assuming the incentive fee is paid by United Company Rusal Ltd)
that the lead underwriters received is the fixed commission of 1.81% plus the incentive fee of 0.5%
of the gross proceeds.
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the secondary market. The latter case enables the underwriters to stabilise the market
prices by creating this short-term excess demand.

Table 1 Panel A reports the data relating to the allocation of the shares and the GDS
to the top 25 investors. The figures show that the top 4 cornerstone10 investors acquired
about 39.44% of the offering. These investors had a lock-up period of six months.
Panel A also reveals that the fifth investor is allocated just over 15% of the offering
shares and the top 25 investors are allocated 87.42% of just over 1.6 billion shares of
the IPO Company. Panel B shows the over-allocation figures for the Hong Kong shares
and the GDS listed on Euronext Paris. The data show that the lead underwriters
over-sell/over-allocate the entire 225 million shares included in the overallotment
option. This is despite the fact that the demand for the shares is at best moderate. This
over-allocation is about 13.62 of the Hong Kong shares, and just over 19% of the GDS
in Euronext Paris. The data reveal that the two lead underwriters had a naked short
position in Euronext Paris. The overall short position is about 14% of the total shares
offered. This means that the risk of the naked position in the GDS (if the market price
of the IPO firm is higher than the offer price) is non-existent as the underwriters can
cover the short fall using the Hong Kong shares since their short position in the shares
is only 14%. The profits from stabilisation trades will be discussed separately. Panel C
of Table 1 shows the free float using the top 4, 5, 10, 25 investors respectively. The
figures reveal that the percentage of shares that can be traded is about 1.34% as just
over 87% of the shares on offer are allocated to 25 high net worth and cornerstone
investors. These investors are unlikely to sell within the first few months of the listing
of the IPO shares.

The determining of the data model is an important part of the conducted work to
understand and to try to answer the research question. Figure 1 shows the overall data
model of the United Company Rusal Ltd., the two lead underwriters (BNP Paribas &
Credit Suisse), and the two stock markets (HKEx and Euronext Paris) in the high
frequency data for this case study.

The data relating to the stabilisation announcement in the two markets are given in
Table 2. The announcement provides details relating to the dates when the stabilising
manager bought back the shares and the GDS of the IPO firm. The data also reveals the
price ranges within which Credit Suisse acquired the shares during the period 27
January and 19 February in Hong Kong and 27 January to 11 February 2010 in
Euronext Paris. One interesting observation is that the stabilisation period in Euronext
Paris is shorter than the Hong Kong one. This is an interesting anomaly that is worth
exploring as the price per share in the two markets should not be significantly different
taking into account transaction costs and the exchange rate of the Hong Kong dollar vs
Euro. We argue that this anomaly could be the result of the naked short position (lead
underwriters over-selling) of 19% in the GDS. That is to say the lead underwriters
created an excess supply of about 19% of the GDS. This over-supply was covered by
aggressive purchases during the first few days following the listing of the GDS in

10 Cornerstone investors include high net worth investors, sovereign wealth funds and corporate
investors.
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Table 1. Panel A provides details relating to the allocation of the number and percentage of
shares allocated to the top 4, 5, 10 and 25 investors. Panel B provides details relating to the
over-allocation in the two markets, HKEx and Euronext Paris separately. Panel C provides details
relating to the free float based on top 4, 5, 10 and 25 investors, respectively. The free float is
calculated as the difference between the total number of shares offered minus the total number of
shares allocated to the top (4, 5, 10 or 25) investors divided by the total number of shares offered.

No of shares/Global
depository shares
(figures in 000)

Allocated without
over-allocation
(%)

PANEL A
Holdings of top 25 places
Vnesheconombank (VEB) 477,090 29.63
NR Investment Ltd. 71,904 4.47
Paulson & Co. Inc. 71,736 4.45
Mr. Kuok Hock (Nien, Kerry Trading Co.
Ltd., Cloud Nine Ltd. & Twin Turbo Ltd.)

14,376 0.89

Top 4 cornerstone investors 635,106 39.44
5th investor 243,720 15.14
Top 5 investor 878,826 54.58
Next 5 investors (6–10) 192,960 11.98
Top 10 investors 1,071,786 66.56
Next 15 investors (11–25) 336,000 20.87
Top 25 investors 1,407,786 87.42
Total offer (without over-allocation) 1,610,292.84
Total offer (including over-allocation of
225)

1,835,293.84

Issued & Fully paid capital 15,136,363.65
PANEL B
Cover in secondary market-HKEx & Paris 225,000
Over-all short position (%) 13.97
Hong Kong
Over-allocation (short-position) 204,815.62
Total shares sold (excluding
over-allocation)

1,504,158.38

Total shares sold (including
over-allocation)

1,708,974

Hong Kong short position (%) 13.62
Euronext Paris
Over-allocation (short-position in GDS) 1,009.24
Total GDS sold (excluding
over-allocation)

5,306.71

Total GDS sold (including
over-allocation)

6,315.94

(continued)
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Euronext Paris11. It is plausible that the underwriters may have intentionally over-sold
the shares and the GDS to create the excess supply then they bought them back in the
secondary market at prices below the two offer prices (HK$10.80 for the Hong Kong
shares and Euros 19.91 for the GDS listed on the Euronext Paris) they sold them at.

To create a good financial dataset that could be used in the analysis, two steps are
needed. Firstly, a reconstruction of full trades’ records is required where each record
will contain price, volume, ask price, and bid price in one complete record. Secondly,
extra variables are required to be driven from the original variables which includes
Mid-point price, various spread equations (quote, effective and realised spread), pre-
vious trade price, direction of trade (Seller or buyer initiated trades), and previous
direction of trade.

Table 1. (continued)

No of shares/Global
depository shares
(figures in 000)

Allocated without
over-allocation
(%)

Paris short position (%) 19.02
PANEL C
Free float on day 1 using top 4 investors 6.44
Free float on day 1 using top 5 investors 4.83
Free float on day 1 using top 10 investors 3.56
Free float on day 1 top 25 investors 1.34

Fig. 1. The overall data model of the United Company Rusal Ltd., the two lead underwriters
(BNP Paribas & Credit Suisse), and the two stock markets (HKEx and Euronext Paris) in the
high frequency data.

11 It is worth pointing out that one of the authors contacted Credit Suisse Hong Kong regarding the
case and they declined to provide details relating to their stabilisation trades. We have also contacted
the HKEx who also declined to provide any data relating to the case due to confidentiality clauses
with its members.
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3.2 Modify

After understanding the collected stock market data, the financial domain requirements,
and what is missing and how it could be created, the data preparation step is initiated.
This phase includes three main activities:

(1) Creating complete records of transaction trades from the raw data; this is done by
completing the missing values (such as Bid price and Ask price) in the transac-
tions where type variable is “Trade”.

(2) Removing all extra records where the type variable is not “Trade”.
(3) Cleaning extracted records from all transactions that does not have value in the

“Volume” variable or contains “Trade cancellation” in the “Qualifiers” variable.
(4) Constructing and calculating new financial required variables: Mid-point price,

quote spread, and previous trade price within the same day.
(5) Calculating direction of trade (Seller or buyer initiative), and previous direction of

trade, within the same day using stock market trades classifications algorithms,
which will be explained in details next.

Determining the trade direction is critical for our case as it allows us to distinguish
between buyer and seller initiated trades. Our main focus is on the seller initiated trades
since we are only interested in the transactions (both prices and volume) where the
stabilising manager (Credit Suisse) is likely to be the buyer at the time of the trans-
action. The trade direction will also help in assessing the market’s liquidity, the orders’
imbalance, and the price of stabilisation. This classification of trades’ direction is not

Table 2. The table shows the dates and price ranges within which the stabilising managers
traded in both markets (HKEx and Euronext Paris)

Hong Kong market (HK$) Euronext Paris market (€)
Date Low price High price Date Low price High price

27-Jan-10 9.65 10 27-Jan-1 17.6 17.68
28-Jan-10 9.6 9.65 28-Jan-10 17.75 17.75
29-Jan-10 9.1 9.63 01-Feb-10 17.78 18
01-Feb-10 9.16 9.7 02-Feb-10 17.5 17.5
02-Feb-10 9.27 9.5 03-Feb-10 17.6 17.6
03-Feb-10 9.34 9.53 04-Feb-10 17.3 17.3
04-Feb-10 9.38 9.6 05-Feb-10 16.5 17
05-Feb-10 9.03 9.25 08-Feb-10 16 16.2
08-Feb-10 8.56 9.03 11-Feb-10 16.1 16.1
09-Feb-10 8.69 8.75
10-Feb-10 8.71 8.78
11-Feb-10 8.65 8.75
12-Feb-10 8.44 8.66
17-Feb-10 7.87 8.49
18-Feb-10 7.37 8.01
19-Feb-10 7.44 7.69
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provided by any of the high frequency trades’ databases and therefore using trade
classification algorithms is a necessity.

Most of the empirical literature on market microstructure use one or a combination
of the following well-known algorithms: (a) the quote rule, (b) the tick rule, (c) the
Lee-Ready (1991) rule. Firstly, the quote rule classification compares the trade price to
the midpoint of the bid-ask price to classify any transaction. Secondly, the tick rule
procedure is considering the price movements between the current and the previous
transaction to calculate the transaction’s initiative (buyer or seller). Lastly, the
Lee-Ready algorithm is simply a combined algorithm of applying the quote rule
algorithm first followed by the tick rule algorithm to have more accurate trade clas-
sification [16]. We use second-by-second trade and quotation data. The Thomson
Reuters Tick History database does not provide any information whether the transac-
tion is seller or buyer initiated. Therefore, we employ Lee and Ready (1991) algorithm
to determine trade direction12. Any trade with a transaction price above the prevailing
midpoint of quoted bid-ask spread is classified as a buyer initiated trade and vice versa.
Any trade at the quoted midpoint is classified as seller initiated providing that the
midpoint moved down from the previous transaction trade (downtick). In contrast, if
the midpoint moved up (uptick), the transaction will be classified as a buyer initiated
trade.

3.3 Model

To search and predict expected stabilisation trades activities, an understanding of the
Hong Kong stabilisation rules and regulations is required. This starts with (1) looking
on trades records that belongs to the security being analysed for each financial stock
market separately; (2) considering only seller initiated trades (trades direction = –1);
(3) the dates of all trades must match with one of the announced stabilisation dates of
the targeted stock market; (4) excluding all trades that does not belong to the
announced price range of stabilisation dates; (5) marking the trades as stabilisation
trades if (the trades’ price � the previous valid trade price). The previous valid trade
must belong to seller initiated trade that has a price > the minimum announced price
range at specific stabilisation date. In addition, further analysis has been applied to
provide enough support for domain experts to assess the behaviour of underwriters in
financial stock market during the stabilisation period. This is done by (1) defining a
new variable to describe the trade type (Seller normal trade, Seller stabilisation trade,
Buyer trade); (2) calculating the time span between same type of trades; (3) driving
financial statistics summary for each (specific and overall) trade type such as total
number of trades, minimum and maximum volume and price, average price and vol-
ume, and total volume; and (4) counting the total number of shares (volume) of each
type and comparing it with the underwriter’s announced numbers. It should be noted
that these summary statistics are calculated for each one of announced stabilisation
dates of the targeted stock market.

12 We also employ Wharton Research Data Services (WRDS) code for robustness checks.
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3.4 Assess

The results reported in Table 3 show that on the first day of trading (27 January, 2010)
about 88% of the seller initiated trades and 95% of the volume of trading on the Hong
Kong market appear to have been undertaken by the stabilising manager. However, the
figures for the GDS on the Euronext Paris were 78% and 73%, respectively. On day 12
of the stabilisation period (11 February, 2010), the stabilising manager appears to have
been responsible for 90% of the number of seller imitated trades and 88% of the
volume of trading on the HKEx. In contrast, the results for the Euronext Paris show that
25% of the number of trades and 8 of the volume are likely to have been executed by
the stabilising manager. The results show that, on the first days of trading, the stabil-
ising manager acquired the shares in Hong Kong at an average price of 9.15% below
the offer price (average purchase price as a % of offer price of 90.85) and at 29.83%
(70.17% of the offer price) below the offer price on the last day of stabilisation period
(19 February, 2010). For the Euronext Paris, the stabilising manager acquired the GDS
at 11.42% (88.58% of the offer price) below the offer price of 19.91 Euros per GDS on
the first day of the stabilisation period and at 19.14% below the offer price (80.86% of
the offer price) on the last day (11 February, 2010)of the stabilisation period.

The results relating to the imbalance between the buyer and seller initiated trades
and the stabilisation profit in the two markets are reported in Table 4. We also report
the imbalance between the seller and buyer initiated trades for the Hong Kong and the
Euronext Paris markets and the average stabilisation price in the Hong Kong and the
Euronext Paris in Fig. 2. The results for the Hong Kong market show that the stabil-
ising manager makes an average profit of about HK$445 Million13. Figure 2 reveals
that seller initiated trades exceeded buyer initiated trades during most of the stabili-
sation period (27 January to 19 February, 2010). Figure 2 also shows the average
stabilisation price that stabilisation manager pays for the Hong Kong shares during the
stabilisation period. The results show that the price ranges from a high of HK$10.00 on
the first to a low of 7.44 on the last day of the stabilisation period. The price decline
mirrors the imbalance between seller and buyer initiated trades. The results for Euro-
next Paris show that the stabilising manager made an average of profit 2.55 million
Euros (this is equivalent to about HK$27.5 million). In addition, Fig. 2 reports the
imbalance between seller and buyer initiated trades on the Euronext Paris and the
average price that stabilising manager pays for the GDS on Euronext Paris. The figures
show that trades undertaken during the first few trading days (up to the 3 February,
2010) on Euronext Paris stabilised the GDS prices at about 17.6 Euros vs. an offer price
of 19.91 Euros per GDS and the GDS price fell to a low of 16.1. Overall, our results
show that the stabilisation manager may have made a total profit from stabilisation
trades of about HK$472.5 million. This is equivalent to about 2.72% of the gross
proceeds of about HK$17.39 billion that the company raised from the offering.

13 Our results for the Hong Kong market may have over-estimated the profits that Credit Suisse made
in the Hong Kong market as were not able to identify the stabilisation trades with a high degree of
certainty. Our figures over-estimate the number of shares that Credit Suisse bought back by about
33%. Thus, the profit may have been HK$298.15 million.
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The results show that the underwriters can profit from stabilisation to the extent the
profit is greater than the underwriting commission.

4 Conclusion

We examine the stabilisation of the IPO shares of United Company Rusal Ltd. that was
listed on both the HKEx and Euronext Paris. The lead underwriters were PNB Paribas
and Credit Suisse. Credit Suisse was appointed as the stabilising manager. The Hong
regulation requires the underwriters to disclose details relating to the over-allotment
options and also to whether the offering was stabilised. Using high frequency trading
data that is extracted from Thomson Reuters Tick Database, we are able to identify the

Table 4. Table provides details relating to the imbalance between buyer and seller initiated
trades both in Hong Kong and Paris, profits from stabilisation in the two markets, total
stabilisation volume in the two markets and offer prices.

HKEx market Euronext Paris market

Total number of shares Total number of shares
Buyer initiated trades 133,103,740.00 Buyer initiated trades 1,077,933.00
Seller initiated trades 378,489,472.00 Seller initiated trades 1,539,932.00
Trade imbalance – 245,385,732.00 Trade imbalance – 461,999.00
Total profit 445,137,991.20 Total profit 2,545,573.46
Total stabilisation volume: 317,682,200.00 Total stabilisation volume: 1,064,585.00
Offer price HK$10.80 Offer price Euros 19.91

Fig. 2. The trading average prices and the imbalance in the trading volumes during the
stabilisation period for seller initiated trades in both the HKEx and the EU markets.
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trades that are likely to be the stabilisation trades. The findings show that we are able to
identify about 95% of the stabilisation trades of the GDS on the Euronext Paris.
However, our finding for the HKEx market is less accurate. We find that just over 317
million seller initiated trades can be classed as stabilisation trades vs. an over-allocation
of over 204 million Hong Kong shares. Further, the over-allocation in the two markets
enables the two lead underwriters to buy back the shares at a profit which is equivalent
to 2.72% of the gross proceeds raised by the IPO firm. This is higher than the 2.31%
underwriting commission that the lead underwriters earned from the offering.
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Abstract. Corporate credit ratings are based on a variety of information,
including financial statements, annual reports, management interviews, etc.
Financial indicators are critical to evaluate corporate creditworthiness. However,
little is known about how qualitative information hidden in firm-related docu-
ments manifests in credit rating process. To address this issue, this study aims to
develop amethodology for extracting topical content from firm-related documents
using latent semantic analysis. This information is integrated with traditional
financial indicators into a multi-class corporate credit rating prediction model.
Informative indicators are obtained using a correlation-based filter in the process
of feature selection. We demonstrate that Naïve Bayesian networks perform sta-
tistically equivalent to other machine learning methods in terms of classification
performance. We further show that the “red flag” values obtained using Naïve
Bayesian networks may indicate a low credit quality (non-investment rating
classes) offirms. These findings can be particularly important for investors, banks
and market regulators.

Keywords: Credit rating � Firms � Prediction � Concept extraction � Naïve
Bayesian network

1 Introduction

Corporate credit ratings are intended to provide capital market participants with an
evaluation for comparing the creditworthiness (capability and willingness of a firm to
meet its payable commitments). The evaluation is particularly important for investors
(institutional and individual), banks and market regulators, because it measures a
default risk in a benchmark fashion. According to rating agencies such as Moody’s,
Standard & Poor’s or Fitch, a credit rating is reported to require a variety of infor-
mation necessary for the final evaluation. This information includes financial state-
ments, corporate annual & quarterly reports, conference calls, management interviews,
etc. The information is processed by a group of experts to reach an objective and
independent rating grade (usually on a rating scale from Aaa/AAA denoting the highest
credit quality to D representing default or bankruptcy).
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In corporate default prediction literature, previous work has mainly focused on two
approaches, structural and empirical [1]. The structural approach aims to model default
probability based on the underlying dynamics of interest rates and firm-related indi-
cators such as market capitalization [2]. In the empirical approach, on the other hand,
the model is learned from data. The research has tended to focus either on the esti-
mation of default probability or two-class bankruptcy prediction. This is mainly due to
the specific characteristics of rating predictions such as the ordinal scaling of rating
grades and multi-class prediction. Imbalanced classes are another issue to be addressed.
As a result, it is difficult to measure the performance of prediction models.

The corporate credit rating is a time-consuming and expensive process, requiring an
in-depth expert analysis of the underlying information. In recent years, there has been
therefore an increasing interest in simulating the credit rating process of rating agencies
through machine learning methods (e.g. [3–16]). These methods include hidden
Markov models [3], neural networks [4, 5], support vector machines [6–9], decision
trees [10], fuzzy systems [11], rough sets [12], hybrid systems [13, 14], and meta-
learning approaches [15, 16].

However, a major problem with this kind of application is the selection and
accessibility of input variables (credit rating determinants). The main limitation of the
above-mentioned studies is the focus on financial ratios (such as profitability, liability,
or liquidity), which can be easily obtained from corporate financial statements.

Given the results of the studies (see e.g. [8] for a summary), it appears that the level
of information available in financial data is bounded, resulting into a maximum of 80%
accuracy for a multi-class problem [6]. This suggests that additional input variables are
required to obtain significantly better results. This is also in line with the methodologies
of rating agencies that emphasize the importance of qualitative factors in their credit
rating process. Additionally, information extracted from firm-related textual documents
have shown promising prediction ability recently. Specifically, the relative frequency of
selected word categories in annual reports such as positive/negative sentiment [17] and
modality/certainty/activity [18] have shown highly predictive abilities. Similarly,
negative sentiment in news articles was reported more important for future credit rating
changes compared with positive sentiment [19, 20]. The research to date has tended to
examine predefined word categories (dictionaries related to overall sentiment/opinion)
rather than the topical content of textual documents. For related bankruptcy prediction
problem, Cecchini et al. [21] extracted words with highest relative frequency from
corporate annual reports and performed the detection of synonymous words using
WordNet ontology. However, the above-mentioned studies failed to detect the struc-
tures and links between the concepts in firm-related textual documents. To bridge this
gap, this study was aimed to develop a methodology for extracting topical content from
firm-related documents. We developed this methodology to examine the importance of
firm-related textual concepts in the highly imbalanced ordered multi-class problem of
rating prediction.

This information is combined with traditional financial indicators to predict cor-
porate credit rating. We demonstrate that although financial indicators are critical to
predict rating grades, textual information may increase prediction performance. We
believe that this approach may contribute to a greater understanding of the linguistic
character of firm-related textual documents. In addition, the application of Naïve

48 P. Hajek et al.



Bayesian networks enables developing the “red flag” values of predictive variables
indicating the presence of a low credit quality. In contrast to other machine learning
methods, Naïve Bayesian networks can be considered as probabilistic white-box
classifiers, facilitating the understanding of complex relationships within the data
through probability distributions [22]. As far as we know, such probability distributions
have not been reported in the literature. Subsequently, they can also be used to better
model default probability in the structural models.

The remainder of this paper has been divided into four sections. The paper first
gives an overview of the research methodology applied to predict corporate credit
ratings. Specifically, Sect. 2 lays out the theoretical foundations of textual content
analysis and Naïve Bayesian networks, respectively. Section 3 describes the result of
the content analysis of corporate annual reports. Section 4 provides the results of
experiments and analyzes the performance of the proposed approach. Finally, Sect. 5
concludes this paper and discusses its implications.

2 Research Methodology

The research methodology (depicted in Fig. 1) includes collection and pre-processing
of both financial indicators and text information. The relevancy of pre-processed words
in a particular document were obtained using a traditional tf.idf (term frequency
weighted with inverse document frequency) weighting scheme, where the relative
frequency of a word in a document is compared to the inverse proportion of the word
over the entire corpus of documents [23]. The application of latent semantic analysis
led to a lower-dimensional semantic space, where topic analysis of the corpus could be
performed. Then, the two categories of variables (textual and financial) were integrated
into one prediction model, which consisted of feature selection and classification into
rating classes.

2.1 Financial Indicators

Rating agencies do not make the determinants of corporate credit rating public.
However, their methodologies suggest that financial indicators represent important
factors in the corporate credit rating process. In previous studies (see e.g. [10] for a
review), broader categories such as profitability, liquidity, leverage, and market value
ratios are usually considered as the most important financial ratios.

For this study, a set of 35 financial indicators was drawn from the Value Line
Database and Standard & Poor’s database for 557 U.S. firms (mining and financial
companies were excluded from the dataset since they require specific financial indica-
tors). As presented in Table 1, the set included: (1) size of firms; (2) corporate reputa-
tion; (3) industry membership; (4) profitability ratios; (5) activity ratios; (6) business
situation; (7) asset structure; (8) liquidity ratios; (9) leverage ratios; and (10) market
value ratios. Data for all the financial indicators were collected for the year 2010.
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Annual reports 
(10-Ks forms)

Text pre-processing (tokenization, 
stemming, stop-words)

Detection of synonyms and correct 
sense (WordNet ontology)

tf.idf term-weighting

Latent semantic analysis using 
singular value decomposition

Financial 
indicators

Feature selection using 
correlation-based filter

Classification of rating classes using Naïve 
Bayesian network and other algorithms

Fig. 1. Reseach methodology.

Table 1. List of financial indicators used in this study.

Category Indicators

Size of firms Total assets, sales, cash flow, enterprise value
Corporate
reputation

Shares held by mutual funds, shares held by insiders

Industry
membership

Standard Industrial Classification code

Profitability
ratios

Return on assets, return on equity, return on capital, operating margin, net
margin, enterprise value/earnings before interest, taxes, depreciation and
amortization

Activity ratios Sales/total assets, operating revenue/total assets
Business
situation

Effective tax rate, sales growth

Asset structure Share of fixed assets within total assets, share of intangible assets within
total assets, non-cash working capital, working capital/total assets

Liquidity ratios Current ratio, cash ratio
Leverage ratios Book debt/total capital, market capitalization/total debts, market debt/total

capital, net gearing
Market value
ratios

Dividend yield, 3-year stock price variation, beta, earnings per share,
stock price/earnings, payout ratio, price-to-book value, high/low stock
price

50 P. Hajek et al.



The firms were labelled with rating classes obtained from the Standard & Poor’s
rating agency in the year 2011. The rating classes are defined on the rating scale AAA,
AA, …, D. Figure 2 depicts the rating classes along with their frequencies in the
dataset. Rating classes BBB, BB and B prevailed in the dataset, whereas rating classes
C and D were not present at all. The frequencies also suggest a highly imbalanced
classification problem.

Following recent studies on corporate credit rating prediction, we used feature
selection procedure to include only informative financial indicators. Feature selection
was also shown to improve the prediction performance of classification models in prior
literature [10]. In order to provide the same subset of financial indicators for all clas-
sification algorithms, we used a correlation-based filter that optimizes the set of input
variables by considering the individual predictive ability of each variables along with
the degree of redundancy between the variables [24]. The correlation-based filter was
chosen mainly because of the ordinal scaling of rating grades. Specifically, the rating
grades were treated as the problem of ordinal classification. To avoid overfitting and
feature selection bias, we used 10-fold cross-validation and performed the feature
selection procedure only on training data, this is 10 times. All financial variables
selected at least once are presented in Table 2 together with their mean values.

2.2 Latent Semantic Analysis for Concept Extraction

Documents are usually represented in a bag-of-words fashion (only the frequency of
words matters, their order is ignored) with a very high dimensionality (each word
representing one variable). However, a lower-dimensional semantic space is favorable
for topic analysis. This dimensionality reduction can be performed using two general
approaches, latent semantic analysis (using singular value decomposition - SVD) and
probabilistic topic models (such as probabilistic latent semantic analysis or latent
dirichlet allocation). We used latent semantic analysis in order to obtain an inter-
pretable semantic model. In latent semantic analysis, semantic space is constructed

Fig. 2. Frequencies of rating classes in dataset.
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from the SVD of the term-document matrix. In this new space, documents with the
same concepts but different terms can be found [25].

SVD [26] is the factorization of the term-document matrix X, which have m lines
(terms) and n columns (documents), into

X ¼ URVT ; ð1Þ

where U (m x m dimension) and V is (n x n dimension) are orthonormal matrixes and R
(m x n dimension) is diagonal (diagonal values are the singular values of the matrix X).
The columns of U are the left singular vectors of the matrix X, and the columns of
V (or the rows of VT) are the right singular vectors. To compute the SVD is to find the
eigenvalues and the eigenvectors of XXT and XTX, where the eigenvectors of XTX are
the columns of V and the eigenvectors of XXT are the columns of U. The singular
values of X in the diagonal of matrix R are the square root of the common positive
eigenvalues of XXT and XTX. The number of positive singular values equals the rank
of the matrix.

In the term-document matrixX, it is important to select an appropriate term frequency
weighting scheme because simply using the term frequency tends to exaggerate the
contribution of the terms [25]. Commonly used term-weighting schemes, such as tf.idf,
can address this issue.

2.3 Naïve Bayesian Networks

Naïve Bayesian Networks (also known as Bayesian Networks and Bayesian Belief
Networks) are probabilistic graphical models that represent knowledge about an
uncertain domain [27, 28]. Naïve Bayesian Networks consist of a set of nodes and set
of directed edges between the nodes. Both the nodes and directed edges form a directed
acyclic graph G. The nodes represent random variables. The edges represent direct
dependences between the variables. The variables have a finite set of mutually
exclusive states. All interdependencies are described using conditional probability

Table 2. Mean values of selected financial indicators for rating classes.

Indicator AAA AA A BBB BB B CCC CC

Revenues 120.8 52.2 27.9 12.3 4.2 3.4 1.5 0.6
ROE 0.30 0.10 0.64 0.22 0.24 −0.03 −0.42 −0.51
MD/TC 0.03 0.14 0.16 0.26 0.34 0.53 0.60 1.00
EPS 3.64 4.73 3.25 3.09 2.04 0.85 −0.33 NA
High/Low 0.21 0.30 0.28 0.33 0.43 0.54 0.65 0.80
3yr stock var. 0.21 0.25 0.30 0.35 0.50 0.70 0.99 1.41
PR 0.41 0.53 0.52 0.99 0.40 0.31 0.04 NA
Dividend yield 0.03 0.04 0.03 0.06 0.02 0.02 0.02 0.00

Legend: ROE – return on equity, MD/TC – market debt to total capital, EPS –

earnings per share, High/Low – high/low stock price, 3yr stock var. – 3-year
stock price variation, PR – payout ratio, NA – missing value.
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distributions. To each variable with parents there is attached a probability table. Naïve
Bayesian Networks are based on Bayes’ theorem so that they can reason against the
causal direction. Formally, a Naïve Bayesian Network B defines a unique joint prob-
ability distribution P over a set of random variables U [29] as follows:

PBðX1; . . .;XnÞ ¼
Yn

i¼1

PBðXi Pj Xi
Þ ¼

Yn

i¼1

hXi Pj Xi
; ð2Þ

where X1, …, Xn are random variables, and Ɵ represents the set of parameters that
quantifies the network. Thus, independence assumption is encoded in graph G, this is
each variable Xi is independent of its non-descendants given its parents in G.

Naïve Bayesian Networks are used to reason under uncertainty. They can estimate
certainties for the values of variables that are not observed or their observation is very
costly. They are also used as a representation for encoding uncertain expert knowledge
in expert systems [30]. This is usually done by learning Naïve Bayesian Networks from
data in order to induce a network that best fits the probability distribution over the set of
training data. Heuristic search algorithms such as hill climbing, genetic algorithm or
simulated annealing are used to find the optimum structure.

3 Content Analysis of Corporate Annual Reports

The annual reports (10-Ks forms) of corresponding 557 U.S. firms were collected at the
U.S. Securities and Exchange Commission EDGAR System. The corpus of 557 filings
was the result of document collection and pre-processing. The average document size
(in number of characters) was 496,183. We downloaded all annual reports in txt format
(without amended documents) for the year 2010. Documents that only referred to other
reports were withdrawn. Similarly, graphics, tables and SEC header were removed
from the documents before text pre-processing. First, all words were converted to lower
case letters. Further, linguistic pre-processing included tokenization, stemming
(Snowball stemmer) and discarding the stop-words in the corpus (using the Rainbow
stop-word handler). Next, the potential term candidates were compared with the
WordNet ontology [31] to detect synonyms and the correct sense of the terms for the
domain (those with the highest score for Economy, Commerce or Law domains were
chosen following [32]).

To represent the weights (term-weighting scheme) of the pre-processed words (i.e.
how important a word is within a document), we used tf.idf as the most common
approach. In this scheme, weights wij are calculated as follows:

wij ¼ ð1þ logðtfijÞÞ log N
dfi

if tfij � 1
0 otherwise

�
; ð3Þ

where N denotes the total number of documents, tfij is the frequency of the i-th word in
the j-th document, and dfi denotes the number of documents with at least one occur-
rence of the i-th term. To select the most relevant words, we ranked them according to

A Naïve Bayesian Network Approach 53



their tf.idf and used the top 1000 for our experiments. The most relevant 1000 words
are usually enough to discriminate document categories from each other [33, 34].

To extract the topical concepts from the corpus of corporate annual reports, we
performed SVD and chose those concepts with singular values greater than 1 (76 con-
cepts with the maximum singular value of 48.13), see Fig. 3. Further, the concepts had to
be labeled based on the term importance. In the resulting vector space, semantic concepts
can be interpreted due to the semantic relatedness between terms (they are placed near one
another). Each term can be characterized by a weight indicating the strength of the
semantic association. In other words, the concepts represent extracted common meaning
components. Table 3 presents the concepts with the highest singular values along with
the most important terms (largest weights). The meanings (labels) were manually
assigned to the concepts based on the semantic association.

Similarly as for the financial indicators, only informative concepts were used in
subsequent corporate credit rating prediction. Therefore, the correlation-based filter was
used to optimize the set of concepts. The following concepts were selected at least
once: (1) corporate restructuring; (2) investment policy; (3) financial restructuring; and
(4) domestic market difficulties. The mean values of the concepts for each rating class
are presented in Table 4. These value suggest that firms with low credit quality mention
corporate and financial restructuring less frequently in their annual reports. On the other
hand, they used words related to investment policy and domestic market difficulties
more frequently.

Fig. 3. Singular value explained by extracted topical concepts.
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4 Experimental Results

To predict corporate credit rating using the combination of financial indicators and
extracted concepts, we employed Naïve Bayesian network. To compare its perfor-
mance, we performed the experiments also for several commonly used machine
learning methods such as decision trees (C4.5 and Random Forest), neural networks
(multilayer perceptron - MLP) and support vector machines (sequential minimum
optimization algorithm - SMO), as well as statistical methods (logistic regression and
k-nearest neighbor classifier). As stated above, we used 10-fold cross-validation to
avoid over-fitting.

The methods were trained using the settings presented in Table 5. Naïve Bayesian
network was trained using several heuristic search algorithms, namely a hill climbing
algorithm, K2 (a hill climbing algorithm restricted by an order on the variables),
genetic algorithm, and simulated annealing. Bayes scoring function was used to
measure the quality of a network structure.

Common classification performance criteria such as accuracy may lead to mis-
leading conclusions for imbalanced datasets [35]. Measures such as ROC (receiver
operating characteristic) curve have been reported more appropriate for imbalanced

Table 3. Labels of topical concepts and representative words.

Label of concept Most important words

Corporate restructuring Restructur, manufactur, swap, currenc, redempt, …
Relation to environment Manufactur, inventori, environment, labor, long-liv, …
Investment policy Indentur, indebted, construct, lender, libor, …
Financial restructuring Remedi, bond, court, alleg, lawsuit, …
Legal proceedings Court, alleg, licens, lawsuit, violat, …
Legal proc. implications Court, alleg, lawsuit, restructur, redempt, …
Debt policy Redempt, indentur, stock-bas, real, bond, …
Financial coop. and partnership Partner, currenc, merger, enterpris, third-parti, …
Foreign markets Polit, foreign, convert, countri, emerg, …
Domestic market difficulties American, unfavor, cancel, forc, downturn, …
E-commerce Internet, space, billion, center, expans, …
… …

Table 4. Mean values of selected topical concepts for rating classes.

Concept AAA AA A BBB BB B CCC CC

Corporate
restructuring

0.159 0.021 0.018 0.022 0.022 0.022 0.022 0.023

Investment policy −0.024 −0.019 −0.014 −0.003 0.006 0.011 0.016 0.005
Financial restructuring 0.007 0.017 0.014 0.014 −0.004 −0.009 −0.011 −0.040
Domestic market
difficulties

−0.021 −0.008 −0.011 −0.006 −0.001 0.004 0.008 −0.004
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datasets. We adopted this approach and measured the quality of prediction using the
area under the ROC curve. A ROC is a graphical plot which illustrates the performance
of a binary classifier system. Therefore, it is necessary to calculate average ROC across
all classes to measure the overall performance of the methods. As reported by [36], the
ROC measure has no obvious generalisation to multiple classes. However, it can be
approximated by averaging the set of two-dimensional ROCs. Here we used a 1-vs-rest
approach where ROC is weighted by class probability estimates [37].

Table 6 shows that Naïve Bayesian network performed statistically similar to
Random Forest, SMO and MLP. The best network structure was found by the K2 hill
climbing algorithm with 1 parent (represented by the output variable - rating class). In
order to assess the impact of financial and textual indicators, additional experiments
were conducted without considering these sets of variables. Table 7 presents the results
obtained from the sensitivity analysis. Results from this table can be compared with the
results in Table 6. As can be seen from Table 7, the performance of most classifiers
significantly decreased when the financial indicators were not used. This result con-
firms their crucial importance in predicting corporate credit ratings. In contrast, no
significant differences were found between the performances on all indicators and those
on financial indicators (without textual indicators). However, the performance of the
best classifiers (Naïve Bayesian network and Random Forest) decreased without using
textual indicators, suggesting a limited information hidden in the text of corporate
annual reports.

Table 5. Settings of machine learning methods.

Method Parameters and their values

Naïve Bayesian
network

Hill climbing algorithm (no. of parents = {1, 2})
K2 (no. of parents = {1, 2})
Genetic algorithm (descendant population size = 10, population of
network structures = 5, and no. of generations = 10)
Simulated annealing (start temperature = 10, decreasing factor
delta = 0.999, and no. of iterations = 10000)

C4.5 Minimum no. of instances per leaf = 2, and confidence factor for
pruning = 0.25

Random Forest Maximum depth of trees unlimited, no. of trees to be generated = {100,
200, 400}, and no. of variables randomly sampled as candidates at each
split = log2(#predictors) + 1

SMO Complexity parameter C = {20, 21, 22, …, 25}, polynomial kernel
function with exponent = {1, 2}, RBF kernel function with
gamma = 0.01

MLP Neurons in hidden layer = {22, 23, 24}, learning rate = 0.1, and no. of
iterations = 500

Logistic
regression

Broyden–Fletcher–Goldfarb–Shanno learning algorithm

k-nearest
neighbor

k = {3, 5} neighbors
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In Table 8, the probability distributions are presented for the input variables (note
that only average values are shown across 10-fold cross-validation). The probabilities
were merged to two values (> value/� value) where more than two nodes were
present for a variable. For example, ROE � 0.128 is a “red flag” value, indicating the
presence of a low credit quality (P = 1−0.82 = 0.18 for AAA class, …, P = 0.77 for
CCC class and P = 0.57 for CC class). Low rating classes (in this case BB, …, CC) are
also known as non-investment rating classes. In fact, Table 8 indicates a strong change
in probability distributions for this category of rating classes. Notably, the probability
of non-investment rating class sharply increases for Revenues � 8675, EPS � 1.47,
High/Low > 0.416, PR � 0.168, dividend yield � 0.008, financial restructur-
ing � 0.022 and domestic market difficulties > −0.010. Smaller changes can be
observed inside the investment (AAA, …, BBB) and non-investment rating classes,
respectively.

Table 6. Classification performance in terms of average ROC.

Method Mean ± St.Dev. t-value (p-value)

Naïve Bayesian network 0.9237 ± 0.0751
C4.5 0.6051 ± 0.2428 6.889 (0.000)a

Random Forest 0.9252 ± 0.1747 −0.419 (0.676)
SMO 0.8702 ± 0.2240 1.663 (0.100)
MLP 0.8754 ± 0.2086 1.642 (0.105)
Logistic regression 0.8174 ± 0.3005 2.280 (0.025)a

k-nearest neighbor 0.6204 ± 0.2183 8.653 (0.000)a

Legend: asignificantly worse than Naïve Bayesian network with
all indicators at p = 0.05 using Student’s paired t-test.

Table 7. Classification performance in terms of ROC (Mean ± St.Dev.) for datasets without
financial and textual indicators.

Method Without financial Without textual

Naïve Bayesian network 0.7284 ± 0.2208a 0.9221 ± 0.0653
C4.5 0.5674 ± 0.2458a 0.6365 ± 0.2634a

Random Forest 0.6543 ± 0.2832a 0.9188 ± 0.1895
SMO 0.8621 ± 0.0912 0.8691 ± 0.2266
MLP 0.7608 ± 0.3614a 0.9107 ± 0.0912
Logistic regression 0.9066 ± 0.2090 0.9207 ± 0.0679
k-nearest neighbor 0.4929 ± 0.0100a 0.7455 ± 0.2528a

Legend: asignificantly worse than Naïve Bayesian network with all
indicators at p = 0.05 using Student’s paired t-test.
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5 Conclusion

This paper has given an account of and the reasons for the widespread use of textual
analysis in corporate credit rating prediction. Specific topics such as investment and
financial policy seem to be particularly important for credit rating assignment. The
evidence from this study also suggests that capital market participants should pay
attention to unusually low/high values of selected informative indicators.

The purpose of the current study was to design a methodology for extracting topical
content from corporate annual reports. The methodology can also be applied to other
firm-related documents such as earnings press releases, conference calls, news stories,
analyst disclosures, and social media. Potential applications of topical content analysis
include the prediction of future earnings, stock returns, volatility, financial fraud, etc.
However, this study was limited to traditional latent semantic analysis mainly because
we aimed to extract an easy-to-interpret semantic space. Probabilistic topic models, on
the other hand, can be further extended to investigate other linguistic structures. Further
investigation and experimentation into alternative topic models is therefore strongly
recommended. For example, latent dirichlet allocation has recently been applied to
extract topics from corporate press releases [38]. In addition, future studies should deal
with the strong imbalance of credit rating datasets. Finally, to further our research we
are planning to integrate the topic model with sentiment analysis to extract more
informative indicators from firm-related documents.

The experiments in this study were carried out in Statistica 12 and Weka 3.7.13
using the MS Windows 7 operation system.

Acknowledgments. This work was supported by the scientific research project of the Czech
Sciences Foundation Grant No: GA16-19590S and by the grant No. SGS_2016_023 of the
Student Grant Competition.

Table 8. Probability distribution for rating classes.

Variable Value AAA AA A BBB BB B CCC CC

Revenues >8675 0.82 0.79 0.62 0.34 0.08 0.05 0.02 0.14
ROE >0.128 0.82 0.79 0.93 0.62 0.54 0.32 0.23 0.43
MD/TC >0.312 0.18 0.21 0.11 0.36 0.47 0.83 0.77 0.57
EPS >1.47 0.82 0.89 0.89 0.88 0.62 0.38 0.28 0.71
High/Low >0.416 0.18 0.21 0.04 0.18 0.51 0.76 0.81 0.57
3yr stock var. >0.327 0.25 0.35 0.40 0.56 0.86 1.00 0.98 0.88
PR >0.168 0.90 0.72 0.75 0.73 0.31 0.13 0.07 0.17
Dividend yield >0.008 0.90 0.72 0.88 0.80 0.43 0.32 0.33 0.50
Corporate restructuring – – – – – – – – –

Investment policy > −0.009 0.30 0.17 0.43 0.62 0.82 0.89 0.93 0.83
Financial restructuring >0.022 0.30 0.39 0.30 0.37 0.10 0.03 0.07 0.17
Domestic market difficulties > −0.010 0.10 0.39 0.59 0.58 0.72 0.86 0.76 0.83

Legend: – variable not selected as informative in Naïve Bayesian networks.
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Abstract. By law, stock-listed companies must immediately disclose
any information that might influence the valuation of the company in
order to ensure a fair supply of information to all interested parties. How-
ever, laws and regulations do not specify clear requirements regarding the
language used and the exact timing when information may be considered
relevant enough for disclosure. Previous research shows that delaying bad
news provides more time to adjust the language of an announcement in
order to encourage a more optimistic perception. This paper investigates
how the positive or negative character of news content influences the
daily timing of the announcement and how the timing relates to stock
performance. We find that negative messages are slightly longer than
positive ones. In addition, announcements released before trading tend
to have a more positive sentiment than those released during intraday
trading, which may reflect a longer preparation time.

Keywords: Behavioral finance · News sentiment · Publication timing ·
Sentiment analysis

1 Introduction

Financial markets are an integral part of the economy and a driving factor in
boosting economic development. As economic research has revealed, financial
markets are not only highly competitive and volatile, but also driven by behav-
ioral and partly non-rational factors [26]. For instance, Barberis emphasizes that
behavioral anomalies and strategic behavior, such as how to frame and when to
signal information, increasingly influence finance research [19]. He argues that
regulators should update their rules, so that they account for anomalies in the
decision-making process.

In this context, we conduct a case study on the German stock market. In
Germany, stock-listed companies must immediately disclose any information
that might influence the valuation of their company per German regulations
as stated in the Wertpapierhandelsgesetz (WpHG). This legal measure prevents
insider trading and ensures a fair supply of information to all the interested
parties [1]. However, the laws and regulations do not set forth clear require-
ments regarding the exact form, style and timing of the disclosures, which makes
c© Springer International Publishing AG 2017
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the immediate publication a subjective rule open to some degree of flexibility
(e.g. with regard to framing and publication time of the news) within the given
regulatory constraints. Hence, we want to understand how the tone, or sentiment,
of such disclosures relates to the abnormal stock price returns and publication
strategies of stock-listed companies.

Methodologically, we first evaluate which are the main factors affecting the
abnormal return. Then we inspect how sentiment metrics influence publication
frequency. Finally, we analyze the relationship between the sentiment and the
publication time by creating three dependent dummy variables for the different
publication periods: before trading, intraday trading and after trading. We find
that more than two-thirds of the messages are published intraday. We observe
a positive correlation between the sentiment and abnormal return. News, which
are released after trading hours, are significantly longer and marked by a negative
effect of sentiment on abnormal returns.

In the following, Sect. 2 reviews related literature and presents our
hypotheses. Section 3 introduces sentiment analysis and Sect. 4 describes our
dataset, including descriptive statistics. In Sect. 5, we present our results and their
evaluation, which we discuss in Sect. 6. Section 7 concludes with a summary.

2 Related Work and Research Assumptions

In recent years, various research has investigated the disclosure content bias.
This research stream studies when and how companies publish new information,
which is relevant for stock prices.

Bloomfield [22] and Li [14] conclude that companies sugarcoat negative news
by making the content harder to understand and by avoiding the use of nega-
tive words. However, the company may be sued if the delay of the publication
is long enough and the managers’ reputation can suffer in the case of a failure
to disclose news in a timely manner. Using a survey of 401 executives, Graham
et al. [10] disentangle the content of positive and negative news. This study
reveals that delaying bad news leaves more time for analysis regarding the likely
perception, fine-tuning of the wording and mitigating the severity of the con-
tent with the right words. However, companies can enhance their reputation
among analysts and investors by disclosing the bad news faster to assure trans-
parency and accountability to their stakeholders. Kothari et al. [23] use dividend
changes and managerial earnings forecasts to study whether managers withhold
bad news. They find that on average, good news tends to be released quickly into
the market, while managers withhold much of the bad news until its publication
becomes unavoidable.

We acknowledge the vital impact of the timing of financial news publica-
tion and its influence the investor behavior and market returns. Therefore, this
paper studies the relationship between the news sentiment, i.e. the positivity
or negativity of the language used in a stock market disclosure, and the cho-
sen publication time. We expect news related to factually more negative events
(and thus with a lower sentiment) to be published with a delay, the potentially
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damaging information being deferred to a time when markets cannot immedi-
ately react, i.e. most often before or after trading hours. As such news contains
factually negative content, we assume that it is characterized by a higher level
of negative sentiment. In addition, we anticipate that negative disclosures will
contain more words in comparison to the positive news; thus we analyze how
the news length differs between these two categories.

3 News Sentiment Analysis

Sentiment analysis refers to analytical methods that measure the positivity or
negativity of the content of textual data sources [24]. In this way, sentiment
analysis can shed light on how human agents process and respond to the textual
content of news.

Before investigating the differential information processing of news sentiment,
we need to pre-process our news corpus according to the following steps:

1. Tokenization: tokenization splits a text into single word tokens [8,18].
2. Negation inversion: then, we account for negations using a rule-based app-

roach to detect negation scopes and invert the meaning accordingly [5,20].
3. Stop word removal: in a next step, we remove so-called stop words, which are

words without relevance, such as articles and pronouns [13].
4. Stemming: finally, we perform stemming in order to truncate all inflected

words to their stems, using the Porter stemming algorithm.

After completing the pre-processing, we can study the influence of news sen-
timent on financial markets. We pursue a dictionary-based approach, in which
a specific dictionary defines which words have a positive or negative connota-
tion in a certain context (in our case the financial market). Here, we choose the
Net-Optimism metric [6] combined with Henry’s Finance-Specific Dictionary [9],
since this is a common sentiment approach that leads to a robust relationship.
The Net-Optimism metric S(A) is given by the difference between the count
of positive Wpos(A) and negative Wneg(A) words divided by the total count of
words Wtot(A) of an announcement A. We introduce the variable denoting news
sentiment formally by

S(A) =
Wpos(A) − Wneg(A)

Wtot(A)
∈ [−1,+1]. (1)

All sentiment values are standardized, i.e. with a standard deviation of 1 and
a mean of 0, in order to facilitate the understanding and interpretability of the
results.

4 Dataset and Descriptive Statistics

4.1 Regulatory Filings from the German CDAX

We use a dataset that contains regulatory filings, i.e. mandatory news announce-
ments (also referred to as ad hoc filings), published directly by stock-listed com-
panies. Due to German stock market law, these news announcements need to
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be published by qualified issuers to ensure that all market participants have
the same unrestricted access to information. In the German stock market, the
leading news issuing service is DGAP.1 Thus such ad hoc filings are released on
DGAP, among other services. This regulation regarding data collection allows
us to analyze the writing style of the original news items published by the com-
panies under scrutiny.

As the law dictates that the information contained in these regulatory filings
has to be stock-relevant and may not have been previously published through
any other information channel, this dataset is highly suited to the study of
information processing in financial markets. In other words, the information in
the regulatory filings is novel and stock-price-relevant at the same time. This
suggests that we do not observe a reverse causality of abnormal returns on the
linguistic tone or information in a filing and likewise indicates that this dataset
does not face an endogeneity problem with regard to the news content. However,
we do not directly evaluate the causality in the examined relationships.

Our dataset contains 14,427 messages released on the DGAP platform
between May 01, 2004 and June 27, 2011 by companies listed on the German
CDAX index. Figure 1 shows the distribution of the news published within each
hour. As expected, most of the messages are published between 07:00 and 09:00
a.m., shortly after trading hours start, and the frequency of news publication
drops dramatically during the night.
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Fig. 1. Number of published news items by hour

4.2 Announcements Tone Metrics

Our dataset contains the following tone metrics: the sentiment (the net sentiment
variable as defined in Sect. 3), the positivity and the negativity.

Positivity and negativity are represented by the share of positive and negative
words, respectively. We compute these partial sentiment scores with Henry’s
Finance dictionary, which is frequently used in finance research [15].
1 Deutsche Gesellschaft für Ad-hoc Publizität (DGAP). http://www.dgap.de/.

http://www.dgap.de/
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The sentiment variable thus captures the perceived positivity or negativity of
a message. The sentiment metric is based on the difference between the “observed
relative frequency of a word in a positive or negative message and the expected
conditional probability for a word to be in a positive or negative message based on
its general occurrence in the overall corpus” [16]. We focus our attention mainly
on this sentiment metric, since it incorporates and summarizes the net impact
of language.

4.3 Descriptive Statistics and Correlation Analysis

Table 1 shows the descriptive statistics of our relevant variables. The message
length is a straightforward measure and it consists of the total number of words
for each of the news items. On average, the news releases consist of around
323 words each, with a standard deviation of 321, which shows that the mes-
sages vary greatly in length. The shortest message contains only 3 words, while
the longest message contains 11,451 words. The daily abnormal return measure
reflects the deviation of the observed return from the expected return [12,17].
A more negative abnormal return indicates that investors evaluate the informa-
tion in a new disclosure as more negative than expected. The converse also holds
true, with investors evidently judging the information to be more positive than
expected in the case of a positive abnormal return.

Table 1. Descriptive statistics

Statistic Mean St. Dev. Min Max N

Sentiment −0.00 1.00 −7.62 33.38 14,427

Positivity 0.00 1.00 −0.79 14.60 14,427

Negativity 0.00 1.00 −0.48 19.67 14,427

Message Length 323.03 321.81 3 11,451 14,427

Return 0.82 9.03 −81.07 300.00 14,427

Abnormal Return 0.75 9.12 −80.02 311.57 14,427

Log Return 0.38 8.56 −161.05 141.48 14,427

The correlation matrix from Table 2 provides a good understanding of the
relation among the variables and gives insights into the variable selection and
how to check for possible multicollinearity issues.

We see that positivity and negativity are positively correlated with message
length. The same matrix shows the relation between different market controls, a
considerable correlation between abnormal return, market volume and the price-
to-book ratio. We address this issue and check for potential multicollinearity by
computing Variance Inflation Factors (VIF) for our regressions. VIF values for all
our variables of interest are smaller than 1.9. Thus, no multicollinearity concerns
exist.
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Table 2. Correlation matrix

Sentiment Positivity Negativity Message length Hour AR ln(MV) ln(PtB)

Sentiment 1

Positivity 0.153 1

Negativity −0.201 0.462 1

Message length −0.129 0.651 0.655 1

Hour −0.077 −0.240 −0.107 −0.137 1

AR 0.070 0.015 −0.063 0.0004 −0.009 1

ln(MV) 0.058 0.009 −0.058 0.001 −0.018 0.818 1

ln(PtB) 0.067 0.015 −0.064 0.001 −0.012 0.949 0.796 1

Alpha 0.014 0.013 −0.009 0.020 −0.016 −0.156 −0.014 −0.020

4.4 Message Length and Sentiment

Our hypothesis is that negative events require more time for analysis, which
can then be used to downplay the full magnitude of the bad news with an
excess of words. Such a relativization of negative events can be achieved through
additional and unnecessary explanation of the events. We compare the aver-
age length of positive and negative messages. The means are computed for all
14,427 news in the sample. The null hypothesis for the one–sided test is: H0:
|Positivity| ≤ |Negativity|.

Messages with a negative sentiment contain an average of 328 words, while
the positive counterparts contain 318 words, a decrease of 3.05%. The difference
is statistically significant at the 5% level. This result provides a first insight into
the differing structure of the messages depending on their return direction.

4.5 Analysis of Sentiment for Different Trading Windows

We are interested in seeing the aggregate effect of news publication time dur-
ing intraday, before trading and after trading hours and perform a comparison
between them. The intraday group includes news published between 09:00 and
17:30, after trading – between 17:30 and 00:00, while before trading comprises
messages published from midnight until 09:00. We use the working hours as
stated on the official website of Xetra2, since it is a common trading platform.

As Table 3 reveals, the abnormal returns are highest when companies release
their ad hoc news intraday. Ad hoc news disclosed before trading hours are
characterized by a more positive sentiment value, but are linked to the lowest
abnormal returns across the three different observation periods. The messages
published after closing hours tend to have a lower sentiment value compared
to those published intraday. As expected, 67% of the disclosures are published
during the working day, while the other two categories share 15% and 18% of
the total news. In summary, these descriptive statistics are an early indication
that companies tend to publish ad hoc news containing less favorable factual

2 http://www.xetra.com/xetra-de/handel/handelsinformationen/handelszeiten/.

http://www.xetra.com/xetra-de/handel/handelsinformationen/handelszeiten/
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Table 3. Tonality value before trading, intraday and after trading

Time frame Sentiment Abnormal return N

1 Before trading 0.1716 0.1321 2, 144

2 Intraday −0.0204 0.4910 9, 631

3 After trading −0.0648 0.1977 2, 652

information (and thus leading to lower abnormal returns) before and after trad-
ing. In particular, we observe a higher sentiment score for news released before
trading.

5 Results

5.1 Analytical Framework

This research sheds light on how the language tone, or sentiment, relates to the
abnormal return and the time at which stock-listed companies publish new dis-
closures. First, we will look at the main factors that affect the abnormal return,
and then inspect how publication frequency is influenced by our sentiment
metrics with

yt = βXt + γ Ct + εt, (2)

where y is the dependent variable, X is a vector of independent variables used
subsequently: the sentiment metrics and the message length, and C includes a
set of control variables for the market volume, price-to-book values, cumulative
abnormal returns and active returns on the investment.

Finally, we will analyze the impact of publication time on sentiment values by
creating three dependent dummy variables for the following categories: before
trading, intraday and after trading. We employ logit regressions in order to
compute the probability that a message is published at a certain interval given
the sentiment values with

P (yt = 1|xt) = Λ(βXt + γ Ct + εt) (3)

5.2 Influencing Factors of Abnormal Returns

We will use a set of linear regressions with different sentiment metrics in order to
understand the relation between the abnormal return and the sentiment values.
The dependent variable for Eq. 2 is the abnormal return as defined by [21], to
reflect the unexpected stock price reaction on the day the news is emitted.

The stock prices are positively skewed, as a non-linear relationship exists
between the independent and dependent variables. In order to improve our mea-
sure, we will use abnormal log-returns. Taking the log of the dependent variables
normalizes the distribution [4].
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Table 4. Comparison of sentiment measures for prediction of abnormal log return

(1) (2) (3) (4) (5)

Tonality 0.187∗∗∗ 0.159∗∗∗

(0.050) (0.050)

Negativity −0.075∗∗ −0.118∗∗

(0.030) (0.051)

Positivity 0.087∗∗∗ 0.081∗∗∗

(0.025) (0.026)

Message length 0.00003 0.0002

(0.0001) (0.0001)

ln(Market volume) 12.819 12.827 12.847 12.842 12.805

(9.219) (9.241) (9.243) (9.246) (9.209)

ln(Price to book) 71.656∗∗∗ 71.734∗∗∗ 71.754∗∗∗ 71.772∗∗∗ 71.594∗∗∗

(11.674) (11.690) (11.685) (11.689) (11.676)

Alpha −0.942∗∗∗ −0.940∗∗∗ −0.942∗∗∗ −0.940∗∗∗ −0.946∗∗∗

(0.055) (0.055) (0.055) (0.055) (0.055)

CAR 0.004 0.004 0.004 0.004 0.004

(0.010) (0.010) (0.010) (0.010) (0.010)

Constant −0.265∗∗∗ −0.265∗∗∗ −0.266∗∗∗ −0.277∗∗∗ −0.320∗∗∗

(0.037) (0.037) (0.037) (0.049) (0.051)

Observations 13,914 13,914 13,914 13,914 13,914

R2 0.836 0.836 0.836 0.835 0.836

Adjusted R2 0.836 0.835 0.835 0.835 0.836

Notes: ∗∗∗, ∗∗, and ∗ denote significance at the 1, 5, and 10 percent level.
The robust standard errors are clustered at firm level.

Table 4 reports the results obtained when the abnormal log-return is the
dependent variable. We closely follow Tetlock [25] in choosing control variables,
which originate from the Fama-French model and its extensions [3,7,11]. Column
(5) reveals the results of our regression when including all sentiment measures.
The effect directions of all sentiment measures are as expected and statistically
significant. The sentiment variable has a coefficient size of 0.159 (significant at
the 1% level), the negativity variable has a coefficient size of −0.118 (signifi-
cant at the 5% level) and the positivity variable has a coefficient size of 0.081
(significant at the 1% level). The message length is not statistically significant.

The effect size of negativity on the abnormal log-return is larger than the
effect size of positivity. Thus investors react more strongly to a shift towards
negative rather than positive sentiment. This is consistent with Tetlock et al.
[24], who finds that negativity has a stronger correlation with stock returns than
positivity.
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Table 5. OLS regressions for prediction of publication frequency

(1) (2) (3) (4) (5)

Sentiment −1.543∗ −1.414∗∗

(0.833) (0.656)

Negativity 1.041 0.576

(0.640) (0.765)

Positivity −0.171 −0.124

(0.433) (0.566)

ALR 0.013 0.056

(0.035) (0.041)

ln(Market volume) 0.853 0.244 0.027 −0.498 −1.357

(2.323) (1.816) (1.697) (2.248) (1.960)

ln(Price to book) −3.681∗∗ −3.417∗∗ −3.719∗∗ −4.076∗∗ −5.220∗∗

(1.820) (1.588) (1.702) (1.762) (2.365)

Alpha 7.178∗∗∗ 7.070∗∗∗ 7.026∗∗∗ 7.028∗∗∗ 7.207∗∗∗

(1.122) (1.065) (1.051) (1.046) (1.135)

Observations 2,055 2,055 2,055 2,055 2,055

R2 0.001 0.0002 0.0001 0.0001 0.001

Adjusted R2 0.000 l0.000 l0.000 0.000 0.000

Notes: ∗∗∗, ∗∗, and ∗ denote significance at the 1, 5, and 10 percent level. The
robust standard errors are clustered at firm level.

5.3 News Sentiment and Publication Frequency

Next, we want to study whether news sentiment and the frequency with which
a company publishes ad hoc disclosures are related. We use OLS regression to
estimate the model, but we change the data structure, the level of observation
and both the dependent and explanatory variables:

yit = βXit + γ Ct + εit, (4)

where i denotes company code and t is the year of the publication. We have 492
firms and 8 unknown values for the companies in the current dataset and we
span the period of May 2004–June 2011. Publication frequency is our dependent
variable and it is defined as the number of news-items-per-year released by every
company. The vector C contains additional covariates, namely abnormal log
return, market volume, price-to-book and alpha value.

The results in Table 5 suggest that companies with a more positive tone publish
fewer ad hoc announcements. In other words, a one standard deviation increase in
the tone leads, on average, to −1.414 fewer announcements per year, significant at
the 5% level. Interestingly, companies with a higher price-to-book value, i.e. those
which have a rather high valuation, communicate less often via announcements,
significant at the 5%level. While we find significant relationships, this model has



Say It at the Right Time: Publication Time of Financial News 71

to be treated with particular caution, as the R2 leans towards 0. Hence, the model
does only poorly explain the dependent variable.

5.4 News Sentiment and Publication Timing

After uncovering the relationship between the tone of the news and the stock per-
formance, as well as the publication frequency, we examine the daily timing of
disclosures. We use the econometric model from Eq. 2, in which the dependent
variables are before trading, intraday and after trading. They are indicator vari-
ables equal to one if the news was emitted during that time and zero otherwise.
The vector of control variables C comprises market volume, price-to-book and
abnormal log return. We exclude the cumulative abnormal return and the market
alpha from our analysis, since their results were not statistically significant and we
prefer to have a more parsimonious model. The results are presented in Table 6.

Table 6. Logit regressions for different publication time intervals

Before Trading Intraday After Trading

(1) (2) (3)

Sentiment 0.131∗∗∗ −0.040∗∗ 0.006

(0.025) (0.019) (0.024)

Negativity 0.063∗∗ −0.026 −0.010

(0.028) (0.024) (0.034)

Positivity 0.588∗∗∗ −0.212∗∗∗ −0.468∗∗∗

(0.029) (0.025) (0.042)

Message length −0.0003∗∗∗ 0.0001 0.0003∗∗∗

(0.0001) (0.0001) (0.0001)

ln(Market volume) −0.082 0.480 −0.876

(0.473) (0.480) (0.868)

ln(Price to book) 0.719 −0.076 −0.498

(0.603) (0.551) (0.850)

ln(Abnormal return) −0.013∗∗ 0.002 0.011

(0.006) (0.005) (0.008)

Constant −1.735∗∗∗ 0.670∗∗∗ −1.641∗∗∗s

(0.044) (0.034) (0.044)

Observatiosns 13,949 13,949 13,949

Log Likelihood −5,499 −8,796 -6,535

AIC 11,015 17,609 13,087

Notes: ∗∗∗, ∗∗, and ∗ denote significance at the 0.1, 1, and 5 percent
level. The robust standard errors are clustered at firm level.

News released before trading are significantly more likely to have a more pos-
itive sentiment and a higher degree of positivity. The messages published before
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09:00 are shorter at statistically significant levels. Disclosures published before
trading are also characterized by a lower degree of negativity (significant at the
1% level). This might suggest that negative news from the previous day that were
not all published before midnight and are actually partly only released before
the trading hours, so that the releasing company has enough time to prettify
them. This is in line with the findings of Graham et al. [10], who conclude that
delaying the release of bad news leaves more time for analysis and communicat-
ing the content with the right words, i.e. a better tone. However, the abnormal
log return shows a negative relation with the news released before trading, which
might suggest that prettifying the news is not effective and investors are hardly
tricked.

On average, intraday releases have lower sentiment and are inversely related
to positivity. Such messages seem to appear shortly after the events in question
and with a lower sentiment. There is no statistically significant relation between
the intraday publication time and abnormal returns.

In the after trading period, between 18:00 and midnight, we observe a reduced
usage of language positivity and an increased text length (both statistically
significant at the 0.1% level). These findings might indicate that companies are
using more words to describe certain less advantageous facts, which, on average,
are less positive and thus less suitable for the deployment of positive language.

Previous research has investigated the motivation for publishing bad news
in the evening. Botosan and Plumlee [2] argue that publishing bad news in the
evening could lead to decreased volatility, since investors have more time to
analyze the news and reflect on its content. Also, disclosing bad news on the
same day decreases the probability of a lawsuit and can increase the company’s
reputation in recognition of its high transparency and accurate reporting [10].

6 Discussion

As our results reveal, disclosures, which are published before the markets open
have a higher sentiment than those disclosures which are published during the
day. At the same time, the abnormal returns are higher following a publication
of a new disclosure during the day (0.491 percent) than before trading (0.132
percent) or after trading (0.198 percent). The publication of disclosures intraday
leads to a more positive market reaction, although their content comes at a lower
sentiment on average. This suggests that companies tend to phrase information
in pre-trading disclosures in a more positive manner than in their intraday dis-
closures. This might be due to a strategic effort by stock-listed companies to
prettify the language in order to soften the blow of negative information. How-
ever, with the given data, we cannot further validate or substantiate this finding,
as we cannot make any judgment about the existence and direction of causality
between the informational or sentiment content and the disclosure timing.
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7 Conclusion

We investigate the role of positive and negative words, as well as the overall sen-
timent, in financial disclosures published by stock-listed companies. We measure
the different sentiment measures by relying on a dictionary-based sentiment app-
roach. This paper focuses on how the different sentiment variables relate to the
stock performance, disclosure frequency and the timing of mandatory financial
disclosures, German ad hoc announcements.

We find that negative messages are slightly longer in comparison to positive
ones. The difference is statistically significant at the 5% level. Our OLS regres-
sions show that overall sentiment has the strongest relation to the abnormal log
return. Negativity and positivity show the expected correlation direction relative
to the stock performance. The former decreases the abnormal log return, while
positivity has a positive effect on abnormal returns. In addition, we observe larger
abnormal returns following disclosures published during trading hours, despite
the fact that they have a lower sentiment on average than those disclosures,
which are published before or after trading.

This study cannot conclude that delaying news is related to higher stock
returns, but we show that sentiment is an important indicator for the abnormal
log return. One avenue for future research would be to employ quantile regres-
sions in order to study potentially heterogeneous effects on different parts of the
distribution.
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Abstract. FinTech, the phenomenon which spans over the areas of information
technologies and financial innovation, is currently on the rise and is gaining
more and more attention from practitioners, investors and researchers. FinTech
is broadly discussed by the media, which constitutes its understanding and
represents social opinion, however, this perception of FinTech should be sup-
ported by empirical evidences. Therefore, we examine five Swiss FinTech
companies through the lens of the conceptual framework of understanding of
FinTech and its dimensions and, by doing so, analyze the nature of FinTech
innovations. Thereby, we extend the understanding of FinTech and provide a
fruitful soil for further research in this area.

Keywords: FinTech � Financial innovation � Digital innovation � Disruption �
Business model � Blockchain

1 Introduction

Classical banking has undergone considerable changes in the last decades and currently
is facing the new era of digitalization. Digital technologies interfere almost each part of
the banking business: from private banking to investment banking, from treasury to risk
management. However, the digital technologies create value not only in the banking
sector, but rather stretch along all the possible fields of financial sector. FinTech, which
originates from the intersection of technology and finance, represents this intrusion of
the digital technologies into the businesses enabling the latter to innovate. Although,
the digital technology itself does not provide any advantage alone, but rather, combined
with other available resources (e.g., organizational, environmental, strategical), it can
create business value.

In this paper, based on the example of a few FinTech companies, we examine three
steps of FinTech transformation and, by doing so, validate the conceptual framework of
FinTech, proposed in [1]. This framework represents and synthesizes the social opinion
on the understanding of FinTech phenomenon and, therefore, gives us the starting point to
explore it empirically. In particular, we analyze five important and quite successful
players on the Swiss Fintech market. First, we focus on the triggers which motivate
FinTech innovation in financial services, namely the combination of a technology, an
organization, and investments. Second, we look closer at the transformation which this
innovation performs. Third, we explore how such transformation affects FinTech
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services, products, business processes and business models. To do that, we analyze
different kinds of sources (official websites of the companies, industrial reports and
studies, newspaper articles, presentations and researchers’ notesmade during conferences
for practitioners) and extract the information to each of the dimensions, discussed above.

The contribution of this paper is mainly targeted at practitioners in the field of
digital and financial innovations, who would like to examine the empirical evidences of
FinTech transformation on the example of the Swiss financial market. However, it also
brings value to the researchers, who lack knowledge on the area of FinTech. To do that,
we empirically validate the conceptual framework of understanding of FinTech, pre-
sented in [1], and discuss it from the perspective of practical applications. Here, we
explore, if and how the building blocks, constituting the framework, are reflected in
practice. Additionally, we argue if the conceptual framework can be used for identi-
fying successful FinTech companies and projects. By doing so, we extend the scientific
literature on FinTech and, therefore, contribute to innovation literature.

The remainder of the paper is organized as follows. In the related work we present
the conceptual framework of FinTech from the perception of the popular media, used
for the analysis, and discuss its dimensions (input, mechanisms and output) in more
detail. The section “Snapshots of the Studied Companies” introduces the analyzed
Swiss FinTech companies from 5 different areas of FinTech and syntheses the infor-
mation in relation to the framework. Thereafter, we come to the findings of this study,
where we discuss standing out features of the companies, their challenges and
opportunities and role on the Swiss FinTech arena. This brings us to the conclusion of
the paper, which admits the limitations of this study, but also highlights further research
possibilities.

2 Related Work

The objective of this work is to validate the conceptual framework of understanding of
FinTech on the practical examples of the five Swiss companies, operating in five
different fields within FinTech. Therefore, in this chapter we will introduce the reader
to the notion “FinTech”, existing literature and the framework, which presents how
FinTech is perceived by the popular media, and present the FinTech areas, where the
studied Swiss companies come from.

Due to its novelty, the hyped phenomenon of FinTech itself is rather underrepre-
sented in the Information Systems (IS) research. A keyword search for “fintech” in the
AIS Electronic Library yields 11 hits (last accessed on 01.09.2016), which focus not on
the phenomenon itself, but rather mention it in the context of “financial technology”
once or twice (except for the paper published in 2004, where the name “Fintech” was
related to the company, which published the cited report). Although, the scientific
definition, which common to be used in IS research, is still missing as well as the
unified concept of FinTech phenomenon.

In order to shed the light onto the phenomenon, in [1] the authors analyze more
than 800 articles coming from the leading newspaper outlets, which are a representative
of socially constructed opinion, and make the following conclusions. According to this
study, FinTech is perceived as the process of transformation which lies on the
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intersection of financial and digital innovations and triggered by three elements, namely
the underlying technology, organizational body and incoming investment. Such trig-
gers, or enablers, are the mechanism for fostering the FinTech innovation. By the
transformation four functions are meant: creation/change/improvement, disruption,
application of IT to finance, creation of competition. They represent the actual pro-
cesses which leads to the third dimension – the outcomes of such transformation. The
result of this transformation produces new services/products/processes/business mod-
els. Figure 1 illustrates the conceptual framework. Further, we will introduce some of
the concepts relating to the building blocks of the framework which may seem
ambiguous and, therefore, mislead the reader. In our study we relate “create OR change
OR improve” applied to the output dimension, namely services, products, processes
and business models. We consider the disruption function of FinTech through the light
of a disruptive technology, which is defined as “a technology that changes the bases of
competition by changing the performance metrics along which firms compete” [2]. By
the application of IT to finance we relate to the use of the “incoming” technologies (for
example, blockchain) to the financial scenarios. Furthermore, the creation of compe-
tition is necessary for FinTech in a way, that innovating FinTech companies attract
attention and trigger reaction among their competitors [3].

However, the proposed framework does not reflect the actual behavior of FinTech
companies and thus needs to be validated in practice or even extended. The reason for
that may come from the nature of the evolvement of the framework, as it mainly
presents the understanding of the notion “FinTech” through the popular media and is
rather a reflection of the actual phenomenon [1]. Therefore, it is important to deepen
this research and examine examples of FinTech transformation in “the real world”.

Fig. 1. Visual representation of the integral definition of FinTech [1]
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3 Snapshots of the Studied Companies

In this section we provide an overview of five Swiss FinTech companies and explore
them through the lens of the conceptual framework, discussed above. As far as the
framework suggests three dimensions of the FinTech transformation – namely the
input, mechanisms and output – we look at the companies with the special focus on
these three dimensions. The companies come from five different areas of FinTech in the
order they appear in this section: peer-to-peer lending, payments, insurance, finance
management and blockchain. Tables 1 and 2 synthesize the reflection of the conceptual
framework in the studied companies and are followed by the extensive description.

3.1 CreditGate24

CreditGate24, founded in 2014, connects borrowers with private and institutional
investors through its highly automated direct-lending online platform [4]. The company
operates on the national level.

Table 1. Five Swiss FinTech companies through the prism of the conceptual framework (input)

Input

Technology Organization Money flow
Year Location Market Type

CreditGate24 -
Crowdlending
platform
- Automated
credit scoring
system

2014 Zurich B2B
National

Independent
company

Not available

Twint Digital wallet
in an app

2014 Bern B2B & B2C
National

Subsidiary Funded by
PostFinance

Knip Digital
insurance
broker in an
app

2013 Zurich B2B & B2C
International

Independent
company

- Funded by
venture
capitalists
- The most
funded FinTech
company in
Switzerland

Contovista Software for
personal
finance
management

2013 Zurich B2B
National

Startup Funded by
large financial
service and
software
providers

Ethereum Blockchain
platform

2015 Zug Non-profit Foundation Funded through
crowdfunding
campaign
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Technology. The peer-to-peer lending platform allows to perform credit check based
on classic credit assessment methods, big data analytics, the insurance and the soli-
darity arrangements [4].

Organization. CreditGate24 (Schweiz) AG is an independent Swiss company. The
company is regulated by VQF (The Financial Services Standards Association), what
indicates that the services are compliant with regulatory standards [4].

Money flow. Information on the investments, pouring into the company, is not
available in the open sources, however, it is known that the company is not considered
to be a startup, but works independently.

Creation/change/improvement. The company provides low-cost services and trans-
parent fees, attractive interest rates (credit history and reliability of the borrower
influences his/her rating; the better the rating is, the more attractive the interest rates
are). Furthermore, the settlement process occurs online, flexibly and quickly, as both
lenders and borrowers do not have to come to the branch offices, but communicate
through the platform [5]. Therefore, we conclude that the company improve the costs of
the service for the customers as well as it changes the process of handling the
settlements.

Disruption. The disruptive function of the CreditGate24 innovation is presented by
replacing the intermediary like a bank as a lender or investment advisor and bringing
borrowers and investors together. Moreover, the platform allows to avoid going to the
bank’s office to arrange the credit settlement, but to perform all the activities online.
However, Swiss banks are looking for space for cooperation. For example,
Hypothekarbank Lenzburg, which before has not offered private loans, announced its
cooperation with CreditGate24 in order to extend their offer [6].

Application of IT in finance. The company offers an online platform, which means
there is no office, where the clients would come to, but on top of that the credit scoring
system, integrated into the platform, is automated and uses methods from big data
analytics. For example, it utilizes the data from the social networks to verify the
information about borrowers and investors.

Creation of Competition. CreditGate24 is one of more than 40 peer-to-peer lending
platforms in Switzerland and is considered to be one of Europe’s top 11 the most
important platforms [7]. The management’s ambitions are to become the largest
lending platform in Switzerland [5], what means struggling with high competition on
the market of crowdlending platforms. Among current competitors in Switzerland are
Cashare – another crowdfunding platform – or Migros Bank as classic financial service
provider with low interest rates on its loans [8].

Output. CreditGate24 is not a bank but a broker, therefore, the output of its business is
providing the service which is used by both parties – investors and borrowers.
Moreover, the company also changes the process of lending and investing money –

switching from classical visit of an office in a bank to automatized online settlement.
However, the provided platform (and the lending business itself) is strongly dependent
on the matter of trust, this is where the banks bring still more advantage [8].
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3.2 Twint

Twint AG, founded in 2014, is aimed at providing digital wallet service for use in
Switzerland [9]. Twint targets both private and business customers on a national level.

Technology. For private clients Twint provides a mobile application, which allows its
users to pay cashless in shops (both online and offline) and to transfer money between
Twint-users [9]. For business clients Twint provides “Twint Beacon”, which allows to
settle the payment via Bluetooth (the beacon is a Bluetooth sender, which allows to pay
cashless at the cashier; the beacon sends a number, which identifies the shop and the
cashier, at which a client is standing [10]), and an application for business clients.
Furthermore, business clients can start their marketing campaign, in which they can
issue digital coupons and stamp cards [9].

Organization. Twint AG is a 100% subsidiary of PostFinance, a large Swiss financial
service provider. The CEO of Twint is a member of PostFinance Executive Committee,
whereas the chairman of Twint is the PostFinance CEO [10].

Money flow. Though the information on the investments is not available online, but as
far as the company fully belongs to the PostFinance, we can assume, that the company
was fully funded by its elder brother PostFinance, which in its turn is a subsidiary of
the Swiss Post.

Creation/change/improvement. According to [10], the advantage which Twint
brings is twofold: for business customers and for private app-users. For business
customers the improvements are the following: the price of a transaction is lower for all
sales channels (web-payments, cashier, app), mobile marketing channel at hand, easy
and low-cost set-up. For private customers: easy and quick payments with the app (no
credit card needed), expenses management in the app (overview of expenditures),
loyalty programs and offers from the partners (coupons, digital stamp cards), no
additional costs.

Disruption. The disruptive character of the service, provided by Twint, is presented by
replacing credit card payments with payments via smartphone, from the one hand.
From the other hand, it allows business customers to process payments cheaper, faster
and easier, but also to perform their marketing strategy using Twint.

Application of IT in finance. In case of Twint, the area of payments is exposed to the
transformation, where the app for digital wallet is introduced. The payment can be
settled through the “Twint Beacon” (which communicates with the cashier via Blue-
tooth), numeric token or QR-code.

Creation of Competition. Twint is one of the most important players in the area of
digital payments in Switzerland (competing with Paymit, TawiPay, CashSentinel [11]).
However, Twint claimed that the payment platform will be united with Paymit, inte-
grating the best features from both into one solution [12]. On top of that, surprisingly,
the PostFinance launches the competitor to their own product within the enterprise – an
app which allows to pay using NFC-function [13].
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Output. As an output, Twint creates a new service of payments for its private clients,
but also opens a new channel for the marketing strategy for business clients.

3.3 Knip

Knip AG, founded in 2013, is a mobile insurance broker, which allows its users to
compare tariffs and services from different companies [14]. Knip operates in
Switzerland starting from 2013 and in Germany starting from 2015. Knip partners with
insurance companies, whose offers are presented in the app.

Technology. Knip provides an app of the same name, which shows available insur-
ance contracts, polices and offers. The technology is supported by human interaction in
the way that insurance experts provides advice on security and tariffs online in chat or
by phone [15]. The app is available for iOS- and Android users.

Organization. Knip AG currently has more than 100 employees, distributed in Europe
(Switzerland, Germany and Serbia). The company is registered with IHK, the German
Chamber of Industry & Commerce, and certified by TÜV, the German Technical
Inspection Agency [16].

Money flow. As a startup, Knip was funded by venture capitalists from the U.S.,
Switzerland,Netherlands,Germany.By theendof theyear 2015, itwas announced that the
company got the largest amount of investments on the FinTech arena in Switzerland [17].

Creation/change/improvement. The client gets an overview of his/her insurances, on
top of that the client receives an advisory service for free, provided by “Knippers”
through any channel (phone, email, online chat) [18]. Therefore, the service for the end
customer is for free. Business customers (insurance companies, partnering with Knip)
get one more sales channel in their turn. Therefore, the company creates the new service
of accessing his/her insurance data and changes the channel for accessing this data.

Disruption. Though Knip is very successful among its competitors, its disruptive
effect is doubtful, as the app is new, but its business model is not. The questions of
transparency of the service and data security still remain open [19]. However, we
should admit that the possibility to replace insurance brokers with an app exists.

Application of IT in finance. Although we consider Knip to belong to FinTech
companies, it becomes more obvious that insurance startups are getting their own area
of “tech” – InsurTech [20]. In case of Knip, the created app is applied to the area of
insurance management.

Creation of Competition. In 2015 Knip got the 29th place in the FinTech 100 rating,
created by KPMG and H2 Ventures, presenting the most successful and innovative
startups in the area of FinTech. Concerning the local competition among startups, Knip
remains a leader on the Swiss market in insurance management services, however,
more and more startups appear trying to beat it (see Esurance, for example).

Output. Knip creates a service, which allows for cheaper (free, in fact) and easier
(available through the app on a smartphone) service of insurance management.
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3.4 Contovista

Contovista, founded in 2013, is a startup which created a software for personal finance
management, which can be integrated into online banking [21]. The company targets
B2B national market. The proposed solution has become known through the partner-
ship with Zurcher Kantonalbank, the largest cantonal bank and the fourth largest bank
in Switzerland [22].

Technology. The software, created by Contovista, is a personal finance manager,
which automatically analyses and categorizes the expenses and income of a user. The
software can be integrated into the solutions for online banking.

Organization. The company has 15 employees [23]. In the early 2016 the Aduno
Group, Swiss expert in cashless payments, acquired 14 percent holding in Contovista
and represented in Board of Directors [24].

Money flow. Contovista attracted considerable investments from the Aduno Group,
large financial service provider [24], and the largest Swiss banking software providers,
Avaloq and Finnova [21], which helped the company to boost.

Creation/change/improvement. Though the solution, created by Contovista, is not
revolutionary, the benefit it brings to the customers is saving costs on in-house pro-
gramming of the software [21]. Therefore, we conclude Contovista’s solution as the
creation of a new product.

Disruption. Although the software, proposed by Contovista, is not disruptive itself,
the practice shows that only a few banks (UBS and PostFinance) developed such
solution for their online banking service [21]. In this sense, we can conclude, that
Contovista rather fills the gap, than disrupt the existing solutions.

Application of IT in finance. The application of IT in finance in case of Contovista is
straight-forward: the provided software (IT) operates in the area of personal finance
management and is implemented in the banking sector, which has direct relation to
finance.

Creation of Competition. Contovista successfully competes among other FinTech
startups: It entered 100 best Swiss FinTech startups, taking the 26th place [25].
However, the market of direct competitors with similar solutions is not diverse. The
main competitor on the Swiss arena is Qontis, which also targets private clients [21].

Output. Contovista creates a product, the personal finance management software,
which can be integrated in online banking service. This product is solely targeted on
business customers, primarily banks.

3.5 Ethereum

Ethereum is a decentralized open-source platform that runs smart contracts, automated
applications that run exactly as programmed on a custom built blockchain [26]. The
Ethereum blockchain was launched in July 2015.
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Technology. Smart contracts are programs that store their state on the public blockchain.
These smart contracts (basically, lines of code) are written in Solidity, JavaScript-like
programming language for developing smart contracts, which is compiled to bytecode,
executable on Ethereum Virtual Machine [27]. Ether is a kind of fuel for operating the
network, which clients pay to the machines to execute the transactions [28].

Organization. The platform is created by the non-profit Swiss-based Ethereum
Foundation, whose mission is “to promote and support research, development and
education to bring decentralized protocols and tools to the world that empower
developers to produce next generation decentralized applications (dapps), and together
build a more globally accessible, more free and more trustworthy Internet” [29].

Money flow. The Ethereum Foundation got funded (15 Million Swiss Francs) through
the crowdfunding campaign in 2014 [29, 30] and became the second most successful
crowdfunding project [31].

Creation/change/improvement. Ethereum enables secure and networked computing.
It means there is no central authority, the network of computers does not require any
trust from its participants, as the system regulates itself [30]. If to speak about appli-
cations of Ethereum in the financial area, Ethereum apps provide the possibility to
execute financial transactions faster than in existing systems. Furthermore, smart
contracts are well-suited for those kinds of transactions that involve interactions of
counterparties (which in their turn require higher level of trust and lower risks, e.g.,
loan/debt payments). It means that the inter-banking activities can be improved the
most [30], as the ones which require high level of trust by their nature and, therefore,
the trustless architecture of the blockchain technology can be advantageous.

Disruption. Ethereum itself is not disruptive, however, the technology and the idea
which run behind smart contracts, built on Ethereum, are. Money transfer without a
bank, which coordinates and reduces risks of fraud; or bets without a betting shop – the
removing of a central authority becomes possible with Ethereum [30].

Application of IT in finance. The applications of Ethereum platform go far beyond
financial area, even though it currently remains the most attractive one (for example,
crowdfunding campaigns run on Ethereum) [32]. Smart contracts may be used
whenever their business logic allows to be transferred into code (existing examples
include decentralized music streaming or observation of the voting [32]).

Creation of Competition. Ethereum is recognized to be the largest competitor with
BitCoin, cryptocurrency running on blockchain. However, Ethereum is rather a creator
of competition, than a competitor by itself. More and more startups are born on the idea
of Ethereum and its smart contracts, more and more of existing ones try to utilize smart
contracts for their business needs.

Output. Ethereum is not a service, but rather an enabler of a new business model and a
process. There are startups utilizing the platform for creating new services and prod-
ucts, or using the technology in the existing businesses [33]. However, also IT giants
IBM (bringing blockchain to Internet of Things) and Microsoft (with blockchain-based
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cloud service) approached Ethereum playing around with the technology and trying to
integrate it in their businesses [30].

4 Findings

The purpose of this study is to examine the conceptual framework of the perception of
FinTech, proposed by [1], from an empirical perspective. In this section we discuss
obtained results, make conclusions and highlight the special outstanding features of the
studied companies, observed in the data, in relation to the building blocks of the
framework (input, mechanisms and output).

In this paper we studied five different, but quite successful FinTech players in
Switzerland. The Swiss start-up and entrepreneurial scene is currently attracting more
attention. The potential for entrepreneurship in the area of FinTech in Switzerland is
high thanks to the considerable financial knowledge and experiences, however, there
are some challenges to overcome at the regulatory and institutional levels. Furthermore,
from the perspective of the investment flow Switzerland is often considered to be an
attractive place, however, the analysis shows that the funding rather comes from the
larger players on the arena than from external sources (like a crowdfunding projects).
The considerable money flow from banks or large IT companies may be explained by
their intention to cooperate with smaller FinTech startups, but not to compete with
them and lose at the end of the game.

Considering the output dimension of FinTech, the tendency is to present oneself as
providing services or business models. This goes in line with the whole turn of the
economy from product-centric model to the service-logic. In our opinion, FinTech is a
child of this re-orientation: for companies, which started their existence in the
product-oriented time (banks still define, e.g., investment portfolios and their man-
agement as a product, which is sold by the frontline employees) such as PostFinance,
doing service innovation can be a chance to stabilize their position in the new,
service-oriented market.

Considering the mechanisms, involved in generation of FinTech innovation: we
observe that the business offering, described in “change/creation/improvement” can be
only seldom defined by a single item. On the contrary, each startup has a multifold
contribution to the market, where some changes accompany creations (i.e., new
offerings). While this is in line with the original formulation “Change OR Creation OR
Improvement” (assuming that OR is an inclusive or), we see this field as extremely
broad. Since the original framework was based on newspapers’ articles, it shows how
broadly the term was defined therein. However, here we can observe common patterns
in cost reduction, increase of transparency, easiness and quickness of a service/process.

Considering the building block of the “technology” in the input dimension, we wish
the original framework would make concrete suggestions on what technologies are
involved in FinTech. What we observe in our analysis, is a tendency towards mobile
devices on the one side (primarily for the consumer in a B2C scenario) and extensive
platforms (including bitcoin for B2B scenario). This tendency opens up the questions,
if this is really the direction FinTech will take in future or this is only so due to the
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focus of the studied companies on those two dynamically changing areas (which, of
course, get reflected in the framework).

In general, we observe that the framework, proposed in [1], can be used to identify
primary differences between startup companies in terms of organizational and business
inputs; we, however, wish more concrete and precise definitions in the topic of tech-
nology and change/creation/improvement. However, these drawbacks reflect clearly the
origin of the framework: while popular media is strong at identifying and describing
business issues, and by discussing organizational topics, articles presented in there
provide little insights on technologies used. Therefore, this dimension remains very
general in the framework, proposed by [1], and clearly orients itself at presenting
almost everything as “change OR creation OR improvement” as the newspapers thrive
for sensational and attracting attention publications.

This study was a try to apply the proposed framework for extending the notion of
FinTech by analyzing particular players – it was a successful try. We learned more
about the service-oriented nature of FinTech and about the fact that, at least in
Switzerland, successful innovations in this regard are driven by larger players who do
not want to miss the opportunity to innovate and turn towards new services. However,
we claim that a predefined classification schema in the technology as well as some help
to better describe the creation or change or improvement would make the framework
even more applicable and popularize it within the research field. This sets the frame for
our future research.

5 Conclusion and Outlook on Future Research

This study was motivated by the need to improve the understanding of the phenomenon
of FinTech, hyped by the media but quite ambiguous in IS research. Although, the first
step forward establishing a common understanding has been made by the authors of
[1], who analyzed FinTech seen from the perspective of the popular media and created
the conceptual framework of its understanding, the question of its practical validity still
remained open. Therefore, this study follows descriptive approach and addresses the
topic of FinTech from different perspective with the purpose to discuss the evidences of
FinTech transformation in five Swiss FinTech companies. These FinTech companies
operate in several areas: crowdlending, digital payments, insurance, personal finance
management and blockchain.

This work contributes to existing research and practice in several ways. It presents
and discusses the evidences of FinTech transformation on the example five studied
Swiss companies and, therefore, tests the conceptual framework, used as the theoretical
background of the study. Furthermore, it extends the existing literature on FinTech and,
therefore, contributes to financial and digital innovation literature.

Several limitations and opportunities for future research should be admitted. We
will present limitations first, which go along with ideas for future research.

First, only a small number of Swiss FinTech companies was studied. Observing a
larger variety of FinTech companies, operating in different areas, would be advanta-
geous, as it could be used to make the framework a powerful tool to identify and cluster
FinTech companies and innovations. The companies can be studied with the focus on
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different aspects, e.g. organizational structure and culture, business model, market
orientation, willingness and readiness to cooperate, etc. Furthermore, by increasing the
number of the companies, included in the study, one can examine the tendencies in
FinTech over time.

Second, we should also admit that the study was conducted in order to examine
Swiss FinTech arena, however, the results may look differently in other European
countries and the ones in the Asian part of the world. The reason for that can be
different working culture, regulatory system, economic conditions and a special place,
which Switzerland takes on the world financial arena. Therefore, we encourage
researchers, who are interested in the topic, to extend this research with a similar one,
but addressing other important FinTech locations, and therefore providing a richer
description of FinTech transformations happening. This will allow for more general-
izability of the results to FinTech as an international phenomenon.

Third, in this research we have collected the information on the companies which is
available in open access. However, we would recommend to advance this research by
interviewing FinTech practitioners and presenting the opinions from “the wild”. This
could bring new opportunities and unveil unknown problems, important for FinTech
insiders but invisible for the press, industrial observers and researchers.

Having these opportunities in mind, we are optimistic about future research
directions and would like to encourage IS researchers to contribute more to the sci-
entific literature on FinTech, which is currently on its rise but rather still underrepre-
sented in research.
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Abstract. Given the ever-increasing volume of information in financial
markets, investors must rely on aggregated secondary data sources. Such
data sources include indices such as the Ifo Business Climate Index in
Germany or the Purchasing Manager Index (PMI) in the United States.
However, such indices typically require one to interview experts and are
thus cost-intensive and only published with a certain time lag. In con-
trast, we suggest evaluating the role of sentiment encoded in the manda-
tory, stock-relevant disclosures of stock-listed companies on various eco-
nomic indicators. Such sentiment analysis builds on primary information,
which covers a large share of the economy, comes at little cost and can
reflect new information instantaneously. Our results suggest that such a
sentiment analysis explains moves in stock indices and macroeconomic
factors, namely the new order flow and unemployment rate.

Keywords: Economic indicators · Financial news · Sentiment analysis ·
Sentiment index

1 Introduction

The accelerating global expansion of the Internet over the last 20 years has trans-
formed our economic reality. Increasing digitization has not only been reflected in
the emergence of IT giants as eBay, Google or Amazon, but has also had a powerful
impact on trading on electronic stock exchanges such as Xetra or Nasdaq [21].

The information revolution entails a lot of advantages for the existing econ-
omy, but challenges are becoming more obvious, too. Large amounts of data
have become available, leading to an incredible growth in information, relevant
for decision-making in financial markets. Still, the key challenge is to discern the
pivotal pieces of information from the many irrelevancies in the abundant data
pool [20].

Sentiment analysis is one approach to structure and quantify qualitative, tex-
tual pieces of information within this increasing flow of information. Sentiment
refers to the optimism or pessimism embedded in language [34]. Sentiment analy-
sis is a method of quantifying the extent of optimism or pessimism as conveyed
by textual information such as news releases or financial disclosures [23].
c© Springer International Publishing AG 2017
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Text mining programs allow one to convert relevant data into information
signals and utilize them for further analysis. The most important advantage of
the digitization of the economy is the increasing efficiency of markets, which cru-
cially depends on the availability of related data. Both producers and consumers
also benefit from the widespread proliferation of information. Thanks to online
commentaries and reviews, consumers can easily find out how other users evalu-
ate a product. Producers profit from the ability of forecasting demand, changes
in the economic environment and exchange rates more precisely.

The everyday business of stock exchanges has seen radical changes due to
digitization, as well. Floor trading has all but disappeared as more trades are
effected on electronic platforms. Now analysts and investors are subject to an
increasing time pressure while analyzing myriads of isolated pieces of informa-
tion and acting accordingly. Speed and quality of analysis are essential to the
success of market participants. Liebmann et al. [21] demonstrate that analysts
and investors vary in how long they need to digest new information. Under such
circumstances, it becomes imperative to process incoming data as quickly and
accurately as possible. The purpose of sentiment analysis is to scrutinize the
latest ad hoc company news in a matter of mere seconds by turning a textual
message into a numerical digit, the sentiment value.

In this context, this paper aims to study how the sentiment encoded in the
mandatory, stock-relevant ad hoc filings of stock-listed companies conveys rele-
vant information about the state of the economy. We evaluate how this sentiment
measure can explain future movements in stock indices, the scale of industrial
orders and the unemployment rate. Our findings suggest that sentiment can be
a relevant indicator, but that its effect on economic indicators may shift during
or after financial crises.

This paper aims at contributing to the understanding of how sentiment effects
economic indicators and is embedded into an overall research project, which aims
to develop a sentiment index. A sentiment index is advantageous compared to
other indices, like the Ifo index or the American Purchasing Manager Index
(PMI), because it is less cost-intensive to collect sentiment data and the method
reflects new information instantaneously.

This paper’s objective is to determine whether sentiment values are capable
of explaining the performance of the CDAX and changes in macroeconomic
variables. In Sect. 2, we review previous literature regarding sentiment analysis
and indices. We introduce our research methodology in Sects. 3 and 4. In Sect. 5,
we present our results and discuss their implications in Sect. 6, before concluding
in Sect. 7.

2 Theoretical Background

2.1 Sentiment Analysis

As Arthur [1] has pointed out, judgment regarding current and future eco-
nomic situations is highly influenced by subjective beliefs. Each individual forms
expectations and hypotheses about the surrounding environment, which in turn
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provide the basis for economic decision-making. Moves on stock exchanges, there-
fore, result from market participants’ perceptions of the future. Soroka [33] stud-
ies the impact of “good” and “bad” economic news and arrives at the conclusion
that the reaction to bad news is considerably stronger.

Tetlock et al. [35] show that the influence of media on financial markets is
substantial. Elevated levels of pessimism in the news exert downward pressure
on exchanges. Nevertheless, a price correction, induced by negative emotions, is
relatively quickly recovered as the market once again focuses on fundamentals.
Tetlock supports the noise trader theory, which is described in greater detail
below. Broadly, it postulates that market actors do not trade exclusively on
fundamental data, but there is a portion of traders who decide between buying
and selling based on the news and market sentiment.

Contemporary economic literature shows that news influences individual
expectations which, in turn, propel the stock indices. For that reason, the
research field in question is of importance when it comes to studying fluc-
tuations in stocks prices. The process of surveying, analyzing and evaluating
stock exchange sentiment is called sentiment analysis. This branch of research
aspires to transform the news into numerical values using text and data mining
approaches [21].

Ad hoc publications usually contain information about topics such as divi-
dends, profit warnings, management changes or acquisition and divestiture activ-
ities. To duly evaluate publicly listed enterprises, analysts study all available
information. Every public company publishes consolidated financial statements
yearly, business reports quarterly, and many other releases about management,
M&A and business strategy on an event-driven basis. One of the greatest chal-
lenges in terms of sentiment analysis, therefore, is to evaluate this variety of
textual data [20].

Two factors that have promoted growth in this field of research are a tremen-
dous increase in readily available electronic information due to the expansion of
the Internet and advances in textual analysis techniques, which have made it
possible to effectively study large bodies of textual information [20]. The intri-
cacies of text analysis are a direct consequence of the polyvalent meanings of
words when surrounded by other words. If a publication’s title bears the name
of a serious disease, it is weighted negatively. Yet, if the same disease is contex-
tually related to a new drug developed by a company, the news item must be
evaluated positively [22]. The value and relevance of the real-time analysis of
data is evident and will doubtless reshape research methods in all branches of
science [36]. In economics, sentiment analysis could soon contribute significantly
to our understanding of economic developments.

2.2 Economic Indicators

Companies make investment decisions on the basis of their estimates of the
future economic situation. If they anticipate an upswing, investments are likely
to increase more – ceteris paribus – than if they predict a recession in which
revenues would be lower. In every meeting held to discuss interest rates, central
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bankers should take into consideration how different macroeconomic aggregates
will behave [2]. As realizations and expectations of inflation involve a larger
number of determinants than merely GDP and unemployment – e.g. capacity
utilization rate, home and asset prices, etc. – it is difficult to recognize which
variables will end up in the central bank’s model [6].

As Hayek states, markets are the most efficient ways of aggregating dispersed
information [15]. If all necessary information is fully reflected in the prices, a
market is considered efficient [7–9]. Friedman further popularized this concept in
financial research, formalizing it in the efficient market hypothesis (EMH) [8,11].
But regarding the predictability of stock prices, there has been no unanimous
point of view since the formulation of the EMH.

Logically, the EMH states that stocks are always fairly priced, and that it
is impossible for market participants to score better returns than those of a
benchmark index. With the throw of a dart, a chimpanzee would fare equally
well (or poorly) as all educated stock market experts in naming a number of
better-than-benchmark portfolios [24]. Malkiel demonstrates that the top 10
mutual funds that had beaten the returns of the S&P 500 in the 1960s, some by
as much as double, lagged behind the same index in the 1970s [25]. Therefore,
the current performance of the best mutual funds does not provide any clue
about their future returns.

In “Random Walk Theory”, Malkiel argues that stock prices incorporate
every piece of information available during the day [25]. The EMH presumes
perfect competition and complete information, an assumption which is often
criticized. Likewise, there is no consensus about how far ahead macroeconomic
developments can be forecasted. Elliot and Timmermann [6] conclude that time
series models are unstable with the lapse of time, and argue that economic
forecast models should rather be perceived as approximations.

Economic forecasts can be based on surveys (Ifo index, ZEW economic out-
look) or on real-time data (sentiment analysis). The latter method utilizes a dif-
ferent approach as contrasted with the two most followed indicators in Germany.
The boom in the technical advancement of information systems has considerably
enriched the palette of approaches accessible to analysts in their research [6]. Due
to a steady supply of real-time data, the accuracy of models can be tested more
rapidly and efficiently. Thus, their performance can be proved or refuted in a
timely fashion. With econometric models, it is worth noting that correlations
are susceptible to change over a study period as a result of modifications in the
framework (regulations, institutions, technology, etc.) or relevant occurrences
(terror attacks, natural disasters, etc.). Hence, this type of model should allow
for instability in its parameters. In general, there doesn’t seem to be a single
forecast model that produces reliable projections in practice [6].

Despite the constraints of the efficient market hypothesis, analysis of senti-
ment factors still offers a benefit that should not be underestimated. The effi-
ciency of markets is crucially dependent on the speed of information processing.
Data mining and text mining with regard to sentiment values make it possible to
evaluate a news item almost at the moment of its release. In contrast, analysts
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and investors need considerably more time to grasp new information, evaluate
it accordingly and effect a trade in the market [21]. Among other advantages,
such a time edge makes sentiment analysis an approach worth pursuing.

3 Research Hypotheses

The sentiment of financial news is a potential measure of the optimism or pes-
simism of economic actors. Thus, it could serve as a leading indicator for other
economic variables, such as stock indices, but also for macroeconomic indicators
such as GDP or the unemployment rate. In this paper, we want to study the
influence of sentiment on different economic measures in order to educate the
selection of relevant economic indicators for a sentiment index, which we develop
in a parallel paper. In this context, we develop the following hypotheses.

Since the dataset on market sentiment values consists of ad hoc news publi-
cations, there are reasonable grounds to assume that these news items exhibit a
positive correlation with the CDAX, and that the respective sentiment values are
capable of explaining the stock market performance. This hypothesis stems from
the fact that the valuation of stocks is always influenced by market sentiment
and expectations [30]. Siering followed a similar approach by testing whether
positive news items have a greater impact on stock movements than negative
ones [32].

Hypothesis 1 (H1): The constructed sentiment index is positively correlated
with the performance of the CDAX.

Similar to the Ifo index and the ZEW economic outlook indicator, it is prob-
able that monthly sentiment values demonstrate a relationship with economic
development [18]. We additionally expect sentiment to explain macroeconomic
indicators as our sentiment variable reflects the sentiment of all stock-relevant
announcements from companies representing the leading German stock mar-
ket, the CDAX. Therefore, this corporate news flow represents a major part of
German business and is thus a good indicator for the pessimism or optimism
prevalent among German companies. Our analysis will determine whether our
sentiment variable is capable of explaining changes in macroeconomic variables
(incoming orders, and unemployment level) and thus serve as a forecast indicator
for fluctuations in economic activity.

Hypothesis 2 (H2): News sentiment correlates positively with the macroeco-
nomic variable “incoming orders”.

Hypothesis 3 (H3): News sentiment correlates negatively with the macroeco-
nomic variable “unemployment rate”.

4 Methodology

4.1 News Corpus

This section explains the choice of German ad hoc announcements in English
as our underlying news corpus. To this end, we briefly recapitulate the corre-
sponding publication regulations: to prevent insider trading and assure the equal
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availability of novel, stock-price-relevant information to all market participants,
stock-listed firms are subject to disclosure regulations. Disclosure regulations
must meet specific criteria regarding the content. However, the criteria do not
regulate which words may be used. Thus, the choice of words (as the source of
the conveyed sentiment) is left to the discretion of the news originator.

In Germany, the legal obligations ensure that companies disclose stock-price-
relevant company information in the form of so-called ad hoc announcements
[13,14,28]. The publications must include financial results, changes of top man-
agement, M&A transactions, major orders, dividends, and litigation outcomes.
These regulated ad hoc disclosures are usually published in German and, more
importantly for our analysis, in English. Each disclosure contains approximately
10–20 lines of free text. In contrast to the SEC-regulated publications in the US,
companies in Germany have to file any new information immediately. This fact
makes such disclosures highly relevant to stock market participants since the
information they contain is definitively novel in nature [28]. In addition, ad hoc
announcements need to be authorized by executives of the releasing company
and the ad hoc filing is quality-checked by the Federal Financial Supervisory
Authority1. Several publications have assessed their importance to stock market
reactions and suggested a direct relationship with stock market returns [28].

Our news corpus consists of German regulated ad hoc announcements from
between January 2004 and June 2011.2 As a requirement, each announcement
must be written in English. In addition, we remove so-called penny stocks with a
value below 5 Euro, since these react less systematically to financial disclosures.
In total, our final corpus consists of 14,427 ad hoc announcements.

4.2 News Sentiment Analysis

Sentiment analysis refers to analytical methods that measure the positivity or
negativity of the content of textual data sources. In this way, sentiment analysis
can shed light on how human agents process and respond to the textual content
of news.

Before investigating the differential information processing of news sentiment,
we need to pre-process our news corpus according to the following steps:

1. Tokenization: first, tokenization splits running text into single words, named
tokens [10,26].

2. Negation inversion: We then account for negations using a rule-based app-
roach to detect negation scopes and invert the meaning accordingly [4,31].

3. Stop word removal: in a next step, we remove so-called stop words, which are
words without relevance, such as articles and pronouns [19].

4. Stemming: finally, we perform stemming in order to truncate all inflected
words to their stem using the Porter stemming algorithm.

1 Bundesanstalt für Finanzdienstleistungsaufsicht (BaFin).
2 Kindly provided by Deutsche Gesellschaft für Ad-Hoc-Publizität (DGAP).
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After completing the pre-processing, we can study the influence of news senti-
ment on financial markets. For this purpose we choose the Net-Optimism met-
ric [5] combined with Henry’s Finance-Specific Dictionary [16], since this is a
common sentiment approach that leads to a robust relationship [23]. The Net-
Optimism metric S(A) is given by the difference between the number of positive
Wpos(A) and negative Wneg(A) words divided by the total number of words
Wtot(A) of an announcement A. Let us introduce the variables denoting news
sentiment formally by

S(A) =
Wpos(A) − Wneg(A)

Wtot(A)
∈ [−1;+1].

In addition, we aggregate the sentiment on a monthly basis across all ad hoc
announcements within a given month.

4.3 Methodological Approach

To identify possible correlations between the sentiment values and CDAX perfor-
mance, we initially compare data on a firm-to-firm basis, aggregate it afterwards
on daily and monthly scales, and then test it for interconnections. For the pur-
pose of demonstrating whether sentiment values are able to explain macroeco-
nomic variables, a considerable amount of external data (new industrial orders,
unemployment rate) is processed as well.

The first hypothesis is primarily validated through correlation tests and the
OLS. The Durbin-Watson test and Breusch-Pagan statistics are applied to check
for autocorrelation and heteroscedasticity. A regression corrected for the Newey-
West test will produce more reliable results. Furthermore, by adding monthly
lags, we estimate the extent to which sentiment values could be an early indicator
for shifts in the dependent variables. The sentiment values, augmented by time
lags and then analyzed, is treated as a control variable for the CDAX.

Hypotheses H2 and H3 are evaluated by Newey-West-corrected OLS regres-
sions. The GDP, being the most important metric, cannot be a proper dependent
variable because it is calculated quarterly. As an approximation of developments
in GDP we use incoming orders. Another important macroeconomic indicator
is the unemployment rate in Germany. These variables are examined for corre-
lations with the sentiment index on a monthly basis. The dataset analyzed in
this paper comprises a survey of ad hoc CDAX notifications from between 2004
and mid 2011. The CDAX, in contrast to the German DAX index, includes not
only the 30 largest “blue chip companies”, but over 400 small and medium-sized
businesses, which makes it a better representative of Germany’s economy. Con-
stituents of the CDAX are all domestic stocks traded on the Frankfurt Stock
Exchange, with foreign stocks falling outside the index range. Since the avail-
able data derives from German companies only, hypotheses H2 and H3 are tested
only in relation to German macroeconomic developments.
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5 Results

5.1 Descriptive Statistics and Correlation Analysis

The corresponding descriptive statistics and variables used in the regression
models are provided in Table 1. Our approach is to first test the correlation
between sentiment values and CDAX data on an individual level.

Table 1. Descriptive statistics of time series (January 2004–June 2011).

Variable Description N Mean Std. dev. Min Max

S(t) Sentiments 14,427 0.0001 0.0001 −0.001 0.004

C(t) CDAX- Index 14,427 335.583 71.502 202.260 490.060

α(t) Alpha 14,427 0.080 1.211 −18.048 19.418

AR(t) Abn. Ret 14,427 0.749 9.115 −80.022 311.566

CAR(t) Cum. Abn. Ret 14,386 0.189 10.122 −132.841 190.531

PB(t) P/B ratio 13,989 2.263 10.927 −385.660 281.910

Table 2 displays correlations between news sentiment and the CDAX. The
arithmetic mean is the aggregation method. The result indicates a weakening
of the sentiment effect upon aggregation. Sentiment values are highly correlated
with the CDAX on a daily basis (p-value< 0.001) and still correlated at a statis-
tically significant level on a monthly basis (p-value< 0.05). Since the data for the
macroeconomic indicators evaluated under hypotheses 2 and 3 is only available
on a monthly basis, we refer in the following sections to monthly data. As the
daily aggregated sentiment values of the ad hoc announcements of companies
listed on the CDAX have a larger correlation coefficient and are statistically
more significant (p-value smaller than 0.01) than monthly aggregated sentiment
values (p-value smaller than 0.05), this suggests the stronger statistical inference
of a sentiment index on a daily basis. We build on this finding in a parallel paper,
which focuses on the implementation of a daily sentiment index [17].

Table 2. Correlations between news sentiment and CDAX.

Individual correlation Daily correlation Monthly correlation

News sentiment 0.068∗∗∗ 0.079∗∗∗ 0.235∗

(8.191) (3.570) (2.270)

Correlation Coeff., t- Stat. Sign.: ∗∗∗0.001, ∗∗0.01, ∗0.05
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Fig. 1. Normalized sentiment and CDAX on a monthly basis (Jan. 2004 = 100).

5.2 The Effect of Sentiment on the CDAX

The following analysis tests whether the sentiment values are able to explain
movements of financial markets (e.g. the CDAX).

Elliot concludes that it is necessary to analyze not only the whole time frame,
but also to consider relations between variables within specific periods if there are
macroeconomic shocks or major changes in institutional and legal frameworks
[6]. As the financial crisis of 2007/08 was a significant macroeconomic shock,
our analysis is subdivided into two periods: 2004 – Dec. 2007 and Dec. 2007
– 2011. This division is based on the fact that December 2007 represents the
official beginning of the financial crisis according to the National Bureau of
Economic Research [29] and marked a considerable change in the macroeconomic
environment.

Sentiment values range within a certain interval, too, and for purposes of
convenience we normalize the first monthly value in 2004 at 100. Figure 1 is a
graphic illustration of the concept, where sentiment values are always absolute
numbers (black line), not percentage changes. For this reason, we will compare
the sentiment values to the CDAX itself (blue line), not its oscillations in terms of
percentage. Below is the OLS regression model with which the defined hypothesis
will be tested:

C(t) = β0 + β1S(t) + β2α(t) + β3AR(t) + β4CAR(t) + β5PB(t) (1)

where C(t) is referred to as the CDAX. S(t) reflects the sentiment variable, our
independent variable of interest. In addition, the model includes several con-
trol variables: The market alpha α(t), abnormal returns AR(t), the cumulative
abnormal return CAR(t) and the price-to-book-ratio PB(t). Results of auto-
correlation and heteroscedasticity tests are listed in Table 3 and suggest that
both effects are apparent in the dataset and that the initial regression should be
corrected. Table 4 summarizes the products of the regression augmented by the
Newey-West test to avoid autocorrelation and heteroscedasticity.

The analysis shows a statistically significant coefficient of sentiment for the
period after the financial crisis (p-value< 0.001). If we take all six sentiment
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Table 3. Results of a test on autocorrelation and heteroscedasticity of certain variables.

CDAX New orders Unemployment rate

Durbin-Watson test 0.273∗∗∗ 0.683∗∗∗ 0.650∗∗∗

Breusch-Pagan test 16.572∗ 14.422∗ 6.700

Correlation Coeff., t- Stat. Sign.: ∗∗∗0.001, ∗∗0.01, ∗0.05

Table 4. Results of a Newey-West corrected regression of sentiment index and CDAX
for several time periods.

(1) (2) (3) (4) (5) (6)

(2004–2007) (2004–2007) (2007–2011) (2007–2011) (2004–2011) (2004–2011)

(Intercept) 0.000∗∗∗ 0.000∗∗∗ 0.000∗∗∗ 0.000∗∗∗ 0.000∗∗∗ 0.000∗∗∗

(4.086) (3.781) (8.055) (1.950) (8.372) (3.955)

S(t) −0.054 −0.162 0.466∗∗∗ 0.243∗∗ 0.232 0.003

(−0.315) (−0.997) (7.000) (2.945) (1.158) (0.018)

S(t− 1) −0.025 0.103 0.053

(−0.0323) (1.204) (0.460)

S(t− 2) 0.063 0.248∗∗ 0.152

(0.571) (3.495) (1.620)

S(t− 3) 0.059 0.195∗ 0.066

(0.726) (2.436) (0.841)

S(t− 4) −0.091 0.207∗∗ 0.016

(−1.150) (3.360) (0.169)

S(t− 5) 0.013 0.127 0.073

(0.138) (1.963) (0.658)

S(t− 6) 0.226 −0.045 0.148

(1.530) (−0.056) (0.895)

α(t) −0.242 −0.295 −0.147 0.176∗ −0.155 −0.076

(−0.483) (−1.483) (−1.323) (2.180) (−0.078) −0.523)

AR(t) −0.134 −0.183 0.122 0.116∗ −0.132 −0.087

(−1.208) (−1.989) (1.846) (2.520) (−1.542) (−0.830)

CAR(t) −0.152 0.162 −0.099 −0.242∗∗∗ −0.003 −0.107

(0.558) (0.882) (−1.248) (−5.525) (−0.019) (−1.110)

PB(t) −0.233 −0.345∗∗ 0.456∗∗∗ −0.242∗ −0.010 −0.107

(−1.397) (−2.776) (4.353) (2.598) (−0.631) (−1.136)

R2 0.110 0.211 0.593 0.807 0.111 0.216

Adj. R2 0.005 0.000 0.538 0.739 0.058 0.096

Correlation Coeff., t- Stat. Sign.: ∗∗∗0.001, ∗∗0.01, ∗0.05

lags into account, we also get significant results for Lag 2 through 4, which cor-
roborates the previous lag analysis presented in Table 4. The sentiment index is
able to explain CDAX movements over the next 4 months. Hypothesis (H1)
therefore cannot be rejected for the (post-) crisis observation period, whereas
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it has to be rejected for the previous time frame and also for the whole period
of 2004–2011, since the results are not statistically significant within these time
spans. An explanation for the results after the financial crisis may be that finan-
cial news was keenly watched due to the massive impact of collapsing markets
and high volatility in the aftermath [3].

5.3 Sentiment Index and Macroeconomic Indicators

The Ifo index and ZEW economic outlook are said to be able to forecast certain
economic developments. The prediction of the near future is defined as nowcast-
ing. In this section, we test whether the news sentiment index possesses a similar
nowcasting potential as the Ifo index and ZEW outlook [12,27] by studying the
effect of news sentiment on certain economic indicators.

Entrepreneurs usually make investment decisions based on forecasts of the
future economic situation, whereas the current environment feeds into such pre-
dictions. If the economy is in a recession at present, businessmen tend towards
pessimism in the short term and refrain from embarking on new projects. We
also suppose the inverse: If the news and market sentiment are optimistic, busi-
nesses should be observed to be eager to invest. In macroeconomics, the most
influential metric is, of course, the GDP of a country. However, this metric is
estimated only quarterly, and thus we have to recourse to another economic
indicator – incoming orders – which we will use as an approximation of German
economic development. Tests are carried out on a monthly basis.

Fig. 2. Normalized sentiment, incoming orders in the industrial sector (green) and
unemployment rate (blue). (Color figure online)

In principle, our analysis in this part follows the approach of Huefner [18],
whereby the incoming industrial orders, IO(t), function as the dependent vari-
able. Furthermore, the regression below will also check whether the sentiment
index can explain fluctuations in the unemployment rate, UR(t). With indepen-
dent variables remaining the same, the updated model may be seen below:

IO(t)/UR(t) = β0 + β1S(t) + β2α(t) + β3AR(t) + β4CAR(t) + β5PB(t) (2)
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Building on Fig. 2, one may suppose a positive correlation between the two
datasets. The sentiment values will be colored in black and macroeconomic vari-
ables in blue and green in all figures that follow. For the sake of convenience,
the datasets have been normalized, and graphs start at 100 in 2004. It is logical
to assume that our regression should be more successful at explaining incoming
orders than, for example, industrial production. Due to purchasing and planning
procedures, industrial production is always protracted. The outcome in Table 5
shows that we obtain slightly significant positive values for the sentiment index
in column 5 (p-value< 0.05).

By adding control variables three to five, the sentiment index shows a signif-
icant effect on incoming industrial orders. Therefore, we cannot reject Hypoth-
esis (H2).

Finally, we set the unemployment rate as the dependent variable. In this
case, the coefficient for sentiment in the first column is significantly positive
(P -value < 0.001), and remains significant by adding further control variables
(Table 6). The adjusted R2 accounts for 22.6% of explained variation in residuals.

The result is rather counter-intuitive, as we expect unemployment to decrease
when we observe a positive sentiment. A possible explanation for this phenom-
enon is that since the financial crisis, news sentiment has been rather negative,
but the German unemployment rate did not increase as in most other European
countries. Unlike many other European countries, Germany saw its unemploy-
ment plunge in the aftermath of the financial crisis. The political measures in the
wake of the crisis did not lead to massive unemployment but, on the contrary,
to a further decrease in unemployment, which might explain the positive rather
than negative correlation in this analysis.

The results of our analysis confirm that sentiment values can explain changes
in the unemployment rate. However, we have to reject Hypothesis (H3), since
the coefficient of sentiment is positive, and not negative as hypothesized.

This result seems counterintuitive at first glance, but may be due to the
special situation of the German labor market during the observation period:
unemployment was relatively high at the beginning of our observation period,
when the news sentiment was also relatively high, as companies had not yet
been affected by the financial crisis. Later on, the unemployment rate was kept
at lower levels during the financial crisis due to various labor market measures
in Germany that contained the threat of rising unemployment during the crisis.
At the same time, the sentiment was low during this period.

6 Discussion and Implications for Future Research

Our results demonstrate the poly-valence of the sentiment derived from the
financial disclosures of stock-listed companies. This sentiment measure has a
statistically significant effect on various economic indicators, including the Ger-
man CDAX stock market, as well as other macroeconomic indicators such as
the level of new orders and the unemployment rate. For indicators, which are
available on a daily resolution, it is recommendable to evaluate the relationship
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Table 5. Results of the Newey-West OLS regression for the relationship between the
new industrial orders and the sentiment index.

(1) (2) (3) (4) (5)

(Intercept) 0.000∗∗∗ 0.000∗∗∗ 0.000∗∗∗ 0.000∗∗∗ 0.000∗∗∗

(8.944) (15.085) (16.865) (16.861) (15.115)

S(t) 0.334 0.313 0.309∗ 0.318∗ 0.318∗

(1.426) (1.905) (2.0935) (2.188) (2.077)

α(t) −0.305∗∗∗ −0.298∗∗ −0.328∗ −0.329∗

(−3.432) (−3.349) (−2.197) (−2.164)

AR(t) −0.100 −0.109 −0.108

(−0.849) (−0.866) (−0.868)

CAR(t) 0.065 0.065

(0.458) (0.448)

PB(t) 0.002

(0.015)

R2 0.112 0.205 0.214 0.218 0.218

Adj. R2 0.102 0.186 0.187 0.181 0.171

Correlation Coeff., t- Stat. Sign.: ∗∗∗0.001, ∗∗0.01, ∗0.05

Table 6. Results of the Newey-West OLS regression for the relationship between unem-
ployment rate and the sentiment index.

(1) (2) (3) (4) (5)

(Intercept) 0.000∗∗∗ 0.000∗∗∗ 0.000∗∗∗ 0.000∗∗∗ 0.000∗∗∗

(14.810) (16.447) (16.698) (16.718) (16.103)

S(t) 0.476∗∗∗ 0.499∗∗∗ 0.497∗∗∗ 0.483∗∗∗ 0.476∗∗∗

(5.447) (6.250) (6.348) (6.584) (5.819)

α(t) 0.323∗∗∗ 0.327∗∗∗ 0.369∗∗∗ 0.359∗∗

(3.843) (3.642) (3.812) (3.189)

AR(t) −0.048 −0.035 −0.027

(−0.761) (−0.483) (−0.347)

CAR(t) −0.092 −0.091

(−1.167) (−1.099)

PB(t) −0.055

(0.694)

R2 0.226 0.330 0.332 0.339 0.341

Adj. R2 0.217 0.315 0.309 0.307 0.302

Correlation Coeff., t- Stat. Sign.: ∗∗∗0.001, ∗∗0.01, ∗0.05
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on a daily basis, as the effect of sentiment on stock markets is more pronounced
when looking at narrower time windows.

Thus, future research on this topic may evaluate shorter time windows, e.g.
daily data, when constructing a sentiment index for the CDAX. In addition, in
order to provide a useful tool for practitioners, researchers should also focus on
developing an early-warning system, which translates the sentiment index into a
useful sentiment prediction tool. Within the broader horizons of our overarching
research project, we have set out to refine the properties of such a sentiment
index for stock markets [17].

7 Conclusion

Sentiment analysis can provide valuable insights into relevant information signals
for investors, in addition to fundamental information sources. In comparison
to other indices, a sentiment index benefits from faster processing of available
information. We have also devised a method of creating an index from data on
market sentiment, calculating it as an arithmetic mean of daily and monthly
sentiment values. Our analysis reveals interesting results regarding the usage of
a monthly sentiment index.

First, monthly sentiment values are able to explain movements in the lead-
ing German stock index, the CDAX, at statistically significant levels during and
after the financial crisis, but not before. This confirms prior research in demon-
strating that the perception of sentiment may be subject to shifts. Second, the
constructed sentiment metric remains a statistically significant predictor of the
CDAX for up to four time lags. Third, sentiment is also able to explain changes of
relevant macroeconomic variables, namely the volume of incoming orders. Thus,
our sentiment values explain both stock market movements and macroeconomic
developments.
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Abstract. Over the past decades, we have witnessed changes into how indi-
vidual’s pay. In particular, there has been a drop in the use of cash as payment
instrument both in terms of value and frequency. Consequently, the amount of
outstanding cash is shrinking. For instance, in Sweden the level of cash is
around 1.5% of Gross Domestic Product. This might be a tipping point for when
cash is of practical use. In the paper, we present a research model that explores
when merchants will stop accepting cash.

Keywords: Cashless society � Merchants � Cash adoption

1 Introduction

Payments are essential in the exchange of money for goods and services between
sellers and buyers. The most used payment instruments in point of sales locations are
cash and payment cards. Over the past decades, we have witnessed changes into how
individual’s pay. In particular, there has been a drop in the use of cash as payment
instrument both in terms of value and frequency. Payment cards, such as charge, credit,
and debit, and more recently new payment instruments, such as mobile payments and
e-money, are replacing cash. These changes occur more or less in all economies and
across the globe, but are particular evident in the Nordic countries, where you also can
find a lively debate on the cashless society [3, 4, 8]. For instance, in Sweden there is a
cash rebellion “Kontantuppror”, where lobby groups in particular representing the
cash-in-transit service industry and older people, demand that banks accept cash again
(Note that most Swedish bank branch offices are cashless).

In parallel, payments are receiving increased attention from academic communities
and span several disciplines, including information systems [11, 20], consumer
research [10, 23, 25], marketing [17, 26], economics [6, 22], sociology [16], man-
agement science [2, 3, 24], and banking and finance [12, 15]. This has resulted in a
variety of topics in the study of payments, including what money is [29], cost-benefit
analysis of cash and payment cards [7, 27], competition [9], social implications [18],
choice and spending behavior [25, 27], payment framework [5], and adoption of
mobile payments [1, 20, 31].
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Despite the above, one aspect of payment research which has been largely ignored
is merchant acceptance of payments, i.e. why do merchants accept or don’t accept
specific payment instruments. There are some exceptions, including the adoption of
mobile payments by merchants [21] and the study of merchants point of sales data [26].
One finding is that cash payments are much more expensive than card payments [6] and
we witness a “…movement toward greater use of electronic payment methods, though
gradual, is uniform and unmistakable, both across countries and over time”
[14, p. 936]. Schreft [28, p. 5] puts forward critic on existing research “…is backward
looking. It tells us what payment instruments were chosen in the past may not be a
good indicator of what will be chosen [accepted] in the future”. In the realm of an
emerging cashless society, we are in particular interested in when merchants stop
accepting cash.

We assume that merchants are economic rationale in their decision making, i.e.
merchants will stop accepting cash when it becomes more expensive to manage cash
acceptance than the marginal profit on cash sales. It is important to note that Swedish
merchants are not legally bound1 to accept cash as a mean of payment but can decide
themselves which payment services to accept. However, we acknowledge the existence
of other factors influencing this choice, including the risk of being robbed.

Our work has the potential of contributing to the understanding of merchant’s role
towards a cashless society by developing a research model that explains the when
merchants will stop accepting cash at point of sales.

2 Background

The context of this study is Sweden, since it is among the countries in the world with
the lowest value in banknotes and coins in circulation compared with gross domestic
product.

2.1 Retail Payments in Sweden

One measure of cash use is the value of outstanding cash – bills and coins – compared
with the gross domestic product (GDP), which varies between countries, as shown in
Table 1. This measure provides an estimate of how dependent a payment system on
cash, since many cash transactions are person to person (P2P) transactions and
therefore not registered in any official statistics. The numbers for Sweden show a
long-term downward trend when comparing outstanding cash to GDP. In 1950 this
number was nearly 10 percent but the last ten years it has been below three percent, and
1,8 percent in 2015, as shown in Table 2. The most recent statistics show that the

1 The Riksbank law states that cash is legal tender in Sweden and should therefore be accepted, but the
freedom to enter contracts underpinning contractual and commercial law implies that a payer and a
payee can enter an agreement that sets the Riksbank law aside. It should be noted that there are few
court case rulings in this area and none in the highest court. This is not the case in Denmark or
Norway, where central bank laws have superiority over contractual and commercial law.
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number is around 1,5 percent in August, 2016. This long-term decline is, however,
often the result of a process where GDP is increasing faster than the outstanding value
of cash. A second, and quite extraordinary observation, is that the nominal outstanding
value of cash has been declining since its peak in 2007. This is – to our knowledge –

unique for Sweden and a strong indication of the transition towards a more or less
cashless society in Sweden. According to data from the Riksbank, the decline is
significant and fast also in 2016 where the nominal value of outstanding cash decreased
over 12 percent in the period from January to July.2

The statistics on the usage of payment instruments in Sweden show that cash is
rapidly declining. There several explanations for this. The first explanation is the
long-term increase in the use of card payments in Sweden. Card payment schemas were
launched in a greater scale during the 1990s and merchants as well as consumers have

Table 1. Outstanding cash in selected countries 2014, some selected countries

Countries/regions Cash-in-circulation as share of GDP (M0/GDP; %)

Malaysia 102,4
Chile 30,2
Bulgaria 12,2
Czech Republic 10,1
Euro-zone 9,7
Pakistan 8,8
USAa 7,1
UK 3,5
Denmark 3,0
Norway 2,0b

Sweden 2,0

Sources: European Central Bank (ECB), Norges Bank, Sveriges
Riksbank and www.knoema.com. aThe figures for the US is from the
year 2010.
bThis number is based on Norway’s main-land GDP, i.e. excluding the
off-shore oil sector.

Table 2. Value of banknotes and coins in circulation (annual averages; banks’ holdings
excluded)

2006 2007 2008 2009 2010 2011 2012 2013 2014 2015

Value in billion SEK 96,5 97,0 96,7 96,5 95,5 90,7 86,8 84,4 78,2 74,9
Value as share of GDP 3,1 2,9 2,9 2,9 2,7 2,5 2,4 2,2 2,0 1,8

Source: The Swedish Financial Market 2015, The Riksbank (www.riksbank.se/en/) and
Statistics Sweden.

2 It should be mentioned that Sweden is currently replacing all banknotes and most coins with new
ones. The direct short-term impact of this on the value of currency in circulation is ambiguous but it
does not affect the strong long-term negative trend.
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adopted card payments as the most important payment instrument in retail point of
sales (POS) locations. The number of card transactions at POS and the value of these
transaction have been growing steadily during the last ten years. In addition, the
number of ATM withdrawals and value of such withdrawals have been declining over
that last ten years (Table 3). Finally, survey undertaken by Sveriges Riksbank indicates
that the use of cash at the point of sale in terms of volume of payments has fallen from
close to 40 per cent to close to 20 per cent between 2010 and 2014. A recent, however
not yet published, study by the Riksbank indicates that the number is down to around
15 per cent in 2016.

A second explanation is the recent is the introduction of a mobile payment service
that enables real-time clearing and settlement and therefore provide similar function-
ality as cash, i.e. the value in the transaction is transferred in real-time from the payer to
the payee. Much in analogy with the passing of a bill from one hand to the other. This
service – which is called Swish – was launched by banks in 2012 and has become very
popular for person-to-person payments. The growth was high in both 2014 and 2015.
By the end of August 2016, the service was used by 4,7 million Swedes and trans-
actions worth 8,2 billion SEK were made during August 20163. This service has,
however, not yet been adopted at a large scale by merchants.

2.2 Merchants’ Choice of Payment Services

Merchants in Sweden can decide to not accept cash but are at the same time not
allowed to issue a surcharge to consumers related to which payment service that are
used, which in essence means that merchants’ choice of ideal payment service pri-
marily is based on the direct costs and revenues related to each specific payment
service. But research also shows that other factors play an important role as well.

Table 3. Card transactions in payment terminals (POS) and ATM withdrawals

2006 2007 2008 2009 2010 2011 2012 2013 2014 2015

ATMs
No. of ATMs 2816 3085 3236 3319 3351 3566 3416 3237 3231 3285
Transactions
(millions)

313 320 295 269 241 221 210 183 167 154

Value (SEK billion) 270 240 239 232 225 206 190 174 171 153
Payment card terminals
Terminals
(thousands)

184,6 187,3 194,8 217,8 203,1 209,6 198,4 195,8 197,0 183,8

Transactions
(millions)

1000 1154 1358 1490 1646 1799 2048 2329 2423 2501

Value (SEK billion) 423 463 488 496 557 598 654 722 754 747

Source: The Swedish Financial Market 2015, The Riksbank (www.riksbank.se/en/).

3 See www.getswish.se.
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A study by Loke [19] of which factors that determine a merchant’s decision to
participate in a card scheme identified the following factors as important explanatory
variables:

• Merchant’s background (including age, number of personal credit cards held4, and
use of computers5)

• Merchant’s business characteristics (including business sector, total value of
transactions per month, average value of transaction, profit margin, location of
business)

• Effects of other players’ decision via merchant’s perception (including merchant’s
perception of customers’ use of cards and competitors’ participation in the card
scheme)

The study (ibid) arrived at two main conclusions. The quantitative analysis related
to the factors above showed that the statistically significant explanatory variables were:
age of the merchant which had a negative relation to the probability of accepting card
payments; number of cards held by merchant (positive relation); business sector (where
surprisingly enough non-technical stores were more positive to accepting cards); total
value of transactions (positive relation); merchants’ perception of customers’ use of
cards (positive relation); and competitors’ acceptance of card payments (positive
relation). When discussing these results, the study concluded that the demand from
customers was the most important factor while the merchants’ wish to boost sales
related to acceptance of card payments was the second most important factor.

Other studies [12, 13, 30] highlight the importance of different characteristics of
merchants, characteristics of payers or consumers and a number of other factors.
Regarding the characteristics and decision factors of merchants this includes: industry,
location, margins or profitability, type of products sold, type of customers, price of
payment services, amount of revenue connected to payment service, inter-operability of
the service, as well as other factors such as, for instance, risks, employees’ opinions and
work environment issues. Regarding the characteristics and decision factors of payers
this includes: socio-demographic characteristics (age, gender, education, income),
transaction frequency and value, speed and ease of use of services, need for integrity,
technology interest, trust in services and in the payment system in general, costs of
payment and banking services, as well as other factors.

3 Research Model

Based on the review of retail payments in Sweden our research model is therefore
rather straightforward. We ask ourselves if and under which circumstance merchants
will stop accepting cash and instead accept only card payments, and base the analysis
on business factors such as revenues and costs related to cash and revenues and costs
related to card payments. Our model is based on the following features:

4 A proxy for experience with cards.
5 A proxy for familiarity with new technologies.
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Let h be a set of payment methods that can be used at the point of sale. For
simplicity, assume that there is only two such methods a and b. One may think of a as
cash and b as cards. Each merchant chose whether to accept cash (a = 1) and cards
(b = 1). If he does not accept cash (cards) then a = 0 (b = 0).

Let the continuous function ri:h ! R+ denote the revenue merchant i makes
depending on his choice of payment methods. In particular, let ri(0,0) = 0. Accepting no
payment methods can be interpreted as a decision to exit the market. Here, for sim-
plicity, we will initially assume the specific functional form ri a; bð Þ ¼ rai � aþ rbi � b,
i.e. the revenue generated from card payments does not change if merchant also accept
cash and vice versa.

Let pi denote the profit of the merchant, cj the fixed cost and vj the variable cost for
each merchant of accepting payment methods j = a, b. With variable cost, we mean the
cost as a function of the size of the revenue generated by the payment method in
question. We also assume that all merchants have access to the same technology for
receiving payments. In Sweden, this can be motivated by nearly all points of sale have
to use cash registers that are approved by the tax authority, i.e. the tax authority limits
the merchants’ choice to a narrow and clearly defined set of technologies.

Let x � (0,1) denote the revenue margin, i.e. the share of the revenue that exceeds
the cost of the good sold. The merchants profit maximization problem is thus to
maximize pi over h.

Max pi a; bð Þ ¼ a � rai ðx� vaÞ þ b � rbi ðx� vbÞ � ca � a� cb � b

In the general case this means that the merchant will accept cash if ri
a(x − va) −

ca � 0 for b = 0 or 1 or both. In the following we will restrict ourselves to the case
where merchants already accept cards (b = 1). The first reason for this is that it allows
us to focus on the question of when does a merchant abandon cash and still remains on
the market. The second reason is that in Sweden cards are nearly universally accepted.

To answer our research question, we have to estimate x, va and ca which will allow
us to find the critical revenue threshold

ra� ¼ ca= x� vað Þ

which the merchant accepts cash and below which he does not.

3.1 Selected Survey Items and Points for Discussion

Data collection will be carried out by the three big trade associations, covering retailing
and restaurants. The unit of data collection is a store (location) in 2016.

• What is the total turnover incl. VAT in 2016 of your store_____?
Total value in cash_____? And share of total transactions (%)____?
Total value in card_____? And share of total transactions (%)____?

• What is the shares of transactions size related to value (%) 1−19 SEK____? 20−99
SEK____? 100−499 SEK___? And 500-higher SEK____?
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• What is the distribution of your costumers in age in percent? Children (0−11 years
old)____Youth (12−17 years old)____ Adults (18−65 years old)____Retired (over
65 years old)____

• How large is your profit margin in percent? (We will use industry averages)
• Do you accept cash? ____ (Yes/No)

Cost for Accepting Cash.

• What is the average hourly labour cost per hour per employee at your business
(We will use industry averages)? ____

• Estimate your total costs in 2016 that are related to cash handling?____
• What was the cost of cash due to, for instance incorrect change, theft, forged cash,

robberies, etc. that was not covered by insurance?____
• Try to estimate how much time per day the employees devote to count cash.

Provide an estimate of a daily average____hours and____minutes per day?
• Estimate the costs of cash storage (depreciation of safety vaults, fees to baks and

cash depots, etc.) ____SEK in storage fees 2016?

Substitution Effect.

• How much did your company pay the bank/card company on average on top of
the fixed costs? Per transaction (on average) or fee + ______% of the amount

Background Questions.

• Do you have employees that sometimes work alone in a store? ____(Yes/No)
• Do you consider stop accepting cash? ____(Yes/No)
• Would your sales decrease if you stopped accepting cash?____(Yes/No)
• Would your profits decrease if you stopped accepting cash?___(Yes/No)
• Which year do you think you will stop accepting cash? ____
• Has your business suffered from robberies during the last five (or ten) years?____

(Yes/No)
• Do you know if any other store that is close to your stores suffered from robberies

during the last five (or ten) years? ____________(Yes/No)
• Is it common for companies in your industry to pay under the table?____(Yes/No)
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Abstract. Starting with a new product in a new market brings companies a lot
of risks and costs. There are companies, who can provide generic scoring
models, but usually the accuracy of generic models is not sufficient and they are
expensive. The possibility to create a generic predictive model based on a
similar country model has been studied. The European Values Study and GESIS
Data Archive have been used for research and the similarity coefficient has been
calculated and used in the model. The results show that it is possible to build a
new model using data from another, similar country and thus minimize costs and
risks.
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modeling

1 Introduction

This paper introduces the possibility to create a generic predictive model based on a
similar country model, which has been created before. Thanks to European Values
Study and GESIS Data Archive it is possible to use the large spectrum of parameters
which analyze people’s data in all European countries. Many conclusions based on
European research results have been published at the present moment1. The aim of this
research is to find the possibilities to calculate the similarity coefficient using as much
input as possible in order to create a predictive model based on this coefficient and to
mathematically analyze and prove the benefits of this method in practice. At first the
author introduces the aspects related to scoring and the problems related to start-ups in
new markets. Next, the author uses Lorents metrics to analyze the four countries’
similarities step by step and shows the possibilities to create a predictive model using
the resultative coefficient and discusses the efficiency of the proposed approach.

1 http://www.gesis.org/en/services/publications/gesis-papers/.
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2 Classification and Credit Scoring

A Credit scoring analyzes the user’s personal information, which can be collected from
different sources, starting from the authorization process on the credit company’s web
site, questionnaire data and any additional data collected from special bureaus, trusted
systems etc.

After the client completes the questionnaire it is possible to use the parameters to
create a classification algorithm. There are many different studies that suggest the
methods for data collection and algorithms for classification [1]. From the theory of
statistics we also know that this process starts from choosing the number of necessary
classes for results. One way is to classify clients to two groups: good and bad clients.
Sometimes the solution is related to more groups, for example we may also need to
classify a medium class of clients. By choosing the classic statistical approaches, for
example the logistic regression method, we can categorise the results to binary classes
[2] or when using the multinomial logistic regression it is possible to categorise the
results to a multiclass classification [3]. In credit scoring [4] we analyze the customer’s
information by using the chosen classification algorithm. This enables us to calculate
the probability of the user belonging to a certain class (for example one class are good
clients, the second class are bad clients). Logistic regression is the most often used
method for credit scoring models and gives better classification results [5].

Unfortunately when starting business activities in a new country we usually don’t
have the necessary data for classification and that’s why we have to ask ourselves: how
can we predict the credit score of someone from a new country if the information
required for classification is incomplete or is non-existent?

3 Start-up with a Product in a New Country

We will skip all the juridical aspects necessary for start-ups with a new product in a
new country on the credit market; also we’ll skip all the technical IT aspects for the
authentication of clients and move directly to the creation of a scoring model.

The first important step in creating a scoring model is related to data selection. It is
important to analyze the possibility to find third party credit check companies, who
provide information related to credit depth (for example see Bisnode2, Instantor3) and
to understand what kind of information can be provided by them. The information
provided by them will be reliable and parameters like debts, income, outgoings, other
existing loans and credit cards, pending payments etc. will be verified.

If this is the first country and the first product for your company, you probably
don’t have a database with information about your customers, payments history etc. If
you start from zero you can’t create your own personal model. The solution in such a
situation is to find the appropriate scoring company and outsource the scoring of
clients. It is important to collect all the possible data provided during the scoring

2 https://www.bisnode.com/international/.
3 https://www.instantor.com/.
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procedure and store it in your database. Scoring companies usually have several
packages available and you can choose the appropriate one for your company.

In this paper we will discuss the possibility to use one country’s previously created
and well working model (Fig. 1) for a new product start-up in a new country. In other
words we will use the model created for country C1 and predict the possibilities for
country C2. Below is a list of questions:

– How to understand if the prognoses with input from country C2 and predicted in
model C1 are successful and trustworthy?

– How to measure the similarities between the two countries?
– How to join the parameters with country-specific values (for example region from

country C1 with region from country C2)?

For a moment let’s forget the problems that different countries present. Let’s move
on to the logical-philosophical aspects. If we talk about two persons: A1 and A2, and
presume that in situation S1 they will both prefer the same thing, what is their beha-
viour based on? A1 and A2 have sets of values and rules given to them as a child. Like
in algebraic systems [6] we can separate a set of personal values (objects), a set of
personal rules (relations), for example the importance of one value in a numerical
measure and try to predict their behaviour. In mathematics we will present such an
algebraic system as follows: 〈{values}, {numerical measure}, {states}; {predicate of
Importance}, {behavioural rules}〉. A1 and A2 will behave identically if all sets in their
algebraic systems are equivalent.

Fig. 1. Model for country C1 created in Microsoft Azure machine learning
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From psychology we know that behavioural rules have a strong relation to values
[7] and thus we reach some states as a result of our behaviour. Therefore the most
important role is played by values and the importance of these values.

This paper uses the European Values Study and GESIS Data Archive4 [8]. “The
most comprehensive research project on human values in Europe. It is a large-scale,
cross-national, and longitudinal survey research program on how Europeans think
about family, work, religion, politics and society”5.

The last researches took place from 2008 to 2010 and discovered the moral, reli-
gious, societal, political, work, and family values of Europeans. According to the
priorities in research and the developments in the current project, we will only compare
four countries in this paper: Poland, Spain, Czech Republic and Sweden. The aim of
this analysis is to understand how similar these countries are in their values and
priorities and to predict how similar the people living in these countries are in their
behaviour. The questionnaire has the same structure in each country and consists of
more than 400 questions6.

4 The Similarities in Countries’ Values Methods

There are different methods available to analyse the questionnaire and to compare
parameters. One of the best known methods is a chi-square test [9]. Using this method
we will know how important the differences in the distribution of some parameters by
statistical means are. Other well-known approaches are based on different metrics. For
example Euclidean distance [10] which uses a simple calculation and gives the standard
difference between two vectors.

In our research we have compared people’s priorities when it comes to values. All
answers have been coded to numbers and have been arranged separately for every
country, these are then submitted to pairs 〈Vi, Cj〉, where Vi is the value with a higher
priority than Cj. After that the Lorents distance [11] has been calculated. As a result
four sets with ordered pairs are created (Poland, Spain, Czech Republic, and Sweden)
and analyzed in comparison with the Poland set.

For the above mentioned analysis, an important preparation has been made. Only
ordinal and numeric variables have been selected for the calculation using Lorents
metrics. All columns with unsuitable values have been removed. Columns with values
–5 (other missing), –4 (question not asked), –3 (not applicable) have been removed.
After the removals, the number of columns (questions) has remained at 176.

The next problem was connected to the fact that different questions had a different
number of possible answers. To overcome the problem, a special transition of answer
codes to a scale of [0…10] was made. This is presented in numbers (Fig. 2, value label
corresponding value). This transition is very important, because otherwise it would be

4 EVS (2011): European Values Study 2008: Integrated Dataset (EVS 2008). GESIS Data Archive,
Cologne. ZA4800 Data file Version 3.0.0, doi:10.4232/1.11004.

5 http://www.gesis.org/en/services/data-analysis/survey-data/european-values-study/.
6 https://dbk.gesis.org/EVS/Variables/compview.asp?db=QEVSLF&id=&add=ZA4800&var=&lang=
&id2=&var2=&lang2=&vsearch=&vsearch2=&s1=1&s2=1&s3=1&bool=.
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impossible to compare questions that have a different number of possible answers to
choose from.

An explanation on how to move all the possible values to the same scale will be
provided next.

Example: Let’s take a look at two questions: v2 and v7. Question v2 – “how important
is family in your life” can have the following answers: no answer (–2), don’t know (–1),
very important (1), quite important (2), not important (3), not important at all (4).

However question v7 – “how often do you discuss politics with friends” can be
answered using another scale: no answer (–2), don’t know (–1), frequently (1), occa-
sionally (2), never (3).

At first the numeric value will shift to the positive scale:

– no answer (0), don’t know (1), very important (2), quite important (3), not important
(4), not important at all (5)

● min = 0, max = 5
– no answer (0), don’t know (1), frequently (2), occasionally (3), never (4)

● min = 0, max = 4

Using the triangle rule (Fig. 3) and the corresponding formula, the following values
will be calculated:

– no answer (0), don’t know (2), very important (4), quite important (6), not important
(8), not important at all (10)

Fig. 2. Fragment from variable description

Fig. 3. Transformation to the same scale using triangle rule.
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– no answer (0), don’t know (2.5), frequently (5), occasionally (7.5), never (10)

As long as our variables are numerical or ordinal, it is possible to use the average
calculation to compare the priority of the values. Table 1 shows a fragment of priorities
by country, the variables are explained in Table 2.

Measuring the priorities using Lorents metrics requires the values to be represented
in pairs 〈Vi, Cj〉, where the value with more importance takes first place and the value
with less importance is in second place [12]. For example using the fragment below
(Table 1, see SE), it is possible to write out pairs 〈v235, v233〉, 〈v235, v239〉, 〈v235,
v236〉, 〈v235, v234〉, 〈v235, v133〉 etc.

Table 1. Priorities by country. Fragment.

SE SE average PL PL average CZ CZ average ES ES average

v235 2.913 v235 3.092 v236 3.376 v239 2.851
v233 3.067 v236 3.349 v235 3.391 v235 2.882
v239 3.217 v239 3.365 v233 3.557 v238 3.372
v236 3.382 v238 3.512 v234 3.661 v244 3.508
v234 3.440 v244 3.651 v239 3.735 v234 3.601
v133 3.637 v249 3.657 v248 3.899 v236 3.671
v238 3.849 v248 3.705 v249 3.911 v250 3.740
v250 3.912 v234 3.785 v238 4.002 v233 3.770
v248 4.030 v240 3.880 v250 4.052 v252 3.930
v237 4.114 v233 3.925 v237 4.161 v247 4.048
v252 4.119 v133 3.992 v247 4.196 v133 4.067
v247 4.137 v246 3.998 v244 4.226 v249 1.4.03

Table 2. Explanation of variables of priorities. Fragment. For more information please see the
official database (https://dbk.gesis.org/dbksearch/sdesc2.asp?no=4800ZA4800: European Values
Study 2008: Integrated Dataset (EVS 2008))

do you justify:
v235: joyriding
v233: claiming state benefits
v239: accepting a bribe
v236: taking soft drugs
v234: cheating on tax
v250: manipulation food
v248: prostitution
v237: lying in own interest
v252: death penalty
v247: avoiding fare public transport 
v238:  adultery 
v133: do you believe that lucky 

charm protects (*)

other missing -5
no answer -2 (0)
don't know -1 (0.83)
never 1  (2.5)  (*definitely not)

2  (3.33)
3  (4.17)
4  (5)
5  (5.83)
6  (6.67)
7  (7.5)
8  (8.33)
9  (9.17)

always 10 (10)  (*definitely yes)
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The Matrix fragment of Spain and Poland (Fig. 4) illustrates which pairs Spain and
Poland have. Here + indicates the pair’s availability for Poland (values are placed to
column headers and row headers) and * indicates the pair’s availability for Spain.

Relative differentiation for all values has been calculated by using the following
formula d(A, B) = [E(A) + E(B) − 2E(A\B)]:[E(A) + E(B) − E(A\B)], where
A\B is the intersection – or the pairs that Spain and Poland have in common, E(A), E
(B) are the number of elements of all pairs in the corresponding countries and E(A\B)
is the element number of intersection.

The resulting similarity in values has been calculated as 1 − d(A, B) (Table 3).
The results show that compared to Poland Sweden is more different than Spain and
Czech Republic compared to Poland.

5 The Creation of a Predictive Model

The similarity coefficient can be used in model creation and calibration. First it shows
whether or not countries can be joined to the generic model. Countries that are very
different cannot efficiently be joined in the predictive model. In addition, the similarity

Fig. 4. Matrix of Spain (x) and Poland (+).

Table 3. Results

d(A,B) 1 − d(A,B)

ES PL 0.30778527 0.692215
CZ PL 0.2929668 0.707033
SE PL 0.40884435 0.591156
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coefficient can be used in a separate column as a predictive variable; it can also help
analyze the probability that the client is a “good client”. Logistic regression shows the
connection between the logarithm (logit) and the linear combination of predictive
variables, calculated using coefficients (bo … bk) (Eq. 1): where pi is the probability
that the i-customer is “bad”, xi is the value of an independent predictive variable and e
is a random error component.

ln
p�i

1� p�i

� �
¼ ln

p1p0
p0p1

� �
þ b0 þ b1x

ð1Þ
i þ b2x

ð2Þ
i þ . . .þ bkx

ðkÞ
i þ ei ð1Þ

If the similarity coefficient has been used as value xi, and we have a group of clients
for model verification, where we know the real clients’ behaviour then we can tune the
bi coefficient to achieve a more accurate predictive result. The calculation of the
probability pi using logistic regression is shown in Eq. 2.

pi ¼ 1

1þ expð�ðb0 þ b1x
ð1Þ
i þ b2x

ð2Þ
i þ . . .þ bkx

ðkÞ
i þ eiÞÞ

ð2Þ

6 Discussion

When joining different countries to a common model it is sometimes important to join
the variables that have the same parameter meaning, for example region or a third party
score, however the values are different in each country. Here it is possible to use
different types of mapping between the values by using the economic values from
statistical databases or use special mathematical transitions from one scale to another.
To improve the model, machine learning algorithms must be used in order to retrain the
model, adding new country data to the previously trained dataset.

The first month of monitoring of the generic model created for Sweden which was
based on Polish data has shown quite good results (Fig. 5). ROC curve which was used
to test the 110 rows of Swedish data, made it possible to find out if the client paid the
loan, or if the loan went to debt collection. As long as retraining is used after every 100
rows of data, we can expect better results in the future.

It is important to mention that some credit scoring companies, which can be used
for scoring purposes, only provided a 0.7 accuracy on the ROC curve. The traditional
academic point system is:

– 0.9–1 = excellent
– 0.8–0.9 = good
– 0.7–0.8 = fair
– 0.6–0.7 = poor
– 0.5–0.6 = fail
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7 Conclusions

Using a similarity coefficient to create a generic predictive model can help financial
companies to start business activities in a new market. The similarity is calculated using
Lorents metrics which is based on a strong mathematical background. The author of
this paper has implemented the created model in one private financial company who
has started activities in the Swedish market and a few months of monitoring have
shown that the company has received profit. Poland and Sweden are not as similar as
for example Poland and The Czech Republic; the author believes that the same
approach can help the mentioned finance company to get profit in Czech and Spanish
markets as well.

Future works could be related to model calibration using the similarity coefficients.
The author hopes to find a better algorithm to connect the parameters, which need more
attention. For example the correlation of education and salary in Sweden and in Poland
is different and if the measure of correlation will be calculated with similarity coeffi-
cients, then it can help connect these parameters more efficiently.

This approach enables finance companies to invest with lower risks to the new
markets immediately after the start-up.

The author would like to thank the finance company, where the author had the
opportunity to test the novel ideas and colleague Taavi Rekor for the English language
support. Also the author thanks professor Peeter Lorents for his assistance in preparing
this work.

Fig. 5. ROC curve for Sweden.
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